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Preface

This volume collects the papers submitted to the 8th Civil Structural Health Moni-
toring Workshop, which was held online on March 29–31, 2021. The workshop was
jointly organized by the University ofMolise, the University of Naples “Parthenope,”
S2X s.r.l., and the ISHMII Association.

The workshop is part of an international conference series with a long tradition.
Previous editions of the workshop were organized since 2004 in the USA, Italy,
Canada, Germany, Japan, Northern Ireland, and Colombia. This edition was origi-
nally intended to be organized in Naples (Southern Italy), but it turned into a full
online event in agreement with the social distancing norms due to the COVID-19
pandemic.

The main theme of the workshop was “Ageing structures and infrastructures in
hazardous environment”; this is currently a very hot topic worldwide and particularly
in Italy, after the collapses of several bridges and, above all, of the Morandi’s Bridge
in Genoa.

Within the general theme of the Workshop, the following main topics have been
addressed:

• Challenges in the practical application of structural health monitoring to civil
structures, with particular attention to bridges and historical structures;

• Vibration-based structural assessment and monitoring, including SHM in
earthquake-prone regions;

• Innovative sensing technologies;
• Advanced data processing methods;
• Geotechnical and geological monitoring.

The collected papers provide an extensive overview of the key themes, emerging
trends, and current practices in the field of civil SHM. The international perspective
contributed by participants coming from different countries in Europe, America,
and Asia makes this volume a useful reference for the researchers as well as the
practitioners involved in the development of civil SHM technologies. The papers
collected in this volume, in particular, remark the following aspects concerning the
current research in the field of civil SHM:
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vi Preface

• Novel SHM approaches based on image processing, even in combination with
robotic systems or drones, or SAR, including satellite applications, are becoming
very attractive for SHM and nondestructive evaluation of civil structures and
infrastructures because of the opportunity to overcome some typical limitations of
contact-type approaches. Nevertheless, novel sensing technologies as well as new
methods of installation and measurement strategies based on traditional sensors
are being developed for civil SHM applications, with interesting results.

• Among the new sensing technologies, a special mention goes to the promising
applications of smart materials, which show very interesting applicative perspec-
tives in the field of civil SHM owing to their sensitivity to strain and damage.

• Vibration-based SHM systems, in combination with artificial intelligence, still
play a significant role in civil SHMapplications. They are under continuous devel-
opment with the objectives of enhancing their robustness and accuracy in view of
effective timely and automated structural health and performance assessment.

The editors would like to thank all the distinguished authors contributing to this
volume for the high scientific quality and diversity of their papers, successfully
addressing the main topics of the 8th Civil Structural Health Monitoring Workshop,
and contributing to the development of the civil SHM discipline and the enhance-
ment of its already promising applicative perspectives. The editors would also like
to acknowledge the work made by all referees, who have professionally and timely
completed the peer-reviewing tasks of the papers collected in this volume. Finally,
the editors would like to thank the Institute for Construction Technologies (ITC)
of the National Research Council of Italy (CNR) involved in the research project
“GRISIS—Risks and Safety Management of Infrastructures at Regional Scale”
(financedwithEuropean funds in the frameworkof theRegionalOperational Program
FESRCampania 2014-2020) for the contribution to the dissemination of the scientific
studies and results collected in this volume.

Naples, Italy
Campobasso, Italy
Napoli, Italy
Napoli, Italy
Campobasso, Italy

Carlo Rainieri
Giovanni Fabbrocino

Francesca Ceroni
Nicola Caterino

Matilde A. Notarangelo
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Fiber Optic Monitoring and Forecasting
of Reservoir Landslides

Hong-Hu Zhu, Bin Shi, Lei Zhang, and Xiao Ye

Abstract Landslide hazards triggered by atmospheric precipitation and periodic
water level fluctuations frequently occur in reservoir areas all over theworld, resulting
in severe fatalities and loss of properties. For the purpose of detecting geological
disasters ahead of time, a series of advance monitoring techniques have been devel-
oped and applied to engineering practices. Among them, the Distributed Fiber Optic
Sensing (DFOS) technologies have shown their great potential for monitoring the
tempo-spatial distribution ofmulti-fields (displacement, stress, temperature, seepage,
etc.) of reservoir landslides. In this paper, the working principles, characteristics and
applicability and these technologies are briefly introduced. In particularly, several
representative DFOS-based monitoring instruments and equipment are elaborated,
which have been successfully used in several landslides in Three Gorges Reservoir
(TGR) area in China for long-term in situ observation and comprehensive evaluation
of relevant geohazards. The monitoring results of Majiagou landslide show that the
sliding surfaces, deformation pattern, and groundwater evolution can be sensitively
captured based on the DFOS measurements. Seasonal rainfall and water level fluc-
tuations are found to be the two main triggering factors of the landslide. Meanwhile,
long time-series monitoring data shed a bright light on real-time deformation predic-
tion and stability analyses of reservoir landslides. Finally, the challenges and future
trends of applying the DFOS systems to landslide monitoring are summarized.

Keywords Distributed fiber optic sensing (DFOS) · Field monitoring · Reservoir
landslides · Three gorges reservoir (TGR)

1 Introduction

In the past few decades, natural and anthropogenic geohazards have frequently
occurred all over the world, causing heavy loss of life and properties. Different
from other types of landslides, reservoir landslide is a typical geological disaster
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related to the construction and operation of hydropower stations, which poses a great
threat to bank infrastructures and human lives in the reservoir regions [1]. In the
history of reservoir landslides, the 1963 Vajont landslide is the most famous one.
The main triggering factors include the fluctuation of the water level, heavy rainfall,
and strong earthquake. It should be noted that huge surge waves will be induced by
these landslides, leading to other disastrous consequences.

To mitigate these geo-risks, field monitoring is of great importance as an effective
means of capturing the changes of geotechnical parameters and identifying their
causes and trends. However, if a landslide risk identification system solely depends
on displacementmeasurements, therewill be considerable errors. Thus it is necessary
to obtain real-time multi-field information to improve the level of early detection and
warning of reservoir landslides.

In the past few decades, the Distributed Fiber Optic Sensing (DFOS) technologies
have shown their great potential for monitoring a variety of geotechnical infrastruc-
tures [2]. One special feature of these technologies is that the distribution of strain,
temperature, displacement, stress can be captured using optical fibers with high accu-
racy. On the other hand, a variety of data-driven models have been developed and
employed for reservoir-induced landslide prediction, such as the updated grey model
[3], logistic regression model [4], and the newly developed machine learning models
[5–10].

In this paper, the recent advancement in fiber optic monitoring systems for moni-
toring reservoir landslides is introduced, together with newly established forecasting
models. A case study in the Three Gorges Reservoir (TGR) region of China is
presented in details. Finally, the challenges in DFOS-based landslide monitoring
are summarized.

2 Distributed Fiber Optic Sensing (DFOS) System

2.1 Quasi-Distributed Fiber Optic Sensors

Fiber Bragg Grating (FBG) is a popular quasi-distributed strain and temperature
measuring technology. Thatmeans all the FBG sensors can be collected along a series
and the optical fiber cable serves as both the sensing elements and the data trans-
mission channels. Through physical or thermal elongation of the sensing segment
and through the change in the refractive index of the fiber due to photo-elastic and
thermo-optic effects, the Bragg wavelength λB of an FBG will change linearly with
applied strain �ε or temperature �T , as described by [11]

�λB

λB
= (1− pef f )�ε + (α + ξ)�T (1)
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Fig. 1 Genetic concept of the FBG sensor

where �λB is the change in the Bragg wavelength due to applied strain and temper-
ature changes; λB is the original Bragg wavelength under strain free and 0 °C condi-
tion; peff is the photo-elastic parameter; α and ξ are the thermal expansion and
thermo-optic coefficients, respectively (Fig. 1).

Using this technology, strain and temperature sensors can be easily made by
simply packaging the FBG. More importantly, some special geotechnical sensors
can be designed based on strain and temperature measurements, such as displace-
ment sensors, soil moisture sensors, load cells, accelerometers, earth pressure cells,
and pore water pressure cells. Figure 2 shows the working principle of a newly
developed FBG in-place inclinometer, which makes full use of the linear relation-
ship between strains and inclination angles of uniform strength beams [8]. After
laboratory calibration, the displacement profile of a borehole can be calculated. As
shown in Fig. 3, an FBG temperature sensor with regularly active heating function
is successfully developed to measure moisture content in ground soils [12].

2.2 Distributed Temperature Sensing (DTS)

Different from the quasi-distributed FBG technology, the fully distributed sensing
technologies normally utilize the scattering light phenomena in an optical fiber, as
shown in Fig. 4. Raman Optical Time-Domain Reflectometry (ROTDR) is a mature
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Fig. 2 FBG in-place inclinometers [8]

Fig. 3 FBG soil moisture sensor [12]
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Fig. 4 Spectrum of backscattered lights in an optical fiber

distributed temperature sensing (DTS) technology, which employs the Raman scat-
tering effect. It is generated inside the optical fiber when a pulse light is launched
into an optical fiber. By measuring the Raman scattered light, it becomes possible to
measure the temperature as a distribution in the longitudinal direction of an optical
fiber.

To apply this technology in monitoring temperatures, soil moistures, or even
seepage rates in landslides, special optical fiber cables have to be developed [13, 14],
which should have adequate packaging and protection measures while maintaining
good sensitivity. Figure 5 shows several DTS cables widely used in field monitoring.
All of them have a loose optical fiber packaged in a plastic or metal tube.

High Thermal Conductivity LSZH Sheath

Metal Braided Mesh 

Silicon Fiber
Kevlar

Spiral Band Armored Sheath

Silicon Fiber

PE Sheath 

Carbon Fiber

(a) Double armored cable                 (b) Actively heated carbon fiber cable

Fig. 5 Typical distributed temperature sensing cables. a Double armored cable. b Actively heated
carbon fiber cable
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Silicon Fiber

GFRP Strengthening Element

PE Sheath

Silicon Fiber

Plastic Sheath

GFRP Strengthening Element 

PE Sheath 

(a) GFRP packaged cable (b) GFRP composite cable with temperature compensation

Fig. 6 Typical distributed strain sensing cables. a GFRP packaged cable. bGFRP composite cable
with temperature compensation

2.3 Distributed Strain Sensing (DSS)

There are a variety of distributed strain sensing technologies, such as BOTDR
(Brillouin Optical Time-Domain Reflectometry), BOTDA (Brillouin Optical Time-
Domain Analysis), and BOFDA (Brillouin Optical Frequency-Domain Analysis).
These technologies utilize Brillouin scattering and can provide distributed measure-
ments of temperature and strain over tens of kilometers at the spatial resolution
of 1 m or less. As a super-high sensitivity and spatial resolution technology, OFDR
(Optical FrequencyDomainReflectometry) is based onRayleigh scattering. To apply
these technologies to geotechnical monitoring, robust and high strength optical fiber
cables should be properly installed in the field with care. Figure 6 shows some typical
distributed strain sensing cables. As the fiber optic measurements are related to both
strain and temperature, temperature compensation is necessary in most cases. This
can be achieved by adding a loose fiber in the same cable. One important issue
to perform deformation monitoring of landslides using soil embedded or borehole
installed cables is how to ensure the deformation compatibility between the cables
and the in situ soil/rock. A recent work has demonstrated the feasibility of distributed
strain sensing in monitoring shear displacements in landslides [15, 16].

3 Case Study in the TGR Area

As shown in Fig. 7, the Three Gorges of the Yangtze River in China is characterized
by complex geological structures, deep valleys, and steep terrains [17]. The TGR is
a super large artificial lake formed after the Three Gorges Dam started to dam water.
The fluctuation of water levels (145 ~ 175 m) along with abundant rainfalls in this
region have induced reactivation of many ancient landslide since the first impound-
ment of TGR in 2003 [18]. Till now, more than 5000 landslides have occurred, which
has posed a great threat to the local residents and properties. Figure 8 shows some
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Abbreviation Full name

B Baijiabao landslide

M Majiagou landslide

MYB Muyubao landslide

O Outang landslide

Q Qianjiangping landslide

S Shiliushubao landslide

SP Shuping landslide

X Xintan landslide

XP Xinpu landslide

Fig. 7 Geological map of the TGR region showing the locations of landslides and rockfalls (red
dots). (adapted from [18])

Fig. 8 Typical landslide events in the TGR region and their relationship with water level fluc-
tuations and rainfall (B, Baijiabao landslide; M, Majiagou landslide; MYB, Muyubao landslide;
O, Outang landslide; Q, Qianjiangping landslide; SP, Shuping landslide; X, Xintan landslide; XP,
Xinpu landslide)

critical landslide events triggered by thewater level fluctuation and rainfall. To reduce
such risks, deformation forecasting and stability evaluation of potential landslides
based on field monitoring data become very important [19].

Numerous field monitoring systems have been installed in the TGR region and
have played an important role in prediction and early warning of potential land-
slides. These systems can be categorized into two groups, namely, remote sensing
and ground-based monitoring. The former can only detect large deformation on
the ground surface since the landslides are generally covered by dense vegetation.
For the latter, different geotechnical instruments have been developed in the past few
decades, such as crackmeters, borehole inclinometers, extensometers, and pore water
pressure cells. However, most of them are point (discrete) sensors and therefore their
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measurements can hardly represent the deformation pattern and overall stability of
the landslides under investigation. In addition, their long-term stability is quite poor
due to the limitation of waterproof measures and electric noise. As the distributed
fiber optic sensing technologies can monitor the distribution of strain, temperature
and other physical parameters along the optical fiber cables, the spatial and temporal
variations of multi-fields (strain field, temperature field, displacement field, etc.) can
be captured. This has great potential for investigating multiphysics problems such
as reservoir landslides.

The Majiagou landslide is located on the left bank of a tributary of the Yangtze
River in Zigui County, Hubei Province, China. Figure 9 shows a geomorphologic
map of the landslide site. The landslide forms and develops at the front of a giant
paleo-landslide deposits (~2× 108 m3 in volume). It is tongue shaped, with a length
of 537.9 m, a width of 150 m, and an average depth of 32 m. The overall volume
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(a) Plan view of the study area

(b) Geomorphology and field monitoring deployment.

Fig. 9 Location and monitoring arrangement of Majiagou landslide
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Table 1 List of field monitoring layout

No. DFOS technologies Monitoring parameters

P1, P2 FBG, BOTDR, ROTDR Strain and temperature of the piles, earth
pressure at the pile-soil interface

OFS1, OFS2, OFS3 FBG, BOTDR, ROTDR Inclinometer, soil strain, soil temperature, pore
water pressure, groundwater level

JC1, JC3, JC8 FBG, BOTDR, ROTDR Inclinometer, soil strain

S1, S2 BOTDR, ROTDR Soil strain and temperature of shallow layers

is 3.1 × 106 m3 and the average slope of the landslide is 15°. The toe of the front
slope is submerged in reservoir water. Therefore the change of the water level causes
significant erosion phenomena and periodically disturbs the original critical balanced
state.

Field investigation and observations indicate that there are twomain slip surfaces.
A shallow slip surface is located at the contact between Quaternary deposits and the
underlying rock stratum, and the sliding zone is composed of 0.5–0.8 m-thickness
silty clay with silty mudstones. A deep slip surface is found along a weak mudstone
interlayer within the bedrock [20]. Anti-sliding piles and drainage channels have
been constructed and they effectively mitigated the landslide.

To demonstrate the performance of the distributed fiber optic sensing in landslide
monitoring, an integrated, in situ multi-parameter fiber optic monitoring system was
established by Nanjing University with the aid of China University of Geosciences
(Wuhan) at the landslide site. Long-term monitoring of the landslide initiated in
2012 [3, 8, 9, 21, 22]. The monitoring system aims at monitoring ground surface
displacement, borehole displacement, pile loading conditions, ground water level
and so on. Distributed strain sensing cables were deployed along anti-sliding piles
(P1 and P2) and inclinometers (OFS 1 ~ 3), and were directly embedded in boreholes
(JC 1~ 6) and shallow surface trenches (S1 andS2). The field instrumentation scheme
is listed in Table 1 and Fig. 10 shows some typicalmonitoring results. Themonitoring
results clearly show that water level fluctuation and seasonal rainfall are found to be
the two main triggering factors while the former is the dominant one. The time series
data from the monitoring boreholes show that the landslide deformation continued
to develop and the sliding surfaces, deformation pattern, and groundwater evolution
were sensitively captured based on the DFOS measurements. It can be concluded
that this landslide is currently in the creep deformation stage.

4 Forecasting of the Reservoir Landslide

Both physical and data-driven models have been employed to predict the perfor-
mance of reservoir landslides. The physical models attempt to establish the mechan-
ical relationship between the load and deformation of landslides [21–23], which is a
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Fig. 10 Time-dependent variation of internal displacement measurements with rainfall and
reservoir water level [9]

challenge due to the complexity involved in the triggeringmechanism and geological
properties [24]. On the contrary, the data-driven models, including the updated grey
model, logistic regression model and other nonlinear models, have been successfully
employed for early warning of reservoir-induced landslide. They input observed
measurements into mathematical models to output variables as landslide predictors
[9]. As the DFOS technologies enable the collection of huge amounts of monitoring
data, it has become possible to use advanced machine learning and artificial intelli-
gencemethods as effective tools to provide accurate and fast forecasting of landslides.
A series of innovative models, including support vector machines, extreme learning
machines, random forest and artificial neural networks, as well as their hybrids, have
been applied to forecast deformation of reservoir landslides.

To predict the internal displacements of Majiagou landslide, the set pair analysis
(SPA) method combined with particle swarm optimization (PSO) and support vector
machine (SVM) is used. Considering the deformation hysteresis effect, the set pair
analysis (SPA) method is utilized to determine the deformation lag time based on
the long-term monitoring results, which is found to be 18 days. Then, the time series
method was adopted to decompose the cumulative displacement into the trend part
and the periodic part. The trend part is dependent mostly on the geological conditions
and can be fitted by mathematical functions, while the periodic part is governed
by external factors such as rainfall and fluctuation of reservoir water level. As the
dominant landslide-triggering factor, the water level fluctuations were input into the
PSO-SVM model to forecast the periodic displacement. Afterward, the cumulative
displacements are determined by adding up the trend displacements and the periodic
displacements. Figure 11 shows the fitted results of the displacement-time curve
using the conventional triangular function and the predictions of SPA-PSO-SVM
model, respectively. It is demonstrated that the proposed SPA-PSO-SVM model is
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(a) Fitted results using the triangular function

(b) Predicted results using the SPA-PSO-SVM model

Fig. 11 Comparision of the variations of internal displacement of the landslide [9]

reliable and effective in predicting landslide displacements, taking into account the
deformation hysteresis effect.
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5 Conclusion Remarks

In this paper, the recent development and application of DFOS technologies to
monitor reservoir landslides are introduced, aswell as the related forecastingmethod.
The field instrumentation of the Majiagou landslides is presented in details. The
following conclusions can be drawn in this study:

1. The FBG sensing technology enables quasi-distributed and real-time moni-
toring of multiple parameters such as strain and temperature, while the
distributed strain and temperature sensing technologies can be used to monitor
displacements and moisture contents profiles over tens of kilometers.

2. In the Majiagou landslide, the long-term monitoring data provides useful infor-
mation on the landslide stability during the reservoir operation. It is confirmed
that this landslide is in the creep stage and themain influencing factor of landslide
displacement is the fluctuation of the reservoir water level.

3. Long time-series monitoring data shed a bright light on real-time deforma-
tion prediction and stability analyses of reservoir landslides. The comparison
between the predicted and measured displacements show that the prediction
accuracy of the proposed SPA-PSO-SVM model is satisfactory.

It is noted that despite the verified feasibility and reliability of DFOS systems for
landslide monitoring, these systems are still new to most geotechnical practitioners.
There are many challenges to be solved, such as protection of the cables and temper-
ature compensation of the measurements. Therefore, prior to field instrumentation,
systematic and professional training is of great importance. Secondly, the costs of the
fiber optic monitoring systems are still higher than conventional ones. It is important
for manufacturers to develop instruments and sensors of low prices or high perfor-
mance cost ratios. Finally, establishment of guidelines and standards for system
deployment and maintenance is crucial to promote DFOS applications to landslides.
These challenges, in turn, provide abundant opportunities for geotechnical practi-
tioners to explore the great potential of DFOS technologies in mitigating geohazard
problems. Advanced fiber optic monitoring systems have been successfully installed
in Xinpu, Outang and Canlian landslides to demonstrate their great potenial in early
warning of reservoir landslides. Laboratory 1-g and centrifuge model tests are been
conducted as well [25].
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Dynamic Testing and Continuous
Dynamic Monitoring of Transportation,
Stadia and Energy Infrastructures

Álvaro Cunha, Elsa Caetano, Filipe Magalhães, Carlos Moutinho,
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Abstract TheLaboratory ofVibrations and StructuralMonitoring (ViBest, www.fe.
up.pt/vibest) of CONSTRUCT/FEUP has been implementing, since 2007, a signif-
icant set of long-term dynamic monitoring systems in large Civil structures with
different typologies (e.g. roadway, railway and pedestrian bridges, stadia suspension
roofs, wind turbines, concrete dams or high voltage transmission lines). This paper
briefly describes some of these applications, showing the interest and potential of the
developed technology, as well as of the huge high quality database created, which
can be used for joint collaborative research at European level.

Keywords Continuous dynamic monitoring · Footbridges · Railway bridges ·
Roadway bridges · Stadia suspension roof ·Wind turbines · Concrete dams

1 Introduction

The Laboratory of Vibrations and Structural Monitoring (ViBest, www.fe.up.pt/
vibest) of CONSTRUCT/FEUP has been implementing, since 2007, a significant
set of long-term dynamic monitoring systems in large Civil structures with different
typologies (e.g. roadway, railway and pedestrian bridges, stadia suspension roofs,
wind turbines, concrete dams or high voltage transmission lines).

This paper briefly describes some of these applications, showing the interest and
potential of the developed technology, as well as of the huge high quality database
created, which can be used for joint collaborative research at European level.

The representative set of monitoring applications presented shows the efficiency
of the developed tools and the usefulness of the testing and monitoring programs
implemented, enabling the achievement of different objectives, such as: (i) the devel-
opment of finite element model correlations and updating; (ii) the vibration service-
ability safety checking, particularly in case of lively bridges involving the inclusion
of vibration control devices; (iii) the implementation of automated versions of the
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most powerful methods of Operational Modal Analysis, and their application for
tracking the time evolution of modal parameters in long-term dynamic monitoring
applications; (iv) the application of statistical methods to remove the influence of
environmental and operational factors (e.g. temperature, intensity of traffic, wind) on
the modal variability, supporting the development of reliable techniques for vibra-
tion based damage detection; (v) the experimental assessment of fatigue, based on
the measurement of effects of real traffic loads; (vi) the experimental assessment of
aerodynamic problems in bridges based on in situ measurements; (vii) the tracking
of modal parameters in wind turbines, enabling damage detection and fatigue assess-
ment and (viii) the characterization of the influence of the water level in the reservoir
on the dynamic properties of concrete arch dams.

2 From Dynamic Testing to Continuous Dynamic
Monitoring

The experimental identification of modal parameters in Civil structures was initially
performed using input-output modal analysis techniques developed and applied in
Mechanical andAeronautical Engineering [1–4]. This required the use of appropriate
equipment for structural excitation (e.g. impulse hammer devices, large electrody-
namic shakers, eccentric mass vibrators or servo-hydraulic shakers), data acquisition
and data processing, involving normally the evaluation of frequency response func-
tions (FRFs) as basis for the application of single or multi-degree of freedom modal
identification algorithms [5, 6].

However, when dealing with large structures, it becomes hard and expensive to
excite themost significantmodes of vibration in a low frequency rangewith sufficient
energy and in a controlled manner.

Therefore, the use of modern transducers and digitizers, enabling to accurately
measure very low levels of dynamic response induced by ambient excitations, moti-
vated the development of modern and powerful techniques for output-only modal
identification of civil engineering structures, at construction, commissioning or
rehabilitation stages without interruption of normal operation [7].

Although some pioneering studies have been developed with this perspective
still in the era of the analogue equipment [8–14], it was the recent use of sensors
specially suitable for ambient vibrationmeasurements in large structures, conjugated
with high level digitizers with local storage and time synchronization capabilities that
enabled the accurate modal testing of large structures in a short time and in a rather
comfortable way, as happened at the Vasco da Gama Bridge [15], at the Millau
Viaduct [16] or at the Humber Bridge [17].

In the reception tests of some large and slender structures, the concern with the
accurate identification ofmodal damping ratios led frequently also to the performance
of free vibration tests, as happened at several outstanding cable-stayed bridges (e.g.
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Normandy,VascodaGamaorMillau bridges), inducing a sudden rupture of tensioned
cable connected from the ground [16] or a suspended barge to the deck [15].

The results from these modal identification tests have been used over a number of
decades, normally at the commissioning stage, to establish correlations with numer-
ical predictions, or in some cases to develop finite element model updating studies
[10, 15, 16].

It was then assumed that such tests would characterize the baseline condition of
the structural behavior, allowing subsequent detection of structural changes, which
made ambient vibration tests gradually more common before and after rehabilitation
works [18, 19], and several research attempts have been developed to detect early
damage based on variations of modal parameters estimates, despite the disturbing
influence of environmental and operational factors [20, 21].

However, the remarkable progress achieved in the last years in the areas of data
acquisition and online informationmade it feasible, however, the permanent dynamic
monitoring of the structural behavior [22, 23], which may complement other compo-
nents of structural monitoring, such as the monitoring of loads, static behavior and
durability [24]. These systems can nowadays play a major role in the observation
and understanding of the structural behavior either during the bridge construction, or
during the service lifetime [25], as will be shown with the examples presented in this
paper, concerning several continuous dynamic monitoring programs implemented
by ViBest/FEUP on large Civil structures with different typologies.

3 Continuous Dynamic Monitoring of Transportation
Infrastructures

3.1 Footbridges

Modern footbridges are often light structures characterized by very high slenderness
and low damping, which makes them easily susceptible to vertical vibrations for
spans longer than 50 m or to horizontal vibrations and lock-in for spans usually in
the range 80–120 m.

Therefore their design normally requires a reliable numerical prediction of the
levels of vibration and degree of human comfort associated to normal walking (of
groups or flows of pedestrians) or jogging, which can be in general obtained on
the basis of simplified load models and analysis procedures established in recent
guidelines and recommendations [26, 27].

In case of occurrence of excessive lateral and/or vertical human induced vibra-
tions, the design and implementation of vibration control devices (normally tuned-
mass or viscous dampers) may be required, and though the efficiency of such devices
can be preliminary assessed on the basis of forced vibration tests [28], the most reli-
able verification of their efficiency is based on temporary or long-term dynamic
monitoring.
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Moreover, continuous dynamic monitoring duly conjugated with the application
of robust software tools to develop an online output-only modal identification of
the collected data and the statistical removal of the influence of environmental and
operational factors on the modal variability can be also used to detect early damage
by construction of suitable control charts [29, 30].

In this context, this section presents three different case studies of continuous
dynamic monitoring of Portuguese lively footbridges, aiming at the verification of
vibration serviceability limits defined by recent footbridge guidelines, as well as the
demonstration of the feasibility of vibration based damage detection.

3.1.1 Continuous Dynamic Monitoring for Vibration Serviceability
Assessment

(a) Excessive vertical vibrations: the case of Santo Tirso footbridge

Santo Tirso footbridge (Fig. 1) is formed by a steel arch with 60 m chord and 6 m
rise, supporting a 5 m wide deck with total length of 84 m, divided by spans of 12 m.
The deck cross-section, formed by a light concrete slab 0.15 m thick supported by
three longitudinal hot-rolled profiles, is slightly asymmetric due the inclusion of a
timber path on one edge.

The design of this arch footbridge pointed to a lively behavior, marked essentially
by vertical vibrations induced by crowd walking and jogging of pedestrian groups.
The dynamic behavior of the footbridgewas therefore investigated upon construction
by means of ambient, free vibration and pedestrian tests [31]. From these tests it was
concluded that the foot-bridge reached amedium comfort level with the excitation by
groups of 20 pedestrians walking in resonance with the first and second footbridge
modes (Fig. 2), at 1.64 Hz and 2.04 Hz, respectively. For the jogging scenarios, at
about 2.71 Hz (mode 3), it was observed that a very small number of pedestrians

Fig. 1 Santo Tirso footbridge: lateral view (left), installation of a TMD (right)
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Fig. 2 Critical vibration modes, comparison between numerical and experimental estimates

(2, 3) could generate extremely high amplitudes of vibration, 5 jogging pedestrians
generating intolerable vertical vibrations [32].

Considering these aspects, a final decision was taken together by the Structural
Engineer and the Owner of the bridge to implement two vertical TMDs, one for slow
walk of crowds (at the antinode of mode 1) and a second one for jogging and running
of small groups of pedestrians (at the antinode of mode 3, mid-span). The limited
space underneath the bridge deck to accommodate the TMDs motivated the splitting
of each device into two units, which were installed symmetrically with respect to the
bridge axis.

According to the calculations conducted with a calibrated numerical model, the
installation of TMDs with a total mass of 2100 kg would provide an added damping
ratio of about 4%, largely contributing to the attenuation of resonance effects on the
footbridge.

In order to evaluate the degree of efficiency of the installed TMDs, a new series
of dynamic tests was conducted on the footbridge after their installation [33]. These
tests involved the measurement of the dynamic response induced by a group of 10
pedestrians walking in resonance with the first vibration mode (1.64 Hz), or else by
jogging pedestrians in resonance with the third vibration mode (2.7 Hz).
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Inspectionof their results shows the important attenuationof the response achieved
with the installation of the TMDs. It could be observed, for example, that the acceler-
ation of 3.2m/s2 caused by 5 pedestrians jogging reduced by 3 times upon installation
of the TMDs, causing the evolution of the footbridge classification from “intolerable
comfort”, prior to installation of TMDs, to “medium comfort” level upon installation
of TMDs, in the situation of excitation by groups of joggers.

As for the identification of the level of damping introduced by the TMDs, free
vibration tests were conducted. During these tests, one pedestrian jumped in reso-
nance at the antinodes of the controlled modes and suddenly interrupted its motion.
The envelopes of the free vibration records of accelerations are formed by two
branches, the first being characterized by a higher slope and corresponding to the
phase of activation of the TMD, during the higher vibrations, while the second branch
reflects the vibration of the footbridge when the TMD de-activates due to a reduction
of the response. For the third vibration mode, a damping ratio of 2.5% was measured
in the first branch, reducing to 0.7% in the second part of the record.

In order to check the good performance of the implemented TMDs in service, a
dynamic monitoring system was installed in the bridge and a one-year continuous
monitoring program was established in agreement with the footbridge Owner [34].
This system comprises 7 accelerometers and 4 thermal sensors connected to an
acquisition system. Three accelerometers are located on the bridge deck close to the
TMDs (two of them measuring vertical and lateral accelerations at mid-span and a
third one measuring vertical accelerations near the other TMD), whereas the other
four accelerometers are installed on the masses of the four TMD units to accurately
observe their behavior.

The analysis of the acceleration records collected over a period of one year has
permitted to conclude that the maximum vertical and lateral acceleration has reached
values of 1.0 m/s2 and 0.15 m/s2, respectively. These values would allow the classifi-
cation of the foot-bridge as providing amediumcomfort level. It is noted however that
these values are sporadic, as evidenced by one of the monthly plots of the maximum
daily vertical and lateral acceleration represented in Fig. 3. It is further observed
that the maximum daily amplitudes of acceleration at mid-span are generally greater
than 0.5 m/s2, indicating a frequent activation of the TMD used to control vibrations
induced by jogging activities. The same may not occur for the other TMD, which
was designed for slow walking crowds.

(b) Excessive lateral vibrations and lock-in: the case of Coimbra footbridge

The Pedro e Inês footbridge in Coimbra is formed by a central parabolic arch with
110 m chord and 9 m rise, and two lateral half arches in steel, supporting with total
continuity a composite steel-concrete deck (Fig. 4).

A specific characteristic of this structure is the anti-symmetrical development of
both the arch and deck cross sections along the longitudinal axis of the bridge. In the
central part, two L-shaped box-sections and the arch “meet”, to form a rectangular
box cross-section 8 m× 0.90 m, while at the ends of the lateral spans the “meeting”
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Fig. 3 Santo Tirso footbridge: maximum daily vertical (top) and lateral (bottom) acceleration
during the month of August 2013

Fig. 4 Coimbra footbridge: lateral view
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of the arch and deck generate a rectangular box cross-section 4m × 0.90 m. These
characteristics result in a complex torsional behavior under vertical loads.

Due to the poor characteristics of the soil, the arch is founded on long piles,
reaching 35 m in length. The flexibility of these piles in the horizontal direc-
tions compromises the behavior as arch of this structure, resulting instead in an
intermediate behavior between an arch and a girder.

Following an initial evaluation by the Structural Engineer, who identified a poten-
tial for lateral and vertical pedestrian induced vibrations, the Coimbra footbridge was
extensively investigated. It was concluded in particular that the footbridge was prone
to lateral synchronization (lock-in) in the first lateral mode, at about 0.9 Hz, and this
behavior was actually observed by test as soon as the number of persons crossing
the bridge reached about 70 [28]. It was therefore an option of the Structural Engi-
neer to install a TMD for lateral vibrations at mid-span whose characteristics were
determined on the basis of the modal parameters identified upon construction of the
footbridge.

The mass of the implemented TMD was about 15 t, representing 7.3% of the
modal mass of the footbridge loaded with a pedestrian density of 0.5 person/m2.
This TMD was split into 6 units with a mass of 2465 kg each that were accom-
modated inside the box section at the mid-span (see Fig. 5). The observation that
the various identical units forming the TMD behaved differently under vibration of
the footbridge motivated a thorough characterization of these units and of the actual
damping provided by the installed TMDs. A forced vibration test was therefore
conducted consisting of the application of a sinusoidal load at frequencies varying
in the range 0.58–0.98 Hz, containing the footbridge fundamental lateral frequency.
Figure 6 represents the amplitudes of acceleration recorded at the deck mid-span for
a sine sweep with amplitude 200 and 1300 N, as well as the amplitudes of accelera-
tion measured in correspondence at each TMD unit. The theoretical deck and TMD
acceleration amplitudes are also represented in this figure for comparison.

The analysis of Fig. 6 evidences different deck behavior for different force ampli-
tudes, and shows also different amplitudes of vibration of the various TMD units.

Fig. 5 Lateral TMD of
Coimbra footbridge
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Fig. 6 Coimbra footbridge: comparison between theoretical and measured response of deck and
TMD units during a sine sweep

Generally, the TMD vibration amplitudes diverge from those of the deck when the
deck acceleration is greater than 0.03 m/s2. Furthermore, three of the six TMD units
have always amplitudes of vibration close to those of the deck, meaning that their
activation is very slight. Comparing the observed deck and TMD vibration ampli-
tudes with the corresponding expected values, also represented in Fig. 6, it can be
concluded that the attenuation of the response achieved with the TMDs is signifi-
cantly lower than predicted, and that the TMD masses exhibit vibration amplitudes
that more than double the expected values. The identification of modal parame-
ters from the deck frequency response curves and their comparison with the ones
expected from a numerical formulation of the two-degree-of-freedom system enable
the conclusion that the implemented TMDs are much less efficient than expected,
the achieved damping being of the order of 50% the expected. The combination of
the splitting of the TMD into various units with the difficult activation of some of
the TMD units are the reasons for this behavior and have motivated the continuous
dynamic monitoring of the footbridge with a six-channel system for five years, with
conclusion of the observation in 2012.

It was therefore relevant to analyze how in practice the footbridge behaved during
this period. For this purpose, the maximum daily lateral acceleration recorded at
the mid-span be-tween June 2007 and January 2012 by a 6-channel PCB continuous
dynamic monitoring sys-tem is represented in Fig. 7. The red line marking the ampli-
tude of 0.03 m/s2 is exceeded for most of the days, meaning the TMD is activated



24 Á. Cunha et al.

Fig. 7 Coimbra footbridge: maximum daily acceleration at mid-span between June 2007 and
January 2012

almost every day. At the same time, the maximum daily lateral acceleration rarely
attains amplitudes of 0.07 m/s2, with a maximum close to 0.09 m/s2, therefore never
reaching the threshold for lock-in specified as 0.1 m/s2 in [27, 28] and leading to
a classification of “maximum comfort” for lateral vibrations according to the same
guideline. In this respect, it is relevant to note that the maximum recorded response
of the footbridge was 0.094 m/s2 and occurred at the inauguration, which took place
in November 2006.

In order to better characterize the activation of the TMD, a histogram is presented
in Fig. 8 showing the frequency of occurrences of the maximum lateral acceleration
over the period between June 2007 and May 2010. The analysis of this figure shows
that the frequency of observation of the highest amplitudes of vibration is extremely
low, meaning that the occurrence of vibrations is sporadic.

Fig. 8 Coimbra footbridge:
histogram of maximum daily
lateral acceleration between
June 2007 and May 2010
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Fig. 9 Coimbra footbridge: variation of lateral frequency with temperature and with amplitude of
vibration between June 2007 and May 2010

This is further evident in Fig. 9, showing the variation of identified natural
frequency as a function of both temperature and amplitude of acceleration [29]. The
identified natural frequency of the lateral mode varies in the interval 0.824–0.848 Hz,
and the standard deviation of the estimates is 0.003 Hz. This narrow interval of varia-
tion is useful to understand that the TMD does not get severely detuned, the expected
damping reduction due to this effect not exceeding 5%, and that the corresponding
activation is so sporadic that globally the characteristics of the footbridge are hardly
changed with time. So, to conclude, it can be said that the lateral TMD at Coimbra
footbridge is generally very slightly activated and, even though the actual efficiency
is about 50% of expected, the footbridge generally fulfils the serviceability criteria
for lateral vibrations.

(c) Vibration-based SHM: the case of FEUP stress-ribbon footbridge

This stress-ribbon footbridge links the main buildings of FEUP with the students’
canteen (Fig. 10). The bridge is formed by two continuous spans 28 and 30 m long,
rising 2 m from the abutments to the intermediate pier. A continuous concrete cast-
in situ slab embedding four pre-stressing cables takes a catenary shape over the two
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(a) 

(b) 

(c) 

Fig. 10 FEUP footbridge: a General view; b elevation with instrumentation layout; c section over
column and instrumented cross-section

spans, with a circular transition over the intermediate support, which is made of four
steel pipes and forms an inverted pyramid hinged at the base.

The constant cross-section of the deck is approximately rectangular with external
design dimensions of 3.80 m × 0.15 m.

The high flexibility of the footbridge and the significant vibration levels observed
during the crossing by pedestrians motivated the development of a numerical study
of the dynamic behavior which was calibrated on the basis of experimental tests
[35, 36]. Table 1 and Fig. 11 summarize the resulting natural frequencies and modal
shapes in vertical direction, and pre-sent a comparison with the corresponding values
identified on the basis of two ambient vibration tests conducted with a five-year time
lag.

With the purpose of investigating vibration-based SHM techniques using real data,
a continuous dynamic monitoring system based on four sensor units and National
Instruments data acquisition devices was installed in this footbridge [37]. Each unit
comprises a vertical accelerometer PCB-393C, a signal conditioner PCB-488A03
and a thermal sensor PT100. These sensors are mounted separately on the lower
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Table 1 Comparison of identified and calculated modal parameters

Mode no. FE freq. (Hz) Identified modal parameters

3/10/2009 5/10/2004

Freq. (Hz) Damp. (%) Freq. (Hz) Damp. (%)

1 0.940 0.951 1.03 0.965 1.14

2 2.152 1.989 1.09 2.012 1.45

3 2.101 2.034 1.16 2.038 1.48

4 2.344 2.289 2.05 2.342 1.59

5 3.736 3.520 1.87 3.590 2.08

6 4.188 3.965 1.71 4.105 1.87

7 5.761 5.346 1.80 5.412 1.70

8 6.820 6.037 2.03 6.176 2.12

Fig. 11 Identified mode
shapes using the SSI-COV
method

F1=0.951/ 0.965 Hz F2=1.989/ 2.012 Hz 

F3=2.034/ 2.038 Hz F4=2.289/ 2.342 Hz 

F5=3.520/ 3.590 Hz F6=3.965/ 4.105 Hz 

F7=5.346/ 5.412 Hz F8=6.037/ 6.176 Hz 

surface of the bridge deck at both 1/2 and 1/3 of each span (Fig. 10b, c), a nearly
real-time zipped acceleration signal file being generated and transmitted via Internet
every 10 min and a temperature file every 30 min continuously.

In order to track the variation of modal properties, a Continuous Structural Modal
Identification (CSMI) toolkit has been developed and implemented in LabVIEW
environment, which runs automatically without any manual interaction [37, 38].

The application of the automated Covariance driven Stochastic Subspace Identi-
fication (SSI-COV) method to 1 h acceleration records permitted the identification
of frequency estimates of 12 modes in the range of 0–20 Hz from June 2009 to
May 2011. These are shown in Fig. 12. It is noticed that the automated identification
of the vibration modes with natural frequency close to 2 Hz was not possible, due
to perturbation introduced by the harmonics in close frequencies associated with
the pedestrians’ movement. For the remaining frequencies, a clear time variation is
perceptible, especially for those associated with higher order modes. The tendency of
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Fig. 12 Variation of identified modal frequencies from 1st June 2009 to 31st May 2011

increasing in winter time and decreasing in summer time reflects the seasonal envi-
ronmental effects. It is worth noting that the maximum relative variation of modal
frequency estimates is of the order of 20%.

The development of correlation analyses could show that the variability of modal
frequency estimates depends on temperature and intensity of human traffic, with
special emphasis to the first factor. Temperature, in particular, has a non-linear effect
on those modal estimates for temperatures above 30 °C. Despite this non-linear
behavior, strong linear relations between frequency estimates of the different modes
were noticed. This fact allowed the use of an output-only approach for the statis-
tical removal of the effects of environmental and operational factors on the modal
properties based on the Principal Component Analysis (PCA) [30].

Subsequently, Novelty analysis on the residual errors of PCA builds a statistical
damage indicator for long term structural health monitoring. To check the feasibility
and potential of this approach, possible damage scenarioswere simulated using a duly
calibrated 3D finite element model. In order to represent different levels of damage,
the clamped boundary conditions at the abutments were replaced by spring elements,
with the stiffness constants de-fined as K1 = 1E13 kN m/rad, K2 = 1E10 kN m/rad
andK3= 1E7 kNm/rad. The continuousmonitoring results during the 1st year (from
June 2009 to May 2010) were selected as reference and the frequency estimates in
the second year (from June 2010 to May 2011) were affected by the relative change
of calculated frequencies caused by simulated damage.

Figure 13 shows the Novelty index NI (grey points) and center line CL of refer-
ence state (in red) and three different damage scenarios (in blue, purple and black,
respectively). Obvious deviation of CL comparing with the reference state is noted
when releasing the rotation with decreasing stiffness constants of spring elements at
both abutments. It means that such damage can be clearly detected.



Dynamic Testing and Continuous Dynamic Monitoring … 29

R K K K

Fig. 13 Detection of simulated damage by decreasing the stiffness of spring element at the
abutments (Ref, K1, K2, K3)

3.2 Railway Bridges

Another interesting case study regards the experimental evaluation of the dynamic
effects induced by traffic loads on the Trezói railway bridge (Fig. 14) for fatigue
assessment. This bridge is a single track metallic riveted structure with three spans
of 39, 48 and 39 m, supported by two intermediate trapezoidal metallic piers and two
masonry abutments at the extremities.

A temporary monitoring campaign (Fig. 15) was also developed at this bridge by
ViBest/FEUP so as to characterize the global and local structural behavior, enabling
the calibration and validation of numerical models used in numerical simulations for
the analysis of stress distributions in critical elements and connections, the construc-
tion of histograms of stress cycles suitable for fatigue assessment, and collecting
reliable information regarding the characteristics of real traffic crossing the bridge
in terms of velocity, axle loads, number of axles and axles distances [39, 40].

(a) (b)

Fig. 14 Trezói bridge: a lateral view; b view inside the deck
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Fig. 15 a Instrumentation with strain gages; b measured versus calculated stresses

In afirst instance,measurementswere performedduring twodays of higher level of
traffic. During that period, the bridgewas crossed by 8 freight trains and 16 passenger
trains. Figure 15b shows the very good agreement between measured and calculated
stresses at an inferior chord of the truss at mid-span, which is the element subjected to
higher traction stresses. These results provided a higher confidence on the developed
numerical simulations, as well as on the trains’ characteristics obtained. The fatigue
damage was then evaluated for the 14 instrumented sections and for each train.

This investigation was subsequently extended to all structural elements of the
bridge, which led to the conclusion that the most susceptible elements to fatigue
damage are the transversal stringers (Fig. 16), which are affected by local vibrations.
This aspect motivated a new research component specifically focused on these local
effects, which involved also the development ofmore sophisticated numericalmodels
(Fig. 16b) and the continuous dynamic monitoring of two transversal stringers [41].

3.3 Roadway Bridges

(a) Vibration-based SHM: the case of Infante D. Henrique bridge

With the purpose of assessing the structure health condition, a demonstrator system
was installed by ViBest/FEUP at Infante D. Henrique bridge.

The Infante D. Henrique Bridge (Fig. 17), over river Douro at Porto, Portugal,
is com-posed of two mutually interacting fundamental elements: a very rigid pre-
stressed reinforced concrete box beam, 4.50 m height, supported by a very flexible
reinforced concrete arch 1.50 m thick. The arch spans 280 m between abutments and
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(a) (b)

Fig. 16 a Evaluation of fatigue damage for real traffic; b shell finite element modelling

Fig. 17 Aerial view of Maria Pia, Infante D. Henrique and Luiz I bridges (from bottom to top)
over Douro river at Porto

rises 25 m until the crown, thus exhibiting a shallowness ratio greater than 11/1. In
the 70 m central segment, arch and deck join and define a box-beam 6 m height. The
arch has constant thickness and the width in-creases linearly from 10 m in the central
span up to 20 m at the abutments.

The dynamic monitoring system of the Infante D. Henrique Bridge, in operation
since September 2007, is composed by twodigitizers that receive the signals collected
by 12 force balance accelerometers installed inside the deck box girder according
to the scheme of Fig. 18. Three sensors equip each of four sections, one to measure
the lateral acceleration and two for the vertical acceleration at the downstream and
upstream sides. The data produced by the digitizers is continuously transferred to
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Fig. 18 Position of accelerometers and temperature sensors

FEUP in the form of ASCII files with as many columns as the number of sensors,
containing acceleration time series with a length of 30min sampled at a rate of 50Hz.

This dynamicmonitoring system is complemented by an independent static moni-
toring system (performing six acquisitions per hour) that was installed in the bridge
during construction, comprising strain gages, clinometers and temperature sensors.
In particular, the temperature sensors embedded in the concrete (Fig. 18) were crucial
to eliminate the influence of temperature in the modal parameters.

The Dynamic Monitoring system produces two files with acceleration time series
per hour, which are then handled by the monitoring software package, DynaMo [42],
which performs the following tasks:

• Downloading and archiving in a database of the original data file, for later testing
of alternative processing methodologies;

• Pre-processing of the data to eliminate the offset and reduce the sampling
frequency to 12.5 Hz (the first 12 modes are below 5 Hz);

• Automatic identification of modal parameters using three different identification
algorithms: FDD, SSI-COV and p-LSCF;

• Removal of environmental and operational effects from the identified natural
frequencies;

• Updating of the control chart for the identification of abnormal values;
• Updating of the database with the results of the processing.

All the collected data and results can then be consulted using a graphical user
interface (DynaMo Viewer) that comprehends tools to create several types of plots
for a given time interval.

To exemplify, Fig. 19 presents the time evolution, from September 2007 to May
2010, of the bridge first four natural frequencies associated with vertical bending
modes. The influence of the annual temperature fluctuations on the values of the
natural frequencies is evident. The additional observation of the influence of the
amplitude of vibration on those frequencies led to the construction of an optimised
regressionmodel that canminimize the effects of these variables on themodal param-
eters. Figure 20 shows the narrow range of variation of the natural frequency estimates
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Fig. 19 Time evolution of the natural frequencies of the first 4 vertical bending modes
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Fig. 20 Time evolution of the first natural frequency before and after minimization of environ-
mental/operational effects

associated with the first lateral mode upon removal of the referred effects, using a
multiple linear regression model [43].

Despite the good results obtained with the regression model, a complementary
study with PCA was conducted to eliminate the influence of unmeasured factors on
the natural frequencies. The first 12 natural frequencies of the bridge corrected by the
two statistical tools are then used in the construction of a multivariable control chart.
In the chart presented in Fig. 21a, one point refers to a group of 48 observations, as
the performance of averages over 48 observation periods permitted to increase the
accuracy in the detection of small frequency changes. It can be seen that the majority
of the values are bellow the control line, defined taking into account observations
associated with a reference period duringwhich the structure is assumed undamaged.
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Fig. 21 Control charts without (left) and with (right) the numerical simulation of damages

In order to test the ability of control charts to detect damage, several damage
scenarios were simulated with a numerical model of the bridge previously tuned.
These were simulated in simplified form as bending stiffness reduction of 10% over
lengths of 5 m at selected regions along the bridge [42]. The damage scenario that is
analysed here is a stiffness reduction of the deck at mid-span. This led to frequency
variations in some modes of the order of 0.15%. These variations, quantified with
the tuned numerical model, were applied to the experimental data collected after
March 2009. The control chart in Fig. 21b, designated Shewhart or T2, demonstrates
that after introduction of the frequency shifts due to the simulated damage the points
of the control chart are outside the control area. Therefore, it is concluded that it
would be possible to automatically detect such a small damage in the bridge with
the installed monitoring system.

(b) Dynamic monitoring of wind effects: the case of Grande Ravine bridge

Continuous dynamic monitoring can also play an interesting role in Wind Engi-
neering studies developed on prototypes, especially in the case bridges located in
zones with high susceptibility to the occurrence of extreme events, such as cyclones
or typhoons, demanding an adequate characterisation of loads and an accurate
assessment of the corresponding response.

Such type of research has been carried out by ViBest/FEUP on the Grande Ravine
viaduct (Fig. 22), which is a slender girder bridge crossing a volcanic breach of 320m
width and 170 m depth, at the Reunion Island. This viaduct is located in an area
frequently affected by tropical cyclones and has a particular structural configuration
that, although stiff when com-pared to cable-stayed and suspended bridges, is slender
in comparison to ordinary girder bridges.

These aspects led the Designer SETEC tpi [44] to idealise a continuous moni-
toring system with aerodynamic character, grouping a set of anemometers, pressure
cells, temperature sensors and accelerometers (Fig. 23). Collaboration between the
Designer, ViBest/FEUP and CSTBwas established for the processing and analysis of
recorded data, in order to validate thewind studies carried out during the design stage.
Several other experimental tests were also conducted. In particular, ambient vibra-
tion tests were performed to characterise the bridge structure after construction, and
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Fig. 22 Grande Ravine viaduct, Reunion Island

Fig. 23 Monitoring of Grande Ravine viaduct: location of a anemometers and accelerometers;
b pressure cells

detailed wind tunnel tests were developed, using simultaneous measurement of aero-
dynamic forces with balance and through pressures on the surface of cross section of
the deck model, in order to characterise the aerodynamic forces acting on the viaduct
model.

This research [45] used 2 years of monitoring data in order to analyse and validate
the de-sign studies of Grande Ravine viaduct and also to explore recent numerical
methodologies of analysis through the development/implementation of numerical
tools for the assessment of structural response calibrated with results from full-scale
measurements.
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In this context, awindmodel for theGrandeRavine implantation sitewas proposed
based on the results of the analysis of the full-scale data recorded by the anemometers.
These include the identification of predominantwind directions, incidence and design
mean wind velocity, as well as local wind turbulence intensities, length scales and
coherence.

Force coefficientswere assessed based on the full-scalemeasurement of pressures,
and compared with values established for structural design based on detailed wind
tunnel studies. Correlations between wind and pressures were also established for
the dominant wind directions and aerodynamic admittance was estimated from full-
scale measurements and com-pared with experimental and theoretical formulations.
Coherence between aerodynamic forces was also estimated and compared with the
coherence of incident wind.

These results were compared with those from wind tunnel detailed study and
from CFD simulations of flow around the deck cross section using stationary and
unstationary turbulence models.

The structural response was studied based on the treatment of acceleration records
from the continuous monitoring system installed at the viaduct. Modal identifica-
tion under natural excitation was performed and the variation of structural dynamic
properties was studied after removal of operational effects.

The structural response was analysed aiming at separating the effect of wind and
characterising the effect of aerodynamic excitation, particularly the development of
aerodynamic damping. A case of vortex induced vibrations was also identified and
described.

4 Continuous Dynamic Monitoring of Stadia Suspension
Roof

The Braga Municipal Stadium (Fig. 24) was built for the 2004 European Football
Championship that took place in Portugal, and a particular aspect of this structure
is the suspension roof structure, formed by 34 pairs of cables spanning 202 m and
supporting two composite slabs 0.245 m thick over the stands, in extensions of 57 m
from the anchorages.

Fig. 24 Braga Municipal Sports Stadium: view of roof from the west side. Cross section
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This very slender structure was object of various design studies, which compre-
hended numerical studies for dynamic assessment and wind tunnel tests on rigid and
flexible physical models, to determine pressure coefficients, identify potential aeroe-
lastic instabilities and assess the response to turbulent wind. These studies pointed
in general to a risk of high vibrations due to resonant effects and of high local vortex
shedding stresses.

These factors motivated extensive tests conducted on the constructed structure to
assess damping, and the installation of a monitoring system in order to monitor the
roof response under wind excitation.

In this context, complementary monitoring systems were installed by
ViBest/FEUP, including two sonic anemometers and various accelerometers, aiming
at providing a characterization of the wind loads on the roof and establishing
correlations with the response.

The roof structure has been monitored by two different systems (Fig. 25): one
to monitor the dynamic response and the other to collect wind measurements. In
operation since March, 2009, the continuous dynamic monitoring system is set to
acquire the vertical acceleration by means of 6 force-balance accelerometers. The
wind monitoring system was installed in the beginning of December, 2011, and is
composed by two ultrasonic anemometers that are suitable to measure the ambient
temperatures, velocity and direction of the wind at high sampling frequencies. This
new independent and complementary wind measurement system was installed on
the west slab of the stadium in order to characterize the wind model and analyze
correlations between the structure’s dynamic response and the wind load.

The installation of both monitoring systems comprised several elements as
described in Fig. 25. The correlation between the data provided by both systems has

Fig. 25 Location of components of the two monitoring systems installed for wind measurements
and acquisition of vertical accelerations on the Braga stadium suspension roof (top view of the west
slab)
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Fig. 26 (Left) Time evolution of natural frequencies: (top) from 2009/03/25 to 2010/09/27 in
the range of 0–1.1 Hz; (bottom) from 2009/07/1 to 2009/07/10 of the modes 3, 4 and 5; (Right)
correlation of estimated frequencies and measured temperatures from 2009/07/01 to 2009/12/31

allowed the assessment of the complex non-linear interactions between themonitored
structure and the environmental effects.

Careful inspection of the monitoring results [46], as well as of temperature data
available since the construction phase reveals that temperature plays also amajor role
in the variations of natural frequency estimates, as shown in Fig. 26 (left). However,
it’s interesting to note that, probably due to the peculiar geometrically non-linear
behavior of the roof, the in-crease of temperature does not induce always a decrease
of frequency estimates. Moreover, these variations have some non-linear nature, as
shown in Fig. 26 (right). The variations of the natural frequency estimates obtained
along almost two years of permanentmonitoring of the roof structure are summarized
in Table 2 and show relative variations no larger than 4.9%.

On the other hand, the wind monitoring system enabled an accurate characteriza-
tion of mean wind speed, direction and elevation angles, turbulence intensity, wind
speed power spectra, turbulence integral length scales and influence of wind on the
structural response (Fig. 27), as explained in detail in [47].

5 Continuous Dynamic Monitoring of Energy
Infrastructures

5.1 Wind Turbines

The technology previously developed for continuous dynamic monitoring of bridges
and stadia roofs can be also applied with success in the field of energy infrastructures.
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Table 2 Variations of
frequency estimates

Average frequency
(Hz)

Frequency range
(Hz)

Max. relative
variation (%)

0.275 0.272–0.277 1.8

0.290 0.287–0.293 2.1

0.525 0.519–0.532 2.5

0.542 0.538–0.547 1.7

0.553 0.543–0.560 3.1

0.632 0.619–0.639 3.2

0.654 0.647–0.658 1.7

0.681 0.670–0.691 3.1

0.698 0.688–0.703 2.1

0.732 0.724–0.740 2.2

0.866 0.843–0.877 3.9

1.013 0.981–1.031 4.9

(a)                                          (b)                                        (c)

Fig. 27 Relationship between the 10-min mean wind speeds measured by wind sensor WS1 and
the RMS of the vertical acceleration responses for: a accelerometer A1; b accelerometer A2;
c accelerometer A3

With this purpose, a vibration-based monitoring system was also installed by
ViBest/FEUP in a 2.0 MW onshore wind turbine, aiming at identifying abnormal
structural changes at the support structure. This element, composed by the tower
(76mheight) and foundation, is a crucial component of thewind turbine, representing
an important share of the capital costs [48]. The main components of the developed
monitoring system are introduced in Fig. 28. This aims not only the OMA based
early detection of structural changes (damages), but also the evaluation of fatigue
life.

The wind turbine is equipped with a SCADA system recording the mean,
maximum and minimum values of several operational and environmental param-
eters from 10 min periods (e.g. wind speed and direction, rotor speed, yaw angle,
blades pitch angle, outdoor temperature).
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Fig. 28 Main steps of the vibration-based monitoring system (the grey box identifies the module
related to automated modal analysis)

The installed vibration-based monitoring system is based on a GeoSIG CR-5P
central acquisition system connected to 9 Guralp uniaxial force balance accelerom-
eters distributed along the tower height and at the foundation level (Fig. 29).

Due to the frequent change of the nacelle orientation, a coordinate transformation
was applied to the decimated acceleration signals so as to obtain the signal associated
to the fore-aft (FA) and side-side (SS) directions of the turbine. Subsequently, auto-
mated operational modal analysis procedures were applied using the SSI-COV and
p-LSCFmethods and a hierarchical clustering algorithm of the stabilization diagram
poles [49].

Since wind turbines are time-varying structures, with slightly different struc-
tural configurations according to the various regions of operation, different operating
regimes have to be considered when defining the reference properties of the vibra-
tion modes. In that sense, six different operating regimes are defined, reflecting the
major variations of structural configuration of the wind turbine. These regimes are
described in Table 3.

Figure 30 shows the selected clusters in a Campbell diagram (frequency vs rotor
rotation velocity), considering datasets collected during one year. In this figure, the
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Fig. 29 Distribution of the sensors along the wind turbine

Table 3 Regimes considered for reference modal properties of the vibration modes

Operating regime Wind turbine condition

1 Parked or idling (with high pitch angle values higher than 72º)

2 Parked or idling (with pitch angle value lower than 72º)

3 Transition regime from non-operation to operation (rotor speed between 0
and 8.7 rpm)

4 Operating regime, defined by the lowest operating rotor speed and the point
where the pitch angle starts to increase to avoid excessive rotor torque values
(around mean wind speed of 10 m/s)

5 Operating regime, between regime 4 and the highest operating rotor speed

6 Wind speed higher than cut-out speed

clusters are represented according to the main direction of vibration of the mode
(FA or SS). Several alignments of clusters are clearly identified, corresponding to
vibration modes. However, it also shows some clusters located around the inclined
dashed lines (corresponding to the harmonics associated with the rotor rotation).
These clusters, are only present when the turbine is in operation (rotor speed higher
than 8.7 rpm), corresponding to poles motivated by the harmonic excitation.

Once the most important vibration modes of the wind turbine were identified,
and their reference properties defined, a suitable tracking procedure could be imple-
mented [49]. With this step, the alignments of points associated with the modes were
selected and the influence of the harmonics was eliminated (Fig. 31).

Figure 31 exposes the quality of the modal identification obtained with the moni-
toring system along the whole operating regime of the turbine. Even for closely
spaced modes (as is the case of the pairs of bending modes), the adopted processing
strategy is capable of accurately distinguish them.
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Fig. 30 Campbell diagram of considered clusters of stable poles. The vertical dashed lines separate
the non-production situation, a transition state and the operating regimes of the wind turbine

Fig. 31 Campbell diagram with tracked vibration modes (p-LSCF algorithm)

The evolution of the 1SS* and 2SS* modes with the rotor speed is illustrated,
with greater detail, in Fig. 32. This figure resembles the typical behavior the of rotor
whirling modes [50].

Once the monitoring system is tuned to continuously track the vibration modes,
the system is capable of operate in an automated way.
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Fig. 32 Zoom of the Campbell diagram with the tracked vibration modes (p-LSCF algorithm)

The analysis of the damping results allows extracting very interesting conclusions
regarding this modal property. Damping is a crucial characteristic in the design of
wind turbines, directly affecting the fatigue analysis of the support structure and,
consequently, its estimated lifetime. The quantification of the damping is especially
complex due to (non-linear) phenomena, such as the aeroelastic interaction between
the wind turbine and the wind flow. This phenomenon affords an additional portion
of damping to the structural system, usually named as aerodynamic damping.

Globally, the damping ratio of the FA modes is expected to increase with the
increase of the wind speed (which usually implies a higher operating regime). This
is mostly due to the contribution of the aerodynamic component of damping. As
expected, this increase of the damping values is not expected to be significant in
the SS modes since the aerodynamic damping affects more modes vibrating on the
direction of the wind.

A detailed analysis of the damping values of the first pair of tower bending modes
is shown in Fig. 33. Figure 33a illustrates the evolution of the damping ratio of the
1 FA mode with the wind speed. The shape of the adjusted line (connecting the
median values of each wind speed interval) clearly shows an increase of the damping
with the wind speed, followed by a drop for wind speeds around 15–17 m/s. This
situation is consequence of the increase of the pitch angle in the operating regime
5 which reduces the thrust force at the tower top and, consequently, reduces the
opposition of the rotor blades to the wind flow in the FA direction.

On the other hand, the adjusted line for the damping values of the 1SS mode
(Fig. 33b) only shows small variations over the different operating conditions, with
a reduction when the turbine starts operating and an increase until reaching its rated
speed.
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(a) (b)

Fig. 33 Modal damping ratios of the 1 FA mode (a) and 1 SS mode (b) versus wind speed. In this
figure, the median values (and box plots) are shown to characterize the damping variability in each
wind speed interval

5.2 Concrete Dams

The implementation of vibration based SHM systems in concrete dams has been the
most challenging application of ViBest/FEUP, owing to the extremely low signal to
noise ratios.

This has been done, for instance, at the Baixo Sabor dam (Fig. 34), which is
a concrete double-curvature arch dam, 123 m high, located in the north-east of
Portugal, which is being monitored by a dynamic system comprising 20 uniaxial
accelerometers implementation.

When monitoring large and massive civil structures, it is advantageous to have
digitizers distributed along the monitored structure in order to reduce cable length
and thus electrical interferences that can corrupt the signals [52]. Therefore, the
dynamic monitoring system installed in Baixo Sabor arch dam is divided in three

Fig. 34 Baixo Sabor arch dam, aerial view of dam and reservoir and detail of the spillway from
downstream [51]
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subsystems connected by optical fiber. Subsystem 1 and subsystem 2 are composed
by 6 uniaxial force balance accelerometers and a digitizer each, and both subsystems
are connected to a field processor which is, in turn, linked to a computer (NUC). The
two groups of accelerometers are radially installed along the upper gallery, disposed
on each side of the spillway. Subsystem 3 is composed by 8 uniaxial force balance
accelerometers, radially installed along the second and third upper galleries, and two
digitizers that are connected to the computer, which is responsible for running the
acquisition.

To performmodal analysis a good synchronization of the data recorded by all digi-
tizers must be assured, which required the installation of GPS antennas. In addition,
the field computer is connected to the optical fiber network between the dam and the
plant allowing remote access. A scheme representing the monitoring system main
elements is presented in Fig. 35, while the position of the total 20 accelerometers is
characterized in Fig. 36 by red marks.

The force balance accelerometers used (FBA ES-U and FBA ES-U2 from Kine-
metrics) have a dynamic range of 140 dB and 155 dB, respectively, and a frequency
bandwidth that goes fromDC to 200Hz. These accelerometers canmeasure up to 4 g,
but in this application they were configured to measure in the range 0.25 g/+0.25 g,
in order to allow the accurate characterization of very low acceleration signals.

The dynamicmonitoring system is configured to continuously record acceleration
time series with a sampling rate of 50 Hz and a duration of 30 min at all instrumented
points, thus producing 48 groups of time series per day. These data are automatically

Fig. 35 Scheme of the monitoring system [24]
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Fig. 36 Position of measuring points and subsystem components of Baixo Sabor dynamic
monitoring system

stored in the field computer and then transferred remotely both to FEUP and LNEC,
with a FTP connection, where they are stored and processed.

The data processing is accomplished with the software DynaMo, which was
initially developed at ViBest/FEUP for continuous dynamic monitoring of bridges
and was now adapted for the monitoring of dams [53].

For the most important and challenging task, the continuous automated identifi-
cation of the modal parameters, alternative output only algorithms [54] were tested,
and it was concluded that good results could be achieved through the combination of
the Covariance Driven Stochastic Subspace Identification (SSI-Cov) with a routine
for automated interpretation of the obtained results based on clusters analysis.

Figure 37 presents the stabilization diagram that stemmed from application of the
SSI-Cov method to a set of time series collected in the instrumented dam. The six
vertical alignments of stable poles presented in the diagram represent the first six
vibration modes of the dam.

Whenmonitoring dams integrated in a hydroelectric power plant, the turbine rota-
tion frequency and its harmonicsmay be associatedwithmode shapes that are similar
to the physical mode shapes of the damwith close natural frequencies. This may lead
to the incorrect classification of a harmonic as a dam vibration mode. Since these

Fig. 37 Stabilization diagram obtained for the analysis of the time series collected at 2016/05/08
13:00
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Fig. 38 Natural frequencies identified with SSI-Cov method; blue arrow—turbine rotation
frequency; red arrows—harmonics and spurious modes

harmonics are associated with low damping values, to prevent this, before comparing
the entire set of estimates with the references, the estimates with frequencies close
to those of the harmonics and whose damping values are lower than 0.75% are elim-
inated. This is possible because a preliminary analysis of the data showed that all the
tracked vibration modes present damping values higher than 1%.

The efficiency of the implemented tracking and harmonic removal procedures
[55] is shown by comparing Fig. 38 with Fig. 39, which respectively present the
identified natural frequencies obtained before and after their application. The algo-
rithm searches between the entire set of estimates to find the ones that correspond to
true vibration modes. In Fig. 38, besides the natural frequencies evolution over time,
one can also identify horizontal distributions of estimates that are associated with the
referred harmonics and spurious modes (which were pointed out with red arrows).
While the natural frequencies of the structure vary over time due to operational and
environmental factors, the frequencies associated with the turbines operation are
almost constant over time.

Automated operational modal analysis was applied to the first six months of data
recorded by the dynamic monitoring system, in order to track the evolution of the
modal parameters of the first six modes (Fig. 40).

Natural frequencies and modal damping ratios were obtained for each setup of
30 min, from December 2015 to May 2016, and then 12 h averages were calculated.
Thus, the evolution of the first six natural frequencies over time is characterized in
Fig. 41. Sudden frequency variations are still well defined, as it can be seen by the
fast value decline that all the six frequencies suffered in early January.

The sudden fall of natural frequencies values in January is explained with the
temporal evolution of the reservoir water level. Comparing Figs. 41 with 42, it is
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Fig. 39 Natural frequencies identified with the SSI-Cov method after using reference modal
parameters

Mode 1 Mode 2 Mode 3

Mode 4 Mode 5 Mode 6

Fig. 40 Modal configuration of the first six modes of Baixo Sabor arch dam

possible to notice that an inverse proportionality occurs between natural frequency
values and reservoir water level.

Statistical relationships between the vibration frequencies of the structure and the
water level in the reservoir were developed with the aim of minimizing these effects
(Fig. 43).
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Fig. 41 Time evolution of natural frequencies’ 12 h averages

Fig. 42 Time evolution of reservoir water level

The obtained regressions were very important to validate and update numerical
models, and to improve theunderstanding about the dam-foundation-reservoir system
and thus enhance the quality of future models.

The effect of water level was then mitigated. For each vibration mode, indi-
vidual frequency estimates were subtracted by the frequency value obtained with
the regression model taking into account the water level associated with that partic-
ular estimate. Afterwards, the frequency averages of each mode were added to the
obtained residues, resulting in the evolution of corrected frequencies over time.

The temporal evolution of frequencies after correction is muchmore stable. These
stable frequenciesmay now be used as a starting point for the implementation of tools
for damage detection [56].
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Fig. 43 Correlation between the reservoir water level and the first six natural frequencies

Fig. 44 Histograms with the first 3 natural frequencies before and after correction of the water
level effect

The effect of this correction is clearly shown by the histograms of frequencies
presented inFig. 44, for thefirst three vibrationmodes.Thedistributionof frequencies
was completely asymmetric before the correction of the water level effect (in blue)
and acquired a well-defined symmetric shape after this correction (in orange), as it
was expected.

The future collection of additional datawill certainly permit to enrich thesemodels
with the incorporation of other factors with a lower influence on the natural frequen-
cies of this type of structures, as for instance temperature and levels of vibration.
Moreover, long-term effects such as the variation of the dam-rock-reservoir system
deformationmodulus, the state of the dam’s contraction joints and concrete hardening
must also be taken into account when performing long-term evaluations.

Parallel to the continuous monitoring, a forced vibration test [57] was performed
on Baixo Sabor arch dam in early May 2016, when the water reservoir was full, at a
level of 234 m. For this purpose, the vibrator of eccentric masses presented in Fig. 45
was used. During the test, the vibrator imposed on the structure harmonic horizontal
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Fig. 45 LNEC eccentric mass vibrator used in Baixo Sabor arch dam and accelerometer position
[57]

forces with different amplitudes and frequencies, and the dynamic response of the
structure was measured with accelerometers and velocity transducers disposed over
the dam’s five upper galleries, as represented in Fig. 45. The recorded time series
allowed the identification of natural frequencies, modal damping ratios and mode
shapes for the structure’s first 12 modes.

The results obtained from this forced vibration test were later confronted with
results obtained from a numerical model developed by LNEC. This model, based
on discrete and finite elements, takes into account the dam’s contraction joints, the
deformability of the foundation and the reservoir [58]. To model the dam, 32 vertical
blocks were discretized in isoparametric 20-node brick finite elements. This model
has a simplified representation of the reservoir and the foundation, and it is intended
to allow a preliminary comparison with the experimental data. The dynamic dam-
reservoir interaction was simulated with Westergaard’s added mass technique, for
the nodal points of the model located in the upstream face below the reservoir level.

The natural frequencies obtained both through the forced vibration test and
through the numerical model, when the reservoir water level was stable at 234 m are
presented in Table 4 together with the results of the monitoring system for the same
water level. The results from the forced vibration test and the average frequencies
obtained with the monitoring system during the test are almost identical. In turn, the
numerical model, in spite of its simplifications, also produces results very close to
those of the vibration test.

Table 4 Natural frequencies
of the first 6 vibration modes,
obtained with ambient
vibration, forced vibration
and numerical modelling

Mode Natural Frequency (Hz)

Continuous
monitoring

Forced vibration
test

Numerical model

1 2.45 2.44 2.44

2 2.57 2.57 2.67

3 3.34 3.34 3.56

4 3.93 3.93 4.03

5 4.78 4.78 4.81

6 5.35 5.37 5.49
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6 Conclusions

The set of long-term dynamic monitoring programs gradually implemented by the
Laboratory of Vibrations and StructuralMonitoring (ViBest, www.fe.up.pt/vibest) of
CONSTRUCT/FEUP in large transportation and energy infrastructureswith different
typologies has enabled to better understand the potential of Continuous Dynamic
Monitoring in different perspectives, such as:

• The interest of continuous dynamic monitoring of human induced vibrations to
support the verification of safety with regard to vibration serviceability limit states
in lively structures and of the efficiency of vibration control devices in pedestrian
bridges with excessive vertical or lateral oscillations;

• The interest of continuous monitoring of dynamic effects in roadway and railway
bridges enabling an accurate fatigue assessment under real traffic loads, including
local fatigue effects;

• The feasibility of application of vibration based Structural Health Monitoring
techniques in bridges and special structures, enabling the early detection of slight
structural modifications induced by damage by tracking the time variation of
modal estimates, statistically removing the influence of environmental and oper-
ational factors on the modal variability and building appropriate control charts
where the variation of a suitable novelty index can flag the occurrence of abnormal
changes;

• The interesting role of continuous dynamic monitoring in Wind Engineering
studies developed on prototypes, especially in the case bridges located in zones
with high susceptibility to the occurrence of extreme events, such as cyclones
or typhoons, demanding an adequate characterization of loads and an accurate
assessment of the corresponding response;

• The feasibility of application of the vibration based SHM technology previously
developed and implemented in bridges and stadia roofs to energy structures, like
wind turbines and concrete dams, enabling their accurate modal tracking and
damage detection, after suitable statistical removal of effects of environmental
factors.
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Operational Modal Analysis of a Historic
GRP Structure

Zachariah Wynne , Tim Stratford , and Thomas P. S. Reynolds

Abstract The Aberfeldy Footbridge was the world’s first major advanced compos-
ite footbridge. Constructed from glass-fibre reinforced plastic (GFRP) in 1991, the
lightweight cable-stayed footbridge provided the client with a low-cost access route
which needed minimal site equipment for erection. Since opening to the public, the
resin used within the structure has degraded exposing the glass fibres and there have
been issues with the connections between various components of the bridge. Follow-
ing damage to the structure in 1997 by the crossing of a light vehicle, the bridge deck
was strengthened with bonded GFRP panels. It has been reported that there has been
a gradual change in dynamic properties. Between 1995 and 2000 the damping of the
first vertical mode is reported to have reduced by 52% with a reduction in natural
frequency of 2%. Additional testing carried out in 2011 suggests that the natural
frequency of the first vertical mode had reduced by a further 5%. This paper presents
a new analysis of data from previous dynamic tests carried out by other researchers
in 2011 and 2013, alongside data from tests carried out by the authors in 2019. A
variety of time and frequency domain operational modal analysis techniques are
used to quantify the uncertainty within the results. The reported changes in dynamic
properties over the past 14years are compared to the known degradation and repair
work carried out on the structure. These results indicate that the previously reported
changes in dynamic properties may be due to weakly non-linear behaviour of the
structure, close modes and non-damage induced changes in dynamic behaviour. This
illuminates the information which can be gained from in-depth dynamic analysis of
civil structures, the challenges of damage detection and the need to quantify the range
of dynamic behaviour a structure may exhibit.
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1 Introduction

The Aberfeldy footbridge is a pedestrian cable-stayed bridge spanning the River
Tay in Scotland. The primary structure is glass-fibre reinforced polymer (GFRP),
a lightweight and flexible composite material. The bridge is easily excited by foot-
fall loading due to its low mass. Within this document Operational Modal Analysis
(OMA), where the dynamic characteristics of a structure (natural frequencies, damp-
ing ratios and mode shapes) are estimated from an unknown input loading, is applied
to data collected from the bridge under footfall excitation in 2011 [1], 2013 and 2019.
These results are compared to the results of ambient testing of the structure in 1995
[2] and forced excitation testing of the structure carried out in 2000 [3]. The results
show the challenges of analysing data from lightweight and degraded structures due
to weak non-linearity introduced by changes in the dynamic behaviour caused by
human-structure interaction, damage to the structure and loose connections.

2 Description and Condition of the Bridge

Opened in 1992, the bridge’s primary structure is formed of pultruded glass-fibre
reinforced polymer (GFRP) sections and aramid suspension cables. With a main
span of 63m, symmetric approach spans of 25m and a deck width of 2.12m, the
bridge was the largest advanced composite bridge at the time of construction. At a
total weight per metre span of less than 200kg [3], the bridge was assembled on site
with minimal heavy equipment, reducing disruption and cost for the bridge owner,
the Aberfeldy Golf Club [4]. An overview of the materials used within the structure
and their masses is shown in Fig. 1.

To reduce uplift against wind, improve footfall behaviour and reduce flutter insta-
bility, the central cells of the deck at mid-span are filled with concrete. Despite this
additional mass the structure experiences large amplitudes of oscillation under light
footfall loading.

Considerable degradation of the GFRP has occurred since construction, most
notably in the parapets of the structure where glass fibres have been exposed in
numerous places. Debonding of the GFRP is visible on the edge and cross beams
and has been exacerbated by the growth ofmoss and algae on the structure. Separation
of the components and loosening of joints is visible in numerous places including
both parapets and the aluminium columns which act to tie down and support the
approach-spans. Friction joints were used to connect the handrails to the upright to
stiffen the parapet. However due to a lack of rigidity between the upright and the
deck, these frictional joints have loosened leading to separation of the components
[5]. This results in audible rattles as the bridge oscillates. The parapets have suffered
extensive damage, likely due to vandalism, with numerous railings broken ormissing
on the northern approach span. Apart from surface degradation caused by moss and
algae, the pylons do not exhibit signs of damage.
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Fig. 1 Material use within the Aberfeldy Footbridge [1]

The bridge deck was damaged in 1999 by the passage of a small vehicle towing a
trailer of sand. Following this damage, the deck was reinforced with pultruded GFRP
plates, adhesively bonded to the top of the deck, and strengthening of the deck edge
beams through the addition of Carbon Fibre Reinforced Polymer (CFRP) sheets. The
strengthening increased the weight of the structure by 0.17kN/m span [4].

There is visible sagging of the bridge deck between the edge beams at mid-span
of the structure. This sagging has not been referred to in previous reports on the
condition of the structure and was anecdotally reported by local residents to have
worsened in the past decade. There is extensive mould and algae growth on the deck
structure but few signs of wear or erosion of the GFRP plates or CFRP.

Presented in Table1 are the Natural Frequencies and damping ratios for two sets
of ambient excitation measurements collected in 1995 and 2011 [1, 2], and a single
set of forced excitation measurements collected in 2000 [3]. Frequency results are
based on inspection of the power spectral density and frequency response functions
(FRFs) for the ambient and forced excitation respectively. The damping results for
1995 are based on the free decay following a jumping test by a single pedestrian.
The damping results for 2000 are based upon direct-curve fitting of a FRF.

A new analysis of the 2011 data sets; tri-axial data collected from a mobile phone
accelerometer at 50Hz, alongside data collected in 2013 using a mobile phone
accelerometer at a variable sample rate between 20Hz and 100Hz, is included in
later sections. The 2013 data has been resampled through linear interpolation to
achieve a constant sample rate of 20Hz. The loading on the structure over the course
of these data sets includes jumping, heel drops and jogging of a single pedestrian.

Alongside this, 95min of data were collected in December 2019 at a sample rate
of 1024Hz from 3 triaxial accelerometers, located at mid-span and 10.5m either side
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Table 1 Natural frequency and damping values for 1995 [2], 2000 [3] and 2011 [1]. H =Horizontal
mode, V = Vertical mode, T = Torsional mode

Mode Frequency (Hz) Damping (%)

1995 2000 2011 1995 2000

H1 1.00 0.98 0.93 – 1.0

V1 1.59 1.52 1.49 0.84 0.4

V2 1.92 1.86 1.77 0.94 0.7

V3 2.59 2.49 2.41 1.20 0.7

H2 2.81 2.73 2.58 – 1.2

V4 3.14 3.01 – – 0.8

T1 3.44 3.48 3.39 – 5.5

V5 3.63 3.50 – – 0.6

V6 4.00 3.91 – – 0.9

T2 4.31 4.29 – – 3.2

V7 4.60 4.40 – – 0.8

V8 5.10 4.93 5.13 – 1.8

of midspan on the west side of the bridge deck, and 2 bi-axial accelerometers, located
10.5m either side of midspan on the east side of the bridge deck. The accelerometers
used had a sensitivity of 1067mv/g. This data constitutes both light wind and footfall
excitation of the structure by individuals and groups of pedestrians.

Where possible the data from2011 and2013has been analysed inSect. 4.However
due to the low-quality of these data sets, much of the analysis has been focused on
the use of the high-quality data collected in 2019.

3 Analysis Methods

As the input force to the structure is unmeasured, assumptions about both the force
and the structure must be made to allow the application of Operational Modal Anal-
ysis (OMA). The structure is assumed to behave linearly; for a given input force the
bridges behaviour is constant. The loading is assumed to be a gaussian, broadband
stochastic force; it has no dominant frequency component which falls within the
same range as the natural frequencies of the structure and the force is uncorrelated
with previous forces applied to the structure. By collecting a large data set under
a range of operational conditions we can increase the likelihood that the loading
approximates this assumption due to the variability in footfall and wind loading. The
challenge with light-weight structures under footfall excitation is that the changes in
dynamic properties with the number of people interacting with different parts of the
structure is significant, violating the assumption of linear dynamic behaviour.
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Within this document four OMA methods are used to identify the dynamic prop-
erties of the structure; Welch’s method [6], Covariance-driven Stochastic Subspace
Identification (SSI-Cov) [7], the Random Decrement Technique (RDT) [8] and a
novel variant of RDT developed by the authors, the short-time Random Decrement
Technique (ST-RDT).

The ST-RDT is similar to conventional RDT except that Random Decrement
Signatures (RDSs) are formed for short overlapping windows of data and correlation
between data segments is allowed. This has the advantage that the behaviour of the
structure is assumed to be linear only over the length of the window, not over the full
data set. This allows weakly non-linear behaviour; where a structure has identifiable
modes of vibration but the response of a mode exhibits variations in behaviour [9],
to be observed and quantified.

4 Results & Discussion

4.1 Frequency Domain Analyses

In Fig. 2 the Welch PSDs for the 2011, 2013, and 2019 data are plotted based on a
Hanning window, a weighted tapered cosine, of length 3min with 1.5min overlap.
Modification of the type of window and the window length was found to have little
impact on the peaks of the frequency spectra. The 2019 PSDs are noisy, despite the
strength of the measured acceleration signal, preventing accurate natural frequency
and damping estimates. These noisy peaks are believed to be due to both the loose
joints and connection of the bridge, leading to step changes in vibration behaviour,
and the human-structure interaction leading to changes in the frequency and damping
behaviour of the structure over the length of the data set. The 2011 data set shows
peaks at lower frequencies than the 2013 or 2019 data set, the reason for this is
unknown. The 2013 data set, collected using a mobile phone accelerometer, shows
numerous windowing artefacts, believed to be induced by the re-sampling of the
data. These results indicate that whilst the sensitivity ofmobile phone accelerometers
may be sufficient to monitor civil structures, the lower sample rates and inconsistent
sample rates introduces significant artefacts into modal estimates.

4.2 Time Domain Analyses

4.2.1 Covariance-Driven Stochastic Subspace Identification (SSI-Cov)

SSI-Cov was applied to the data using a maximum Toeplitz block length of 1.6 s
with a maximum model order of 100. All channels of acceleration data were used,
with the data down sampled 1024Hz to 102.4Hz prior to application of SSI-Cov. The
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Fig. 2 Welch Power Spectral Density of 2011, 2013 and 2019 acceleration data. Top plot: Trans-
verse acceleration. Lower plot: Vertical acceleration. Modes identified by Pavic et al. [3] shown for
comparison

Fig. 3 SSI-Cov results (Toeplitz block length of 1.6 s) and Welch Power Spectral Density (PSD)
for 2019 data

results of the SSI-Cov analysis are shown as a stability diagram in Fig. 3. The natural
frequency (frq.) and damping (dmp.) are deemed to be stable if they have varied
by less than 0.5% and 5% respectively from the previous model order. The Modal
Assurance Criteria (MAC) is used to identify stable modes. A mode is identified as
stable if the MAC value is greater than 98%. For reference, the average of the 2019
Welch PSD results presented previously in Fig. 2 are plotted on the second y-axis.
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4.2.2 Random Decrement Technique (RDT)

Each of the 2019 vertical and transverse acceleration data sets were analysed individ-
ually using the RDTwith a range-crossing trigger level with upper and lower bounds
of 1 and 1.1 multiples the standard deviation of the data set. An equivalent negative
trigger level was applied simultaneously and all segmentsmeeting it multiplied by -1.
The segments were averaged together to form a random decrement signature (RDS)
of 1.5 s length.

Each RDS was fitted individually on the assumption that they were the free
response of a system with N degrees of freedom:

RDS =
N∑

i=0

Xie
−ξiωi t cos(ωd,i t) (1)

where N is the number of modes, Xi is the initial amplitude of the free-decay, ξi
is the damping of the mode as a percentage of critical damping, ωi is the natural
frequency of the mode, ωd,i is the damped natural frequency and t is a time array
corresponding to the length of the RDS. Fitting of the RDSs was carried out using
the Levenberg-Marquardt algorithm non-linear least-squares curve fitting [10] of Eq.
(1) with the value of N varying from 1 to 20.

Each RDS contained between 8726 and 12,030 segments of data. The RDSs for
all transverse acceleration data sets are well described by 2 modes of vibration, an
example is shown in Fig. 4, with average natural frequencies of 0.94Hz and 2.63Hz,
and damping ratios of 1.05% and 2.00% respectively. The vertical RDSs are poorly
fitted, as shown in Fig. 5. This poor fitting is believed to be caused primarily by the
human-structure interaction. As pedestrians cross the bridge, the mass concentrated
within each mode changes, changing its natural frequency. In tandem to this, the
damping of each mode changes due to the additional energy dissipation introduced
by the pedestrians. This results in the distinctive sharp peaks and troughs of the RDS
in Fig. 5 due to the presence of multiple close and overlapping modes of vibrations
within the different segments.

4.2.3 Short-Time Random Decrement Technique (ST-RDT)

The ST-RDT was applied to the 2019 vertical and horizontal acceleration data using
an all points triggering condition,with awindow length of 60s and an overlap between
neighbouring windows of 59s. Data was down sampled 1024 to 102.4Hz prior to
analysis. The results for the first vertical and horizontal modes are presented in Figs. 6
and 7 respectively.

There is a clear variation in the behaviour of the structurewith relation to the ampli-
tude of the oscillation due to the human-structure interaction, with this behaviour
remaining consistent across all accelerometers. This is characterised for each mode
by the reduction in the frequency as a pedestrian approaches the anti-node of the
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Fig. 4 Transverse RDS for accelerometer at mid-span. Fitted signal based on 5 modes of vibration

Fig. 5 Vertical RDS for accelerometer at mid-span. Fitted signal based on 5 modes of vibration

Fig. 6 ST-RDT frequency estimates for 1st horizontal mode assuming an N degree of freedom
system. Results limited to where fitting of RDS achieves R2 score > 0.99
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Fig. 7 ST-RDT frequency estimates for 1st vertical mode assuming an N degree of freedom system.
Results limited to where fitting of RDS achieves R2 score > 0.99

Fig. 8 Histograms of frequency and damping values for 1st horizontal mode. Histograms plotted
to show 95% of estimated values. Values shown only where R2 > 0.99. Red lines indicate results
of 2000 testing of bridge [3]

mode. The damping behaviour exhibits much larger ranges of weak non-linearity
but remains consistent between separate sections of data. This weak non-linearity
may be due to the changes in the number of people on the structure and their relation-
ship to one another as well as the anti-nodes of the mode shapes. Despite the weak
non-linearities across the data sets, the results for each mode of vibration may be
pooled to create distributions of likely values based on the data collected, as shown
in Figs. 8 and 9 for the 1st horizontal and vertical modes respectively.

5 Comparison and Discussion

The results of analysing the data en-masse, either throughWelch’s method, SSI-Cov
or conventional RDT do not identify clear linear modes. The analysis using the ST-
RDT suggests that this is because the properties of thosemodes vary with time, likely
because of the additional mass from people crossing the bridge.
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Fig. 9 Histograms of frequency and damping values for 1st vertical mode. Histograms plotted to
show 95% of estimated values. Values shown only where R2 > 0.99. Red lines indicate results of
2000 testing of bridge [3]

Modes of vibration which could be clearly identified from the ST-RDT are sum-
marised in Table2. These results are based on the bootstrapped mean values of the
distributions of frequency and damping, examples of which were given in Figs. 8
and 9. Frequency and damping values are treated as pairs of values; a given boot-
strap sample contains a fixed pair of frequency and damping values which must be
re-sampled as a set.

The damping results showa clear increase for the values obtained from the analysis
of the 2019 ambient data. Part of this is likely due to the increased damping imparted
by pedestrians, however an over estimation of damping values may occur due to the
rapid shifts in natural frequency which exist over the 60s window length.

The bootstrapped mean natural frequency is lower for most modes. However, this
lowermean value is likely due to the reduction in natural frequencies due to additional
mass from pedestrians. Examining the ST-RDT results for the lowest horizontal
mode in the time domain, as shown in Fig. 6, it can be seen that the measured natural
frequency, with a bootstrapped mean of 0.945Hz, returns to a value of around 0.98
or 1.00Hz as the amplitude of the signal dies away. This could indicate that once a
pedestrian moves off the bridge, its unloaded natural frequency remains close to the
values recorded in 1995 and 2000. This behaviour is repeated across the majority of
modes of the structure.

The exception to this behaviour is the 1st vertical mode. This appears to revert
to a baseline natural frequency of between 1.6 and 1.65Hz, higher than the value
recorded in 2000. As noted earlier, there is some non-linear behaviour induced by
rattling of connections and tie-downs, which may lead to the recorded increase in
natural frequency. Alternatively, it may be that the sagging of the bridge at mid-span
has led to a change in the natural frequency. There is the possibility that differing
temperatures between the 2000 and 2019 data collection regimes could result in the
variation in results, however it would be expected that this would have a blanket
effect on all natural frequencies, something which the results for other modes of
vibration provide no evidence to support.
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Table 2 Natural frequency and damping values obtained from ST-RDT analysis. Values shown
in brackets represent the 95% confidence intervals of mean values obtained from bootstrapping of
distributions. n value represents the number of occurrences of the mode in ST-RDT results

Mode Frequency (Hz) Damping (%) n

1995 2000 2019 1995 2000 2019 2019

H1 1.00 0.98 0.945
(0.0003)

– 1.0 1.56
(0.019)

11,241

V1 1.59 1.52 1.53
(0.0009)

0.84 0.4 1.83
(0.047)

7465

V2 1.92 1.86 1.84
(0.0013)

0.94 0.7 2.33
(0.043)

9145

V3 2.59 2.49 2.48
(0.0009)

1.20 0.7 1.50
(0.035)

8025

H2 2.81 2.73 2.63
(0.0010)

– 1.2 2.14
(0.025)

13,177

V4 3.14 3.01 – – 0.8 – –

T1 3.44 3.48 – – 5.5 – –

V5 3.63 3.50 3.46
(0.0012)

– 0.6 2.37
(0.037)

9722

V6 4.00 3.91 3.84
(0.0023)

– 0.9 4.63
(0.089)

3591

T2 4.31 4.29 – – 3.2 – –

V7 4.60 4.40 – – 0.8 – –

V8 5.10 4.93 4.91
(0.0016)

– 1.8 2.40
(0.061)

3425

6 Conclusions

The analyses have shown that the natural frequencies of the Aberfeldy footbridge are
lower for the 2019 dataset than previous measurements but there is evidence that this
is due to the differences in pedestrian loading of the structure between the different
data sets. Little evidence has been found that any significant change in dynamic
properties of the Aberfeldy footbridge has occurred in the past twenty years, despite
continued degradation and damage to the structure.

Understanding the weak non-linear behaviour of structures in-service could allow
damage induced changes in the dynamic behaviour to be identified.However, dynam-
ics based structural health monitoring is limited to types of degradation and damage
which affect the global dynamic properties. Some of the damage to the Aberfeldy
footbridge, such as the sagging of the bridge deck, is likely to fall outside of this
scope. The lack of significant changes in the dynamic behaviour of the bridge would
suggest limited damage of the primary load resisting systems.

A key challenge for long-term monitoring of structures, particularly lightweight
structures like the Aberfeldy footbridge, is separating changes in dynamic behaviour
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due to damage from those induced by changes in external factors such as loading and
temperature. Short-time operational modal analysis methods, such as the short-time
random decrement technique, provide a simple method through which changes in
structural behaviour may be visually identified and assessed.
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Mass and Temperature Changes
in Operational Modal Analysis

Zachariah Wynne , Georgios Kanellopoulos, Vasileios Koutsomarkos ,
Angus Law , Tim Stratford , and Thomas P. S. Reynolds

Abstract A challenge in identifying the dynamic properties of large structures
through operational modal analysis (OMA), whereby the response of a structure
is measured under ambient excitation, is the changes in added mass and temperature
which may occur during data collection. The effect of these changes may mask any
damage to the structure or lead the investigator to incorrectly conclude damage has
occurred. Quantification of such effects requires the use of short-time OMA meth-
ods, where the structure’s response is assumed to be linear across short periods of
time. Two experiments were carried out to identify methods through which such
variations can be accurately identified and quantified. The first experiment consisted
of a simple I-beamwith spring supports to which a small mass was added at a variety
of locations. This simulated changes in mass similar to that which may be induced by
pedestrian or vehicle loading of civil structures. The changes in the dynamic prop-
erties were quantified through the short-time Fourier transform and a variant on the
random decrement technique to test their ability to detect small changes in mass. An
inversion of the mass change method is used to estimate both the quantity and loca-
tion of the added mass. The second experiment investigated the efficacy of the same
short-time OMA methods in the presence of temperature variation. A flat plate was
heated in laboratory conditions using radiant panels. The changes in dynamic prop-
erties were measured during heating, steady temperature and cooling of the plate.
The results were correlated to the changes in temperature using variations on estab-
lished relationships between elastic modulus and temperature. The results presented
within this paper provide an experimental basis for the viability of short-time OMA
methods for quantifying temperature and added mass induced variation in dynamic
parameters which may be used to guide future structural monitoring.
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1 Introduction

Operational modal analysis (OMA), where the natural frequencies, damping ratios
and mode shapes of structures are estimated under ambient excitation [1], makes two
key sets of assumptions about the dynamical system. The first, that the excitation is
a broadband stochastic process, has been extensively studied, with techniques put
forward for both strongly harmonic or cyclic loading and mitigating the impact of
non-stochastic loading (e.g. [2–5]). The second, that the systems behaviour is linear;
for a given input force the response of the system is constant, has seen growing interest
in recent years due to increased adoption of long-term monitoring of structures.
With long-term monitoring of civil structures variations in behaviour due to external
factors are often prominent in the systems response. Most notable are the impact
of temperature and additional mass, such as pedestrians or vehicle traffic, on the
systems behaviour.

The key challenge to be overcome to allow quantification of such non-linear
behaviour is that it requires a short-time approach whereby the systems behaviour
is assumed to be linear over a short-time interval. This can limit the effectiveness
of many OMA techniques which rely on large quantities of data to account for the
stochastic forcing on the system.

Within this paper two experiments are used to simulate changes in dynamic load-
ing and temperature for simple dynamic systems. These are referred to as the mass-
change and temperature-change experiments. Two short-time OMA methods; the
short-time Fourier transform (STFT) and the short-time Random Decrement Tech-
nique (ST-RDT), developed by the authors and described for the first time in this
paper, are used to analyse the experimental results.

STFT is a frequency-domain analysis technique whereby the Fourier transform is
calculated for short overlapping windows of data [6]. A peak picking method may be
used to track the natural frequencies of the system over time. Due to the short window
lengths of data used in STFT, damping and mode-shape estimation is challenging
due to the high levels of noise often present in the results.

ST-RDT is a time-domain OMA method developed by the authors to allow for
easier identification of dynamic parameters for non-linear systems. Application of
ST-RDT is similar to conventional random decrement analysis whereby segments
of data are averaged together wherever a user-defined triggering condition is met
[7]. The average of the segments, referred to as the Random Decrement Signature
(RDS), is an estimate of the systems behaviour for a known initial condition. For
the range-crossing triggering level, where segments of data are collected starting
from each time the amplitude of the data falls within a given amplitude range, the
RDS is an estimate of the systems behaviour to an initial amplitude of response with
zero initial velocity. The components of the segments associated with their initial
velocity have randomly distributed directions and approach zero as segments are
averaged together. Similarly, the impact of forcing on the segments is uncorrelated
with the triggering condition and approaches zero as the number of segments in the
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RDS increases. The initial amplitude of the segments is correlated with the triggering
condition and will approach its mean value as the number of segments in the RDS
increases [8].

For application of ST-RDT the data is divided into overlapping windows of data
and an RDS formed for each window. Segments of data are no longer assumed to be
independent, as they are for conventional RDT, which may lead to an oscillation in
estimated dynamic parameters due to corruption of the RDS by non-zero velocities
and correlated forcing. For a small ratio (<0.5) between the length of data windows
and the length of overlap between windows the impact of this effect on the estimated
dynamic parameters is minimal. The amplitude of this oscillation is related to the
window length and triggering condition selected as well as the dynamic parameters
themselves. By increased overlapping of windows, real variations and numerical
variations in parameters may be visually distinguished.

2 Experimental Setup

2.1 Mass Change

A 3m length of IPE 80 steel beam, steel grade S235, was suspended from spring
supports to give an approximation of free-free support conditions. Two accelerome-
ters were fixed to the beam at 1m and 1.3m from the end of the left-hand-side (LHS)
of the span. A 0.2kg mass, equal to approximately 1% of the total mass of the beam,
was fixed to the beam. The locations at which the mass was fixed were 0.8, 1.15 and
1.6m from the LHS of the span. Separate 10-min data sets were collected at each
fixing location alongside a 10-minute data set prior to addition of the mass, referred
to as the unloaded data set. The beam was excited with random unmeasured impulse
excitation from multiple sources (Fig. 1).

Type K 
thermocouples

Spring 
supports

600mm length 
of 50x5mm 
flat plate

Radiant 
heating panels

Accelerometer

3m length of IPE 
80 steel beam

Accelerometer
Added mass

Mass Change Temperature Change

Fig. 1 Experimental setup for mass change and temperature change experiments
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2.2 Temperature Change

A 600mm length of 50× 5mm flat plate, steel grade S235, was suspended 0.59m
above two 400mm by 300mm radiant heating panels. Suspended supports, located
25mm from either end of the plate, were shaped to minimize the contact area and
provide an approximation of a free-free support condition. The plate was excited
through random impulse excitation, with the acceleration response measured using
a high-temperature accelerometer bolted to the plate at 80mm from mid-span. The
thickness of the plate was chosen with the intent of minimising the temperature
gradients both along the length of the plate and through the cross section (i.e. to ensure
that the imposed heat flux was relatively uniform over the exposed surface, and to
ensure that the Biot number was much less than 1.0). To verify (and quantify) this,
the temperature of the plate was measured using six type K thermocouples welded
directly to the plate at equal intervals along the top and bottom face of the plate.
Once the radiant panels were ignited, the plate heated to a maximum temperature of
290 ◦C in approximately 13min before the radiant panels were shut-off and the plate
allowed to cool to ambient temperature.

The intent of this experiment is to investigate the application ofOMAtechniques to
the fire condition, rather than the typical temperature ranges associated with common
building operation. However, the increased temperature can inform the use of OMA
at normal operating temperatures by allowing the limits of short-time OMAmethods
to be examined, both with respect to temperature variations across a structure and
across the length of an individual analysis window.

3 Analysis

3.1 Mass Change

3.1.1 Mass Change Identification—Concatenated Data Sets

The fourmass-change data sets (1 unloaded plus 3mass locations)were concatenated
to form a single continuous data set. The STFT and ST-RDT analysis were applied
with awindow length of 30 s and awindowoverlap of 15s. TheST-RDTwas triggered
where the absolute amplitude of the acceleration exceeds 2 standard deviations of
the concatenated data set. Segments were multiplied by the sign (+ve/−ve) of the
acceleration at the start of the segment tomaintain correlation of the initial amplitude.
An RDS length of 0.05 s was used, approximately 3 times the period of the lowest
vertical mode of vibration. Natural frequencies and damping ratios were estimated
using non-linear least squares curve fitting of the RDS to the equation of motion of
a 6 degree-of-freedom dynamic system with an unknown initial amplitude and zero
initial velocity in each mode of oscillation. Natural frequencies were extracted from
the STFT results using peak-picking.
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Fig. 2 ST-RDT and STFT results for 3rd vertical mode of vibration

The results of the analysis for the 3rd vertical mode of vibration are presented in
Fig. 2. Both the STFT and ST-RDT allow changes in mass to be easily distinguished
across all 6 measured vertical modes of vibration.

3.1.2 Mass Change Quantification—Independent Data Sets

To relate the change in mass to the change in natural frequencies, the mode shape
scale factors must be estimated.

Themass-changemethod [9] has been demonstrated as a useful tool for estimating
mode shape scale factors for unmeasured forcing via changes in natural frequency
induced by small changes in mass of the structure. Two sets of parameters are mea-
sured, one for the unloaded structure, denoted with subscript 0, and one for the
structure following the introduction of a small additional mass (�m), denoted with
subscript 1. By formulating the classical eigenvalue equation for proportional damp-
ing and assuming the scaled mode shape is unchanged by �m (φ0 ≈ φ1) we can
establish a relationship between the scaled (φ) and unscaled (ψ) mode shapes such
that φ = αψ . The value of α, the mode shape scaling factor, in calculated using the
change in natural frequencies ω0 and ω1 due to addition of the mass [9]:

Mφ0ω
2
0 = Kφ0 (1)

(M + �M)φ1ω
2
1 = Kφ1 (2)

α =
√

ω2
0 − ω2

1

ω2
1 · ψT · �M · ψ

(3)

where �M is the mass matrix for the added mass. For the addition of a single point
mass located at point x on the span, Eq.3 reduces to:

α =
√

ω2
0 − ω2

1

ω2
1 · �m · ψ2

x

(4)



74 Z. Wynne et al.

where �m is the added mass (kg) and ψx is the amplitude of the unity scaled mode
shape at the location at which the mass is introduced.

Using the same derivation, an equation may be formulated to calculate the change
in natural frequency by the addition of a small point mass at a given location:

�m · ψ2
x = ω2

0 − ω2
1

ω2
1α

2
(5)

By minimizing the difference between the left and right hand sides of Eq.5 across
multiple modes of vibration simultaneously, the likely location and mass of a point
mass may be estimated. This minimization is quantified for each i-th mode of vibra-
tion in terms of an error term, εi , with the total error, ε, expressed as the sum of the
errors across all measured modes of vibration:

εi = ω2
0,i − ω2

1,i

ω2
1,iα

2
i

− �m · ψ2
x,i (6)

ε =
N∑
i=0

εi (7)

Each of the three additional mass data sets, referred to by the mass location as
�m0.8m , �m1.15m and �m1.6m , were used to generate a set of α values for the 6 first
vertical modes of vibration. Estimates of the natural frequency of each mode were
obtained by peak picking of the Welch frequency spectra with a Hanning window
with length 150s and window overlap of 75s.

The beam was assumed to act as a free-free beam with symmetric behaviour. The
ε term was found by iterating through values of mass change between 0kg and 1kg
(0% and 5% of the total mass of the beam) acting as a point load at discrete locations
along the span across the 6 vertical modes of vibration. The results of this analysis
are presented in Fig. 3 in terms of the total error term ε scaled to the maximum
error recorded in the plotted data. Columns of Fig. 3 correspond to the three sets of
mode shape scale factors (α) obtained using �m0.8m , �m1.15m and �m1.6m . Rows of
Fig. 3 correspond to the �m0.8m , �m1.15m and �m1.6m , whose added mass and mass
location are to be estimated.

On the diagonal of Fig. 3 there is perfect identification of both the mass change
and the mass location as these results correspond to where the shape factors were
generated using the given data set. On the off-diagonal results the identified minima
of ε are close to the true locations and �m values, demonstrating the potential for
such a method to estimate and identify mass locations.
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Fig. 3 Identification of mass change locations and quantity based on minimization of the error
term for the inverse mass-change method for the 6 dominant vertical modes. Natural frequencies
based on peak picking Welch frequency spectra of separate mass-change data sets

3.1.3 Mass Change Quantification—Concatenated Data Sets

Using the shape factors and unloaded natural frequency (ω0) estimated from the
independent data sets, presented in the previous section, the mass and mass location
have been estimated using the STFT and ST-RDT results, as shown in Fig. 4. Results
are based on the minimized error term ε across the 6 measured vertical modes of
vibration. As the beam is symmetric, the mass location is estimated for one half of
the span.

3.1.4 Mass Change Experiment—Discussion

The results presented in Fig. 4 show the potential for short-time quantification and
locating of mass changes. The STFT leads to more consistent results than the ST-
RDT, however it is expected that ST-RDT will achieve lower errors for noisy data
and structures under continuous excitation. The difference between the true and
estimated masses/mass locations can be attributed to two sets of factors. The first
are those associated with errors in the natural frequency estimation using short-time
OMA methods. These errors are stochastic and result in the small variations in the
estimated parameters. The more pressing set of factors are those which result in
continuous misidentification of mass and mass location.



76 Z. Wynne et al.

Fig. 4 Mass quantity and location estimated using the inverse mass-change method applied to
STFT and ST-RDT estimated natural frequencies of the 6 dominant vertical modes

Through comparison of the columns of results in Fig. 4 and examination of the
results for each mode of vibration it was found that the shape factors for the higher
modes showed far larger variations across the threemass change data sets. This results
in the higher modes of vibration having consistent errors. Evidence for this can be
seen in the lowest row of Fig. 4, where the error does not reach zero and exhibits
consistent values across all time steps. This results in the consistent misidentification
of the mass location and quantity, an effect which is reinforced by the large changes
in frequency exhibited by the higher order modes for small changes in mass. The
variations in the shape factors suggest that the assumption that the mode shapes are
free-free mode shapes and that the impact of the mass of the accelerometers ( 0.5%
of the mass of the beam) is minimal may not be true and highlights the importance of
accurate mode shape scale factors. By limiting the analysis to the first three modes of
vibration a higher average accuracy of mass quantity and location could be achieved,
however the individual results displayed great stochasticity, likely due to lower levels
of error cancellation between modes.

Only the results for vertical modes have been used within the mass quantification
and locating. By including the lateral and torsional modes of oscillation it is expected
that the accuracy of the method could be further improved and may allow the use of
shorter time windows.
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Fig. 5 Left plot: Measured temperature at thermocouples. Right plot: Variation in temperature
across length of plate, interpolated at times shown on left plot

3.2 Temperature Change

3.2.1 Temperature Change—Temperature Variation

As shown in Fig. 5, the temperature differential across the depth of the plate reaches
a maximum value of 37 ◦C, with an average difference in temperature between the
bottom and top of the plate of +23.8 ◦C during heating and +11.3 ◦C during cooling
of the plate.

There is a significant temperature differential between the right-hand side (RHS)
and the centre/left-hand side (LHS) of plate, illustrated in the right plot of Fig. 5. This
temperature differential is supported by preliminary data from an infrared camera
recorder. The discrepancy can be attributed to both a slight increased elevation of
the RHS and an asymmetry of the heated air plume due to the location of extraction
fans and draughts during the experiment. These factors result in a lower incident heat
flux, and therefore a decreased temperature, on the RHS which is most pronounced
during heating of the plate.

As the change in dynamic response of the plate is expected to be dominated by
the higher temperatures, due to larger decreases in elastic modulus at these areas, the
temperature used for fitting of the natural frequencies is based on an average of the
top and bottom thermocouple data recorded at the centre and LHS of the plate.

3.2.2 Temperature Change—Identification

The STFT andST-RDT results for the second verticalmode of vibration are presented
in Fig. 6 alongside the average temperature. Both analyses used a window length of
10 s with an overlap between windows of 9 s. The maximum value of the STFT at
each time-step in a user-defined range is taken as the natural frequency of the plate
at that instant. ST-RDT results are based on an RDS length of 0.05 s, approximately
3 times the period of the lowest mode of vibration, with segments of data collected
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Fig. 6 STFT and ST-RDT results for second vertical mode of vibration for heating and cooling of
a flat plate

where the absolute acceleration was greater than 0.5 times the standard deviation of
the data set. Segments of data weremultiplied by the sign (+ve/−ve) of the amplitude
prior to averaging within the RDS to maintain amplitude correlation. The RDSs are
fitted using non-linear least squares curve fitting to the equation of motion of a
6 degree-of-freedom dynamic system with an unknown initial amplitude and zero
initial velocity in each mode of oscillation. All ST-RDT results where the coefficient
of determination (R2 score) for the fitting of the RDS is less than 0.99 are excluded
from further analysis.

The variation in natural frequency is clearly identifiable in both sets of results and
closely follows the variation in temperature.

3.2.3 Temperature Change—Comparison

To allow comparison of the results from STFT and ST-RDT each has been fitted with
an equation adapted from Eurocode 3 Part 1–2 [10], defined as follows:

fT =
{
f0, if 20 ◦C ≤ T < 100 ◦C
f0 + β

(
1 − T−100

1000

)
, if T ≥ 100 ◦C (8)

where f0 is the natural frequency of the system at 20 ◦C, fT is the natural frequency
at a given average temperature T , and β is a constant factor relating the elastic
modulus to the modal stiffness of the mode f0. This relationship is used as the modal
scale factors, which relate the elastic modulus to the modal stiffness, are unknown.
Based on visual inspection of the results, the fitting was separated into the heating
phase, whilst the radiant panels were ignited, and the cooling phase, after the radiant
panels were switched off. It was found that more rapid changes in natural frequency
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were observed for some modes during the heating phase, perhaps due to the larger
temperature differentials between the top & bottom and/or LHS & RHS of the plate
during heating.

Alongside this, and in recognition that the Eurocode equations provide an approx-
imation ofmaterial behaviour, an equation adapted fromdirect fitting of experimental
results by Wang et al. [11] was also used:

fT = γ + δ(1.02 − 0.0035eT/280) if 20◦C ≤ T ≤ 800 ◦C (9)

where γ and δ are factors proportional to the initial modal stiffness and the change
in modal stiffness respectively (Fig. 7).

Equation9 well describes all data sets for the 2nd vertical mode of vibration, with
the coefficient of determination (R2 score), a measure of fit of the results, in excess
of 0.98 for STFT & ST-RDT for both heating and cooling periods. The other modes
of vibration are less clearly identified within both the STFT and ST-RDT results,
resulting in a larger deviation of frequency estimates and poorer fitting of Eq. 9, as
illustrated in Fig. 8.

Fig. 7 Change in natural frequency of 2nd vertical mode with change in average temperature

Fig. 8 Coefficients of Eq.9 and R2 score for fitting of 5 first vertical modes of vibration
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Fig. 9 High frequency mode exhibiting increase in natural frequency with temperature

3.2.4 Temperature Change—Discussion

Figure 8 shows the expected variation in natural frequency with temperature due
to the changes in modal stiffness. This results in larger fitted coefficients for the
higher order modes due to the increased ratio of modal stiffness to modal mass.
The results obtained from the ST-RDT also illustrated a significant increase (≈
50%) in damping across the temperature range suggesting a decrease in the critical
damping but a consistent actual damping. However, these results show a high degree
of stochasticity making accurate quantification of the effect challenging.

The STFT and ST-RDT both lead to excellent natural frequency identification
across the 5 dominant vertical modes of the structure, with ST-RDT showing higher
levels of variations between neighbouringwindows. The results offer good agreement
with those derived through conventional stiffness measurements made by Wang et
al. [11]. A key reason for the lower R2 for some modes were the presence of close
modes, believed to be induced primarily by the unequal mass distribution caused
by the off-centre location of the accelerometer. This is to be addressed in further
experimental work.

The ST-RDT results suggest a higher mode of vibration that exhibited an increase
in natural frequencywith temperature, as shown in Fig. 9. The cause of this behaviour
is unknown but may be induced by the temperature differential across the plate,
changes in support conditions or stiffening of the accelerometer fixing at elevated
temperatures.

4 Conclusions

This paper has presented analyses of simple structures under varying additional mass
or temperature and demonstrated the challenges of extracting dynamic properties
from non-linear data. The short-time Fourier transform and the short-time random
decrement technique have been demonstrated as methods of extracting data from
time-varying systems with a high degree of accuracy. This allows changes in mass
to be quantified and located, and temperature induced changes in stiffness to be
quantified.
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Characterizing Footbridge Response
from Cyclist Crossings with Computer
Vision-Based Monitoring

Rolands Kromanis

Abstract Computer vision applications are frequently selected for short-termmoni-
toring of bridges. The availability of high resolution and frame rate consumer-grade
cameras such as action cameras makes the computer vision-based monitoring an
attractive and affordable option. This paper presents findings frommonitoring defor-
mations of a steel girder footbridge subjected to cyclist loads captured with an action
camera. A modified GoPro action camera with a zoom lens was located 35 m from
the centre of the bridge. High resolution (720 × 1080 pixel) and high frame rate
(240 fps) videos were recorded during cyclist crossings. Image processing, measure-
ment denoising, vertical deflection interpretation and influence line (bridge signature)
derivations are presented and discussed. Both static and dynamic responses are iden-
tifiable (discernible in visionmeasurements) and even tiny (a fraction of amillimetre)
vertical deflections can be accurately computed from videos collected with the action
camera.

Keywords Computer vision-based monitoring · Deformation monitoring ·
Measurement pre-processing · Signal interpretation · Vertical deflections ·
Structural dynamics

1 Introduction

The knowledge of bridge’s load and response mechanisms is the key for under-
standing its behaviour. Such knowledge can be used to identify early signs of fatigue,
onset of damageor anomalous structural behaviour.Adense sensor network is usually
desirable to capture as much information on applied loads and bridge response as
possible. A rich profusion of sensors is a costly luxury, which is associated with chal-
lenging sensor installation and tedious maintenance works, and management of the
sensor network itself. Measurements for a deluge of sensors may also result in data
redundancy and create unnecessary challenges when dealing with big data. Besides
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the era of technology offers a wide variety of hardware (sensing technologies) and
software (algorithms, measurement analysis packages) that ‘promise’ easy solutions
to system identification challenges. Yet, it is still a challenge to choose (i) the most
suitable structural response parameter to measure, (ii) type of sensors, their number
and locations on the structure, (iii) and measurement interpretation techniques.

Bride response is driven by environmental loads (temperature, wind) and effects
(humidity), and traffic loads. Temperature is known to govern bridge response in
long-term [1]. Distributed temperatures are needed to characterize bridge thermal
response [2]. The location and weight of applied loads are needed to characterize
traffic induced response. The load and response information can then be used to,
firstly, establish baseline bridge performance and, secondly, assess bridge conditions
during follow-up monitoring events, unless the bridge is monitored continuously.
The information of all applied loads and dense bridge response is desirable, however
a sensing system that provides such information is expensive and also impractical.
Instead, amobile sensing system,which is used periodically can be a good alternative.
Vision-based technologies (i.e., cameras) can measure surface temperature, traffic
and movements of targets (e.g., bolts) on structure’s surface [2–5]. A ubiquitous
sensing system, which could collect all desirable parameters, could be composed by
a multi-camera robotic system.

In the past decades the computer vision-based measurement has broadened the
scope of the structural health monitoring. The availability of cost-effective solutions
for measurement collection (e.g., smartphones) creates opportunities for researchers
and civil engineers to expand their research or practice and explore new methodolo-
gies/approaches for the condition assessment of bridges. Many studies have evalu-
ated the performance of action cameras and smartphone cameras to produce compa-
rable results with professional cameras and contact sensors, when appropriate image
processing algorithms, frequently open source algorithms, are used [4, 6–8]. Cost-
effective off-the-shelf cameras, have been employed to measure response of foot-
bridge induced by pedestrians and crowds [8–11]. Load application events such as
by a person crossing the bridge can provide statistical bridge signatures [12], which
can be in a form of influence lines. Bridge signatures can be characterized using
statistical tools or machine learning. The characterized signature can be compared
with the obtained signature in the following measurement collection events for the
bridge condition assessment.

This paper drafts a vision-based measurement approach for footbridge condition
assessment utilizing the load and response relationship. The premise is that datasets of
footbridge response to known loads (i.e., pedestrians and cyclists) and their locations
can be used to derive the bridge signature, from which bridge conditions can be
assessed in upcoming measurement collections. The manuscript introduces the first
steps towards a methodology for such data-driven bridge response characterization
approach from moving loads, which in this study are cyclists crossing the bridge.
The paper demonstrates the initial effort to lay the foundation for the future research,
which is envisioned to analyse much larger data sets, employ machine learning and
Bayesian approaches to characterize the bridge response.
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2 Characterizing Bridge Response

The focus of the paper is on footbridges, therefore, traffic relates to people (i.e.,
people, cyclists) crossing the bridge. Figure 1 explains the processes involved in the
proposed computer vision-basedmeasurement approach for the condition assessment
of footbridges. The structural system (a footbridge) is subjected to environmental
(e.g., temperature, wind) and traffic (e.g., pedestrians, cyclists) loads. The magnitude
of the load, its location and bridge response are needed to characterize the structural
system, i.e., the bridge. For this reason the monitoring system consists of a number
of cameras capturing deformations, traffic and temperature. The datasets are passed
to data analysis packages such as image processing and signal interpretation for the
condition assessment of bridge.

The focus of this study is on developing processes for the condition assessment of
footbridges rather performing it, which is the task for future studies. The next sections
describe computer vision-based measurement and bridge response characterization
(or signature) methods.

2.1 Vision-Based Measurement

Vision measurement has been studied extensively for bridge monitoring. The funda-
mental steps in image processing for bridge response computation have some
common traits. Figure 2 shows three image processing stages that are commonly
found in the literature for computer vision-based measurement for an easy, fast and
accurate generation of structural response [8, 11, 13]. The three stages are described
below:

1. Image processing initiation stage starts with selecting a reference frame, in
which desired regions of interest (ROIs) are drawn. A target(s) is then specified
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Fig. 1 Footbridge condition assessment flow using vision measurement
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in each ROI. When measuring bridge response, target movements are relatively
small (a few pixels) therefore it is more practical to search for the target in the
specified ROI than searching the entire image frame. Different techniques such
as template matching and feature matching [8, 11] can be selected to detect
features characterizing a target. These features are than matched in ROIs of
consecutive image frames.

2. Computation of target displacements stage locates the target in the ROI of
ith frame. The template or features characterizing the target are sought in the
ROI. The x and y coordinates of the target on the image plane for each frame
compose measurement histories. Each new measurement is appended to the
measurement histories.

3. Camera calibration stage is compulsory to obtain accurate targetmovements in
real-world coordinate system, which is the bridge surface plane. This stage may
consist of two processes: derivation of camera intrinsic (related to the camera,
its lens) and/or extrinsic (camera position to the bridge) parameters. Camera
intrinsic parameters can be derived using a standard checkerboard method [14].
Camera extrinsic parameters can be set using a scale factor [7] or using image
homography method, in which two-dimensional (2D) points in the image plan
are matched with 2D points in the structural system [15, 16].

The product of the target displacements and camera calibration is structural
displacements of targets. Displacements are primary response, from which any
secondary derivatives such as strain, tilt angle and curvature can be computed.
Displacements are collected at known time intervals, therefore bridge dynamic
response (e.g., vibration frequencies) can be derived.

When employing computer vision for identification of the type of load and its
position on a specified 2D surface plane on the structure, a multitude of image
processing techniques such as background removal [4], heat source detection [2]
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and skeletonizing people [17] are available. Thermal imaging cameras can have a
dual purpose: capture distributed bridge temperature and locate traffic load (i.e.,
pedestrians) [2, 18].

2.2 Characterizing Bridge Response

Displacement measurements may be noisy and need pre-processing before they
can be used for meaningful derivation of the bridge signature. The source of the
noise usually is camera movements, which could result from wind or even a slight
ground vibration. Camera drifts are also observed. If the image frame contains an
object, which is not related to the structure and which does not move, in the fore-
ground/background, then its displacement can be subtracted from bridge displace-
ments, therefore removing camera movements. Other techniques, which can remove
camera movements, may apply large moving average windows on pixel motion
history to estimate camera movement, which is then removed from displacements,
leaving the structural response. The next step is to analyse time histories with fast
Fourier transform (FFT) to obtain power spectral density (PSD). ThePSDplot reveals
frequency range of the first few vibration modes of the bridge and short-term load
events with similar length such as cyclists crossing the bridge. High-pass andmoving
average filters can then be applied to remove the remaining measurement noise and
camera drifts. After the application of the required measurement processing filers,
in an ideal situation, the response histories should be free of camera drifts and noise,
and ready to be characterized (derive the bridge signature).

The bridge response form cyclist crossings consists of static and dynamic compo-
nents. Figure 3 illustrates vertical displacements of a target at the mid-span of the
bridge for three cyclist crossings. The response for static and dynamic components
can be identified from the PSD plot. The aim is then to extract static component,
which quantifies bridge response to applied load (providing that the load and its path
are known). Influence lines, which are bridge response at selected location over time
of the load application i.e., cyclist crossing the bridge, for different load application
scenarios need to be compiled and characterized to establish bridge signature. Ideally
many loading scenarios (i.e., bridge temperatures, load locations, loads) should be
provided to derive an accurate bridge signature. Computation of the signature from
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load and response information can be an intensive regression model generation or
machine learning task, which is not covered in this study.

3 Case Study

TheUniversity of Twente (UT), the Netherlands, campus bridge serves as the test bed
in this study. The bridge is 2 mwide and spans 27 m across a pond. The wooden deck
is supported on three steel girders with diagonal bracings. Balusters are connected to
the outer girderwith twoM12 bolts. The bridge crosses the pond in the northeast (NE)
to southwest (SW) direction. The vision measurement system (wide angle camera
and zoom camera) is set at NE side. The camera frames are synchronized manually
at the data postprocessing stage. The wide angle camera (Samsung S8 smartphone),
which is very close to the bridge, monitors traffic on the bridge at 30 fps with a
frame size of 720 × 1280 px. In this study, the exact location of the moving load
(i.e., pedestrian) on the bridge is not computed. Its purpose is of informative nature
only. The zoom camera (GoPro Hearo 5 with a 25–135 mm varifocal lens) is set
approximately 35 m away from the mid-span of the bridge where a bolt is chosen
as a target. The zoom camera records 240 fps videos with a frame size of 720 ×
1280 px. The bridge and its location on the map, and locations of cameras are shown
in Fig. 4. In this study the researcher himself was the subject crossing the bridge on
the bicycle and only crossings performed by the subject are considered, therefore
avoiding any data privacy issues related to filming people using the bridge. Table 1
lists the selected load application cases. In all cases the crossings are initiated at

Far side

Close side

Centre

Zoom 
camera

Zoom 
camera

Wide angle
camera

Wide angle

UT campus

camera

bridge

Fig. 4 UT campus bridge on the map (left) and looking from SW (right)
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Table 1 Bridge load cases

Case # Duration (sec) Description

1 168 Cycling over the bridge on its close side and back five times

2 153 Cycling over the bridge at its centre and back five times

3 209 Cycling over the bridge on its far side and back five times; and crossing
the bridge on foot at the close side

NE end of the bridge. The size of 530 s videos recorded with wide angle and zoom
cameras are 0.45 and 2.34 GB.

3.1 Image Processing and Measurement Pre-processing

Many studies onvisionmeasurement have beendevoted to comparemultiplemethods
and promote advantages of one method over another one. Also measurement accu-
racy and reliability from computer vision are compared to contact sensor such as
linear variable differential transformermeasurement. Usually, the difference between
methods is very small or even negligible aftermeasurements are pre-processed. In this
study two image processing techniques are selected to derive target displacements:
feature matching technique and template matching technique. Figure 5a shows the
reference frame (as captured with the zoom camera), in which a ROI is drawn. In the
ROI a target is selected for the two visionmeasurement techniques. The ROI contains
a rectangular washer, holding the baluster to the steel girder (horizontal timber boards
behind fill the space between the baluster and ‘I’ beam), M12 steel bolt and a nut.
The target is located exactly at the mid-span of the bridge. Figure 5b shows features
characterizing the target for the feature matching technique. The target is set as the
left side of the nut, including the tip of the bolt, and edges of groves (above and

ROI

(c)(b)(a)

Fig. 5 Image processing: a reference framewith a selected ROI, b features for the feature matching
technique, and c template for template matching technique
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Fig. 6 Displacement histories. The number in boxes correspond to the load cases in Table 1

below the washer) in the timber baluster. Template matching techniques can be more
resource intensive than feature matching technique. For this reason only a part of the
nut and bolt (see Fig. 5c) are set as the target. Matching the target in a new frame
takes 0.01 s and 1 s with the feature and template matching techniques, respectively.

The camera lens is narrow angle with no or very little image distortion. The
scale factor for converting pixel values to corresponding engineering units (e.g.,
millimetres) can be obtained using the corners of the square plate (in Fig. 5b it appears
as a diamond). At such conditions camera intrinsic parameters are not required for
the camera calibration [11]. Figure 6 shows vertical displacement time histories
computed from both image processing techniques. Although the vertical histories
mismatch between 25 and 400, and 420–530 s, the displacement patterns remain
similar. Themeasurement historymight appear stochastic, however, there are patterns
induced by bridge crossings. These can be found when performing further analysis,
for which the displacement history from the template matching technique is chosen.

A logarithmic PSD plot is generated from FFT (see Fig. 7). Signal spikes are
discernible at low frequencies and around 3–4 Hz. No clear peaks are discernible at
frequencies above 8Hz, therefore, the plot is terminated at 8Hz.The static component
corresponds to the cyclist crossings at 0.13 Hz, which is 7.7 s, i.e., for the 27 m long
bridge the average speed of the cyclist is 12.5 km/h. The other peak (at 0.066 Hz,
corresponding to 15.2 s cycle) corresponds to the subject crossing the bridge on foot.
Dynamic components corresponding to the bridge vibrations start after 2 Hz.

The information from the FFT analysis serves as an input to the measurement
pre-processing. The measurement noise (and maybe higher frequencies) is removed
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100
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D

0.066 and 0.13 Hz
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Fig. 7 PSD plot from displacements generated with the template matching technique
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Fig. 8 Measurement histories of displacements. The number in boxes correspond to the load cases
in Table 1

using 8Hz lowpass filter. Cameramovements are removed using 20 smoving average
filter. Raw and pre-processed vertical displacements are shown in Fig. 8.

3.2 Bridge Response

Bridge static response for load case #1 are clearly discernible in Fig. 8. This, however,
is not the case for the other two load cases. The static component is extracted from
measurements by leaving low-pass signal trends. In this study the low pass filter
is set to 0.5 Hz. The filter reveals static components and remaining measurement
fluctuations resulting from camera movements (see Fig. 9).

Representative influence lines (or bridge signatures) for all load cases aremanually
selected and plotted in Fig. 10. The selected signature for case #1 is clearly discernible
in vertical response histories in Fig. 9, which is not the case for the other two load
cases. The signature that most accurately describes the bridge response for case #2
and #3 is selected from time histories by accurately assessing them. For case #1
the mid-span of the bridge moves vertically downwards and twist at the same time.
Therefore the vertical deflection for case #1 is larger than for case #2 when the load
is applied at the centre of the deck. In case #3 the load is applied at the far side of
the bridge, but the bridge response is the same as for case #1. However, the target
remains the same and therefore it lifts up when the bridge twists. This happens when
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Fig. 9 Raw displacements and static component. The number in boxes correspond to the load cases
in Table 1
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Fig. 10 Response (grey line) and static component (thick black line) of a representative crossing
from case #1, #2 and #3, in (a), (b) and (c), respectively

the cyclist crosses the bridge. The slight downwards movement takes place when the
cyclist reaches the mid-span of the bridge.

As discussed above, only for case #1 static components are clearly discernible
in response histories, therefore influence lines for case #1 are shown and analysed
in Fig. 11. The maximum and minimum vertical deflections are 1.87 and 1.32 mm.
The difference is 0.55 mm, which is 42% of the minimum deflection. The vertical
deflection is larger than 1.52 mm only for two crossing. The variation of vertical
deflections could be related to measurement error and location of the load, which
was no accurately tracked and integrated in the measurement analysis (task for future
studies). The mean deflection (μ) is 1.51 mm and standard deviation (σ) 0.195 mm.
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Fig. 11 Influence lines from all crossings for case 1
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3.3 Discussion

When collecting visual data of people (e.g., pedestrians, cyclists), it is important to
comply with general data protection regulations, which are becoming very strict.
Therefore the application of the traffic camera and data analysis may need ethical
approval anddiligent use. In this study, the researcher himselfwas the subject crossing
the bridge, however, when collecting such information continuously, bridge users
have to be informed of their data being collected, data has to be stored securely and
bridge users should be anonymized [19].

In this study the purpose of the traffic camerawas to capture activities on the bridge
not an exact location of cyclists crossing the bridge. Results show that, although
bridge response can be measured accurately, traffic and deformation monitoring
cameras need to be synchronized and much more data (many more cyclist crossing)
obtained to generate an accurate bridge signature and implement the proposed bridge
response characterization approach. Alternatively a roving camera technique, in
which one camera is set as a reference camera while locations of other cameras
are changed, can be considered [20]. This technique also required the load and its
application to be kept consistent.

4 Conclusions

Thismanuscript laid the foundation for a data-driven approach for interpreting bridge
response for condition assessment using computer vision-based measurements. The
steps involved in the approach are introduced. A footbridge served as a demonstrator.
A single cyclist (i.e., the same load) performed multiple bridge crossings, which
were captured with two cameras: (1) traffic camera and (2) deformation monitoring
camera. The following conclusions are draw:

• Although many image processing algorithms coexist, it is recommended to
analyse data with a few techniques/algorithms to decide which algorithm is more
appropriate for the specific case. In this study, a template matching digital image
correlation approach provided better results than the keypoint matching approach.

• Static and dynamic components can be separated when determining their domi-
nant frequencies. The components can then be characterized base on the load
cases, which should be captured with the traffic camera.

• Datasets of many scenarios with known loads and response are needed in order to
performaccurate structural response characterization. In this study, only ten bridge
crossings were considered for each case. Only for case #1 (cyclist crossing the
bridge at it close side to the camera) static and dynamic components had clear char-
acteristics—vertical deflection trend (influence line) and vibration frequencies,
respectively.
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to a Full-Scale RC Shear Wall Building
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Abstract In civil engineering structures it is highly desirable to detect the pres-
ence of damage and changes in the global structural behavior at the earliest possible
stage, and, among themany existing strategies for vibration-based damage detection,
modal flexibility (MF)-based approaches are promising tools.However, inmost of the
existing studies, the experimental validation of such approaches has been performed
on small-scale laboratory structures, where damage has been artificially imposed
as stiffness reductions, for example by substituting some structural elements. It is
thus important to continue to test the effectiveness of such MF-based approaches
on full-scale structures characterized by more realistic damaged conditions. This
paper focuses on the methods for output-only damage detection and localization that
are based on the estimation of structural deflections from modal flexibility, and the
objective of this paper is to test the applicability of suchmethods for locating damage
in a full-scale reinforced concrete (RC) structure that has experienced earthquake-
induceddamage.The considered structure is a shearwall building that canbemodeled
as a bendingmoment-deflecting cantilever structure, andwas tested on the large-scale
University of California, San Diego—Network for Earthquake Engineering Simula-
tion (UCSD-NEES) shaking table. Two approaches, which are based, respectively,
on the estimation of the curvature and the damage-induced rotation from the deflec-
tions, have been applied and compared on the data of the considered case study. These
approaches have been applied in different scenarios characterized by different data
sets and by a different number of degrees-of-freedom measured on the considered
structure.
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1 Introduction

Structural health monitoring (SHM) strategies are becoming essential parts of the
management process of civil structures and infrastructures [1]. These strategies aim
to detect the presence of potential damage and changes in the structural behavior at the
earliest possible stage. Such strategies also aim to support decision making in main-
tenance and retrofitting operations. For civil structures and infrastructures, a conve-
nient monitoring strategy is to implement a vibration-based monitoring system and
acquire the responses of the structure under ambient vibrations. Then, the acquired
data can be used for identification and damage detection purposes. Referring to
these twomentioned purposes, applying output-only modal identification techniques
[2, 3] and modal-based damage detection techniques [1] is probably one of the
most common and used approaches. These techniques are closely related since the
outcomes of the former represent the starting point for the application of the latter.
Moreover, the development in recent years of automated modal identification proce-
dures [4] has contributed to close the gap between the discipline of output-onlymodal
identification and the application of modal-based damage detection and monitoring
strategies.

Among the vast class of the existing modal-based methods for damage detection,
the methods based on modal flexibility and its derivatives [5–19] are promising
tools. According to these approaches, the modal parameters, in terms of natural
frequencies and mode shapes, are used to obtain an estimate of the static flexibility
matrix of the structure. Such matrix can be considered as an experimentally-derived
model of the structure, to be used for damage detection purposes. Some methods
in this class are also based on an additional main step: such modal flexibility-based
models are loaded by virtual loads, called inspection loads, to estimate structural
deflections. Information contained in the modal flexibility matrix is thus condensed
in a deflection vector, which is then used to track eventual variations that can be
associated to a damaged state. Such approaches, developed in the late ‘90s [10], have
been progressively improved and refined over the last two decades [11–19]. Some
approaches based on similar damage locating concepts have been also developed to
be applied from static deflections [20].

All the damage detection methods based on the estimation of modal flexibility-
based deflections have some inherent commoncharacteristics.However, eachmethod
has other specific features that depend on the type of structures for which the method
has been developed. For example, such methods can be grouped into two main
classes: methods developed for shear-type structures (e.g., [11–13]) and methods
developed for flexure-type structures (e.g., [14–17]). Such approaches are briefly
reviewed herein. In [11] an approach has been proposed for detecting and localizing
damage in buildings that can be modeled as planar shear-type structures. Based
on the theory presented in [11], an extension of such method has been presented
in [12], where the considered structures are plan-symmetric shear-type buildings
with asymmetric damage. The problem of detecting damage in shear-type buildings
using modal flexibility-based deflections is also addressed in [13], where different



Damage Detection Through Modal Flexibility-Based Deflections … 99

strategies have been proposed for performing the calculations with minimal or no a
priori information about the structuralmasses, even in the case inwhich themasses are
varied before and after damage. In [14] the displacements and the curvatures ofmodal
flexibility-based deflections have been analyzed for damage localization on a steel
grid laboratory model. In [15] the concept of the Positive Bending Inspection Load
(PBIL) has been introduced, and amethod has been presented for damage localization
in simply supported and continuous beams. In [16] the damage localization for beam-
like structures is carried out using the normalized curvature of the uniform load
surface evaluated from modal flexibility. This approach has been verified through
numerical simulations performed for a cantilever beam and for a simply supported
beam, by considering measured degrees-of-freedom (DOFs) at the same spacing. In
[17] amethod is presented for damage localization in cantilever beam-type structures.
The experimental verification of this approach has been performed using a laboratory
10-story framemodelwith constant interstory heights and bymeasuring the structural
responses at all stories.

It is important to underline that in most of the existing studies related to the
application ofmethods based onmodal flexibility-based deflections, the experimental
validation has been performed on small-scale laboratory structures. Studies where
these approaches have been validated using full-scale structures exist, but the number
of such studies with full-scale validations is quite small compared to the studies that
considered small-scale laboratory structures. For example, in [18] modal flexibility
and modal flexibility-based deflections have been used for condition assessment in
real-life bridges. As another example, in [19] the approach presented in [11] has
been validated on a full-scale shear building, where damage has been imposed by
replacing a spring member with other members having reduced stiffness. Based on
these premises, it is thus evident that is important and of interest to continue to
test the effectiveness of the methods based on modal flexibility-based deflections on
full-scale structures.

The objective of this paper is to test the applicability of the damage localization
methods based on the estimation of modal flexibility-based deflections on a full-
scale reinforced concrete (RC) structure that has experienced earthquake-induced
damage. The considered structure is a shear wall building that can be modeled as
a bending moment-deflecting cantilever structure. In particular, two approaches for
damage localization have been applied and compared on the data of the considered
case study. These approaches have been applied by considering different scenarios
characterized by different data sets and by a different number of degrees-of-freedom
measured on the considered structure.
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2 Damage Detection Through Modal Flexibility-Based
Deflections in Bending Moment-Deflecting Cantilever
Structures

The modal flexibility matrix of a generic structure can be defined as an estimate
of the static flexibility matrix of the considered structure obtained from a vibra-
tion test, and specifically from the extracted modal parameters. When dealing with
input-output tests, such matrix can be directly extracted from the data if for at least
one degree-of-freedom both the input force and the output response are measured.
This requirement guarantees that mass-normalized mode shapes can be estimated.
When dealing with output-only tests, the modal flexibility matrix is not readily avail-
able from the data [8]. However, solutions exist to circumvent the problem and to
obtain themass-normalizing constants required to estimate themodal flexibility from
output-only data. One can use mode shape scaling techniques, which generally need
the execution of additional tests with some imposed structural modifications [3]. As
a second option, one can use an a priori estimate of the system mass matrix [11,
12] or can use the mass matrix of the structure derived from a FEM model [3]. As
a third option, one can try to extract from the output-only data unscaled matrices
that are proportional to the mass and flexibility matrices of the structure [6, 8, 9, 13,
21], indicated, respectively, as proportional mass matrices (PMMs) and proportional
flexibility matrices (PFMs). When considering this last case and using the estimated
proportional flexibility matrices for damage detection purposes, it is important to
consider PFMs in the baseline and in the potentially damaged states that are prop-
erly scaled. Usually, this condition is guaranteed if the masses are unchanged in the
different considered states of the structure and if the same PMM is used to normalize
the mode shapes in the baseline and in the potentially damaged states [6, 13]. Esti-
mating modal flexibility matrices from vibration data is in general an operation that
can be performed also in the case in which not all the DOFs of the structure are
measured, as shown in [7] for the input-output case or in [6, 9] for the output-only
case.

The modal flexibility matrix of a genericMDOF classically-damped structure can
be obtained using the following equation [7–9]:

Fr n×n =
r∑

i=1

1

(siωi )
2 ψ iψ

T
i (1)

where n is the number of the DOFs measured on the structure, r is the number of the
modes included in the calculations, ψ i is the ith real arbitrarily-scaled mode shape
vector (with dimensions n × 1), ωi is the ith natural circular frequency, and si is the
mass normalization factor for the ith mode.

After having estimated the modal flexibility matrices, a convenient approach to
tackle the damage detection problem is to calculate themodal flexibility-based deflec-
tions. Such deflections can be determined by applying some inspection loads to the
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flexibility-based experimentally-identified model of the structure, as follows

v = Fr p (2)

where vn×1 is the modal flexibility-based deflection and pn×1 is the inspection
load. When considering bending moment-deflecting beam-like structures, a Posi-
tive Bending Inspection Load (PBIL) is usually selected as the inspection load. The
PBIL is a load that generates positive bending moments in the inspection region of
the structure and no inflection points in the deflection within that region [15].

After having estimated the modal flexibility-based deflections, different features
computed from these deflections can be used for damage detection. Some examples
of existing approaches are mentioned: in [14] the displacement and the curvature
are used; in [15] the additional deflection measured from the chord that connects
two DOFs is evaluated; in [16] the normalized curvature of a uniform load surface
is used; in [17] the interstory deflection is evaluated. The works [15–17] also show
the relationship that exists between damage in beam-like structures (e.g., a localized
stiffness reduction) and the damage-induced deflection, i.e., the difference between
the deflections in the damaged and undamaged states. These mentioned approaches
represented the startingpoint for the development of the damagedetection approaches
that in this paper are applied to the data of the considered case study, which, as
already mentioned, is a full-scale reinforced concrete structure that has experienced
earthquake-induced damage. This structure, described in Sect. 3, can bemodeled as a
bending moment-deflecting cantilever structure, and thus the analytical formulation
presented in the remaining part of this section was developed by considering these
types of structures. It is also important to mention that the approaches and anal-
yses presented in this paper focus on planar structures, whose structural behavior is
analyzed in one direction (Fig. 1).

For a cantilever structure, a convenient inspection load to be adopted for evaluating
the modal flexibility-based deflections is a uniform load with unitary values at all the

DOFs—i.e., p = {
1 1 . . . 1

}T
. This load is a PBIL load for a cantilever structure,

as shown in [15]. Starting from the displacements of the calculated deflection, the
rotations and the curvatures can be estimated using the finite difference method, as
a numerical derivation technique.

The rotation of a portion of the structure located between two measured DOFs—
i.e., the (j + 1)th and the jth DOFs—can be estimated as follows:

ϕ( j+1, j) = v j+1 − v j

h j+1 − h j
(3)

where h j is the height of the jth DOF evaluated with respect to the base of the
cantilever structure. If the measured DOFs are located at a constant spacing equal to
�h, Eq. (3) is simplified as follows:

ϕ( j+1, j) = v j+1 − v j

�h
(4)
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Fig. 1 Bending moment-deflecting cantilever structure: a structural model with a generic sensor
layout; b applied inspection load

The curvature at the jth measured DOF of the modal flexibility-based deflections
can be estimated as follows:

χ j =
v j+1−v j

h j+1−h j
− v j−v j−1

h j−h j−1

h j+1−h j−1

2

(5)

Equation (5) is valid for measured DOFs that are unevenly distributed along
the height of the structure. Such equation was obtained by adapting the formulation
presented in [22], for evaluating the curvature of mode shapes and operational deflec-
tion shapes, to the case of the modal flexibility-based deflections. If the measured
DOFs are located at a constant spacing equal to �h, Eq. (5) is simplified as follows:

χ j = v j+1 − 2v j + v j−1

�h2
(6)

In this paper, the quantities presented in Eqs. (3) and (5) are used for damage local-
ization purposes. Of course, uncertainties are always present on quantities extracted
from real noisy vibration data. Thus, statistical approaches based on outlier analysis
[1] are introduced in the damage localization process. To implement these statistical
approaches, it is required that the calculations related to the baseline structure are
repeated using different portions of the training data set. This is done to estimate the
degree of variability that affects the quantities related to the baseline structure.

Two different damage localization strategies were developed and then applied to
the data of the considered case study.
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According to the first strategy, the values of the curvature aremonitored, and it is of
interest to see if the values of the curvature in the potentially damaged state deviate
from the values of the curvature related to the baseline structure. This strategy is
implemented through the calculation of the following index, which is herein defined
as z-index based on curvature

zχ, j = χI, j − χ̄B, j

s
(
χB, j

) (7)

Equation (7) can be evaluated for each jth measured DOF with j = 1 … n −
1, where j = 1 is the first measured DOF at the bottom of the structure. In Eq. (7)
χI, j is the curvature related to the structure in the inspection stage, and χ̄B, j and
s(χB, j ) are the sample mean and the sample standard deviation of the curvature
χB, j,i evaluated from the training data set (for i = 1…q where q is the total number
of damage-sensitive features extracted from the training data set).

In the second strategy for damage localization, the concept of the damage-induced
rotation is introduced, which is the difference between the rotation in the inspection
stage and the rotation related to the baseline state. In particular, the second strategy is
based on tracking eventual variations in the damage-induced rotation along the height
of the cantilever structure. This strategy is implemented through the calculation of
the following index, which is herein defined as z-index based on a damage-induced
rotation

zϕ, j = �ϕ̄( j+1, j) − �ϕ̄( j, j−1)

s
(
�ϕ( j, j−1)

) (8)

Equation (8) can be evaluated for each jth measured DOF with j = 1 … n − 1,
and in Eq. (8) the damage-induced rotations of adjacent portions of the structure are
considered. The terms �ϕ̄( j+1, j) and �ϕ̄( j, j−1) are defined as follows:

�ϕ̄( j+1, j) = ϕI,( j+1, j) − ϕ̄B,( j+1, j) (9)

�ϕ̄( j, j−1) = ϕI,( j, j−1) − ϕ̄B,( j, j−1) (10)

where the symbol� indicates that, for the considered quantity, the difference between
the inspection stage and the baseline state is performed. As already shown for Eq. (7),
the operators ·̄ and s(·) present in Eqs. (8), (9) and (10) calculate the sample mean
and the sample standard deviation, respectively, and are applied on quantities related
to the baseline state.

Both in the first and in the second strategy, the z index has to be compared to a
threshold value zT H in order to understand if the structure has undergone structural
modifications which can be associated with a damaged state and to identify the
locations of the damage. For the jth measured DOF, the structure in the inspection
stage is considered as unaltered with respect to the baseline structure if zχ, j ≤ zT H
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(first strategy) and zϕ, j ≤ zT H (second strategy). For the jth measured DOF, it is
recognized that the structure in the inspection stage deviates from the baseline state
if zχ, j > zT H (first strategy) and zϕ, j > zT H (second strategy). Assuming that the
features extracted from the training data set have a normal distribution, as it is also
done in [12, 13] where similar statistical tests have been performed, the value of the
threshold is assumed as equal to zT H = 3.

As shown in Eqs. (7) and (8), the quantities considered in the two indices for the
damage localization statistical tests are different, and thus different outcomes are in
general obtained using the two strategies. However, it is also important to underline
that the two strategies have an inherent similarity, which is shown using the following
analytical formulation.

The numerator in the expression of the z index based on damage-induced rota-
tion—i.e., the numerator of the second term in Eq. (8)—is considered, and such term
is divided by the term h j+1−h j−1

2 , as shown in Eq. (11a). Then, Eqs. (9) and (10) are
substituted into Eq. (11a), and the terms of the derived Eq. (11b) are rearranged as
shown in Eqs. (11c) and (11d). Through the definitions of the rotation and the curva-
ture expressed by Eqs. (3) and (5), it can be recognized that Eq. (11d) can be finally
reformulated as the difference between the curvature in the inspection stage and the
sample mean of the curvature related to the baseline structure. This difference is the
numerator in the expression of the z index based on curvature—i.e., the numerator
of the second term in Eq. (7).

�ϕ̄( j+1, j) − �ϕ̄( j, j−1)
h j+1−h j−1

2

= (11a)

= ϕI,( j+1, j) − ϕ̄B,( j+1, j) − (
ϕI,( j, j−1) − ϕ̄B,( j, j−1)

)

h j+1−h j−1

2

= (11b)

= ϕI,( j+1, j) − ϕI,( j, j−1) − (
ϕ̄B,( j+1, j) − ϕ̄B,( j, j−1)

)

h j+1−h j−1

2

= (11c)

= ϕI,( j+1, j) − ϕI,( j, j−1)
h j+1−h j−1

2

− ϕ̄B,( j+1, j) − ϕ̄B,( j, j−1)
h j+1−h j−1

2

= χI, j − χ̄B, j (11d)

3 Application to a Full-Scale RC Shear Wall Building

The damage localization approaches described in the previous section were applied
on the data of experimental tests that were performed on a full-scale reinforced
concrete structure that has experienced earthquake-induced damage. These experi-
mental testswere performed between September 2005 andMay 2006 at the Englekirk
Structural Research Center, using the University of California–San Diego Network
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for Earthquake Engineering Simulation (UCSD-NEES) large outdoor unidirectional
shake table. The data of this experimental program were retrieved from [23]. The
tested structure is 63 ft (i.e., 19.2m) high and is formed by shear walls. Such structure
can be considered as a portion of a 7-story residential building that has structural
walls as the lateral force-resisting system (Fig. 2). The structure has one main longi-
tudinal web wall, which is 12 ft (i.e., 3.66 m) long, and two transverse walls, which
provided lateral and torsional stability during the tests. A 12 ft by 26 ft–8 in. (i.e.,
3.66 m by 8.13 m) slab is present at each floor level, and such slab is supported by
the walls and by some gravity columns. The structure was positioned on the shake
table with the main longitudinal wall aligned to the direction of the base excita-
tion (i.e., east–west direction) and was instrumented with a dense array of sensors,
including accelerometers for measuring the vibration responses. During the exper-
imental program, some historical earthquake records were applied at the base of
the structure, which induced progressively increasing levels of damage. After each
strong motion test, low-amplitude white noise base excitation tests and ambient
vibration tests were performed for damage characterization purposes. More detailed
information about the structure and the performed vibration tests can be found in
[24–26].

For the analyses of the present paper, only a subset of the vibration tests, sensor
data, and structural configurations of the whole experimental program performed
on the UCSD-NEES shake table has been considered. Referring to the structural

Fig. 2 Schematic drawing of the geometry of the structure with indications of the measured DOFs
(geometry retrieved from [23, 24]): a elevation—south face; b floor plan view
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configurations, in this paper the following configurations (tested progressively) and
damaged states were considered: S0 which is the baseline configuration; S1 which is
the damaged state that resulted from the application of the longitudinal component
of the San Fernando earthquake measured in 1971 at the Van Nuys station (EQ1);
S2 which is the damaged state obtained by subsequently subjecting the structure to
the transversal component of the above-mentioned San Fernando earthquake (EQ2);
S3.1which is the damaged state generated by subsequently applying at the base of the
structure the longitudinal component of the Northridge earthquake measured in 1994
at the Oxnard Boulevard station inWoodlandHill (EQ3) [25, 26]. The other damaged
states shown in [25, 26] (i.e., S3.2 and S4) were not considered in the analyses of the
present paper. As observed in [25, 26], after state S3.1 some braces present in the
structure were strengthened and stiffened. Thus, for the analyses of the present paper
it was considered appropriate to start focusing on the configurations tested before the
strengthening intervention, and the states S3.2 and S4 may be considered in future
developments of the work.

Referring to the type of vibration tests, the analyses of the present paper focus
on the data of the tests performed, for each configuration and damaged state, by
applying at the base of the structure a 0.03 g root mean square (RMS) white noise
excitation with a duration of 8 min. Referring to the sensor data, this paper focuses
on the analysis of the data collected using the accelerometers that were positioned at
the different floor levels near the main longitudinal wall and oriented in the direction
of the base excitation (Fig. 2b). These data were used to perform a planar analysis
of the considered structure. In particular, three different scenarios characterized by
different data sets and by a different number of degrees-of-freedom measured on the
structure were considered in the analyses. As shown in Fig. 2a, a first analysis was
done by considering the data collected at 7 DOFs—i.e., the data measured at each
floor level from 1 to 7. In a second analysis, 4 measured DOFswere considered—i.e.,
the DOFs located at floor levels 1,3,5,7. Finally, a third analysis was performed by
considering the data measured at 3 DOFs—i.e., the data measured at floor levels
1,4,7. In all three different considered scenarios, the accelerations at the base of the
structure (i.e., floor level 0) were also included in the calculations, as discussed later
in this section. All themeasurements used for the analyses have a sampling frequency
(fs) equal to 240 Hz.

Before proceeding with the presentation of the performed analyses and related
results, it is important to describe the damage that was observed in the structure
during the experimental tests. This in fact represents the expected outcome of the
applied damage localization approaches. As described in detail in [25], damage in the
structure was observed visually (through pictures and video recordings), and it was
also deduced from strain sensors. As stated in [25], the actual damage observed in
the structure is characterized by a concentration of damage at the bottom two stories
of the longitudinal web wall. This damage scenario matches the outcome of the
vibration-based strategy for damage detection, localization, and quantification that
was applied in [25] starting from the acceleration measurements—i.e., a sensitivity-
based finite element (FE) model updating strategy. Through the analysis of the strain
data and using the FE model updating damage detection method, in [25] it was also
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observed that the extent of damage increases as the structure is exposed to stronger
earthquake excitations.

As a first step in the analyses, the absolute accelerations related to each measured
DOF were converted into relative accelerations, by subtracting from the absolute
accelerations the accelerations measured at the base of the structure. Then, an output-
only modal identification algorithm—i.e., the Natural Excitation technique (NExT)
[27] combined with the Eigensystem Realization Algorithm (ERA) [28]—was used
to estimate the modal parameters of the structure. In particular, the training data set
was divided into 8different portions (with a durationof 1min each), and eachdifferent
portion was used to estimate the modal parameters. This was done for estimating the
degree of variability that affects the quantities related to the baseline state, which is
a fundamental step required for applying the subsequent statistical approaches for
damage localization. It is important to point out that considering only 8 portions of
the signals is not the optimal number of samples for the assumed model of having
baseline DSFs with a normal distribution. However, given the duration of the training
data set related to the 0.03 g RMS white noise base excitation tests, this choice was
done to manage the trade off between the considered number of the measurement
portions and the time length of such signals. It is worth noting that an attempt was
also made to perform similar operations for the training data set by considering the
ambient vibration tests, which have a duration of 3 min. In such case, however, due to
a shortermeasurement duration, it wasmuch harder to estimate adequately the degree
of variability on the quantities related to the baseline state. The data of such ambient
vibration tests were thus not considered in the analyses of the present paper, and they
may be considered in future developments of the work focused on performing the
calculations with small training data sets.

The NExT-ERA identification algorithm was also applied for the other consid-
ered states of the structure. In general, starting from the data of the considered
measured DOFs (Fig. 2) it was possible, for each structural state, to identify the first
three longitudinal modes of the structure in the direction of the applied white noise
base excitation. These first three longitudinal modes were then used for the damage
detection analyses of the present paper, which is the same number of modes that
was considered for detecting damage in the analyses presented in [25]. The natural
frequencies identified for the different states of the structure are provided in Table 1,
which also shows the percent variations evaluated with respect to the frequencies

Table 1 Identified natural
frequencies of the structure in
the different states

State Natural frequency fi (Hz) (% variation w.r.t. baseline
state S0)

1st mode 2nd mode 3rd mode

S0a 1.69 11.53 24.81

S1 1.53 (−9.8) 11.32 (−1.9) 24.67 (−0.6)

S2 1.23 (−27.3) 10.56 (−8.4) 23.41 (−5.6)

S3.1 1.11 (−34.4) 7.88 (−31.6) 19.72 (−20.5)

aMean values of natural frequencies
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of the baseline state S0. From Table 1, it can be observed, as expected, that the
frequencies related to the damaged states are lower than the frequencies of the base-
line structure. Moreover, the frequencies progressively decrease when considering
structural states characterized by more severe damage.

The identified modal parameters were used to assemble the modal flexibility
matrices of the structure in the different states using Eq. (1). In particular, the mass
matrix of the structure was estimated a priori using the available information about
the structure and used for obtaining the mass normalization factors for the different
modes. When evaluating the mass matrix of the considered beam-like cantilever
structure, the following two simplified assumptions were made: it was assumed to
neglect the rotational inertia of the considered DOFs, and it was assumed that the
mass is uniformly distributed along the height of the structure. Moreover, it was
not of interest to estimate the true scaled values of the masses, but only values that
are proportional to the corresponding true scaled values. This resulted in estimating
diagonal mass matrices whose components are proportional to the structural masses
that refer to the measured DOFs, considered in the different scenarios. The use of
proportional mass matrices led to the estimation of proportional flexibility matrices,
which were then used to estimate the modal flexibility-based deflections. This was
done according to Eq. (2), and a uniform load with unitary values at all the measured
DOFs was considered as the inspection load. As an example, the modal flexibility-
based deflections of the structure in the different states evaluated for the scenario
with 7 measured DOFs are reported in Fig. 3. In particular, the displacements, the
rotations, and the curvatures of the deflections are reported in Fig. 3a, b, and c,
respectively.

By analyzing Fig. 3, it can be observed that the experimentally-derived deflec-
tions are in general in agreement with the deflections that one expects to have from
a theoretical model of a bending moment-deflecting cantilever structure. There are,
however, some discrepancies between the former and the latter, especially referring
to the curvatures. The values of the curvature shown in Fig. 3c tend to increase from
the upper to the lower DOFs, as expected. However, it can be observed that there is
an inversion in the curvature at DOF number 6, while the curvature goes to zero at
DOF number 3, creating an irregular trend. On one side, these effects and observed
trends could be due to inevitable uncertainties related to the process of estimating
the curvature of experimental deflections using the approximated finite difference
method. On the other side, it is evident that idealizing and modeling the considered
structure as a bendingmoment-deflecting cantilever structure (Fig. 1) is probably one
of the simplest approaches, which leads to inevitable approximations. Using more
complex numerical FE models for damage detection purposes is, however, beyond
the scope of the present research, which has been developed based on the following
general idea that is behind all modal flexibility-based approaches for damage detec-
tion—i.e., it is attempted to extract an experimental model of the structure directly
from themeasured data, without the actual need of assembling a numerical FEmodel.

From Fig. 3a, it can also be observed that the values of the displacements increase
when considering, in the order, the baseline state and the states S1, S2, and S3.1.
This is a clear indication that structural modifications have occurred between the
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Fig. 3 Modal flexibility-based deflections of the structure in the different states obtained for the
scenario with 7 measured DOFs: a displacements; b rotations; c curvatures
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different states. These deflections in fact have been evaluated for the same load, and
the observed increases in the values of the displacements show evidence that the
considered structural states are characterized by increasing values of the flexibility
(i.e., decreasing values of the stiffness).

The results of the damage localization are reported in Fig. 4, where Fig. 4a, c,
and e show the results obtained using the z index based on curvature (Eq. 7), while
Fig. 4b, d, and f present the results obtained through the z index based on damage-
induced rotation (Eq. 8). In this figure, the application of the approaches based on
the z index is presented for the three considered scenarios: Fig. 4a, b refer to the
scenario with 7 measured DOFs; Fig. 4c, d show the results obtained in the scenario
with 4 measured DOFs; Fig. 4e, f refer to the scenario with 3 measured DOFs. As
shown in the figure, both two z indices were evaluated for j = 1… n − 1, where n is
the number of the measured DOFs.

As evident in Fig. 4a, b for the scenario with 7 measured DOFs, both two z indices
provide localization of the damage that is consistent with the actual damage observed
in the structure, which, asmentioned in [25], is concentrated at the bottom two stories
of the structure. In particular, through the adopted z indices it is possible to detect the
DOFs of the structure that have been affected by the damage. It can be observed from
Fig. 4b that the values of the z index based on damage-induced rotation at the upper
DOFs are lower than the corresponding values at the bottom of the structure, with
values of z index at the DOF number 3, 4, 5 and 6 that are all below the threshold.
This is in general true also for Fig. 4a (z index based on curvature), where, however,
it can be observed that for some upper DOFs the z index is slightly higher than the
threshold (such cases shown in Fig. 4a can be considered as false positives). The
results obtained for the scenarios with 4 measured DOFs and 3 measured DOFs also
show a concentration of damage for the DOFs at the bottom of the structure, and if
one compares the results obtained using the two z indices, this effect is more evident
in the results obtained using the z index based on damage-induced rotation (Fig. 4d,
f).

The considered z indices were developed for performing statistical tests for
damage detection and localization, and they were not explicitly derived for damage
quantification purposes. However, the results presented in Fig. 4 clearly show that the
values of both two z indices tend to increase for states that have undergone a higher
number of earthquake excitations (i.e., considering in the order the states S1, S2, and
S3.1), and this is consistent with what has been observed in [25]. In this perspective
of considering the z indices also for obtaining an indication of the extent of damage,
some important differences can be observed in the results obtained using the two z
indices. Using the z index based on curvature in the scenario with 4 measured DOFs
(Fig. 4c) the maximum value of the z index is at the DOF number 3, and this is espe-
cially evident for state S3.1. This observed trendwith amaximum for an intermediate
DOF of the structure seems to be not consistent with the results obtained in this paper
using the same z index in the other scenarios (Fig. 4a, e) and not consistent with the
concentration of damage at the bottom of the structure observed in the experimental
tests [25]. This inconsistency found in the results obtained using the z index based
on curvature, is, on the contrary, not present in the results obtained using the z index
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Fig. 4 Damage detection and localization for the structure in the different states. Approaches: a,
c, e z index based on curvature; b, d, f z index based on damage-induced rotation. Scenarios: a, b 7
measured DOFs; c, d 4 measured DOFs; e, f 3 measured DOFs
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based on damage-induced rotation. As shown in Fig. 4b, d and f for all three consid-
ered scenarios with a different number of measured DOFs, the values of the z index
tend to decrease from the upper to the lower DOFs and the maximum value of the
z index is at the DOF number 1. This trend is consistent with the concentration of
damage at the bottom of the structure observed in the experimental tests [25].

4 Conclusions

In this paper, two approaches for output-only damage detection and localization that
are based on the estimation of structural deflections frommodal flexibility have been
considered and applied. One approach is based on monitoring the curvature of the
modal flexibility-based deflections. The other approach is based on tracking even-
tual variations in the damage-induced rotation along the height of the structure. Such
approaches have been applied to the data of a benchmark reinforced concrete shear
wall building that was tested on the University of California, San Diego—Network
for Earthquake Engineering Simulation (UCSD-NEES) large outdoor unidirectional
shake table. In particular, different scenarios characterized by different data sets
and by a different number of degrees-of-freedom measured on the structure have
been considered in the analyses (i.e., three scenarios with 7, 4, and 3 measured
DOFs, respectively). The analyses performed in the different scenarios have demon-
strated the applicability of the considered methods on a full-scale structure that has
experienced earthquake-induced damage, by providing damage identification results
that are consistent with the actual damage observed in the structure, especially for
the analyses performed using the second approach based on the estimation of the
damage-induced rotations from the modal flexibility-based deflections. This is the
main conclusion that can be derived from the analyses performed for the considered
case study, and, as potential future developments of the work, it is planned to carry
out further investigations and analyses on similar benchmark structures.
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Vision-Based Damage Detection Using
Inclination Angles and Curvature

Chidiebere B. Obiechefu, Rolands Kromanis, Fouad Mohammad,
and Zakwan Arab

Abstract This paper presents damage detection techniques for structural health
monitoring of horizontal structures using computer vision. A technique based on the
derivation of curvature from the second order polynomial equations of the deflection
curve is introduced. The technique, as well as inclination angles, and the primary
deflection data are applied for damage detection on a simply supported laboratory
beam subjected to a point load at its midspan. The beam is loaded and unloaded
at intact and damaged states. Measurements are obtained with a smartphone. The
measurement resolution is 1 mm/px—a relatively low value. Measurements are pre-
processed formeasurement noise. Results show that damage can be detected using all
three responses analysis techniques. The curvature and inclination angle techniques
outperform the deflection technique, especially for damage identification.

Keywords Computer vision · Damage detection · Curvature · Inclination angle ·
Static response

1 Introduction

Ensuring the safety of bridges is paramount for their continuous operation. This
creates opportunities for the development of easy-to-use and affordable struc-
tural health monitoring (SHM) and measurement interpretation methods. Computer
vision-based SHM (CV-SHM) is gaining much popularity and has a vast potential
to become ubiquitous due to its low cost, easy use and accurate measurements [22,
25]. Deformation monitoring is perhaps one of the most popular applications of
CV measurement. The first application of CV measurements on full scale bridges
dates back to the early 90s [23, 26]. Since then CV measurement systems have
been deployed for monitoring both short to medium span [4, 12, 15], and long span
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bridges [27, 29]. An extensive review of all major aspects in CV systems and their
applications, and CV-SHM can be found in Refs. [7, 28].

CV-SHM systemsmust have effective response interpretation techniques compat-
ible with the type of collected response. For example, interpretation techniques for
dynamic response seek to find relevant structural dynamic parameters (e.g., vibra-
tion frequencies and corresponding mode shapes), while a global static response
interpretation technique may seek displacements derived parameters. The parame-
ters are obtained from motions of structural targets, which are either attached to the
structure (i.e., artificial targets with known dimensions and patterns) or found on
the structure (i.e., natural targets such as bolts in steel bridges). Dynamic testing is
the most developed method for vibration-based damage identification in bridges [6].
But the collection of useful vibration parameters may be costly and challenging. For
example, (i) high measurement accuracy is needed to capture higher order vibration
modes, and (ii) temperature affects dynamic properties, thus also bridge distributed
temperature needs to bemeasured. Static testingmaintains the advantage of requiring
only stiffness properties of structures, which can be obtained from bridge deflections
and yield reliable results for damage detection [2].

In static testing, displacements, tilts, curvatures and strains can form the basis
for damage detection [1, 5, 13, 18, 19, 24]. Curvatures, and tilts, for example, are
derivatives of deflection curve, and thus directly related to the structure’s bending
moment and flexural rigidity. This relationship can be explored for damage detec-
tion. A change in stiffness affects structural response, hence indicating a change
in structure’s conditions. An example applications of such relationship for damage
detection in horizontal structures is presented in a numerical study [1], where Grey
relation analysis was used to detect deviations in the displacement curvatures. Lee
and Eun [20] validated an analytical method on a one meter long cantilever beam
with severe damages, i.e., 67% stiffness loss at several tested locations also using
displacement curvatures. These however were not tested for compatibility with CV
measurement systems. Erdenebat et al. [9] proposed a deformation area difference
(DAD) based method on the deflection curve from which inclination angles and
curvatures are derived. The DAD method uses numerical or theoretical models as
a reference system and is able to detect local stiffness reductions of as little as 1%
in theoretical models, and 23.8% in laboratory models, with CV measurement [9,
10]. The method has also shown to be suitable for measurement collection on real
structures with stationary loads only [8].

The use of derivatives of the deflection curve in the afore-mentioned applications
may require information on material properties, boundary conditions, geometry, and
load properties (e.g., location, amount, distribution). A measurement approach of
similar applicability and accuracy, requiring as little information about the structure
as possible, is therefore of interest to researchers and asset owners. In this paper, a
curvature technique, where a curvature is computed from second-degree polynomial
equations from displacements of reference points (i.e., targets) on the structure, is
demonstrated as a part of CV-SHM. The technique has been shown applicable for
damage detection on a bridge girder using CV derived parameters using a numer-
ical model [24]. In this study, the application of the technique is demonstrated to
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the measurement set obtained from a laboratory beam. At relatively low measure-
ment resolution and low-cost camera sensor the detection of damage was still made
possible. The requirements of measurement resolution for in situ applications are
discussed, and conclusions from the study are drawn.

2 Method

2.1 Computer Vision-Based SHM

The assumption is that consumer-grade cameras, focused either on an entire bridge or
parts of it, are used during measurement collection events to capture deformations of
the structure subjected to known loads. Structural displacements along the length of
the bridge are computed using image processing from each image frame of a video.
Absolute maximum response values at each target location are extracted forming
the profile of bridge response along its length. Response at a first measurement
collection event is assumed to represent baseline conditions of the bridge. In each new
event, bridge response is obtained and compared to baseline response for condition
assessment. The CV-SHM process proposed in this study has the following stages:

1. Image acquisition and processing
2. Structural response computation
3. Damage detection.

Image acquisition and processing

The image acquisition stage generally beginswith setting up tripodwith image acqui-
sition device (with attached lens if required) mounted on a remote, stable ground,
and within clear view of the structure. Images/videos are recorded of the required
loading event and saved.

Image processing serves to extract structural information from image frames. This
is done using available image processing algorithms. These can be either proprietary
software (e.g., Video Gauge™ [14]), open source software (e.g., QUBDIsp [22] and
DeforMonit [16]), or other appropriate algorithms that can detect and track targets in
image frames. An in-depth review of image processing algorithms used in CV-SHM
can be found in Ref. [3]. The general steps for most feature or template matching
techniques is summarized below and presented in Fig. 1. The reader can seek detailed
descriptions in Refs. [17, 18, 28].

Fig. 1 Image processing steps with feature point matching or shape-based tracking
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(i) select a reference image;
(ii) define a region of interest (ROI) containing pre-selected targets. ROI is usually

set such that anticipated target movement is contained within;
(iii) detect targets using any keypoint or shape-based detector computing a set of

their pixel motions;
(iv) scale pixel displacements to engineering units such as millimetres using either

a scale factor or image homography method.

Structural response computation

Vertical displacement

The output of the image processing phase is a set of measurements for each target.
Vertical displacement (δ) is the change of a target position in vertical axis (�yi ),
calculated from the target location in the reference and ith image frames (y0 and yi
respectively). δ at an ith time step can be given by Eq. (1).

δi = �yi = yi − y0 (1)

These time series are transformed into a displacement response profile (rδ) for
the structure by extracting maximum response (δmax) for each target’s time history
(see Fig. 2).

Curvature

For any specified length of a horizontal structure, a second degree polynomial curve
can be fit using three equidistant points. A univariate quadratic function that best
approximates this fit in a two–dimensional Euclidean plane can then be generated as
shown in Eq. (2):

f (x) = ax2 + bx + d (2)

Fig. 2 Obtention of structural response profile
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The quadratic coefficient (a), linear coefficient (b) and constant (d) are obtained
from Eq. (2). The three equidistant points are targets on a structure [forming a target
set (T )]. a determines the degree of curvature of the resultant fit, and therefore
becomes the damage-sensitive feature. A larger a value denotes a reduced curvature,
a smaller a indicates the opposite. Any target combinations is possible. The curvature
response (ci ) for any ith time step is the residual of quadratic coefficients at the first
(baseline) and ith time steps given by:

ci = a0 − ai (3)

In a no-damage condition, and assuming that no noise is added to the measure-
ments, ci should be 0. The procedure for obtaining a along any specified length of a
bridge is described diagrammatically in Fig. 3, also summarized below:

1. Select three targets (t). Targets should be equally spaced. The lesser the space
between targets, the better the localization.

2. Specify a target set (T ) to contain the three selected targets for which curvature
is to be calculated. If a curvature profile for the entire beam is required, then
a moving window can be used to derive curvature at each target set (T ) across
the beam. For example, if target set T1 = {t1, t2, t3}, then a moving window can
slide from T1 along the bridge, moving one target each time until the far end is
reached, e.g., T1 = {t1, t2, t3}, T2 = {t2, t3, t4}, T3 = {t3, t4, t5}, and so on.

Fig. 3 Curvature calculation
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3. Obtain a at T for any image frame using the following procedure:

(a) Record target coordinates in each set T.
(b) Subtract the three target coordinates in each set T from either the first or

last coordinate, whichever is smaller.
(c) Obtain inclination angle (θ ) of the three coordinate points.
(d) Multiply all target coordinates in each set by a rotation matrix.
(e) Fit a quadratic curve on each target set and generate quadratic function.
(f) Extract quadratic coefficient (a).

Inclination angles

The angle (tangent relationship) (α) between two targets tk and tm is computed using
Eq. 4. θi is the residual between α in the first and ith time steps (see Eq. 5). Inclination
angles can be calculated for any two targets on the structure.

α = tan−1

(
yTk − yTm
xTk − xTm

)
(4)

θi = α0 − αi (5)

Damage detection

Structural conditions are evaluated from differences in response, which are due to
changes in structural properties, which can be due to the presence of some damage.
A response difference curve (�r) is the difference between a new response and
baseline response. This difference is further expressed as a ratio (er, j ). The subscripts
differentiate between types of response, for example, eδ, j is the damage feature
derived from deflection (δ) at the jth measurement collection event or loading cycle.
e � 0 indicates that the structure is damaged. Damage indicating threshold(s) (γ )
can be case-specific. In this study, it is set to 10%. Damage is located where e values
spike.

er, j = �r j
r0

= r j − r0
r0

(6)

A derivation of eθ (as proposed in Ref. [24]) is given in Eq. (7) to obtain eθ,g at
the gth response measurement location along the length of a beam. eθ is computed as
the ratio of the range of �rθ (qn) to the mean of rθ (r̄θ ) for n number of consecutive
response measurements. To compute eθ at the gth response location, values to its left
and right are selected so that the gth response location is in the middle. Therefore
n needs to be an odd integer, larger or equal to 3. Large n values round qn and r̄θ
hindering damage locations, thus damages close to supports may not be revealed.
However small n values can be sensitive to small, local changes to the response. The
selection of n depends on the number of distributed targets (f ) on the structure and
distance between them. In this study n is set to 3.
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eθ,g = qn,g

r̄θ,n,g
,

⎧⎨
⎩

(n−1)
2 < g < f − (n−1)

2
n ≥ 3

n = {2k + 1 : k ∈ Z}
(7)

qθ,n,g = max
l,m=1,...,n

(
�rθ,g−l−1 − �rθ,g−m−1

)
(8)

r̄θ,n,g = 1

n

n∑
l=1

∣∣rθ,g−l−1

∣∣ (9)

3 Laboratory Experiment

3.1 Set up and Loading Scenarios

The data from a test rig used in the study by Kromanis and Kripakaran [18] is
selected in this study to demonstrate the curvature and tilt techniques. It is a simply
supported, 1080 mm by 25 mm by 45 mm (length by width by depth) timber beam
subjected to static, cyclic (loading and unloading phases) point loads at its midpoint
(see Figs. 4 and 5). Targets are artificially drawn circles numbered from top left to
bottom right as shown. Three 45 mm long section cuts are made at the top of the
beam. They are tight fit wooden blocks to simulate an intact condition; removal of
a block simulate a damaged condition. Manually, with a 100 N weight, the beam is
loaded, and unloaded, for both undamaged and damaged states. Only measurements

T1 T2 T11 T12B1
T13

T29 T30 T42 T43
T28

Load

Fig. 4 Laboratory beam set-up

Fig. 5 Laboratory set-up schematic
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with the middle block (B1) removed are used in this paper for brevity. The reader
is referred to Kromanis and Kripakaran [18] for other damage scenarios. The entire
sequence of events involves loading of the undamaged beam, unloading, introduction
of damage, and loading again. A Samsung A5 phone camera is positioned to the left
of the beam and used for measurement collection. Its field of view covers the entire
beam which delivers a measurement resolution of less than 1 mm/px. The adoption
of this more affordable but with relatively slightly lower resolution (compared to
the very latest iPhones for example) enables us to test the limits of CV-SHM and
evaluate that damage detectability at low resolution.

Image processing
The image processing phase is briefly outlined. The three stages in the image

processing phase are:

1. Generation of the geometric projection matrix: Using four known target
coordinates, a geometric projection matrix is generated for use in projective
transformation.

2. Computation of target locations: TheCircularHoughTransform (CHT)method
was used for the target detection and location as it is suited for finding circles
[30]. The aim of the CHT is to find circular formations of a specified radius R,
in an image.

3. Computation of target motions: The modified DeforMonit technique is used.
4. Transformation of target locations to engineering units using computed

geometric transformation matrix.

Response generation

Displacements

Vertical target displacements (δ) are derived from transformed target locations from
the projective transformation phase. Figure 6 shows displacement measurement
series from target at beam midpoint. Measurements of each target consists of two
loading cycles—undamaged, and damaged. The increase in deflection at the second
loading cycle as damage is introduced is visible in displacement measurements in

Fig. 6 L–R: displacement series at t29; tilt series at T1 (i.e., between t29 and t30); curvature series
at T7 (i.e., at beam midpoint). Pre-processed data is represented with amber lines
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Fig. 7 From left to right: deflection, inclination angle and curvature profiles. From top to bottom:
response (r), change in response (�r) and damage sensitive feature (e). Blue and amber lines in the
first row are response at no damage and damage states. Red dashed lines indicate damage threshold

Fig. 6. The response profile is shown in Fig. 7 (left column) for both damaged and
undamaged scenarios. The values represent the maximum response of a target.

Tilts

An inclination angle is composed of two targets. To obtain a profile, tilts have to be
calculated from successive target sets from one end of the beam to the other. A total
of 14 target sets are formed (T 1 to T 14). An example of tilt measurements for T 1

and near the left end of the beam is given in Fig. 6 (middle). Maximum inclination
angles are then extracted to give the curvature profile of the beam as shown in Fig. 7
(middle).

Curvatures

A target set (T ) consist of three successive targets. Bottom targets are used. The first
set (T 1) consists of t29, t30, and t31; T2 consists of t30, t31, and t32; and so on until the
other end of the beam is reached. There are 13 target sets (T 1 to T 13) on the beam.
Curvature is calculated for all target sets, at all measurement steps. An example using
T7 near themiddle of the beam (where curvature is expected to be the largest) is given
in Fig. 6 (left). Maximum curvature is then extracted to give the beam’s curvature
profile as shown in Fig. 7 (right column).

Response pre-processing

Since collated structural displacement data canbe expected to be noisy, an appropriate
technique may be used for its de-noising or smoothening. The choice of smoothing
method depends on the signal characteristics. A linear regression over a window of
10 elements for each step worked best with measurements obtained. Pre-processed
data is represented with amber lines in Fig. 6. De-noised displacement data is used
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for obtention of secondary response. A second de-noising phase may be necessary
if secondary data still appears noisy, but this is not the case in this test.

Damage detection

�r, j and er, j are obtained for r = {δ, c, θ} respectively. jth measurements are those
taken at the second load cycle where damage was introduced. Figure 7 displays
structural performance and damage detection results from the experiment.

From Fig. 7: The first row shows response profile of the beam for all response
types. From here response distribution across the beam can be observed. �r plots
(second row) show differences between intact and damaged response. �rc but also
with �rδ values are gradually increasing/decreasing towards the midspan of the
beam. er plots quantify response deviations hence revealing damage locations where
they spike. Damage location is clearly discernible from eθ and ec plots, the challenge
however is to set a suitable damage indicating threshold. For this study however,
spikes in er plots indicate damage locations. Damage features from all response types
are robust to noise, showing clear spikes that accurately pinpoint damage location.
However, eθ values do not reach the set threshold, therefore the spikes alone will
suffice for damage localization at this stage.

Discussions

This paper applies a damage detection technique using beam curvatures from target
displacements collected with an affordable camera. Curvature, displacements and
inclination angles are measured on a simply supported beam. Structural response
computed directly from target displacements (i.e. deflections) are less sensitive to
damage; it changes very slowly (see�rδ and eδ plots), hence cannot be relied upon for
damage localisation. This is supported by similar studies using the deflection curve
of horizontal structures, for example in Erdenebat et al [9]. Tilts and curvatures
have sharp spike at damage locations. Damaged locations are clearly discernible
when observing er plots despite the initially noisy measurements. Damage threshold
should be selected based on the level of measurement noise. If measurements are
less noisy, it can be set to 5% [24, 21]. If we use 5% here, a lot more areas will
be captured, which makes damage localization a bit more difficult. This may, in
addition to noise, be partly due to the nature of loading, i.e., moving loads were used
in cited studies against point loads in this paper. Developing a more robust damage
thresholding system would be a focal point for future studies.

Camera specifications and challenges in field applications

The measurement accuracy of a CV-SHM system is of a vital importance for both
monitoring and damage detection purposes. This is largely determined by camera
resolution, image processing algorithm, and field of view. The Samsung Galaxy
A5 has a resolution of 1080 × 1920 px, with aspect ratio of 16:9. The field of
view covers the entire beam which provides a camera measurement accuracy of
about 1 mm/px—a relatively low value, which is insufficient for strain measurement,
especially considering the measurement noise. A higher grade camera with sub-pixel
image processing could improve the measurement accuracy.
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The major challenge of CV-SHM field applications rely on measurement accu-
racy. Affordable cameras and open source image processing tools makes vision
measurement an attractive option for short term measurement collection [7, 11].
But consumer-grade cameras are limited in measurement resolution which limits
achievable accuracy, which is further diminished as field of view increases. The
CV-SHM approach used in this paper is applicable for short span bridges. Multiple
cameras may have to be used if larger areas are to be captured, perhaps with the help
of a robotic camera system [17]. The techniques proposed in this paper do not require
time synchronisation of vision measurement since maximum response is used. Also,
cameras do not need being placed in the same positions at each measurement event
since a position-independent approach can be used [18].

Summary and conclusions

This paper describes a damage detection technique using beam curvature, which is
obtained from target displacements. By means of an affordable CV measurement
collection, the suitability of the technique is validated. The following conclusions
are drawn:

• Damage can be detected and located with as low measurement resolution
as 1 mm/px and maximum beam midspan deflection of about 5 mm using
displacements, curvatures and tilts.

• Pre-processing target displacements may help deriving more accurate struc-
tural response, from which bridge response and damage sensitive features are
calculated.

• The proposed damage detection techniques do not require a synchronized
measurement collection, when multiple cameras are employed. Only the absolute
maximum response values, which are extracted from influence lines, are need to
derive bridge response.

Future research will evaluate the proposed damage detection techniques on CV
measurements froma laboratory setupusing amoving load to simulate a bridge-traffic
system.

References

1. Abdo MAB (2012) Parametric study of using only static response in structural damage
detection. Eng Struct 34:124–131. https://doi.org/10.1016/j.engstruct.2011.09.027

2. Bakhtiari-Nejad F, Rahai A, Esfandiari A (2005) A structural damage detection method using
static noisy data. Eng Struct 27:1784–1793. https://doi.org/10.1016/J.ENGSTRUCT.2005.
04.019

3. Brownjohn JMW, Xu Y, Hester D (2017) Vision-based bridge deformation monitoring. Front
Built Environ 3. https://doi.org/10.3389/fbuil.2017.00023

4. Busca G, Cigada A, Mazzoleni P, Zappa E (2014) Vibration monitoring of multiple bridge
points by means of a unique vision-based measuring system. Exp Mech 54:255–271. https://
doi.org/10.1007/s11340-013-9784-8

https://doi.org/10.1016/j.engstruct.2011.09.027
https://doi.org/10.1016/J.ENGSTRUCT.2005.04.019
https://doi.org/10.3389/fbuil.2017.00023
https://doi.org/10.1007/s11340-013-9784-8


126 C. B. Obiechefu et al.

5. Chen X, Hong-ping Z, Chuan-yao C (2005) Structural damage identification using test static
data based on grey system theory. J Zhejiang University-science A 6:790–796. https://doi.org/
10.1631/jzus.2005.A0790

6. Doebling SW, Farrar CR, Prime MB (1998) A summary review of vibration-based damage
identification methods. Shock Vibr Dig 30:91–105. https://doi.org/10.1177/058310249803
000201

7. Dong C-Z, Catbas FN (2020) A review of computer vision-based structural health monitoring
at local and global levels. Struct Health Monit 1. https://doi.org/10.1177/1475921720935585

8. Erdenebat D, Waldmann D (2020) Application of the DADmethod for damage localisation on
an existing bridge structure using close-range UAV photogrammetry. Eng Struct 218:110727.
https://doi.org/10.1016/j.engstruct.2020.110727

9. Erdenebat D, Waldmann D, Scherbaum F, Teferle N (2018) The Deformation Area Difference
(DAD) method for condition assessment of reinforced structures. Eng Struct 155:315–329.
https://doi.org/10.1016/j.engstruct.2017.11.034

10. Erdenebat D, Waldmann D, Teferle N (2019) Curvature based DAD-method for damage local-
isation under consideration of measurement noise minimisation. Eng Struct 181:293–309.
https://doi.org/10.1016/j.engstruct.2018.12.017

11. Feng D, Feng MQ (2016) Output-only damage detection using vehicle-induced displacement
response and mode shape curvature index. Struct Control Health Monit 23:1088–1107. https://
doi.org/10.1002/stc.1829

12. Feng D, Feng MQ, Ozer E, Fukuda Y (2015) A vision-based sensor for noncontact structural
displacement measurement. Sensors 15:16557–16575. https://doi.org/10.3390/s150716557

13. Gauthier JF, Whalen TM, Liu J (2008) Experimental validation of the higher-order deriva-
tive discontinuity method for damage identification. Struct Control Health Monit 15:143–161.
https://doi.org/10.1002/stc.210

14. Imetrum (2020) Digital image correlation
15. Kim SW, Kim NS (2011) Multi-point displacement response measurement of civil infras-

tructures using digital image processing. Procedia Eng. https://doi.org/10.1016/j.proeng.2011.
07.023

16. Kromanis R, Al-Habaibeh A (2017) Low cost vision-based systems using smartphones for
measuring deformation in structures for condition monitoring and asset management. In:
The 8th international conference on structural health monitoring of intelligent infrastructure.
Available at: https://www.researchgate.net/publication/323028607. Accessed 23 July 2019

17. Kromanis R, Forbes C (2019) A low-cost robotic camera system for accurate collection of
structural response. Inventions 4(47). https://doi.org/10.3390/inventions4030047

18. Kromanis R, Kripakaran P (2021) A multiple camera position approach for accurate displace-
ment measurement using computer vision. J Civ Struct Health Monit 1–18. https://doi.org/10.
1007/s13349-021-00473-0

19. Kromanis R, Liang H (2018) Condition assessment of structures using smartphones : a position
independent multi-epoch imaging approach. In: 9th European workshop on structural health
monitoring, 10–13 July 2018, Manchester, UK, pp 1–10. Available at: http://www.ndt.net/?id=
23271

20. Lee E-T, Eun H-C (2008) Damage detection of damaged beam by constrained displacement
curvature. J Mech Sci Technol 22:1111–1120. https://doi.org/10.1007/s12206-008-0310-3

21. Lydon D, Lydon M, Kromanis R, Dong C-Z, Catbas N, Taylor S (2021) Bridge damage detec-
tion approach using a roving camera technique. Sensors 21:1246. https://doi.org/10.3390/s21
041246

22. Lydon D, LydonM, Taylor S, Del Rincon JM, Hester D, Brownjohn J (2019) Development and
field testing of a vision-based displacement system using a low cost wireless action camera.
Mech Syst Signal Process 121:343–358. https://doi.org/10.1016/j.ymssp.2018.11.015

23. Macdonald JHG, Dagless EL, Thomas BT, Taylor CA (1997) Dynamic measurements of the
second severn crossing. Proc Inst Civ Eng Transp 123:241–248. https://doi.org/10.1680/itran.
1997.29978

https://doi.org/10.1631/jzus.2005.A0790
https://doi.org/10.1177/058310249803000201
https://doi.org/10.1177/1475921720935585
https://doi.org/10.1016/j.engstruct.2020.110727
https://doi.org/10.1016/j.engstruct.2017.11.034
https://doi.org/10.1016/j.engstruct.2018.12.017
https://doi.org/10.1002/stc.1829
https://doi.org/10.3390/s150716557
https://doi.org/10.1002/stc.210
https://doi.org/10.1016/j.proeng.2011.07.023
https://www.researchgate.net/publication/323028607
https://doi.org/10.3390/inventions4030047
https://doi.org/10.1007/s13349-021-00473-0
http://www.ndt.net/?id=23271
https://doi.org/10.1007/s12206-008-0310-3
https://doi.org/10.3390/s21041246
https://doi.org/10.1016/j.ymssp.2018.11.015
https://doi.org/10.1680/itran.1997.29978


Vision-Based Damage Detection Using Inclination Angles … 127

24. Obiechefu CB, Kromanis R (2021) Damage detection techniques for structural health moni-
toring of bridges from computer vision derived parameters. Struct Monit Maintenance
8:91–110. https://doi.org/10.12989/smm.2021.8.1.091

25. Shao S, Zhou Z, Deng G, Du P, Jian C, Yu Z (2020) Experiment of structural geometric
morphology monitoring for bridges using holographic visual sensor. Sensors 20:1–25. https://
doi.org/10.3390/s20041187

26. Stephen GA, Brownjohn JMW, Taylor CA (1993) Measurements of static and dynamic
displacement from visual monitoring of the Humber Bridge. https://doi.org/10.1016/0141-
0296(93)90054-8

27. Xu Y, Brownjohn J, Hester D, Koo KY (2016) Dynamic displacement measurement of a
long span bridge using vision-based system. In: 8th European Workshop On Structural Health
Monitoring (EWSHM 2016), July 5–8 2016, Spain, Bilbao

28. Xu Y, Brownjohn JMW (2018) Review of machine-vision based methodologies for displace-
ment measurement in civil structures. J Civ Struct Health Monit 8:91–110. https://doi.org/10.
1007/s13349-017-0261-4

29. YeXW,NiYQ,Wai TT,WongKY, ZhangXM,XuF (2013)A vision-based system for dynamic
displacement measurement of long-span bridges: algorithm and verification. Smart Struct Syst.
https://doi.org/10.12989/sss.2013.12.3-4.363

30. Yuen HK, Princen J, Dlingworth J, Kittler J (2013) A comparative study of hough transform
methods for circle finding pp 29.1–29.6. https://doi.org/10.5244/c.3.29

https://doi.org/10.12989/smm.2021.8.1.091
https://doi.org/10.3390/s20041187
https://doi.org/10.1016/0141-0296(93)90054-8
https://doi.org/10.1007/s13349-017-0261-4
https://doi.org/10.12989/sss.2013.12.3-4.363
https://doi.org/10.5244/c.3.29


Consequences of Heuristic Distortions
on SHM-Based Decision

Andrea Verzobio, Denise Bolognani, John Quigley, and Daniele Zonta

Abstract The main purpose of structural health monitoring (SHM) is to provide
accurate and real-time information about the state of a structure, which can be used
as objective inputs for decision-making regarding its management. However, SHM
and decision-making occur at various stages. SHM assesses the state of a structure
based on the acquisition and interpretation of data, which is usually provided by
sensors. Conversely, decision-making helps us to identify the optimal management
action to undertake. Generally, the research community recognizes people tend to
use irrational methods for their interpretation of monitoring data, instead of rational
algorithms such as Bayesian inference. People use heuristics as efficient rules to
simplify complex problems and overcome the limits in rationality and computation
of the human brain. Even though the results are typically satisfactory, they can differ
from those derived from a rational process. Many heuristic behaviors have been
studied and demonstrated, with applications in various fields such as psychology,
cognitive science, economics, and finance, but not yet in SHM-based decision. SHM-
based decision-making is particularly susceptible to the representativeness heuristic,
where simplified rules for updating probabilities can distort the decision maker’s
perception of risk. In this paper, we examine how representativeness affects the
interpretation of data, providing a deeper understanding of the differences between a
heuristic method affected by cognitive biases and the classical approach. Our study
is conducted both theoretically through comparison with formal Bayesian methods
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as well as empirically through the application to a real-life case study about the
evaluation of a bridge safety.

Keywords Heuristics · Representativeness · Bayesian inference ·
Decision-making · Reliability · Bridge management

1 Introduction

Structural health monitoring (SHM) is commonly recognized as a powerful tool
that allows bridge managers to make decisions on maintenance, reconstruction, and
repair of their assets [4]. The logic of making decisions based on SHM is formally
stated in Cappello et al. [8], under the assumption that the decision maker is an ideal
rational agent, who judges using Bayes’ theorem [6] and decides consistently with
Neumann-Morgenstern’s Expected Utility Theory (EUT) [22]. Not that surprisingly,
it is often observed that real-life decision makers depart from this ideal model of
rationality, judging and deciding using common sense and preferring fast and frugal
heuristics to rational analytic thinking. Hence, if we wish to describe mathematically
and to predict the choices of real-world bridge managers, we have to accept that their
behaviour may not necessarily be fully rational. Biased judgement and decision-
making have been widely reported and systematically investigated since the 1970s
in the fields of cognitive sciences, social sciences, and behavioral economics: key
papers include the fundamental works by Kahneman and Tversky [18–20, 31, 32];
Kahneman’s famous textbook [13] is an extensive reference for those approaching
the topic for the first time.

As regards SHM-based bridge management, apparent irrational behaviors are
reported in Zonta et al. [36, 5], Tonelli et al. [29], Verzobio et al. [33, 34], and
suggested in Cappello et al. [8]. A typical example of cognitive bias frequently
observed in bridge management is the confusion between condition state and safety
of a bridge, as reported for instance inZonta et al. [37]. Safety is about the capacity of a
bridge to withstand the traffic loads and the other external actions without collapsing,
while the condition state expresses the degree of deterioration of a bridge, or bridge
element, with respect to its design state. The condition state is usually apprised
through a combination of routing visual inspections, non-destructive evaluation and
SHM. It is expressed in the form of a condition index that depends on the specific
management system. For example, bridge management systems based on AASHTO
[1] Commonly Recognized (CoRe) Standard Element System, such as PONTIS,
BRIDGIT and the APT-BMS reported in Zonta et al. [37], classify the state of an
element on a scale from 1 to 5, where 1 means ‘as per design’ and 5 corresponds to
the most severe observable deterioration state. On the contrary, the safety of a bridge
is typically encoded in its probability of failure PF , reliability index β, or safety
factor γ , evaluated through formal structural analysis.

Condition state and safety are obviously correlated (logically, the load-carrying
capacity of a deteriorated bridge is equal or lower than that of the same bridge
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in undamaged condition) but are not the same. For example, an old bridge can be
unsafe, regardless of its preservation state, simply because it was designed to an
old code, which does not comply with the current load demand. As a counterex-
ample, we may have the case of a bridge, severely deteriorated, but still with enough
capacity to safely withstand all the external loads, either because of overdesign or
simply because its deterioration does not affect its load-carrying capacity. In prin-
ciple, rational bridge management should target the safety of the bridge stock, and
therefore prioritize retrofit of unsafe bridges, regardless of their degree of deteriora-
tion. In practice, it is frequently observed that bridgemanagers tend to delay retrofit of
substandard bridges which do not show sign of deterioration, while repair promptly
deteriorated bridges as soon as the damage is observed, regardless of the actual
residual load-carrying capacity. The biased rationale behind this apparent behaviour
is that undamaged bridges ‘look’ safe, while damaged bridges ‘look’ unsafe, simply
because it is acknowledged that deterioration negatively affects safety.

The aim of this paper is to describe mathematically this observed biased judge-
ment, a condition thatwewill show, is broadly described byKahneman andTversky’s
representativeness heuristic [17]. We clarify that it is not an objective of this paper to
suggest that it is correct to use representativeness to judge the state of a bridge: we
presume it is evident to any reader that we shall always judge using rational logic,
rather than a heuristic method. Indeed, our goal here is to verify whether the irrational
judgment sometimes observed in bridge managers could be described and possibly
predicted using Kahneman and Tversky’s representativeness heuristic model. Being
able to predict the behavior of an irrational manager is necessary when we set a
general policy for bridge maintenance and we know, or suspect, that someone else
who is going to enact the policy may behave irrationally. As an example, [14] discuss
a casewheremodelling the irrational behavior of amanager is instrumental to an opti-
mization process in bridge maintenance: they use Kahneman and Tversky’s Prospect
theory [20] to simulate the biased decision of bridge managers. The authors conclude
that the optimal maintenance policy should change if we properly account for the
heuristic behavior of the decision makers.

To address our goal, we begin, in Sect. 2, with a review of the formal framework
of rational decision based on SHM information. Section 3 discusses various clas-
sical judgmental heuristics and the consequential biases, while, in Sect. 4, various
mathematical models of representativeness are analyzed and formulated to appro-
priately reproduce the heuristic behaviour. Finally, Sect. 5 presents an engineering
application where the model is used to reproduce the biased evaluation about the
safety of a bridge, based on the condition state apprised through visual inspections.
Some concluding remarks are presented at the end of the paper.

2 SHM-Based Decision-Making

We refer to the problem of optimal decision-making based on data provided by SHM.
As shown in Fig. 1, SHM-based decision-making is properly a two-step process,
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Fig. 1 The rational process of SHM-based decision-making

which includes the judgement of the state of the structure h based on the observa-
tions y, and the decision of the optimal action aopt based on the uncertain knowledge
of the state. Within the scope of this paper, we define observation to be any infor-
mation acquired on site which is suitable to infer the state of the structure. Sources
of observation, in the broad sense, could be visual inspections, site tests, sensors
temporarily or permanently installed on the structure.

Assume that the safety state of the bridge is described by one of n mutually exclu-
sive and exhaustive state hypothesisH = {

h1, h2, . . . , h j , . . . , hn
}
(e.g.: h1 = ‘safe’,

…, hn = ‘failure’). Further assume that observing the bridge, or bridge element, either
through visual inspection or SHM, ultimately consists of assessing its condition out
of a number of m possible classes C1,C2, . . . ,Ci , . . . ,Cm which express its degree
of damage or deterioration (e.g.: C1 = ‘not damaged’, C2 = ‘moderately damaged’,
C3 = ‘severely damaged’, …). Therefore, the value of an observation yi is one of the
possible condition classes: yi ∈ {C1,C2,C3,C4,C5}. Multiple independent obser-
vations on the same bridge may occur because of repeated inspections by different
inspectors, or redundant independent measurements by the monitoring system. We
indicate with vector y the full set of observations y={y1, y2, . . . , yk . . . , yN }. The
likelihood of condition Ci for a bridge, or bridge element, in state h j is then encoded
in the probabilistic distribution P(Ci |h j ).

If we restrict the problem to a single-observation case, the first step of the process
consists of judging the state of a structure h j based on the ith class observed Ci. In
the presence of uncertainty, the state of the structure after observing the class Ci is
probabilistically described by the posterior probability P(h j |Ci ), and the inference
process followed by a rational agent is mathematically developed in Bayes’ rule [6,
26]:

P(h j |Ci ) = P(Ci |h j)P(h j )

P(Ci )
, (1)

where P(h j |Ci ) is the posterior knowledge of the structural state and represents the
best estimation after the acquisition of SHMobservation. It depends on the likelihood
P
(
Ci |h j

)
and the prior knowledge P(h j ), which is our estimate of the structural state

h j before the acquisition of the observation. P(Ci ) is simply a normalization constant,
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referred to as evidence, calculated as:

P(Ci ) =
n∑

j=1
P
(
Ci |h j

)
P
(
h j

)
. (2)

The second step of the process starts after the assessment of the posterior proba-
bility of the structure, and concerns choosing the ‘best’ action. The decision maker
can choose between a set of M alternative actions a1, a2, …, aM (e.g.: a1 = ‘do
nothing’, a2 = ‘limit traffic’, a3 = ‘close the bridge to traffic’, …). Taking an action
producesmeasurable consequences (e.g.: a monetary gain or loss, a temporary down-
time of the structure, in some case causalities) and the consequences of an action can
be mathematically described by several parameters (e.g.: the amount of money lost,
the number of days of downtime, the number of casualties), encoded in an outcome
vector z. The outcome z of an action depends on the state of the structure; thus, it is a
function of both action a and state h j , i.e. z(a, hj).When the state is certain the conse-
quence of an action is deterministically known; therefore, the only uncertainty in the
decision process is the state of the structure h j . The rational decision-maker ranks
actions based on the consequences z through a utility function U(z), which can vary
among different individuals with different behaviors. According to the different risk
appetite of the decision-maker, the utility function can be risk neutral, risk adverse
or risk seeking. Expected utility theory (EUT) describes the analysis of decision-
making under risk and is considered as a normative model of rational choice [23].
EUT was introduced by von Neumann and Morgenstern [22] and later developed in
the form that we currently know by Raiffa and Schlaifer [24]. Its axioms state that
the decision-maker ranks their preferences based on the expected utility u, defined
as:

u(a) = Eh j

[
U

(
z
(
a, h j

))]
, (3)

where Eh j is the expected value operator of the randomvariable h j , whileU indicates
the utility function. The latter is very important and represents the evaluation of a
decision-maker’s beliefs about the outcome z. The decision-maker then chooses the
action that maximizes the expected utility.

In summary, the rational way to decide based on observation in the presence of
uncertainties goes through a judgment based onBayes’ theoremand a proper decision
based on EUT.

3 Heuristics and Biases

While an ideal rational decision maker judges and decides using Bayes’ theorem
and EUT, it is frequently observed that most people in everyday life favor heuristic
approaches [13, 20] to this rational framework in order to judge or make decisions.
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The concept of heuristic has been defined in different ways in the scientific litera-
ture, depending on the discipline and the scope of application, see for instance [10, 12,
25, 30]. For the purpose of this paper, we define a heuristic, together with [10], as any
approach to judgement or decision based on rules of thumb, logical simplifications or
shortcuts rather that the proper rational process, as described in Sect. 2. Possibly, the
most important contribution to the formal characterization of the heuristic behavior
is the work that Kahneman and Tversky carried out in the early 1970s [17–19, 31],
which had a significant impact to the understanding and description of the human
behavior and represents the basis of a discipline we currently refer to as behavioral
economics. They developed the so-called heuristics and biases approach, challenging
the dominance of strictly rational models. The main innovation lays in the analysis of
the descriptive adequacy of ideal models of judgment and in the proposal of a cogni-
tive alternative that explained human error without invoking motivated irrationality.
Evidence displays that people’s assessments of likelihood and risk do not conform
to the laws of probability. They offer a list of frequently observed heuristics [31],
which include:

i. Representativeness. Events are ranked according to their representativeness;
people consistently judge the more representative event to be the more likely,
whether it is or not [17]. Representativeness is not affected by several factors
that affect rational judgments instead and this leads to relevant biases, such as:
insensitivity to prior probability, insensitivity to sample size, misconceptions of
chance, insensitivity to predictability, illusion of validity and misconceptions
of regression [31].

ii. Availability. An individual evaluates the frequency of classes or the probability
of events by availability, i.e. by the ease with which relevant instances come
to mind [18, 19, 31]. Thus, a person could estimate the numerosity of a class,
the likelihood of an event or the frequency of co-occurrences by assessing
the ease with which the relevant mental operation of retrieval, construction or
association can be conducted. It leads to predictable biases, e.g.: biases due to
the retrievability of instances, biases due to the effectiveness of a search set,
biases of imaginability and biases in the judgment of the frequency with which
two events co-occur, i.e. illusory correlation.

iii. Adjustment or anchoring. People make estimates by starting from an initial
value (which may be suggested by the formulation of the problem, or it may
be the results of a partial computation), that is adjusted to yield the defini-
tive answer. However, adjustments are typically insufficient, that is, different
starting points yield different estimates, which are biased toward the initial
values, and this phenomenon is called anchoring [31].

Depending on their nature, a heuristic can affect the process outlined in Sect. 2
in the inference step, in the decision step, or in both cases. The rest of the paper will
focus on the representativeness, as the heuristic that better reproduces the irrational
behaviour introduced in the Introduction. This specific heuristic affects the inference
step of the process, i.e. the judgment.
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4 The Representativeness Heuristic

Representativeness is commonly intended as the level of how well or how accurately
something reflects upon a sample. A judgment is biased by the representativeness
heuristic when the ordering of hypotheses hj by subjective perceived probabilities
coincides with their ordering by representativeness, rather than by Bayes’ posterior
probability [17]. In other words, a hypothesis, or event A, is judged more probable
than a hypothesis, or event B, whenever A appears more representative than B.
Citing [17], an individual who follows the representativeness heuristic “evaluates
the probability of an uncertain event, or a sample, by the degree to which it is: (i)
similar in essential properties to its parent population; and (ii) reflects the salient
features of the process by which it is generated”. This criterion for assessment does
not coincide with the Bayesian posterior assessment and so results in a bias.

The literature illustrates numerous cases of behavioral experiments where repre-
sentativeness bias is observed. For example, in a classic experiment reported in
Tversky and Kahneman [31], the interviewee is asked to assess the probability of
Steve’s employment from a list of possibilities (e.g. farmer, salesman, airline pilot,
librarian or physician), simply based on this description: “Steve is very shy and
withdrawn, invariably helpful, but with little interest in people, or in the world of
reality. A meek and tidy soul, he has a need for order and structure, and a passion
for detail.” It is observed that most interviewees tend to judge highly likely that
Steve is a librarian, simply because the description provided is representative of the
stereotype of a librarian, and with complete disregard for the proportion of the popu-
lation that are librarians compared with the other employments. This example also
clarifies that to be representative an uncertain event should not only be similar to its
parent population, but it should also reflect the properties of the uncertain process
by which it is generated. This agreement on the representativeness formulation is in
line with the definition in Tversky and Kahneman [32]; they write that: “an attribute
is representative of a class if it is very diagnostic; that is, the relative frequency of
this attribute is much higher in that class than in the relevant reference class.”

While representativeness heuristic has been widely analyzed from a descriptive
point of view, in the literature there are only few models attempting to describe this
heuristic from a mathematical perspective, see for instance [3, 7, 9, 11, 15, 16, 27].
While introducing these models, we have two key research questions to explore the
definition of representativeness and its application, which are:

i. What is the mathematical formulation of representativeness proposed by
different authors?

ii. To what extent and how does representativeness bias the final judgment in
comparison to Bayes’ rule?
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4.1 Formulation of Representativeness

In the literature mentioned above there is a general agreement whereby the degree of
representativeness of an observable class Ci for a reference hypothesis h j is in some
way related to the odds of observable Ci , which is the ratio between its likelihood
P
(
Ci |h j

)
and the likelihood of its negation P

(
Ci | − h j

)
, where −h j denotes the set

of alternative hypotheses.
Edward [9], Gigerenzer [11] and Bordalo et al. [7] all define the quantity repre-

sentativeness R
(
Ci , h j

)
of a class Ci for the reference hypothesis h j , exactly as the

odds of class Ci :

R
(
Ci , h j

) = P(Ci |h j)
P(Ci |−h j)

. (4)

Therefore, they assume that a class Ci is representative for a hypothesis h j , relative
to an alternative hypothesis −h j , if it scores high on the likelihood ratio described
by Eq. (4).

Similarly, Tenenbaum and Griffiths [27] define representativeness with the like-
lihood ratio described by Eq. (4), but using a logarithm scale, apparently to provide
a more natural measure of how good a class Ci is in representing a hypothesis h j :

R
(
Ci , h j

) = log
P(Ci |h j)
P(Ci |−h j)

. (5)

Grether [15, 16] agrees on Eq. (5) for a problem with two possible hypotheses. In
the case of more alternative hypotheses, Tenenbaum and Griffiths [27] suggest the
following expression:

R
(
Ci , h j

) = log
P(Ci |h j)∑

hk,k �= j
P(Ci |hk )P(hk |−h j)

, (6)

where P
(
hk | − h j

)
is the prior probability of the kth hypothesis, given that the refer-

ence hypothesis h j is not the true explanation of Ci : 0 when j = k and P(hk)/(1 −
P(hj)) when j �= k. Equation (6) effectively says that Ci is representative of h j to the
extent that its likelihood under h j exceeds its average likelihood under alternative
hypotheses.

4.2 Representativeness in Judgment

Before revising the mathematical models proposed to reproduce the representative-
ness bias in judgment, recall that the rational way to judge the probability of a
hypothesis h j based on an observation class Ci is to calculate its posterior probability
P
(
h j |Ci

)
in Bayesian sense, usingEq. (1).When judging using the representativeness
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heuristic, an individual ranks the hypothesis hj by a subjective perceived probability
which departs from standard Bayesian posterior. In analogy with [7], we define this
subjective perceived probability as distorted posterior P(h j |Ci )

st. While all authors
agree on that representativeness distorts judgment, there is not a general agreement
on the cognitive mechanism whereby representativeness affects the distorted poste-
rior probability, i.e. how the standard Bayes’ rule, which reflects the judgment of
a rational thinker, must be adjusted to consider representativeness instead. Most
authors do not provide an explicit expression for the distorted posterior, but under-
stand the vanilla statement that ordering hypotheses by perceived probability follows
representativeness rather than Bayesian posterior. From a strict mathematical stand-
point, it is possible to define different models of distorted posterior that satisfy this
statement. A simple approach would be through assuming that (i) representativeness
is used instead of likelihood and (ii) the prior information is neglected. In this case,
judgment by representativeness should be consistent with the following expression:

P
(
h j |Ci

)st = R(Ci ,h j )

R(Ci ,h j ) + R(Ci ,−h j )
. (7)

Some of the authors introduced above provide more refinedmodels. Bordalo et al.
[7] suggest that representativeness R

(
Ci , h j

)
distorts Bayesian likelihood P

(
Ci , h j

)

as follows:

P
(
Ci |h j

)st = P
(
Ci |h j

) · (
R(Ci , h j )

)θ (8)

where θ ≥ 0 is a subjective parameter that describes how heavily representative-
ness biases the likelihood. According to the same authors, this parameter should be
calibrated with cognitive tests and could vary considerably among different people.
A biased posterior is therefore inferred, using this distorted likelihood into Bayes’
theorem:

P
(
h j |Ci

)st = P(Ci |h j)
st
P(hj)

P(Ci )
st , (9)

where P(Ci )
st is the distorted evidence, calculated as:

P(Ci )
st =

n∑

j=1
P
(
Ci |h j

)st
P
(
h j

)
. (10)

It is easily noticed that Eq. (9) is exactly Bayes’ theorem when θ = 0.
A different approach is provided by Grether [15, 16]. The author suggests a model

that provides thefinal judgment of h j , by considering the representativeness heuristic:

log O
(
h j |Ci

) = α + β1 · R(
Ci , h j

) + β2 · log O(h j ), (11)

where O(h j |Ci ) is the posterior odds, R
(
Ci , h j

)
is the representativeness calculated

as in Eq. (5), O(h j ) is the prior odds, whileα,β1 andβ2 are subjective parameters that
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must be calibrated. Thus, the interpretation of Kahneman and Tversky’s represen-
tativeness heuristic suggested by the author is that individuals place greater weight
on the likelihood ratio than on the prior odds. Consequently, the author proposed
β1 > β2 ≥ 0 for this inference model, in contrast with α = 0, β1 = β2 > 0 of
Bayes’ rule.

With the aim to compare these last two judgement models, we express Bordalo
et al.’s model, stated in Eq. (8), in its logarithmic posterior odds:

log O
(
h j |Ci

) = (2θ + 1) · R(
Ci , h j

) + log O(h j ), (12)

where R
(
Ci , h j

)
is, in the same way as in Eq. (11), the representativeness calculated

as in Eq. (5). It is possible to notice that this final equation agrees with the one
proposed by Grether, i.e. Equation (11), if it is assumed that α = 0, β1 = (2θ + 1)
and β2 = 1. This means that the two models are based on the same mathematical
formulation, they only differ in the representation of the subjective parameters.

In summary,while there is a general agreement on the definition and themathemat-
ical formulation of the representativeness, different inference models are proposed
or understood to describe the biased judgment. Moreover, some of these models
account for a number of subjective parameters that have to be properly calibrated on
the individual who judges.

5 Case Study

In this section we wish to verify whether the judgment models introduced in Sect. 4
are suitable to describe the typical confusion between condition state and safety of a
bridge frequently observed in bridge management. As described in the Introduction,
bridge managers often tend to delay retrofit of substandard bridges which do not
show sign of deterioration, while repair promptly deteriorated bridges as soon as
the damage is observed, regardless of their actual residual load-carrying capacity.
We have already observed that the biased rationale behind this apparent behaviour
is that undamaged bridges ‘look’ safe, while damaged bridges ‘look’ unsafe, simply
because, generally speaking, we know that deterioration negatively affects safety.

Wediscuss this biaswith reference to one of the case studies reported inZonta et al.
[37], i.e. the SP65 bridge on the Maso River, which is operated by the Autonomous
Province of Trento (APT). The bridge, shown in Fig. 2a, is a common type of bridge
in the APT stock. The structure has two simple spans of 19.0 m and 22.0 m, and a
total length of 43.0 m. Each span has four girders spaced at 2.1 m, 2.4 m and 2.1 m
respectively. The cross-section of the girders is shown in Fig. 2b. The deck slab
consists of 22–27 cm of reinforced concrete and a 15 cm surface layer of asphalt.
The roadway width is 7 m with 0.70 m pedestrian pavements and hand railing on
each side.
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Fig. 2 SP65 bridge on Maso River: a overview; b plan view, elevation and cross section of the
deck [37]

Managing its bridges, APT uses an inventory model and condition state appraisal
system consistent with the AASHTO [1] Commonly Recognized (CoRe) Standard
Element System. The CoRe element standard has been adopted since 1995 by FHWA
and AASHTO as broadly accepted way to represent bridges condition on a uniform
scale. TheCoRe element standard inventories a bridge into a set of StandardElements
(SE), each specified in term of quantity (surface, length or number). For example,
the bridge deck of the SP65 bridge includes the following SE: slab, beam, pavement,
sidewalk, guard rail and railing.

The state of deterioration of each element is appraised through routine visual
inspections. The inspector classifies the state of deterioration of an element choosing
among five possible deterioration levels, called Condition States (CS), specified,
for each element type, in the inspector manual. Table 1 reports, as an example, the
definition of the five CS of a concrete slab, or CoRe standard element #12, as reported
in APT inspection manual available from the website of the APT [2]. As a general
rule, Condition State 1 (CS1) always means ‘as per design’, or ‘no deterioration’,
while CS5 corresponds to the most severe observable deterioration state.

Table 1 SE #12 concrete slab: state description for each condition state (CS)

CS State description of the slab surface

1 No delamination, spalling or water infiltration

2 Possible delamination, spalling or water infiltration. Possible segregation and consequently
reinforcement exposure

3 Previously repaired or subjected to delamination or spalling. Segregation and consequently
reinforcement exposure. Limited water infiltration

4 Extended parts previously repaired or subject to delamination or spalling; deep segregation
phenomena with extended exposure of reinforcement. Extended water infiltration

5 Deep deterioration or anomalies. Reinforcement corrosion and cross-section loss require a
deep analysis to verify the structural safety of the element
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While the deterioration condition is apprised through visual inspection, its safety
level is evaluated separately, through a five-step formal assessment procedure [37],
whose ultimate objective is to calculate the bridge reliability indexβ.We have already
observed in the Introduction that condition state and safety are obviously correlated,
but not the same thing, and that we can well have a severely deteriorated bridge
which is perfectly safe or an intact bridge which is not safe. We have also noticed
that a rational bridge manager should address safety above all, while in practice
the intervention priority is often biased by the apparent state of deterioration of the
bridges, regardless their actual residual load-carrying capacity.

In this section, we want to numerically analyze and describe the following case:

• As far as its safety is considered, the bridge could be in two possible states: SAFE
(hS) or FAIL (hF). SAFE means that, following to a formal safety assessment
carried out by an expert structural engineer, the bridge load-carrying capacity is
judged sufficient for the bridge to operate without restrictions. On the other hand,
FAIL means that the bridge is not found to have sufficient load-carrying capacity
and should be closed to traffic.

• Based on a frequentist analysis of the load-carrying capacity formally assessed for
similar bridges of the same type and age, it is estimated that only one bridge out
of one thousand is found to be in the FAIL state. We formalize this information
assuming prior base rates P(hF) = 0.001 for the state hypothesis FAIL, and
therefore P(hS) = 0.999 for the state hypothesis SAFE.

• Based on the last visual inspection, the bridge exhibits no orminimal deterioration,
except for the concrete slab, which is classified in the most severe condition state,
or CS5.

• Based on the condition state assessed via visual inspection, the bridge manager
judges the bridge in FAIL state.

This case study effectively describes a prototypical situation where the bridge
manager judges the state of safety of the bridge based on the condition state of one
of its elements and disregarding any information on its actual residual load-carrying
capacity. The manager implicitly assumes that a severe deterioration of an element
automatically implies that the bridge load-carrying capacity is insufficient, simply
because deterioration is representative for a reduced capacity. We hypothesize this
situation could be described as a case of the representativeness bias, where the safety
is improperly judged based on how much deterioration is representative of loss in
capacity.

In order to verify this conjecture, we will answer quantitatively the following
questions:

(i) What is the likelihood P(CS5|hF) of an unsafe bridge to be in CS5?
(ii) How much CS5 is representative of a bridge in FAIL state?
(iii) What is the proper posterior probability of this bridge to be in FAIL state?
(iv) Howdoes representativeness bias distort themanager judgment as to the bridge

safety?
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5.1 Likelihood and Representativeness

To start, we have to define a proper likelihood distribution for each hypothesis, i.e.
P(CSi |hF) and P(CSi |hS). In the following, the procedure used for the definition of
the likelihood is the same as in Zonta et al. [37].

According to [21], we employ II level probabilistic methods, which allows to
calculate the reliability index β = −�−1(PhF), where � is the cumulative normal
distribution function. Two stochastic variables are considered: the loads effect S and
the starting resistance R0 of the bridge, both supposed to be Normal distributions
(Norm), with their mean μ and coefficient of variation V. In formula:

fR0(r) = Norm
(
r, μR0 , VR0

)
, fS(s) = Norm(s, μS, VS). (13a,b)

Because of the prioritization approach, we assume that the structure will not main-
tain its mechanical characteristics in the years, i.e. we have to take into account the
deterioration of constructionmaterial through the following probabilistic degradation
model [37]:

R = R0(1 − δ(CSi )) (14)

where δ(CSi ) is a probabilistic capacity degradation function, depending only on the
CSi of the SE that controls the capacity of the structural unit at the limit state. Its
density function δi is the probability density function of the loss in capacity when the
element is in the ith CS. Recall that the elements are rated based on visual inspections,
δi represents the likelihood of a certain loss in capacity when the element has been
rated into the ith reference state. Typically, low values of CS, i.e. CS1 CS2 and CS3,
are not associatedwith any loss of capacity: in this case δi coincideswith aDirac delta
function and therefore R = R0. On the other hand, higher CSi are associated with
distributions that reflect the uncertainty of the system in correlating the actual loss in
capacity, with the verbal description of the reference state proposed by the inspection
manual. CS4 is associated with a uniform distribution δ4 of loss in capacity, for values
of δ included in [0, 5%]. In the same way, the system associates the reference state 5
with a triangular distribution, for values of δ included in [5%, 70%], as Fig. 3 shows.

Fig. 3 Capacity degradation
function



142 A. Verzobio et al.

Because most of the information required to define the distribution of capacity
R and actions S are not explicitly contained in the system database, a simplified
approach must be adopted. It is convenient to define a normalized capacity r = R/μS ,
with mean value μr = μR0/μS , equal to the central safety factor γ0, associated with
the limit state Z, and a normalized demand s = S/μS with mean value μS = 1. The
coefficients of variations of the normalized variables γ and s are equal to those of R
and S. The Normal distribution of the capacity and actions become:

fγ0(r) = Norm(r, γ0, VR), fS(s) = Norm(s, 1, VS), (15a,b)

where the reliability index is related to the central safety factor γ0 through the
expression:

β = γ0−1√
V 2
R ·γ 2

0 +V 2
S

(16)

Finally, the normalized limit state function is z = r − s, and the probability of
failure PhF associated with the limit state Z coincides with that of z:

PhF (CSi ) = P(Z < 0) = P(z < 0). (17)

According to Eurocode 0, if we employ II level probabilistic methods, the target
reliability index β for Class RC2 structural member in the Ultimate Limit State
and with a reference time of 1 year is equal to β = 4.75. Assuming VR = 0.05
and VS = 0.10, from Eq. (16) we can obtain γ0=1.96. Once we know γ0, the
probability of failure PhF (CSi ) is then calculated through Monte Carlo methods by
computing the cumulative-time failure probability of the normalized limit state z,
by using a normalized Gaussian distribution for the demand fS(r) and a normalized
non-Gaussian distribution for the reduced capacity r = γ0(1 − fδ), which depends
on CSi :

fr (r,CSi ) = fγ0(r)(1 − fδ). (18)

Consequently, assuming PhF (CS1) = PhF (CS2) = PhF (CS3), we obtain the
following failure probability for each CSi :

[
PhF (CS1); PhF (CS2); PhF (CS3); PhF (CS4); PhF (CS5)

]

= [
2.35 · 10−5; 2.35 · 10−5; 2.35 · 10−5; 6.61 · 10−4; 2.04 · 10−1

]
.

(19)

Assuming the following a priori distributions for CS, i.e. P(CS) =
[50%, 20%, 15%, 10%, 5%], we can calculate the probability for each hypothesis,
i.e. “FAIL = hF” and “SAFE = hS” respectively:

PhF =
CSmax=5∑

i=1
PhF(CSi ) · P(CSi ) = 0.0102, (20)
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PhS = 1 − PhF = 0.9898. (21)

It is important to explain why these values are different from the assumed prior
base rates (i.e. P(hF) = 0.001 and P(hS) = 0.999): APT, as most of the transportation
agencies, calculates the nominal probability of collapse using a mechanical model,
which is based on conservative assumptions and an estimate of the loss in capacity
due to degradation, which is also based on conservative assumptions. In theory, if the
model used by APT was unconditionally correct, then PhF and the prior P(hF) should
be identical. However, in practice the model is clearly conservative and predicts a
number of fail cases greater than 1% (i.e. PhF = 0.0102), that is much higher than
the actual number frequentistically observed (i.e. P(hF) = 0.001). This is a very
typical situation for transportation agencies because prediction models are delib-
erately conservative. In order to cope with this apparent contradiction, we assume
that, although the model is overconservative in the prediction of the probability of
collapse, the ratio between two different probability of collapse is reasonably correct.
In other words, the mechanical model is not suitable to predict the actual absolute
probability of collapse given the CS, but is reliable enough to predict that the proba-
bility of collapse of a structure in CS5 is about 300 times bigger than the probability
of collapse in CS4.

Then, according to Bayes’ rule, for both hypothesis “S= SAFE” and “F= FAIL”
we can evaluate the relative likelihood distributions for each Condition State CSi , as
follows:

P(CSi |hF) = PhF (CSi )·P(CSi )
PhF

, P(CSi |hS) = (1−PhF (CSi ))·P(CSi )
PhS

. (22a,b)

Figure 4 shows the results for each CSi , which numerically correspond to the
following likelihood distributions:

Fig. 4 Likelihood distributions for each state hypothesis
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P(CSi |hS) = [50%, 20%, 15%, 10%, 5%],
P(CSi |hF) = [0, 0, 0, 2%, 98%].

(23a,b)

After the evaluation of the likelihoods, we are interested in understanding how
much CS5 is representative of the bridge in FAIL state. We can calculate it according
to Eq. (4):

R(CS5|hF) = 19.6, R(CS5|hS) = 0.05. (24a,b)

These outcomes show that, as expected, CS5 is very representative of the failure
state of the bridge, with an enormous difference in comparison to the safe state of the
bridge, i.e. R(CS5|hF) � R(CS5|hS): this is very important because we have learnt
that this can be the reason for a distorted final judgment.

5.2 Posterior Judgment

We evaluate the posterior judgment of the manager, in the case that the bridge is
classified in CS5. The proper posterior probabilities, computed using the rational
framework provided by Bayes’ theorem, results:

P(hF|CS5) = 1.92% < P(hS|CS5) = 98.08%. (25)

This means that rational managers, in line with Bayes’ rule and after observing
CS5, would judge the possibility that the bridge could be in the FAIL state as very
unlikely.

However, we have introduced before that, based on the condition state assessed
via visual inspection, the bridge manager has judged the bridge in FAIL state. It is
possible to explain this judgment by evaluating the distorted posterior probability.
Using the vanilla inference model of Eq. (7), we achieve:

P(hF|CS5)st = 99.75% > P(hS|CS5)st = 0.25%. (26)

Similarly, accepting the inference model of Bordalo et al., the distorted posterior
probability is:

P(hF|CS5)st = 69.97% > P(hS|CS5)st = 30.03%. (27)

In both cases the failure state turns out to be the most likely, and this outcome
allows to explain the judgment of the manager, which is biased since CS5 is very
representative of a fault bridge.

Table 2 reports all the achieved results; the last row of the table presents again
the results that come from the inference model of Grether, which agree with those



Consequences of Heuristic Distortions on SHM-Based Decision 145

Table 2 Achieved results for each model

Model Likelihood P(Ci |h j ) or
representativeness
R(Ci |h j )

Posterior probability
P(h j |Ci )

Posterior odds
P(h j |Ci )/P( − h j |Ci )

Bayes P(CS5|hF) = 0.98

P(CS5|hS) = 0.05

P(hF|CS5) = 1.92%

P(hS|CS5) = 98.08%

P(hF|CS5)
P(hS|CS5)= 0.02

Vanilla model
(Eqs. 4 and 7)

R(CS5|hF) = 19.6

R(CS5|hS) = 0.05

P(hF|CS5)st = 99.75%

P(hS|CS5)st = 0.25%

P(hF|CS5)st
P(hS|CS5)st = 399

Bordalo et al. (θ =
0.8)

R(CS5|hF) = 19.6

R(CS5|hS) = 0.05

P(hF|CS5)st = 69.97%

P(hS|CS5)st = 30.03%

P(hF|CS5)st
P(hS|CS5)st = 2.33

Grether (α = 0; β1
= 0.8; β2 = 0.2)

R(CS5|hF) = 2.98

R(CS5|hS) = −2.98

P(hF|CS5)st = 73.19%

P(hS|CS5)st = 26.81%

P(hF|CS5)st
P(hS|CS5)st = 2.73

obtainedwith the other biasedmodels, i.e. the FAIL state is themost likely, in contrast
to the rational conclusion inferred through Bayes’ theorem.

In summary, we have demonstrated that when an inspector judges the safety state
of a bridge by only accounting for the observed condition state CS, they are biased
by representativeness: in their posterior judgments they tend to neglect the prior
probability of the failure condition, which is typically very low, P(hF)= 0.001 in this
specific case study, and to weight too much the ratio between the likelihood of the
observations, which is the representativeness itself. Therefore, their final judgment
results distorted in comparison to the one achieved by amanager who stick to rational
thinking.

5.3 Discussion About Inference Models

To develop the numerical calculations in the previous sections, we had to assume
specific values for the subjective parameters of the inference models introduced in
Sect. 4.2, i.e. θ = 0.8, α = 0, β1 = 0.8, β2 = 0.2: these values correspond to a high
level of the representativeness heuristic since theymaximize the importance of R and
minimize the contribute of the prior information. Since these parameters depend on
different behaviour of people and could vary considerably, it is interesting to develop
a sensitivity analysis in order to understand how they affect the model and then the
conclusive results.

Let’s take for instance the model of Bordalo et al.: as we can see from Eq. (8), it
depends only on one subjective parameter, i.e. θ ≥0. Figure 5 shows how the posterior
failure probability of the bridge, after observing CS5, varies according to θ: even if θ

can be also larger than 1, we study just the interval 0 ≤ θ ≤ 1 since this is sufficient
to understand how the results change. The previous assumption of θ = 0.8 resulted
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Fig. 5 How the distorted
posterior probability
P(hF|CS5)st varies according
to the subjective parameter θ

in P(hF|CS5) = 69.97%, but we notice that the outcome is highly sensitive to the
choice of θ: it changes from P(hF|CS5) = 1.92% if θ = 0, i.e. in line with a rational
manager who follows Bayes’ rule, to P(hF|CS5) = 88.49% if θ = 1, i.e. in line with
an irrational manager biased with a high level of the representativeness heuristic.
Furthermore,we observe that the posterior failure probability P(hF|CS5) is larger than
the posterior safe probability P(hS|CS5)when θ > 0.67. These results demonstrate the
importance of calibrating properly the subjective parameters according to the specific
inspector. The same generic conclusions can be extended to the model of Grether,
since we have demonstrated that it is based on the same mathematical formulation.

Conversely, the vanilla model introduced in Eq. (7) is less sophisticated because
it does not depend on a subjective parameter. Even if this may seem like a short-
coming, the results obtained in Sect. 5.2 demonstrate the correctness of the vanilla
model in reproducing the distorted judgment based on the representativeness bias.
In detail, it is evident that its outcomes are similar to those that can be obtained
assuming the maximum level of representativeness in the subjective parameters of
the other inference models. As such, the vanilla model reproduces the behaviour of
an inspector completely biased by this heuristic. This conclusion is consistent with
the mathematical formulation of the model itself, since it overlooks the contribution
of the prior and it completely replaces the likelihood with the representativeness.

6 Conclusions

Judging the state of a bridge based on SHM observations is an inference process
which should be rationally carried out using a logical approach. However, we often
observe that real-life decision makers depart from this ideal model of rationality,
judge and decide using common sense, and privilege fast and frugal heuristics to
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rational analytic thinking. For instance, confusion between condition state and safety
of a bridge is one of themost frequently observed examples in bridgemanagement. In
this contribution, we have demonstrated that this bias can be described by Kahneman
and Tversky’s representativeness heuristic.

A review of the technical literature shows that representativeness heuristic has
been widely analyzed from a descriptive point of view, while only few models have
been proposed to describe this bias from a mathematical perspective. In the literature
there is a general agreement that the degree of representativeness of an observ-
able class for a reference hypothesis is in some way related to odds of observable
quantities. However, there is not a general agreement on how the standard Bayes’
rule, which is typically taken as the baseline model to reproduce the judgment of
a rational thinker, should be distorted to consider representativeness. Most authors
do not provide an explicit expression for the distorted posterior, but understand the
statement that ordering hypotheses by perceived probabilities follows representa-
tiveness rather than Bayesian posterior. This is consistent with a distorted judgement
model, here referred to as ‘vanilla’, whereby (i) representativeness is used instead
of likelihood and (ii) the prior information is neglected. Bordalo et al. and Grether
provide more refined models for reproducing the subjective distorted judgement,
which allow to blend more flexibly likelihood, representativeness and prior infor-
mation, through a number of subjective parameters, in order to better reproduce the
distorted perception of a particular subject.

We have applied the mathematical models to the case of a transportation manager
who wrongly judges a particular bridge unsafe simply because deteriorated, regard-
less its actual residual load-carrying capacity. Their judgment is biased due to the
apparent behaviour that damaged bridges ‘look’ unsafe, in contrast with undamaged
bridges which ‘look’ safe. In the particular case study, we have demonstrated that
Bayes’ theorem correctly identifies the bridge as safe, while application of the three
judgment models analysed (vanilla, Bordalo et al.’s and Grether’s) all predict the
manager will mistakenly judge the bridge as unsafe based on the observed condition
state. Given the simplicity of the case study, which is essentially a two hypotheses
inference problem where the individual distorted behaviour is characterized by the
ordering of the two hypotheses by subjective probabilities, the three models are
equivalent in this particular instance, as they reproduce equally well the observed
distorted perception. The main difference between these three inference models is
that ‘vanilla’ model reproduces the behaviour of an individual whose judgement
is blatantly driven by representativeness, while the other two models describe more
subtle forms of distorted judgment, whose limit cases are rational Bayesian inference
on one side and the vanilla representativeness bias on the other. The threemodelsmay
not be equivalent in a more complex setting, where the vanilla inference model may
fail to reproduce the observed representativeness bias. Bordalo et al.’s and Grether’s
model are clearly more flexible, but at the same time very sensitive to a number of
subjective parameters, which have to be accurately calibrated, typically with cogni-
tive tests, on the particular individual whose distorted judgment is to be described.
While it is not the objective of this paper, we suggest that there may be applications
which require to precisely identify the best representativeness model, and then the
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subjective parameters, for example if we need to predict the rational behaviour of the
manager in a future instance: in this case we would need additional observations of
the manager behaviour, in order to identify the proper model. This can be done either
by further unelicited observations or through proper cognitive tests in an elicitation
process: see Verzobio et al. [35] for an example of elicitation process applied to an
engineering real-life case study.

To conclude, we reiterate once again that we are not suggesting in any way
that representativeness should be used instead of rational logic. At the same time,
predicting the actual behavior of managers is required when setting a general policy
for bridge maintenance, acknowledging that the managers who are going to enact
the policy may behave irrationally.
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Fatigue Life Prediction
for a Concrete—Steel Composite
Viaduct: A Process Based on Indirect
Measurements

A. Del Grosso, M. Cademartori, P. Basso, S. Osmani, F. Di Gennaro,
and F. Federici

Abstract Traffic fatigue cycles generated in steel bridge components is one of the
major issues that can affect these types of structures. This paper introduces a strategy
aimed at the fatigue damage assessment and remaining fatigue life prediction of
concrete—steel composite bridges under traffic loads using monitoring data. The
novelty of the proposed approach consists in the possibility of performing the assess-
ment bymeans of indirectmeasurements, i.e. predicting damage at structural sections
different from sensors positions. The proposed predictive model can work with
real monitoring data collected, providing information on the fatigue life of selected
hotspots, thus contributing to plan lifetime maintenance. To support real-time life-
cyclemanagement of infrastructures, the acquired data and the corresponding fatigue
predictions are visualized in the BIM model. The strategy has been developed in the
context of the European Project RAGTIME European Commission Research and
Innovation Action, Horizon 2020 [1] and has been applied on a real viaduct in the
northern Italy, the Mondalavia viaduct.

Keywords BIM · Fatigue damage · Predictive maintenance · SHM ·Multiple
linear regression ·Machine learning

1 Introduction

Thepaper dealswith the assessment of fatigue damages on concrete—steel composite
bridges originated by traffic loads. Specifically, a predictive model that makes
possible such an assessment based on indirect measurements, i.e. measures taken
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at locations or structural components other than those where fatigue needs to be
quantified (hotspots), is introduced.

In order to be applicable, the proposed model requires the preliminary develop-
ment of a virtual representation of the structure, e.g. a Finite Element (FE) model
or a surrogate model. Then, via the virtual model, it is possible to perform a set of
simulations to build the correlations among the measurements at sensor positions
and fatigue at hotspots.

Simulations of pseudo—random traffic flows over the bridge are performed as
Direct Integration Time Histories (DITH) analyses for which loads of realistic vehi-
cles are considered. For the evaluation of the fatigue damage, the Palmgren-Miner
rule is applied, while for the count of the stress cycles, the Rainflow method is
adopted.

Once tested, the predictive model can be used for the evaluation of fatigue life of
selected hotspots starting from a generic set of monitoring data.

2 Predictive Model for Concrete—Steel Composite Bridges
Fatigue Assessment

The main steps of the proposed model are reported in the next sections. The first step
consists in the implementation of the BIM model of the Bridge. Then, an analytical
model is associated to the BIM model in order to perform FE analyses. Once the FE
model is defined, realistic traffic flows are represented as combinations of moving
loads and dynamic analyses can be performed. From each analysis, i.e. simulation
of traffic flow on the bridge, the strains at sensor locations originated from each
traffic load scenario and the corresponding stresses at hotspots, required for the
determination of the damage accumulation, are recorded. Based on these two sets
of data, the machine learning training process for the predictive model generation is
finally undertaken.

2.1 BIM and FE Models Validation

The initial development of a virtual representation of the bridge structure is required.
Such a representation can be made through different kind of models; typical repre-
sentations are made through surrogate/mathematical models or FE models [2]. More
recently, someauthors [3] have introduced the advantages in usingBIMas theprimary
representation of the structure (Building Information Model), still coupling it with
the analytical model, i.e. FE model, but keeping input and output data available in
the BIM environment.

Following this last approach, the BIM of the bridge is developed, thus character-
izing each principal component of the bridge, principal steel girders, diaphragms,
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studs and deck. Within the BIM, the position of the fiber optic sensors for the local
strain measurement is placed with the aim of getting a significant deformed configu-
ration of the bridge deck during the traffic loads. In the sameway, fatigue hotspots are
identified, in order to correlate the BIM to the FEmodel. In principle, any selection in
terms of number and location of hotspots, as well as sensors, is possible. Anyway, this
selection should consider some criteria, e.g. number and distribution proportional to
the bridge dimension and heterogeneity of structural components. For the purpose
of the selected case study, the selected hotspots were the girder beams joints, as they
represent the most critical points for the type of bridge against fatigue phenomenon.

From the BIM the FE model of the structure can be easily obtained. However,
for the sake of analyses performance, a simplification of the BIM representation is
carried out within the transformation process.

Once the link between the BIM and the FE model is set, it is then possible to
store, visualize and manage in unique place all the inputs and outputs coming from
the analytical model, from the Predictive Model that will be generated on top of it,
and from the Structural Health Monitoring (SHM). In this manner, for instance, it
is trivial for the infrastructure manager to control and interpret the fatigue damage
accumulation over years. The BIM can be additionally used to manage and visualize
the implementation of any intervention or mitigation action developed during the
infrastructure life, thus becoming a fully integrated part of the decision support
process.

2.2 Traffic Simulations Through Dynamic Analysis

In order to build a correlation between the strains at sensor locations and the fatigue
damage generated at critical locations of the bridge structure (hotspots), a set of
dynamic analyses is conducted in the FE model considering typical vehicle loads.

To generate pseudo-random realistic traffic flows over the bridge, a list of typical
vehicles classes is assumed (Fig. 1) and, for each class, a range of possible values
for axis loads, axes spacing, vehicle speed, distance between vehicles, etc. is set up.

Then the traffic flows simulations are developed as Monte Carlo simulations, by
varying the previously mentioned parameters, e.g. the speed and distance between
vehicles in the longitudinal direction and the vehicle distribution in the other direc-
tion. The output of the dynamic analyses is reported in terms of strains at sensors
locations and stress cycles at hotspots.

2.3 Machine Learning Training

The simulations data are processed through a machine learning algorithm devel-
oped in Python Language which consider the two matrices of data derived from the
previous analyses, the first one containing the list of strain values at sensor locations
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Fig. 1 Typical vehicle classes considered in the dynamic analyses

(Matrix A) and the second one the matrix of stresses at hotspots for each simulated
traffic scenario. The matrix A is used as the Input, necessary for the identification of
the deck deformation during each simulation, and the Matrix B is the correspondent
Output. The matrix B contains the hotspots’ stresses useful for the evaluation of the
fatigue damage though the Palmgren-Miner rule [4] and the cycles are counted by
the use of the Rainflow Approach [5, 6].

These two matrices are the input and output matrices of the process that is
considered for the training phase of the machine learning through a Multiple Linear
Regression method (Fig. 2).

The aim of the machine learning algorithm is to interpret the existing correlation
between sensor strains and hotspot fatigue damage accumulated. Once established
the correlation between these twomatrices, is possible to use the Predictivemodel for
the evaluation of fatigue damage over years starting from themonitoring data derived
from the sensors installed over the bridge. These outputs are directly connected and
stored inside the BIM model of the bridge [3]. In the BIM model is also possible to
store and visualize the sensors’ strains (from SHM) trend and stories (Fig. 3).
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Fig. 2 Machine learning training phase—input and output

Fig. 3 Application of the predictive model

3 Predictive Model Validation

For the validation phase of the Predictive Model a big number of simulations was
run at first in order:

• to guarantee a realistic correlation between strain values at sensor locations and
the correspondent induced fatigue damage at hotspots, and

• to cover as much as possible different combinations of traffic loads.

As afirst validation test to prove the effectiveness of the proposedmodel, a compar-
ison of the cumulated fatigue damage after N simulations, determined using the FE
model results and the Palmgren-Miner rule with the predicted fatigue accumulation
obtained using the PredictiveModel was performed. The results are reported in Fig. 4
and demonstrate that the corresponding calculated and predicted values are close to
match.

A second validation test was then performed where the predicted cumulated
fatigue damage is compared this time with an assumed constant cumulated damage,
i.e. assuming a constant value of damage equal to the mean damage derived from all
the simulations (blind assumption).

As it can be interpreted from Fig. 5, the blind assumption overestimates the real
cumulated damage by far.

And at the end, a validation considering howmuch differ the predicted values and
the blind assumption values from the real one. The results show that the predicted
values differ only 6% from the real values of fatigue damage. Meanwhile, the blind
assumption values differ almost 94% from the real values.
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Fig. 4 Fatigue accumulation comparison

Fig. 5 Fatigue accumulation comparison for the three methods

4 Achievements and Conclusion

The proposed approach can provide some benefits compared to a more traditional
evaluation of fatigue damage based onmonitoring data. Indeed, by building a predic-
tive model to correlate strains and stresses, from N sensors it is possible to predict
fatigue cumulation at infinite hotspots, thus:

• drastically reducing the number of required sensors;
• saving installation time;
• providing a way to inspect structural locations which are hardly accessible.

Moreover, achievable information are not limited anymore to the ones obtained
from the n sensors types installed on the bridge, because it is possible to create
correlations between the sensors data and potentially many other sources of data (e.g.
IoT), via thedifferent bridgephenomena that canbe simulated inside the implemented
FE model.

More in general, the predictable trend of fatigue damage cumulation at the
different hotspots can be used to define residual lifetime of bridge components,
to plan maintenance, specially the extraordinary one, and to have a constant control
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of the inspections (that can be intensified or reduced at the varying of the fatigue
trend).
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Estimation of Seismic Resilience of Road
Infrastructures: An Integrated Approach

A. Del Grosso, M. Cademartori, S. Osmani, and D. Pastorelli

Abstract The asset management of road infrastructures in zones prone to seismic
hazard requires the estimation of the seismic resilience of the network. This involves
implications of both structural and transport engineeringmethods in order to correlate
the possible damageof a given structure to the consequence on the entire network. The
paper aims at developing a simplified, but still reliable method, for the estimation of
the seismic resilience of a road network considering different structures and including
a transport module. First, the seismic vulnerability of the structures is defined by
means of fragility curves developed with different methods depending on the level
of knowledge of the structures. Second, the consequence of the structural damage on
the road capacity has been estimated. The different scenarios of road capacity after
the seismic event are then included in the traffic module in order to estimate the post
earthquake response of the road network.

Keywords Seismic vulnerability · Seismic resilience · Road infrastructures

1 Introduction

Nowadays, the resilience concept of a network has become primary in the infrastruc-
ture management environment, to evaluate losses suffered by the community.

This paper aims at connecting the structural and seismic fields to transport engi-
neering as these disciplines are strongly correlated within the management of a road
network.

This approach has been developed within the FORESEE Project [1] in order to
link structural and transport engineering parameters.
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In road networks, bridges and tunnels are vulnerable elements when a disruptive
event occurs. A key element for road managers is the best allocation of budgets in
order to improve network resilience through corrective actions.

The main objective of this study is to define an integrated and practical proce-
dure, able to link seismic vulnerability of bridges and tunnels within the network,
to the overall system behavior in terms of transport parameters for different hazard
scenarios.

The resilience assessment requires the evaluation of the difference between the
Level of Service provided by the network in a baseline scenario (i.e., in the absence
of seismic events) and the same in case of hazard scenarios. Moreover, it requires
knowledge about service restoration time and service restoration path.

In order to define losses and resilience of a network, several steps are necessary:

• Definition of suitable methodologies for seismic fragility and vulnerability
analysis and risk evaluation about assets located in the network

• Multiple traffic analysis, in order to link structural characteristics to transport
quantities

• Traffic analysis outputs interpretation in order to evaluate Resilience Key
Performance Indicators.

2 Fragility and Vulnerability Analysis

The Fragility and Vulnerability Analysis tool, which is under development as part
of FORESEE project [1], is the starting step for the Infrastructures resilience assess-
ment: it contains the main inputs of the entire process and the knowledge level affects
the analysis detail level.

Whatever the knowledge level is, full or simplified knowledge, it is important to
describe the Transport System, including assets and components.

The fragility and vulnerability of an asset against a specific hazard requires the
knowledge about the hazard characteristics and the asset’s structural capacity.

In the following, a description of the main analyses carried out is shown.

2.1 Fragility Analysis

The fragility of an asset is defined through fragility functions.
A fragility function is a curve as a log-normal cumulative probability distribution

that defines the probability of exceedance of a certain limit state or level of damage,
for a given or a smaller hazard intensity measure (IM) (Fig. 1).

The fragility functions can be derived from several kinds of analysis:

• Literature or databases sources;
• Simplified Displacement-Based Assessment [2, 3];
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Fig. 1 Example of seismic
fragility curves for a given
asset

• Non-Linear Static Analysis [4];
• Non-Linear Dynamic Analysis or Incremental Dynamic Analysis (IDA);

The literaturemethod consists of a collection of fragility curves based on the study
of different authors and guidelines. The user will select the most applicable fragility
curve set for the different bridges or tunnels within a road segment. This method is
applicable for a first step analysis in case of a large portfolio of structures andwhen the
level of knowledge does not permit a more refined method. For this method, fragility
functions parameters from different approaches have been implemented (e.g. Hazus
method [5], fragility functions parameters contained in the Syner-G Project [6]).

The simplified Displacement Based Assessment and the Non-linear static method
are approaches useful when an accurate level of knowledge is achieved and when
the structures, in particular bridges can be included in regular typologies.

The IDAmethod is themost accurate, it requires a significant computational effort
and a high level of knowledge of the structures. This method is applicable for specific
and strategic structures of high importance.

2.2 Vulnerability Analysis

Once the fragility functions are selected, the vulnerability analysis should be
performed, in order to evaluate the operativity losses for different levels of damage
in the assets.

The first step of the procedure is the definition of the percentage of operativity loss
for different limit states. This is achieved through discretized or detailed restoration
functions, which are the tool able to provide the operativity loss for a limit state
occurred in an asset, related to the elapsed time after a disruptive event.

An example of discretized restoration function for the bridge, fromHazus method
[5], is shown in Table 1.
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Table 1 Discretized restoration functions for bridges

Restoration period Functional percentage for damage levels

Slight Moderate Extensive Complete

1 day 70 30 2 0

3 days 100 60 5 2

7 days 100 95 6 2

30 days 100 100 15 4

90 days 100 100 65 10

Fig. 2 Example of seismic vulnerability curves for a given asset

Thus, it is possible to have a knowledge of the recovery time for the assets.
Combining fragility and restoration functions, it is possible to obtain a set of curves

able to link the values of intensity measure to the respective expected operational
losses: the vulnerability curves. Each curve expresses the relation between losses
and intensity measure for an asset and for a specific elapsed time starting from an
event (Fig. 2).

3 Traffic Module

Fragility and vulnerability analysis and the definition of the resilience of a system,
performed by the Decision Support Module are correlated through the Traffic
Module.

This tool is used to perform traffic analysis in the initial situation and repeat them
in the operativity loss scenarios in order to evaluate the Resilience Indicators. The
idea is to investigate the change in the behavior of the system during the recovery
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phase and to evaluate the Level of Service (LoS) in different scenarios. It leads to
the evaluation of the Transport System recovery time and path, then the Resilience
of the system. The main inputs for the transportation model are the capacity of the
lanes for each arc of the road (i.e. the number of vehicles that cross the arc per
unit of time) and the maximum allowed speed for the vehicles in each arc. These
quantities shall be provided for the baseline scenario for the first simulation. In order
to assess the change in transport parameters due to a disruptive event, it is important
to correlate the loss of operability, derived from vulnerability analysis, for each asset
to the modified values of capacity and speed for the arcs in the different selected
scenarios after the event.

4 Decision Support Module (DSM)

The main objective of the DSM is to guarantee an instrument able to help Infrastruc-
ture Managers through the connection between of structural vulnerability and the
corresponding transport flows modifications. The Traffic Module outputs (e.g. travel
times, flow speeds, flow rates, flow densities, etc.) should be interpreted, in order to
make an efficient decision-making process.

Starting from these outputs, it is possible to evaluate the variation of LoS in
different scenarios.

Moreover, from the Traffic Module outputs, it is possible to evaluate Resilience
Indicators about the infrastructure seen as a system.

Considering the recovery phase and the operativity losses of the assets, for
different time intervals after an event, the description of the Resilience curves at
either asset or system level is performed. At the system level, these analyses may be
developed in deterministic or probabilistic terms (Fig. 3).

As consequence of the application of this framework, some Resilience Indicator
are obtained.

These are associated to the “4 R” (i.e. Rapidity, Robustness, Redundancy,
Resources).

The main Key Performance Indicators (KPIs) are:

• RiskQuantification (not necessary connected to one of the 4 “R”but affecting all of
them being the probability to have an event. Especially the robustness determining
the hazard input to be absorbed by the system);

• Direct Losses (directly connected to the robustness of the resilience);
• Indirect Losses (mainly connected to the redundancy and resources);
• Resilience Assessment at the asset Level (connected mainly to the rapidity and

robustness of the infrastructure’s assets);
• Resilience Assessment at the system Level (connected to all the contributions).
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Fig. 3 Probabilistic resilience indicators at the system level

5 Conclusions

Because of the importance of transport infrastructures (i.e. typically facilities and
networks that enable mobility of persons, goods and services), the need of decision
support processes and methods to help managers and owners in the decision making
are essential.

The approach presented in this paper tries to generate an integrated and flexible
instrument that gives an overview of the infrastructure condition in terms of risk,
possible losses and resilience assessment. It is still being applicate to several case
studies as part of the FORESEE Project [1] and the result will soon be available.
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Distributed Fiber-Optic Strain Sensing:
Field Applications in Pile Foundations
and Concrete Beams

Nils Nöther and Massimo Facchini

Abstract This paper gives an overview over industrial applications of distributed
fiber-optic strain sensing in structural health monitoring, outlining both the benefits
of the technology and its challenges regarding installation of the fiber-optic sensing
cables and limitations of the measurement technology itself.

Keywords Distributed fiber-optic sensing · Brillouin sensing · Geotechnical
monitoring · Structural health monitoring · DTSS · DSTS

1 Distributed Fiber-Optic Strain Sensing Techniques

The family of fiber-optic sensing techniques has become wide during the past two
decades, spreading into numerous applications not only in geotechnical and structural
monitoring [1], but even into chemical industries, medical and health-care applica-
tions and many more. Means for categorizing the numerous members of this family
include distinguishing by physical (or chemical quantity) such as strain, tempera-
ture, pressure, vibration frequency, refractive index or alike; by the specific optical
effect being the provider of the desired information such as linear and nonlinear
scattering, frequency-selective reflectivity of a grating, interferometry or other; or
by the configuration of the physical or virtual sensing points along the fiber. This
latter categorization is used here to set the focus on the group of distributed sensing
techniques as opposed to discrete or point-wise sensors as well as quasi-distributed
sensors, as shown in Fig. 1.

The advantageous nature of truly distributed measurements becomes apparent
from the perspective of conventional measuring methods: Classic deformation moni-
toring (performedby strain gauges etc.) and temperaturemonitoring (Pt100 and alike)
deliver data from fixed, single spots of a structure; quasi-distributed measurements
(fiber Bragg gratings) provide a chain of discrete measurement points.
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Fig. 1 Categories of fiber-optic sensing techniques—top: discrete sensor elements; center: quasi-
distributed sensing elements along an optical fiber; bottom: truly distributed fiber-optic sensing

In contrast, an optical fiber connected to a device for distributed sensing will
provide a continuous profile of the desired measurand—spatially resolved and over
long lengths.

Table 1 gives an overview over the most common distributed fiber-optic sensing

Table 1 Overview of common distributed fiber-optic sensing techniques

Common name Measurands Optical effect Fiber length Spatial resolution

DTS Temperature Raman scattering >50 km <1 m

c-OFDR Static and
dynamic strain
and temperature

Rayleigh scattering
[2]

>100 m <1 mm

BOTDA/BOFDA
(DTSS)

Static strain and
temperature

Brillouin scattering
[3]

>100 km <0.5 m

DAS/DVS Vibrations;
acoustic signals;
dynamic strain;
temperature
gradients

Rayleigh scattering >50 km <1 m

techniques categorized with respect to the optical phenomenon on which they base
their sensing capabilities.

In the context of structural health monitoring systems, these techniques can be
considered as valuable sources of sensing data that can be not only used to stream
strain and temperature data upon which threshold alarms can be triggered, but also
to contribute to complex modelling and structural assessment methods. By merging
distributed sensing data with other technologies like geodetic measurements, struc-
tural health monitoring systems can be created with comprehensive, high resolution
deformation data beyond the accuracy of the single component technologies [4].

In the following, we will put the specific focus on distributed strain sensing tech-
niques, based mainly on Distributed Brillouin Sensing, commonly referred to as
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DTSS (Distributed Temperature and Strain Sensing), or BOTDA/BOFDA (Brillouin
Optical Time / Frequency Domain Analysis).

2 Brillouin Sensing and the Nature of Distributed Data

The common basic concept of all distributed fiber-optic sensing technologies is to
measure the response of an optical fiber to the excitation by an injected optical
pulse. The optical pulse travels along the fiber under test (e.g. the strain sensing fiber
attached to the structure) and is subject to various backscattering effects along the
way. From every location the signal passes by, portions of light are being thrown
back and travel to the injection end, where they are recorded over time. From the
time of flight, the origin of the received backscattering at every instance in time can
be reallocated. Thus, a distributed profile of optical backscattering can be recorded
for the entire length of the fiber under test (Fig. 2).

In the specific case of Distributed Brillouin Sensing, the backscattering carries the
information of the fiber’s local density, and thus on its strain and temperature condi-
tion at every position. This briefly outlines the principle of BOTDA measurements.
An advancement of this concept, the BOFDA technology, substitutes the pulses with
a series of harmonic signals, but remains equivalent regarding the result in terms of
distributed strain and temperature data, retrieved from the optical fiber and resolved
spatially along its length.

From this conceptual view, it is clear that the nature of sensing data from
distributed measurements will differ substantially from that of conventional discrete
sensors. Figure 3 shows a typical example of a distributed strain measurement from
a structural health monitoring installation (embedding in concrete).

From this data example, it becomes clear that distributed sensing techniques are
not to be considered a one-to-one replacement of discrete, point-wise sensors. In the
above installation, discrete sensors such as extensometers or strain gauges would
correspond to specific spatial sampling points of the distributed data curve. Whether
point sensors would detect local mechanical events (cracks, localized deformation)
depends on the selectedpositioning and thepre-definedgauge length, both parameters

Fig. 2 Basic principle of distributed sensing techniques based on optical backscattering reflectom-
etry
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Fig. 3 Typical data set from distributed fiber-optic strain measurements using the BOFDA tech-
nology. Top: Direct strain reading, 5 data sets with increased load on structure. Bottom: Relative
strain reading, first data set used as a baseline. Right: Installation with fiber-optic strain sensing
cable (blue) fixed to the reinforcement before concrete pouring

being subject to arbitrary decisions in the typical case of a priori unknown behavior
of a structure during loading.

Table 2 summarizes the considerations of data handling for discrete and distributed
sensors for the case of a fiber-optic sensing cable embedded into concrete,
distinguishing between continuous and discrete strain events (as highlighted in
Fig. 3).

Table 2 Comparison between discrete and distributed fiber-optic sensing techniques

Continuous strain event:
Stress, deformation

Discrete strain event: cracking

Discrete sensor (strain gauge);
also: Quasi-distributed (FBG)

Returns elongation of the
structure over a previously
defined gauge length (as a
supporting point of the actual,
continuous strain distribution)

Returns opening width of the
crack
Requires previous knowledge
of the crack position;
otherwise, no information is
obtained

Distributed sensor (DTSS) Returns full strain profile as a
representation of the strain
distribution in the structure

Returns crack detection as a
localized event (with
instrument spatial accuracy),
but no quantified width of
crack opening (no gauge
length defined)
Requires event width in range
of instrument spatial
resolution; otherwise, no
information is obtained
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Fig. 4 Discrete and
continuous fixations of
sensing fibers to surfaces for
crack measurements

When focusing on crack detection and monitoring in concrete installation, the
shortcomings of the DTSS configuration in Table 2 can be addressed by discretizing
the sensor configuration of the fiber-optic strain sensing cable, which is specifically
feasible in surface application on concrete, as illustrated in Fig. 4.

In effect, the discretization of distributed fiber-optic sensing configurations intro-
duces a defined gauge length that even allows to quantify crack opening widths,
while maintaining the advantage to provide information when no knowledge of the
likely positions of crack appearance is available.

A comparison of both continuous and discretized surface application of optical
sensing fibers has been performed on a concrete beam that was loaded after sensor
installation applying defined load steps in order to induce stress resulting in cracking
along the bending line. The discretization was achieved by fixing the sensing fiber
at defined points with a distance of 0.25 m on the concrete surface. As a reference,
a third sensing fiber was continuously applied in parallel and was interrogated using
the c-OFDR technique at millimeter resolution [5]. The fixation is shown in the
photographs in Fig. 5.

The strain curve acquired with the c-OFDR measurement technique (Fig. 6, top)
stands out due to several peak values in strain.

Fig. 5 Four-point-bending-test on a prestressed concrete beam and measurement setup
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Fig. 6 Continuous strain measurement sample; (top) c-OFDR; (bottom) BOFDA

Since these peak values clearly exceed the elastic strain level of concrete, they
correspond to crack openings. Because of the high spatial resolution of c-OFDR it
is possible to distinguish single cracks from each other, to determine their corre-
sponding crack width, and to locate the position of the cracks along the fiber. This
digitally captured information about the cracks is in good agreement to the results
which were determined by conventional, visual crack observations.

As expected, the BOFDA measurement using continuously fixed sensing fibers
does not provide information on the crack opening, because every single crack is
smaller in dimension than the instrument’s spatial resolution of 20 cm.

The strain curve of the BOFDA measurement in combination with the discrete
fixation, on the other hand, exceeds the elastic strain limit in a larger portion of the
sensor-fiber. Due to the discrete fixation, the local strain event caused by a single
crack is distributed along the fixation distance of 0.25 m. Since this length is larger
than the spatial resolution of the BOFDAmethod, the distributed strain enhancement
due to the crack can be recognized. The resulting strain curve is in good agreement to
the c-OFDR measurement and to the visual inspection. Although, single cracks and
their width are not determinable, an accumulation of cracks can clearly be identified.
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Fig. 7 Measurement set-up
for static pile load testing

3 Field Experience Showing Distributed Sensing Data

An example of distributed strain measurements in loaded concrete structures, with a
direct reference to discrete strain sensors, is given with the following installation in
bored piles (Fig. 7).

Such measurements, using Brillouin DTSS systems for static load testing of
concrete piles, have been reported for various sensing configurations [6].

The present application comprises a concrete-poured pile of 5mdepth; reinforced,
steel-armored fiber-optic sensing cables were fixed to the reinforcement cage before
entering the cage into the ground.

During the tests, an increasing vertical load from 150 to 900 kN was induced onto
the pile, while subsequently extensometer data as point-wise references, temperature
data at the extensometer positions and distributed Brillouin strain data were recorded.

With the exemption of the lowest extensometer, all the measurement points show
good agreement between the classical data and the fiber-optic sensing data [7].

The following figures shows the evolution of strain for both the extensometers and
the distributed Brillouin sensors (at the exact extensometer positions, compensated
for the base line reading at 0 kN load) over time (Fig. 8) and spatial distribution
(Fig. 9).

4 Conclusion

The distributed nature of fiber-optic strain measurements using the Brillouin sensing
technology has been discussed and compared to the discrete configuration of conven-
tional strain gauges. The advantages and limitations of distributed sensing techniques
was shown with hands-on measurement examples.
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Fig. 8 Strain evolution: Extensometer and Brillouin DTSS data

Fig. 9 Spatial strain in
extensometer and Brillouin
DTSS data

From the presented examples, it becomes clear that distributed fiber-optic
measurement techniques play their economic advantages specifically in large instal-
lations, where the cost of the sensing elements—which is considerably low for DFOS
technologies using standard telecommunication fibers—is dominating the installa-
tion cost over the cost of the equipment. However, even in monitoring assignments of
limited size, as in the examples described in here, the ability of distributed fiber-optic
sensors to be daisy-chained, as well as installed in parallel and interrogated subse-
quently, introduces a strong cost advantage against classic single-point (discrete)
sensors.
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Seismic Damage Quantification
for the SHM of Existing RC Structures

Alessandro Lubrano Lobianco, Marta Del Zoppo, and Marco Di Ludovico

Abstract One of the main issues in civil engineering is to estimate the level of
damage for existing buildings subjected both to decay due to natural ageing and
to additional loads that could affect their serviceability during lifetime. This paper
looks at the process of Structural Health Monitoring (SHM) in the context of seismic
damage detection and quantification. The aim of the paper is to define ranges of
variation for parameters commonly monitored as structural damage indicators, like
fundamental periods, residual drift ratios and lateral stiffness, in relationwith seismic
damage levels. For this purpose, amethodology is proposed for simulating the seismic
damage of existing reinforced concrete (RC) columns and assessing the correlation
between the variation of such parameters with increasing damage levels. Seismic
damage levels are defined based on the Park and Ang damage index, and prelim-
inary ranges of variation of damage indicators are derived for the seismic damage
quantification in existing RC columns.

Keywords Structural health monitoring · Damage quantification · Period
elongation · Stiffness degradation

1 Introduction

Safety, durability and serviceability are requirements that a structure should meet
during its lifetime. Damage in civil structures and infrastructure may occur from a
plenty of causes. Structural damage can be associated with the deterioration of mate-
rials (i.e., aging problems), fatigue, or extraordinary events such as fires, earthquakes,
hurricanes, impact loads, among many others.
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The process of implementing a damage identification strategy is referred to as
Structural Health Monitoring (SHM). SHM has become an important research disci-
pline in several areas including civil engineering, with the goal of assessing the health
condition of structures by monitoring their characteristics during the lifetime. The
goal of SHM is to detect the structural damage, assessing the presence of damage, the
location of damage, the damage severity, and estimating the remaining service life of
a structure [1]. A proper implementation of a SHM system can help in detecting the
structural performance deterioration at an early stage, increasing the safety level, and
bringing efficiency and effectiveness in maintenance operations. A current challenge
in SHM is to correctly identify when variations obtained frommonitoring data can be
associated to a structural damage rather than to environmental noise, and to correlate
such variations with a damage level associated to the serviceability of the structure.

In vibration-based SHM, the dynamic properties of a structure (i.e., mode shapes,
natural periods) are monitored for the structural damage identification, localization
and quantification. A widespread damage detection technique consists in processing
the acceleration acquired through operational modal analysis (OMA) [2] in the
frequency domain (i.e., Fourier analysis). Indeed, dynamic properties are extremely
sensitive to changes in the lateral stiffness of structures, and are commonly used as
predictors for damage detection systems.

In the context of vibration-based seismic damage quantification, the elongation
of fundamental period is a widely adopted damage indicator to estimate the overall
inelastic structural performance after earthquakes [3]. In reinforced concrete (RC)
structures, the period elongation is a function of the ground motion parameters [4]
as well as the geometry of the structure and the presence of infill walls [5]. Some
studies experimentally assessed the changes in dynamic properties on a few struc-
tures affected by seismic damage using OMA data, and proposed period elongation
ranges as a function of the level of damage experienced by such structures during a
specific earthquake [5–7]. However, a detailed framework for assessing the changes
in dynamic properties as a function of the experienced damage level is currently
missing, due to epistemic and aleatory uncertainties in the structural geometry and
ground motion characteristics [8].

In this work, a framework for the seismic damage quantification is proposed for
existing RC columns. Changes in lateral stiffness and fundamental period of RC
columns are assessed through extensive numerical analyses on experimentally vali-
datedFEMmodels. Residual drift ratios, commonly used as seismic damage indicator
during visual inspections [9], are also monitored during the analyses. Damage levels
are defined, based on the damage index proposed by Park and Ang, which combines
accumulated damage due to lateral deformations and hysteretic energy dissipation
during the seismic excitation [10]. Preliminary ranges of variation of the selected
damage indicators are finally proposed in relation to the defined damage levels for
a dataset of 90 RC columns. Comparison of numerical results with damage models
and thresholds from relevant literature are finally reported. The framework herein
proposed can represent a sound technique to define reliable thresholds of damage
indicators to be used for triggering alerts in long-term SHM of civil structures and
infrastructures.
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2 Methodology

In the context of seismic damage quantification from SHM data, a methodology is
herein proposed for estimating the variation of selected damage indicators (termed in
the next as damage measures, DM) as a function of the damage level experienced by
a structure through numerical simulations. Selecting suitable seismic DMs depends
on the type of monitoring system adopted and on the structure itself. Possible DMs
could be maximum base shear, modal periods, maximum interstorey drift ratios,
residual drift ratios, modal shape and lateral stiffness degradation [11].

In this work, the methodology is presented for SDOF systems and the analysis
is carried out on cantilever RC columns typical of existing frames in the Mediter-
ranean region. However, the proposed framework is suitable for applications onmore
complex MDOF systems. The DMs selected for the cantilever column subject to
seismic damage are fundamental period (T ), residual drift ratio (dr) and lateral stiff-
ness (k). The seismic excitation is simulated through nonlinear static analysis (i.e.,
pushover analysis) and the interstorey drift ratio (IDR) is assumed as the seismic
demand parameter. Thus, the DMs are computed as a function of the imposed IDR
(i.e., DM (IDR)) to correlate the changes in those parameterswith the seismic damage
level. Uncertainties related to the ground motion selection are herein neglected.

The methodological framework consists in four steps, as shown in Fig. 1. The
first step consists in the development of a refined FEM model for the structure of
interest. In the second step, the modal periods of the structure in the undamaged
condition are preliminary assessed through modal analysis. In the third step, a cyclic
pushover analysis is carried out to simulate the seismic damage on the structure for an

Fig. 1 Methodological
framework for seismic
damage quantification
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imposed IDR. Lateral stiffness and residual drift for the imposed IDR are estimated
from the pushover curve. A new modal analysis is then carried out for evaluating the
modified modal periods of the damaged structure. The sequential cyclic pushover-
modal analyses are reaped for increasing IDRs up to the structural collapse. Structural
damage levels are defined and ranges of variation of the selected DMs are derived
from analyses results for each damage level. Threshold values associated to each
damage level can be also defined for the structural system under investigation.

The level of seismic damage and its repairability is herein classified adopting the
Park and Ang damage index (DI) [10], which is defined as the linear combination of
ductility and dissipated energy as follows:

DI = δM

δu
+ β

Qyδu

∫
dE (1)

in which δM is the maximum deformation experienced during the seismic event, δu is
the ultimate deformation capacity under monotonic loading, Qy is theoretical yield
strength and dE is incremental absorbed hysteretic energy. The constant parameter
β is taken equal to 0.25 for slightly reinforced structures [12].

The classification of damage level and structural repairability as a function of the
Park and Ang DI is reported in Table 1 [13]. The DI for the structure is computed
from pushover analysis for each imposed IDR.

The residual drift ratio is computed as the permanent deformation that the structure
exhibits when the applied loads go to zero during the last cycle of the analysis. The
initial lateral stiffness, k0, is computed as the secant stiffness at 70% of maximum
lateral force on the envelope curve, as shown in Fig. 2. The lateral stiffness at a generic
imposed IDR (ki) is computed as the ratio between peak force at that IDR and related
displacement in the positive load direction. This coincides with the peak-to-peak
stiffness on the FEM curve.

Table 1 Damage scale and
DI thresholds from Park et al.
[13]

Damage index
threshold

Damage level Repairability

DI < 0.10 No or slight
damage

Repairable damage

0.10 ≤ DI ≤ 0.25 Minor damage
(DS1)

Repairable damage

0.25 < DI ≤ 0.40 Moderate damage
(DS2)

Repairable damage

0.40 < DI < 0.80 Severe damage
(DS3)

Irreparable damage

DI ≥ 0.80 Collapse (DS4) Irreparable damage
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Fig. 2 Assessment of the lateral stiffness for each imposed IDR

3 Development of the FEMModel

A refined FEM model for simulating the performance of a cantilever RC column
subject to seismic damage is developed. The software OpenSees [14] is adopted to
model the nonlinear behaviour of columns through a distributed plasticity model. In
distributed plasticity models, the interaction of moments and axial forces is consid-
ered simultaneously, and the plasticity is spread along the entire element length.
The BeamWithHinges command is used to build a forceBeamColumn element. The
element formulation allows to use a hinge integration approach but also to spread
plasticity beyond the plastic hinge region, if needed [15]. For the cantilever column,
a single plastic hinge is defined at the base of the element. Four Gauss-Radau inte-
gration points are adopted, two located in the plastic hinge region and two in the
element interior. The plastic hinge length is computed as follows [16]:

L pl = 0.08Ls + 0.022 fymdb (2)

where Ls is the shear length, f ym is the steel yield strength and db the longitudinal
bars diameter.

The cross section of the beam-column element is uniformly discretised into thirty
fibres to represent closely small stress–strain variations. The concrete nonlinear
behaviour is simulated with the Concrete01 material, which implements the Kent-
Scott-Park stress–strain model [17], while the longitudinal steel reinforcement is
modelled with the uniaxial Hysteretic material [14]. The parameters adopted for
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both stress-strain models are calibrated against experimental data, as discussed in
detail in the next paragraph.

The member’s end rotation due to bond slip resulting from strain penetration
effects ismodelled using a zero-length section element at the end of the beam-column
element, as shown in Fig. 3.

The Bond_SP01 material is assigned to the steel fibres of the zero-length section
element for taking into account the cyclic bond slip law proposed by Zhao and
Sritharan [18]. For the material parameters definition, the yield slip sy is determined
as follows:

sy(mm) = 2.54

(
db(mm)

8437

fym(MPa)√
fc(MPa)

(2α + 1)

)1/α

+ 0.34 (3)

where f c is the concrete compressive strength and α is taken as 0.4 in accordance
with the CEB-FIB Model Code 90 [19]. The ultimate slip su is taken as 40sy, the
initial hardening ratio is assumed equal to 0.4 and the pinching factor is 0.6 [18].

A fixed restraint is adopted at the base node. Geometric nonlinearities effects are
taken into account in the model by means of the geometric transformation PDelta.

A constant compressive axial load and the lateral cyclic displacements are applied
at the top of the column element, following the load protocol adopted in experimental
tests discussed in Di Ludovico et al. [20], see Table 2. For each imposed IDR, three
cycle repetitions are adopted to simulate the seismic shaking. The Newton–Raphson
solution algorithm is adopted to solve the model nonlinear equations.

Fig. 3 RC column modelling using distributed plasticity element
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Table 2 Load protocol for the cyclic pushover

Pushover cycle IDR (%) Imposed displacement (mm) Number of repetitions for each
cycle

I 0.40 6.0 3

II 0.80 12.0 3

III 1.20 18.0 3

IV 1.60 24.0 3

V 2.40 36.0 3

VI 3.20 48.0 3

VII 4.80 72.0 3

4 Validation of FEMModel

The refined FEM model is validated on seven experimental tests on full-scale
cantilever columns subject to cyclic quasi-static loads. One test, named R500P-c-bis,
is original while the other tests were presented inDi Ludovico et al. [20]. All columns
were tested following the cyclic load protocol reported in Table 2 (in terms of peak
interstorey drift ratio, IDR, and imposed displacements) with a constant axial load
ratio of 0.1, and the failure mode was controlled in each case by flexure. The experi-
mental setup is shown in Fig. 4, and further details about the instrumentation adopted
can be found in Di Ludovico et al. [20]. The experimental tests were carried out on
square and rectangular columns with plain rebars and deformed rebars. The columns

Fig. 4 Experimental setup for the cyclic pushover tests
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Table 3 Geometric and mechanical parameters for selected tests on RC columns for model
validation (*tests from Di Ludovico et al. [20])

Reference
Specimen

*R300P-c *R500P-c R500P-c-bis *S300P-c *R300D-c *R500D-c *S300D-c

b (mm) 500 300 300 300 500 300 300

h (mm) 300 500 500 300 300 500 300

f cm (MPa) 18.8 18.8 28.8 18.8 18.8 18.8 18.8

f ym (MPa) 330 330 330 330 520 520 520

Type of
bars

plain plain plain plain deformed deformed deformed

were designed according to gravity loads criteria widely adopted between before
1980s and do not meet the current seismic provisions and detailing requirements.

The specimens consisted of a foundation block and a column with shear length
of 1500 mm. Columns with three different cross section are herein considered: (1)
square 300 × 300 mm; (2) rectangular 300 × 500 mm; and (3) rectangular 500 ×
300 mm. Bars with 12 mm diameter were used as longitudinal reinforcement, and
8 mm diameter ties spaced at 150 mm were adopted as transverse reinforcement.

Information on specimens’ geometry and mechanical properties of steel and
concrete are reported in Table 3. In details, Tables 3 reports: the cross-section base,
b; the cross-section height, h; the compressive strength of concrete, f cm; the yielding
strength of steel reinforcement, f ym; the type of rebars (plain or deformed). The orig-
inal notation of specimen is XNY-z, where X refers to the columns cross section (S
for square and R for rectangular), N denotes the cross-section depth, Y identifies the
type of reinforcement (D for deformed bars and P for plain rebars), and z identifies
the type horizontal action applied to the column (c for cyclic test).

Parameters for the steel stress–strain relationship adopted in the FEM are gener-
alised frommean experimental values of mechanical properties reported in [20]. The
peak hardening strength is taken as 1.3 f ym, the elastic modulus is assumed equal to
200 GPa, the strain at peak strength is taken as 11εy, and the post-hardening strain
corresponding to a strength degradation of 20% is taken as 6 times the strain at peak
strength (i.e., 66 εy). For the concrete, the strain at peak strength is assumed as 0.004
while the ultimate strain is set to 0.03. These values are set to provide a good accuracy
of the FEM model predictions in terms of lateral stiffness against the experimental
data for the first cycle (IDR = 0.40%). The comparison between experimental and
numerical lateral stiffness is shown in Fig. 5 for the seven specimens used for vali-
dation. The FEM model is able to provide on average a good estimate of the initial
lateral stiffness of the columns. This is fundamental for computing the undamaged
fundamental period. The effect of confinement is neglected in the FEM model, due
to the lack of detailing of transverse reinforcement in typical existing RC columns
considered for the study.

The comparisonbetweennumerical and experimental results in termsof base shear
vs. imposed displacement for specimens with plain reinforcement and for those with
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Fig. 5 Comparison between lateral stiffness from FEM model and experimental curves at IDR =
0.40%

deformed reinforcement are depicted in Figs. 6 and 7, respectively. The numerical
curves fit quite well with the experimental ones, providing a reliable simulation
of the cyclic performance of RC columns. To further investigate on the accuracy
of the FEM model with respect to the experimental results, statistics of the error
in the estimated most critical parameters (i.e., peak force, lateral stiffness, energy
dissipation, residual drift) have been analysed. Indeed, numerical models provide an
approximate representation of realword phenomena and, thus, simulations invariably
suffer from a certain level of inaccuracy. In terms of peak force evaluated for each
cycle of the pushover, the error between numerical and experimental test has a mean
value of 9% with a covariance (CoV ) of 3.6%. The comparison of numerical and
experimental lateral stiffness (taken as the peak-to-peak stiffness at each cycle of the
pushover) gives an average error of 19% (CoV 15%). The average error associated
to the residual drift ratios is 40% with a CoV of 26%. Finally, the average error on
the hysteretic energy is 29% with a CoV of 18%.

5 Application to a Case Study

The methodology presented in Fig. 1 is adopted to derive ranges of variation of DMs
for a dataset of RC columns through the experimentally validated FEM tool previ-
ously presented. The dataset consists of RC columns with cross-section dimensions
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Fig. 6 Comparison between numerical simulation and experimental test for RC columns with plain
rebars: a R300P-c, b R500P-c, c R500P-c-bis, d S300P-c

of 300× 300mmand a height of 1500mm.Five different values of concrete compres-
sive strength (f cm), three values of steel yielding strength (f ym), and six layouts of
longitudinal rebars (comprising both number of rebars in the cross-section and their
diameter (φ) are considered, as reported in Table 4. All possible combinations of the
selected parameters are analysed, resulting in 90 column configurations. The longi-
tudinal reinforcement ratio ρ is also reported for each geometric configuration. All
combinations of random variables have been considered for populating the dataset.
For this preliminary application, variations of DMs for the dataset are considered for
a constant axial load ratio of 0.1.

According to the methodological framework herein proposed, a FEM model is
generated for each column of the dataset. Modal analysis is carried out to identify
the modal periods in the undamaged configuration. Then, a first cyclic pushover is
performed for the first imposed IDR according to the load protocol in Table 3 (i.e.,
IDR = 0.4%). At the end of the pushover, a new modal analysis is carried out to
assess the fundamental period (i.e., T (IDR)). Furthermore, the residual drift ratio
and the lateral stiffness are also estimated (i.e., dr(IDR) and k(IDR)). The dissipated
hysteretic energy is also computed to define the Park and Ang DI associated with
each imposed IDR. Then, a new cyclic pushover is performed up to the second IDR
(i.e., IDR = 0.8%), following the load protocol in Table 3, and the variation of DMs
associated with the imposed IDR is again evaluated. The sequence of analysis is
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Fig. 7 Comparison between numerical simulation and experimental test for RC columns with
deformed rebars: a R300D-c, b R500D-c, c S300D-c

Table 4 Variability of
geometrical and mechanical
properties in the dataset

Geometry (mm ×
mm)

n. bars (−) φ (mm) ρ (%)

300 × 300 4 12 0.5

6 + 2 12 1.0

6 + 2 14 1.4

6 + 2 16 1.8

6 + 2 18 2.3

6 + 2 20 2.8

fcm (MPa) 10 − 15 − 20 − 25 − 30

fym (MPa) 315 − 375 − 430

repeated up to an imposed drift ratio of 4.8%, which is herein assumed as an IDR
threshold for the structural collapse.



188 A. Lubrano Lobianco et al.

6 Discussion of Numerical Results

The variation of the selected DMs as a function of the imposed IDR and the damage
level is investigated and discussed for the dataset of 90 RC columns. Figure 8
reports the computed Park and Ang DI for all columns in the dataset as a func-
tion of the imposed IDR (e.g., Minor Damage = DS1, Moderate Damage = DS2,
Severe Damage = DS3, Collapse = DS4). The figure shows that the Park & Ang
DI is similar for all numerical simulation at the same imposed IDR, and it is not
significantly affected by variations in section geometry or mechanical properties of
materials. For interstorey drift ratios smaller than 0.8% the columns experience a
slight or minor damage and is repairable. When the interstorey drift is greater than
1.2%, the damage level is moderate but still repairable, whereas drift ratios exceeding
2.4%, the structural damage is severe and not repairable.

In terms of fundamental period elongation (ΔT ) derived from natural periods,
the numerical data collected for each damage level can be well approximated with a
right skewed lognormal distribution forDS1 andDS2, as shown in Fig. 9. Conversely,
this approximation is less effective for DS3 and DS4. Mean and lognormal standard
deviations for the distributions associated with the period elongation are reported
in Table 5. The period elongation is computed as the percentage of variation of the
fundamental period in the damaged condition for a certain IDR with respect to the
undamaged (i.e., elastic) fundamental period.

Fig. 8 Correlation between imposed IDR and Park and Ang damage index for the case-study
columns (90 elements)
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Fig. 9 Distribution of period elongation for each damage level: a DS1; b DS2; c DS3; d DS4

Table 5 Parameters of lognormal distributions associated with the period elongation for DS

Damage state Probability distribution Variable Value of fitting parameters

DS1 Lognormal �T μ = 1% σ = 5.30

DS2 Lognormal �T μ = 11% σ = 0.69

DS3 Lognormal �T μ = 30% σ = 0.59

DS4 Lognormal �T μ = 49% σ = 0.58

Ranges of variation of period elongation derived for the dataset are depicted in
Fig. 10 for each damage level. In detail, the range of variation defined as the 16th–84th
percentiles is reported in the plot along with the mean value. The plot indicates that
a period elongation less than 13%with respect to the elastic period can be associated
to a minor damage for RC columns. Conversely, period elongation up to 40% can
represent a moderate to severe structural damage. Period elongation greater than
40% can be associated to severe damage or collapse. However, a significant overlap
among ranges of variation of the period elongation for different damage levels is
generally observed for the dataset of columns herein investigated. This, along with
the large scatter of results, can prevent the correct identification of the damage level
based on the monitoring of such DM.

The range of variation of residual drift ratios has been also analysed and plotted in
Fig. 11 for each defined damage level. It is observed that the ranges of variation for
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Fig. 10 Ranges of variation of period elongation for each damage level

Fig. 11 Ranges of variation of residual drift ratios for each damage level and comparison with
FEMA 356 thresholds

each damage level are not overlapped for the case of residual drift ratios, allowing
for an unbiased damage quantification. Figure 11 also reports thresholds for the clas-
sification of damage states identified by the FEMA 356 [21]. The standard identifies
four damage states associated with the residual drift, as reported in Table 6. DS1
corresponds to a residual drift of 0.2%, DS2 corresponds to a residual drift of 0.5%,
DS3 is achieved for a residual drift of 1% and, finally, for DS4 the range of residual
drift is between 1 and 4% depending on the inelastic capacity of the system.

For DS4, the threshold on residual drift is assumed equal to 2%, assuming
a moderate ductility for the selected non-conforming columns adopted as case-
study. The lower bounds (16th percentile) of the range of variation of residual drift
from the numerical analysis is also reported in Table 6. The comparison between
numerical results and FEMA thresholds shows that the numerical model generally
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Table 6 Damage States classification based on the residual story drift ratio according to FEMA
356 [21] and comparison with lower bound values from numerical results

Damage state Residual drift ratio (FEMA) Lower bounds of residual drift ratios (numerical
analysis)

DS1 0.20% 0.08%

DS2 0.50% 0.20%

DS3 1.00% 0.80%

DS4 High ductility systems
4.00%

−

Moderate ductility systems
2.00%

2.10%

Limited ductility systems
1.00%

−

provides a safe estimation of residual drifts associated to each damage level. Only
for the collapse damage level, the FEMA threshold is slightly lower than the 16th
percentile of the numerical data distribution. It should be noted that the definition
of damage classification is different between FEMA and Park and Ang, as the latter
refers to structural damage only. However, a quite good agreement between the two
damage level classifications is recognised, attesting the soundness of the proposed
methodological framework.

The columns’ lateral stiffness degradation is computed as �k = 1− ki/k0, where
k0 is the initial lateral stiffness and ki the lateral stiffness at the i-cycle (i.e., k(IDR)),
as shown in Fig. 2. Ranges of variation of stiffness degradation for each damage level
are plotted in Fig. 12. As previously observed for residual drift ratios, no overlap
among ranges of variation of the stiffness degradation at different damage levels is
found. Based on numerical results, a stiffness degradation ranging between 22–30%

Fig. 12 Ranges of variation of stiffness degradation for each damage level
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can be associated to a minor structural damage, while a stiffness degradation from 42
to 56% indicates amoderate damage level. A stiffness reduction in the range between
68%-76% means a severe damage, and degradation greater than 83% is associated
with the structural collapse for the dataset of RC columns.

The trend of lateral stiffness degradation herein derived is compared with the
stiffness degradation model proposed in Di Ludovico et al. [22]. Di Ludovico et al.
proposed an empirical model that relates the stiffness degradation factor, λk = ki/k0,
with the ductility experienced by RC columns, as follows:

λk = 1.0 for
θ

θy
≤ 1.1 (4)

λk = 1 −
[
1.07 − 1.15 ·

(
θ

θy

)−0.92
]
for 1.1 <

θ

θy
≤ θu/θy

where θ is the columns chord rotation θy is the chord rotation at yielding; θu is
ultimate chord rotation.

The model proposed by Di Ludovico et al. is compared with the stiffness degra-
dation ranges derived from numerical analyses in Fig. 13 as a function of the ratio
θ/θy . The comparison shows a perfect agreement between the empirical model and
the results derived from numerical analyses on the dataset of RC columns herein
considered, confirming the goodness of the numerical simulation for assessing the
changes in DMs associated with the increasing seismic damage.

Fig. 13 Stiffness degradation from numerical analyses on the dataset and comparison with Di
Ludovico et al. [22] model for the stiffness modification factor
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7 Conclusions

In this paper, a methodological framework for the definition of ranges of variation
of damage indicators commonly monitored with SHM systems is presented to detect
and quantify the seismic damage in civil structures and infrastructures. The general
framework is first illustrated, and an application is then presented for a dataset of 90
RC columns typical of existing frames with poor seismic detailing. A refined FEM
model has been developed and validated on seven experimental cyclic quasi-static
tests on full-scaleRCcolumnswith plain anddeformedbars. Themodel has beenused
to simulate the seismic damage, considering the IDR as seismic demand parameter,
and the variation of DamageMeasures (DM) as a function of the experienced damage
has beenmonitored. Fundamental period, residual drift ratio and lateral stiffness have
been selected as DMs for the study. Damage levels have been defined, based on the
Park and Ang damage index, and ranges of variation of selected DMs have been
preliminary derived within the proposed framework. Based on the results of this
preliminary study, the following conclusions can be derived:

• The methodological framework herein presented appears a sound technique to
correlate the changes in dynamic properties and stiffness of structures in relation
with an occurred damage. This system, combined with refined model updating
techniques, represents a reliable tool for the damage detection, localization and
quantification during long-term SHM;

• The fundamental period elongation can be simulated through sequential pushover-
modal analysis on refined FEMmodel, providing ranges of variation of such DM
as a function of the imposed IDR or the damage level. From preliminary results on
the investigateddataset ofRCcolumns, the ranges of variationof period elongation
showed a large scatter of results and a significant overlap among damage levels,
making difficult the clear identification of the level of damage if period elongation
is used as DM during SHM. For the dataset of RC columns herein investigated,
period elongation less than 13% is associated to aminor damage, period elongation
up to 40% represent a moderate to severe structural damage. Period elongation
greater than 40% is associated to severe damage or collapse;

• The ranges of variation of residual drift ratios derived on the dataset for each
defined damage levels showed a good agreement with the thresholds and damage
levels classification provided by the FEMA 356, confirming the goodness of the
damage simulation and of the damage classification adopted for the study. For
the dataset under investigation, residual drift greater than 0.2% is associated to a
moderate damage. Residual drift greater than 0.8% is associated to severe damage,
whereas values of residual drift higher than 2.1% are associated to structural
collapse;

• Acorrelationbetween seismic damage level, IDRs and lateral stiffness degradation
has been derived. This can be useful for seismic damage modelling in sequential
analysis (i.e., mainshock-aftershock, earthquake followed by tsunami). For the
dataset of RC columns a stiffness degradation greater than 22% is associated
to a minor damage, while a stiffness degradation greater than 42% indicates a



194 A. Lubrano Lobianco et al.

moderate damage level. A stiffness reduction higher than 68% means a severe
damage, and degradation greater than 83% is associated with the collapse;

• A good match between the numerical results on lateral stiffness degradation and
the empirical model from Di Ludovico et al. [22] is found, attesting the reliability
of the methodology in simulating the structural performance and damage under
load reversal.

Future studies will look at extending the application of the proposed method-
ology to a wider dataset of RC columns and to more complex structural systems,
like RC frames with masonry infill walls. Furthermore, the FEM model validation
on real (or simulated) SHM processes will be performed to assess the variation of
models’ dynamic properties as a function of the experienced damage. Based on
the preliminary results of the study related to the fundamental period elongation,
other DMs related to the structural dynamic properties (e.g., modal shapes, other
modal periods) will be also monitored in the analysis, to point out their sensitivity
to structural damage for a reliable damage detection and quantification.

Acknowledgements This research is performed in the framework of the Research Project
of National Relevance PRIN 2017 “Life-long optimized structural assessment and proactive
maintenance with pervasive sensing techniques”, Prot. 20172LHSEA.
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Data-Driven Nonparametric Structural
Nonlinearity Identification Under
Unknown Excitation with Limited Data
Fusion

Ye Zhao, Bin Xu, Baichuan Deng, and Jia He

Abstract In this paper, a nonparametric data-driven NRF identification approach
for multi-degree-of-freedom (MDOF) structures under unknown input measure-
ments using limited fused dynamic response measurements is proposed, where a
double Chebyshev polynomial combined with an updated Extended Kalman filter
(UEKF) approach is employed. The proposed approach is validated numerically with
MDOF structures equipped with various nonlinear members, including MR damper
(damping-dominant) and SMAdamper (stiffness-dominant) at first. An experimental
study on a four-story steel frame model structure equipped with a MR damper on
its fourth story is carried out and the test measurement is employed to validate
the proposed method by comparing the identified excitation, unknown acceleration
response and MR damping force with test measurements. Results show that the
proposed approach is capable of identifying the NRF provided by different dampers
and unknown excitation nonparametrically, which is very helpful for post-event
condition evaluation of engineering structures where structural nonlinearity should
be considered but input is usually unknown.

Keywords Nonlinear restoring force · Updated extended kalman filter (UEKF) ·
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1 Introduction

Structural identification (SI) plays key roles in structural health monitoring (SHM).
Different from the structural stiffness, structural nonlinearity and excitations iden-
tification results can be used to estimate the structural energy consumption, the
remaining service life and remaining load-carrying capacity of structures after the
excitation of dynamic loadings [1].

In the early days, the Least Square Estimation-based algorithm was proposed to
identify structural parameterswith all the structural responses [2]. In practice, it could
be difficult to obtain all the measurements. Therefore, various methods based on the
minimum variance estimation and Bayesian principle, such as the particle filter (PF)
and Kalman filter (KF), have been proposed. But the SI with unknown excitation
is teill a challenging task. Yang et al. proposed an extended Kalman filter with
unknown input (EKF-UI) algorithm for SI with limited acceleration measurements
and unknown inputs [3]. Lei et al. extend Yang’s method with data fusion to solve the
drift problem of the SI under unknown excitations [4]. Pan et al. proposed a general
unknown input extended Kalman filter to solve the coupling problem of acceleration
and excitations [5]. Aiming at the strong nonlinear structural identification, Song
proposed an unscented minimum variance unbiased (UMVU) estimation scheme to
realize the SI via unscented transform [6]. The proposed method mainly validates
via numerical model and the structural nonlinearity model is always known.

In practice, the structural nonlinear properties are very complex and cannot be
accumed accurately in prior. Identification nonlinear structures using nonparametric
model has received great attentions. Xu et al. proposed a method to describe the
the structural nonlinearity with a nonparametric model and validated this method
with a four-degree-of-freedom steel framework model experiment [7]. After that, He
et al. presented a model-free nonlinear restoring force (NRF) identification method
with a modified observation equation based on EKF and the NRF was identified by
means of least squares estimation (LSE) at each time step [8]. In these methods, the
structural external excitations are always set to be known.

This paper proposed a nonparametric nonlinear structural identification approach
with limited measurements and unknown inputs. The double Chebyshev polynomial
combined with an updated Extended Kalman filter approach is combined. The data
fusion technique is used to avoid the drift problem in structural response forecasting.
The proposed approach was numerically validated with MDOF structures equipped
with different dampers mimicking different nonlinear behavior and experimentally
with a four-story steel frame model equipped with a MR damper.
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2 Nonparametric Polynomial Model and the EKF
with Unknown Input

In physical science and mathematics, the Chebyshev polynomial is composed of
a system of complete and orthogonal polynomials, with obvious advantages and
applications. In this study, without using any parametric models for structural
nonlinear behavior, the NRF could be described in the form of the double Cheby-
shev polynomial of structural relative velocity, relative displacement as shown in the
Eq. (1),

Ri,i−1[ẋ(t), x(t), θ ] ≈
k∑

i=0

q∑

j=0

cnoni,,i−1,h, j Th
(
v

′
i,i−1

)
Tj

(
s

′
i,i−1

)
(1)

where Ri,i-1[ẋ(t), x(t),θ ] is the NRF between the ith DOF and i − 1th DOF, vi, i−1

and si, i−1 are relative velocity and relative displacement vectors, cnoni,i−1,h, j is the
coefficient of the polynomial, k and q are integers which depend on the nature and
extent of the nonlinearity. Th(v′

i,i-1) and Tj(s′i,i-1) are Chebyshev polynomial.
The advantage of the proposed method over the conventional Kalman filter is the

estimation of the unknown excitation and identification of nonparameteric NRF, in
which unknown excitation is obtained by minimizing the observation error vector. In
this paper, the Chebyshev polynomial coefficients are introduced into the extended
state vector, which is the key to the nonparameteric structural nonlinearity identifi-
cation method. The detail steps of the proposed identification algorithm are shown
in Ref. [9]. The main flow of the algorithm is as follows,

1. Setting the initial values of the extended state vector, the error covariance matrix
and the unknown excitation.

2. Calculating priori state estimate: Using the extended state vector estimate from
the k step to predict the extended state vector from the k + 1 step.

3. Calculating estimate error covariance matrix: Using the estimated value of the
error covariance matrix at step k to obtain the predicted value of the error
covariance matrix at step k + 1.

4. Calculating Kalman gain matrix.
5. Calculating posteriori state estimate: Computing the extended vector estimated

value for step k + 1 using the extended state vector predicted value from step k
+ 1.

6. Estimating the unknown external excitation: Based on the least-squares esti-
mation, the unknown external excitation can be estimated by minimizing the
observation error vector.
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3 Numerical Simulation Validation

A seven-story shear frame model is used to validate the proposed method. In the
numerical model, the linear structural parameters are mi = 300 kg, ci = 0.2 kN·s/m,
and ki = 250 kN/m (i = 1, …, 7). An SMA damper and an MR damper are installed
on the second floor and the seventh floor of the structure to mimic the different kinds
of structural nonlinearities. In the identification algorithm, the accelerations on the
sixth floor and the fourth floor are measured, and the displacement responses on the
first and third floors are used as data fusion. The acceleration response measurements
are all polluted with white noise with a 2% noise-to-signal ratio in terms of root-
mean-square (RMS). A wide-band random excitation with frequencies ranging from
0.1 to 30 Hz is applied on the third floor of the structure. The initial values of stiffness
and damping coefficients are assumed to be 80% of the real value.

The Dahl model is used to model the NRF of the used MR damper [10]. The
parameters in the model take the following values:σ = 500 s/m, K0 = 20N/m ,
C0 = 400N · s/m and f0 = 0.

In this study, the correspondingmathematical expression of the used SMAdamper
is shown inRef. [11]. In this section, the following values are taken for the parameters,
Sa = 0.005m, Sb = 0.012m, kSMA

1 = 100 kN/m, kSMA
2 = 50kN/m.
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Fig. 1 The comparison of identified results: a unknown external excitation, b the hysteretic of SMA
damper on the second floor c the hysteretic of MR damper on the seventh floor, d the acceleration
on the sixth floor
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Fig. 2 A four-story steel
experimental model

Figure 1 shows the comparison of the identified unknown external excitation, the
hysteretic force of SMA damper on the second floor and that of MR damper on
the seventh floor with their simulated results. It can be seen from Fig. 1 that the
identified results are close to their true values with acceptable accuracy. The normal
root-mean-square errors (NRMSE) for the excitation, SMA damper, MR damper
and unmeasured acceleration on the sixth floor are 0.012, 0.025, 0.0035 and 0.0083,
respectively.

4 Experimental Validation

A four-story steel frame structure model is established in the laboratory as shown in
Fig. 2. Information on the parameters of the structural model is given in Ref. [12].
An MR damper is installed on the 4th floor of the model to mimic the nonlinear
behavior during the vibration test. A random excitation is applied on the 2nd floor.

In the experimental validation of the proposedmethod, the initial structural param-
eters, including stiffness and damping coefficients, are assumed as 80% of the refer-
ence values. The acceleration responses at the first, second and third floors are
measured, and at the same time, displacement measurements at the first and third
floors are used for data fusion. Figure 3 shows the comparison between the accelera-
tion on the fourth floor, excitation on the second floor. The comparison between the
NRF on the fourth floor and the test measurement is shown in Fig. 4 in the form of
the hysteretic curve and the time domain history, respectively.
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Fig. 3 The comparison of identified results: a unknown acceleration on the fourth, b the unknown
excitation on the second floor
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Fig. 4 The identified results of NRF: a the hysteretic of NRF on the fourth floor, b the time history
of the identified NRF

5 Concluding Remarks

In this paper, a NRF, unknown excitation and acceleration response identification
method combing the doubleChebyshev polynomial and an updated extendedKalman
filter with data fusion with limited acceleration and displacement measurements is
proposed. The approach is firstly validated numerically with a seven-story shear
model equipped with two kinds of dampers. Results show the unknwon inputs,
structural responses and NRF are identified with good accuracy. Dynamic test on
a four-story steel frame model is carried out and limited acceleration response fused
with displacements are used to validate the proposed approach. Results show that
even model error and measurement noises exist the proposed approach can identify
the damping force by the MR damper and the unknown excitation and response with
acceptable accuracy using very limited information. Identified NRF and dynamic
loading are helpful for the evaluation of the remaining service life and remaining
load-carrying capacity evaluation of structures, which are themajor taskes of damage
prognosis (DP).
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Out-of-Plane Ambient Vibration Tests
of an Infill Wall in RC Frame Subjected
to Previous In-Plane Damage

Giuseppe Santarsiero , Alessandra De Angelis, Vincenzo Manfredi ,
Francesco Santamato, Angelo Masi , and Marisa Pecce

Abstract Masonry infill walls are widely used as enclosure elements in reinforced
concrete (RC) buildings to provide thermal and acoustic insulation. Past earthquakes
have identified the masonry infill walls’ out-of-plane collapse as one of the predom-
inant modes of failure. Out-of-plane failure is characterized by brittle behavior and
it is, therefore, a threat to human safety. Moreover, the out-of-plane capacity is
significantly affected by the presence of cracks due to the in-plane damage related
to the interstorey drift. In order to identify the out-of-plane behavior of infill walls
depending on the in-plane damage, an experimental campaign based on cyclic quasi-
static tests has been initiated on a full-scale infilled RC portal frame at the Laboratory
of Structures of the University of Basilicata. The one-bay (4.5 m span), one story
(3 m height) frame infilled with two layers of hollow clay brick walls 8 and 12 cm
thick, has been subjected to in-plane loading by means of three reversed cycles
for each increasing amplitude, until the story drift was equal to 2% and extensive
damage occurred to both the infills and the RC members. After each set of three
in-plane cycles, a dynamic identification of the infills’ layers has been carried out
based on ambient vibrations in order to detect changes in its dynamic behavior. This
latter, using nine accelerometers placed on the infills’ surface. The identification tests
provided valuable information regarding the out-of-plane (OOP) frequencies during
the test as a function of the in-plane drift. The paper describes the results of in-plane
tests in correlation with the results of the ambient vibration tests.

Keywords Infill walls · Dynamic identification · Out-of-plane frequency ·
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1 Introduction

Masonry infill walls are widely used as enclosure elements in reinforced concrete
(RC) buildings to provide thermal and acoustic insulation.

Recently, the interest in the out-of-plane (OOP) response of infills has been
growing because it was found as the main cause of extensive damage on exterior
infill walls and interior partitions in RC framed buildings during recent earthquakes
in Italy and Europe (e.g., [1, 2]). Many buildings displayed a complete loss of the
masonry infill walls also at lower stories, furthermore OOP failure of a single layer
of the infill or tilting of infills were observed [3].

Various experimental tests [4–6] and theoretical studies [7, 8] were carried out
on this subject, highlighting how the OOP response of infill walls is noticeably
affected by the slenderness and the boundary conditions of the panel, the mechanical
characteristics of the masonry, the stiffness of the surrounding frame elements, and
the presence of cracks due to prior in-plane damage.

Some ambient vibration tests on damaged and undamaged infill masonry walls
with the aim of characterizing their OOP dynamic properties and understanding the
influence of the damage and opening on their OOP frequencies were carried out in
Nepal [9].

In situ tests were recently carried out also by Furtado et al. [10] on infill masonry
walls with themain goal of characterizing the dynamic properties such as the in-plane
and OOP frequencies of the panel with different characteristics.

Other ambient vibration tests including the calibration of the numerical model and
thediscussion related to the influenceof the interactionbetween infill and surrounding
RC frame on the out-of-plane response of the infill wall are described in [11, 12].

Moreover, in the last decades, the measuring of the variation in the dynamic
parameters for the detection of structural damage has appeared to be a promising
technique [13]. The dynamic behavior of structures is described by their dynamic
characteristics such as natural frequencies, mode shapes, and modal damping ratios.
The natural frequency is the most common damage feature because it is very easy to
determine with a high level of accuracy by using few sensors.

In the field of RC structures, several authors conducted shaking table tests on
frames and measured the variation in the dynamic properties due to progressive
damage [14] or numerically simulated the response of RC frames [15], also taking
into account the influence of the infill walls [16].

The paper presents the first results of an experimental campaign based on cyclic
quasi-static tests, started on a full-scale infilled RC portal frame at the Laboratory
of Structures of the University of Basilicata, with the aim to identify the out-of-
plane behavior of infill walls depending on the in-plane damage. The one-bay (4.5 m
span), one story (3 m height) frame infilled with two layers of hollow clay brick
walls 8 and 12 cm thick, has been subjected to in-plane loading by means of three
reversed cycles for each increasing amplitude until the story drift was equal to 2%
and extensive damage occurred to both the infills and the RCmembers. After each set
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of three in-plane cycles, dynamic identification of the infills’ layers has been carried
out based on ambient vibrations in order to detect changes in its dynamic behavior.

2 Experimental Tests

2.1 Specimen Description

The experimental campaign on full-scale reinforced concrete portal frames, designed
for vertical loads only according to the technical rules of the ‘70s and equipped
with different infill systems here reported, has the primary purpose of developing
integrated techniques for the seismic and energy upgrading of buildings.

The whole program comprises totally four portals structurally identical. The first
is a bare frame used as a benchmark in terms of seismic performance, the second
portal (the one here studied) is equipped with a traditional infill solution consisting
of a double layer of hollow clay bricks (12 + 8 cm thickness) with void cavity in
between, as reported in Fig. 1. Brick units shown in Fig. 1c, d have 60% of voids and
are also usually adopted in partitions. A third portal derives from the second with
the replacement of the external infill layer (12 cm thickness) with a 20 cm infill layer
devoted to reducing thermal transmittance and increasing seismic response of the

Fig. 1 Full-scale portal frame (a), section view (b) of the double layer infill made of 8 cm (c) and
12 cm (d) thick brick units (dimensions in cm)
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frame. The latest portal will be equipped with an innovative infill system still under
development. It is worth noting that all the infilled portals were equipped with also
a 1 cm plaster layer on the external sides of infills.

The RC structure is made of columns with a 30 × 30 cm cross-section, while
the beam has a 30 × 40 cm cross-section. Only one of the beam-column joints is
partially confined, as can be seen from Fig. 1.

Concrete with a mean cylinder strength equal to fc = 20 MPa and reinforcing
steel of class B450C (characteristic yield strength 450 MPa) were used. Regarding
steel, the choice is related to the scarce availability of the typical steel used in the
‘70s that is FeB32 having a characteristic yielding strength of 320 MPa. Therefore,
the amount of steel reinforcement has been reduced to allow the use of B450C steel.

The beam is provided with 12 mm diameter bars, four on the top and two on the
bottom (for the full length), while columns are equipped with four 14 mm diameter
bars placed at corners. Moreover, the beam-column joints are not provided with any
kind of hoops according to the design related to only vertical loads.

Finally, stirrups and hoops in beams and columns are equipped with 90° bents,
and due to this, they cannot be assumed as able to provide a confining effect to the
concrete section. The foundation beam has been designed to provide large stiffness
and strength compared to the column members and it is consequently reinforced.

During the concrete grouting of RC members and construction of infills, several
material specimens were collected to determine the material properties. In particular,
concrete cubes for evaluating the concrete compressive strength, cylinder concrete
specimens for tensile tests, rebar specimens for determining the yielding and ultimate
stress of the reinforcing steel. Test results showed that concrete cubic compressive
strength is 17.6MPa (significantly lower than the expected one) while the mean steel
yielding stress is 490 MPa according to the adopted steel grade.

Moreover, bricks were collected, and wallets were also constructed using the
different types of brick units, dependingon the adopted infill solutions, to be subjected
to subsequent characterization tests. Details about the type and number of specimens
collected is reported in [17].

2.2 In-Plane Test and Damage Pattern

In order to apply in-plane loading to the infilled frame, a test apparatus was purposely
designed and constructed to make it work with the loading system of the Laboratory
of Structures at the University of Basilicata.

As can be seen from Fig. 2a, the test apparatus was conceived to apply the hori-
zontal load through a hydraulic actuator connected to a reaction wall and to the
midpoint of the beam. Columns were subjected to a constant axial load exerted by
hydraulic jacks monitored during the tests. They were contrasted by steel ties rods
connected to the reaction floor. This latter was also used to restraint the foundation
beam (see Fig. 2b). Instrumentation to measure the frame displacements and defor-
mations was made-up of: (i) LVDT transducers to measure deformations of column
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Fig. 2 a Whole test apparatus, b restraint system of the foundation beam and c LVDT sensors
applied to a beam-column joint, beam and column ends

ends and beam-column joints distortions, (ii) wire transducers to measure the global
story displacement and the diagonal deformation of infill panels. Load cellswere used
to measure axial load exerted by jacks on the columns and the horizontal actuator’s
force needed to reproduce the loading history.

The experimental program (Table 1) was set in order to perform in-plane tests
with a certain level of drift applied to the beam and immediately after carrying out
an ambient vibration test allowing the modal identification of infill panels to detect
changes in their dynamic properties due to the in-plane damage.
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Table 1 Experimental program

Test n Type Drift (%) Test n Type Drift (%)

0 Identification – 12 Identification –

1 Cyclic 0.01 13 Cyclic 0.75

2 Identification – 14 Identification –

3 Cyclic 0.02 15 Cyclic 1.00

4 Identification – 16 Identification –

5 Cyclic 0.05 17 Cyclic 1.25

6 Identification – 18 Identification –

7 Cyclic 0.10 19 Cyclic 1.50

8 Identification – 20 Identification –

9 Cyclic 0.20 21 Cyclic 2.00

10 Identification – 22 Identification –

11 Cyclic 0.50

The in-plane cyclic loading has been made through a displacement-controlled
procedure increasing drift values in the range 0.01–2.0% and related story displace-
ments between 0.3 and 60mm. The maximum drift value (2.0%) was chosen in order
to lead the structure to a near-collapse condition at the end of the test. This evaluation
was based on preliminary numerical analyses carried out before the test.

According to previous experimental studies (e.g. [18]), three complete loading
cycles were performed at each drift amplitude, using a loading velocity equal to
4 mm/s.

The specimen’s responseunder cyclic in-plane loading is reported inFig. 3 through
the envelope of load–displacement curves. The positive peak load is equal to 234 kN
at 1.0% drift, while the max negative load is 248 kN at 0.5% drift.

Peak loads are about three times the values obtained from test results on the
benchmark frame (bare), which showed peak values near 80 kN [17].

First damage was observed as a detachment between frame and infill (0.5% drift)
along with diagonal cracks at the top end of the column and beam on the left (see
Fig. 4a). These cracks progressively widened involving the joint panel.

Masonry crushing started at 1.00% drift on the internal infill’s leaf (see Fig. 4b).
Figures 4c, d show the main damage patterns on the thicker (12 cm) infill layer’s

side for the max applied drift (2%). Damage on the right side of the frame is repre-
sented by the column top end’s shear failure, with a significant residual displacement.
Localized crushing of the masonry infills has been observed at both sides of the infill
panel, caused by the interaction betweenmasonry andRC frame,while the substantial
absence of cracks in the central part of infill walls was observed.
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Fig. 3 Load-drift envelope of in-plane loading

3 Out-of-Plane Ambient Vibration Investigations

3.1 Test Setup of the Ambient Vibration Tests

There are basically two different experimental measurement methods: the ambient
vibration test (AVT) and the forced vibration test (FVT). In the FVT, the structure is
vibrated by a known input force, such as impulse hammers, drop weights, and elec-
trodynamics shakers. In the AVT, only the response is measured using environmental
excitation, such as wind, human walking, or traffic.

The main advantages of the AVT are (a) testing is cheap and fast; (b) testing does
not interfere with the operation of the structure; (c) the measured response represents
the real operating conditions of the structure.

In this paper, according to the symmetry of the out-of-plane dynamic response,
the ambient vibration tests were carried out using 9 accelerometers distributed as
following: 7 accelerometers on the infill wall and 2 accelerometers on the RC frame
as reported in Fig. 5. The adopted sensors are uniaxial servo-accelerometers with
the following characteristics: 10 V/g sensitivity, ±0.5 g measurement range and
frequency range from 0.15 to 1000Hz. The equipment used for the tests also includes
signal cables, a 16-channel data acquisition system, a signal amplifier and a portable
computer.

As already said, two ambient vibration tests, named test_0, were conducted sepa-
rately, first on the internal leaf and then on the external one according to the test setup
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Fig. 4 Final damage state: a left side and b right side of the frame

in Fig. 5, to investigate the out-of-plane dynamic response of the tested frame with
the infill wall in a healthy state.

The frequencies obtained from these tests have been considered as a reference
for the subsequent correlation analysis, described in the following section, between
the first out-of-plane frequencies (of the entire system (frame + infill wall) and the
internal and external leaves) and the in-plane damage.

During the in-plane test, instead, the test setup adopted for the ambient vibration
tests after each cycle of in-plane loading, is reported in Fig. 6, since it was not possible
to move the accelerometers from one leaf to another one during the in-plane tests.
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Fig. 5 Layout of the ambient vibration Test_0

3.2 Modal Identification Results and Correlation
with the In-Plane Damage.

System identification techniques obtained through ambient vibration measurements
have becomevery attractive due to themain advantages of theAVT.Moreover, system
identification results based on ambient vibration tests can provide an accurate and
reliable description of dynamic characteristics for a structure. In OMA (Operational
Modal Analysis), the structure is excited by unknown input force, and the structure’s
responses are measured.

In this case, the ambient vibration response of the specimens was acquired for
900 s at a sampling frequency of 200 Hz. Before the data elaboration, i.e., extracting
the modal properties, the time series have been deeply inspected. It was found that
accelerometers indicated with 6, 7 and 8 in Fig. 6 were out of order due to damage
of the specimen during the in-plane tests; as a consequence, the data recorded from
these sensors have been neglected in the analysis, i.e. these accelerometers are not
be considered in the present work.

The OMA technique named Frequency Domain Decomposition (FDD) has been
applied. FDD is a nonparametric frequency domain technique meaning that modal
parameters are estimated directly from curves. The frequencies are obtained by the
simple Peak Picking technique applied in the first singular value line of the singular
value decomposition (SVD) plot. The theoretical background of FDD is published
in many references, including [19–21].

In this case, three clearmodes were identified for the tested structure in the healthy
state as reported in Table 2.
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Fig. 6 Layout of the ambient vibration Test_2-22: a external leaf; b internal leaf
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Table 2 Modal identification
results (Test_0)

Mode Frequency (Hz)

1st mode of the frame-infill system 6.25

1st out-of-plane mode of the internal leaf 30.08

1st out-of-plane mode of the external leaf 39.99

The same processing was carried out for all ambient vibration tests at the end
of each in-plane cycle load. The results obtained are summarized in Table 3, which
shows the experimental frequencies for each step of the test and its variation with
respect to the corresponding frequencies of Test_0 representative of the health
specimen’s status.

Moreover, the evolution of the frequencies during the test is reported in Fig. 7.
As shown inTable 3, it can be assumed that there is not a significant variation of the

out-of-plane frequencies up to test 10 since values less than 1% have been registered.
This result is consistent with the damage pattern found during the in-plane tests; in
fact, up to test 9, no cracks appeared on the frame or on the infill walls.

At the end of test 9 (in-plane cyclic test), slight signs of detachment were found,
which mainly affect the plaster; the subsequent ambient vibration test (Test_10)
revealed a slight variation of the out-of-plane frequency with a maximum value of
about 3% for the first mode of the whole system (frame + infills) while values
of frequency variation lower than 1% are detected for the out-of-plane frequencies
related to the internal leaf (−1%) and external one (−0.2%).

However, significant variation (higher than 5%) of the out-of-plane frequencies
have been detected at Test_12. This is probably related to the extended detachment

Table 3 Modal identification results (all tests)

Test Drift (%) 1st mode frame-infill
wall

1st out-of-plane mode
internal leaf

1st out-of-plane mode
external leaf

f1 (Hz) �f1 (%) f2 (Hz) �f2 (%) f3 (Hz) �f3 (%)

0 – 6.25 30.08 39.99

2 0.01 6.25 0.0 30.08 0.0 39.99 0.0

4 0.02 6.25 0.0 30.24 0.5 39.88 −0.3

6 0.05 6.25 0.0 30.02 −0.2 39.98 0.0

8 0.10 6.19 −1.0 29.86 −0.7 39.93 −0.1

10 0.20 6.04 −3.4 29.79 −1.0 39.90 −0.2

12 0.50 5.90 −5.6 24.84 −17.4 37.22 −6.9

14 0.75 5.58 −10.7 24.94 −17.1 36.69 −8.3

16 1.00 5.50 −12.1 22.47 −25.3 33.30 −16.7

18 1.25 5.32 −15.0 22.44 −25.4 32.90 −17.7

20 1.50 4.91 −21.4 22.22 −26.1 32.57 −18.6

22 2.00 4.16 −33.4 18.67 −37.9 29.93 −25.2
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Fig. 7 Evolution of the frequencies during the test

along the perimeter of the infill wall and due to the cracks at the upper beam of
the RC frame found in the previous in-plane cyclic test (Test 11) already described
and shown in Fig. 4a. At this stage, the maximum value of about 17% of frequency
decrease was obtained for the infill wall’s internal leaf.

Starting from Test 12, according to the increase of in-plane damage, there is a
significant decrease in the out-of-plane frequency. It is worth noting that the higher
value of frequency reduction is related to the internal leaf (8 cm thick). This result
agrees with the progressive damage detected during the in-plane cyclic tests; in fact,
as shown in Fig. 4b, themasonry crushing started at 1.00% drift on the internal infill’s
leaf.

At the last test conducted (Test_22), the extracted frequencies for thefirst three out-
of-plane modes considered are respectively 4.16 Hz, 18.67 Hz and 29.93 Hz. There-
fore, values of the out-of-plane frequency variations up to 25%- 38% are detected
for all the identified modes. At the previous in-plane cyclic stage (Test_21) localized
crushing of the masonry infills have been observed at both sides of the infill panel
caused by the interaction between masonry and RC frame.

Therefore, it can be stated that the first remarkable stiffness reduction of infills
is observed for a drift of 0.5%, corresponding to the damage limitation state (SLD)
prescribed by the Italian seismic code (17% and 8% frequency reduction for the
internal and the external infill layers respectively). For higher drift values, which
could be referred to a life safety condition (e.g. 1.0% drift or more), the frequency
reduction ranges between 16 and 25%.

Thus, the variations of the out-of-plane frequencies, here detected, are strongly
related to the type and amount of damage observed during the in-plane cyclic tests.

As highlighted by recent studies [22–24], the masonry infill walls damaged by
in-plane actions are characterized by an out-of-plane response with reduced strength
and stiffness with respect to an undamaged infill. Obviously, the reduction of the
OOP response (the stiffness in this case) depends on the IP damage level, and it can
be evaluated by empirical formulation recently proposed in the literature [25].
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These results lead the authors to believe that it could be a promising technique for
the detection of structural damage even using a limited number of sensors. Surely,
other tests are needed to validate the obtained results and compare them with the
expected out-of-plane stiffness reduction from existing literature formulations.

4 Conclusions

In this paper, the first results of an experimental campaign based on cyclic quasi-static
tests started on a full-scale infilled RC portal frame at the Laboratory of Structures
of the University of Basilicata are reported.

The main objective is identifying the out-of-plane behavior of infill walls
depending on the in-plane damage.

The one-bay (4.5 m span), one story (3 m height) frame infilled with two layers of
hollow clay brick walls 8 and 12 cm thick, has been subjected to in-plane loading by
means of three reversed cycles for each increasing amplitude until the story drift was
equal to 2% and extensive damage occurred to both the infills and the RC members.
After each set of three in-plane cycles, dynamic identification of the infills’ layers
has been carried out based on ambient vibrations to detect changes in its dynamic
behavior.

Results show that the external layer (12 cm thick) is subjected to lower damage
with respect to the internal one (8 cm thick), as shown by a lower frequency reduction.

It is shown as the identification of the out-of-plane frequencies and their variations
could be a promising technique for the detection of structural damage even using a
limited number of sensors.

Acknowledgements The work reported in this paper was partly carried out within the frame-
work of the DPC-ReLUIS 2019-21 Project, WP5 “Rapid, low impacting and integrated upgrading
interventions and WP17 "Code Contributions for non-structural components”.

References

1. Masi A, Chiauzzi L, Santarsiero G, Manfredi V, Biondi S, Spacone E, Del Gaudio C, Ricci
P, Manfredi G, Verderame GM (2019) Seismic response of RC buildings during the Mw
6.0 August 24, 2016 Central Italy earthquake: the Amatrice case study. Bullet Earthq Eng
17(10):5631–5654

2. Vicente RS, Rodrigues H, Varum H et al (2012) Performance of masonry enclosure walls:
lessons learned from recent earthquakes. Earthq Eng Eng Vib 11:23–34

3. Braga F, Manfredi V, Masi A, Salvatori A, Vona M (2011) Performance of non-structural
elements in RC buildings during the L’Aquila, 2009 earthquake. Bull Earthq Eng 9:307–324

4. Hak S, Morandi P, Magenes G (2014) Out-of-plane experimental response of strong masonry
infills. In: Presented at the second European conference on earthquake engineering and
seismology, Istanbul.



218 G. Santarsiero et al.

5. Pereira PMF, Pereira NMF, Ferreira DJE, Lourenço PB (2011) Behavior of masonry infill
panels in RC frames subjected to in plane and out of plane load. In: 7th Amcm international
conference, Krakow, Poland

6. Ricci P, Di Domenico M, Verderame GM (2018) Experimental investigation of the influence
of slenderness ratio and of the in-plane/out-of-plane interaction on the out-of-plane strength of
URM infill walls. Constr Build Mater 191:505–522

7. Abrams DP, Angel R, Uzarski J (1996) Out of plane strength of unreinforced masonry infill
panels. Earthq Spectra 12(4):825–844

8. Manfredi V, Masi A (2014) Combining in-plane and out-of-plane behaviour of masonry infills
in the seismic analysis of RC buildings. Earthq Struct 6(5):515–537

9. Varum H, Furtado A, Rodrigues H, Oliveira J, Vila-Pouca N, Arêde A (2017) Seismic perfor-
mance of the infill masonry walls and ambient vibration tests after the Ghorka 2015. Nepal
earthquake. Bull Earthq Eng 15(3):1185–1212

10. Furtado A, Rodrigues H, Arede A, VarumH (2017)Modal identification of infill masonry walls
with different characteristics. Eng Struct 145:118–134

11. De Angelis A, Pecce MR (2018) Out-of-plane structural identification of a masonry infill wall
inside beam-column RC frames. Eng Struct 173:546–558

12. Rainieri C, Di Domenico M, De Risi MT, Ricci P (2019) Output-only modal testing and
model validation of unreinforced masonry infill walls in reinforced concrete frames. In: 8th
international operational modal analysis conference, Copenhagen

13. Doebling S, Farrar C, Prime M (1998) A summary review of vibration-based damage
identification methods. Shock and Vibration Digest 30:91–105

14. Li S, Zuo Z, Zhai C, Xu S, Xie L (2016) Shaking table test on the collapse process of a
three-story reinforced concrete frame structure. Eng Struct 118:156–166

15. Paultre P, Weber B, Mousseau S, Proulx J (2016) Detection and prediction of seismic damage
to a high-strength concrete moment resisting frame structure. Eng Struct 114:209–225

16. PepeV,DeAngelisA, PecceMR (2019)Damage assessment of an existingRC infilled structure
by numerical simulation of the dynamic response. J Civ Struct Heal Monit 9:385–395

17. Ventura G, Masi A, Santarsiero G, Manfredi V, Digrisolo A, Nigro D (2019) Sviluppo di
tecniche integrate di miglioramento delle prestazioni sismiche ed energetiche: descrizione
e risultati preliminari del programma sperimentale su portali in c.a..Convegno ANIDIS
L’ingegneria Sismica in Italia – Ascoli Piceno, Italy, 15–19 September 2019

18. Masi A, Santarsiero G (2013) Seismic tests on RC building exterior joints with wide beams.
Adv Mater Res 787:771–777

19. Brincker R, Zhang L, Andersen P (2001) Modal identification of output-only systems using
frequency domain decomposition. Inst Phys Publ Smart Mater Struct 10:441–445

20. Gade S, Moller N, Herlufsen H (2006) Identification techniques for operational modal anal-
ysis—an overview and practical experiences. In: 24th conference and exposition on structural
dynamics (IMAC–XXIV), Missouri

21. Brincker R, Ventura C, Anderson P (2003) Why output-only modal testing is a desirable tool
for a wide range of practical applications. In: 21st international modal analysis conference
IMAC, Kissimmee, Florida

22. Kadysiewski S, Mosalam KM (2009) Modelling of unreinforced masonry infill walls
considering in-plane and out-of-plane interaction. Pacific Earthquake Engineering Research
Center

23. Agnihotri P, Singhal V, Rai DC (2013) Effect of in-plane damage on out-of-plane strength of
unreinforced masonry walls. Eng Struct 57:1–11

24. Ricci P, Di Domenico M, Verderame GM (2018) Experimental assessment of the in-plane/
out-of-plane interaction in unreinforced masonry infill walls. Eng Struct 173:960–978

25. Di DomenicoM,DeRisiMT, Ricci P, VerderameGM,Manfredi G (2021) Empirical prediction
of the in-plane/out-of-plane interaction effects in clay brick unreinforced masonry infill walls.
Eng Struct 227:111438



Assessment of an Historical Masonry Bell
Tower by Modal Testing

Alessandra De Angelis , Francesco Santamato, and Marisa Pecce

Abstract Masonry heritage structures are among the most vulnerable typologies
during earthquake. Their safety assessment requires a higher degree of accuracy due
to the lack of knowledge on the original design and the construction procedures.
The collection of information about the hidden geometry and the material properties
should be performed by non-destructive techniques to avoid any damage to the artistic
value. Moreover, for the assessment of the structural behavior a reliable method is
the structural identification by on-site dynamic test. In this paper the results of the
ambient vibration test and operational modal analysis are reported to calibrate a FE
model of the historical masonry bell-tower of S. Sofia. The bell tower of S. Sofia
is part of the monumental complex of S. Sofia, in Benevento together with the S.
Sofia church, themonastery and the fountain. In 2011, this monumental complex was
added in theWorld Heritage List of UNESCO. The bell tower is about 26 m high and
it is characterized by a shaft which extends for a height of about 12m, it has the shape
of a hollow parallelepiped with a square base. The belfry is characterized by regular
and equal openings on all four faces and it is surmounted by an octagonal lantern
with a dome with eight segments. The calibrated model of the tower underlines the
collaboration of a heavy external stone coating in the structural response.

Keywords Structural identification · Bell tower · Ambient vibration test · FE
model

1 Introduction

Ancientmasonry towers constituting themain part of the Italian architectural heritage
are the most vulnerable typology among traditional and monumental structures as
shown by the last seismic events in Italy such as the Emilia earthquake (2012) and
the Amatrice earthquake (2016).
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The structural safety assessment of a masonry tower requires both analytical and
experimental analyses with a higher degree of accuracy due to the lack of knowledge
of the original design and the construction procedures. Therefore, field survey of
the structure and its crack pattern, including non-destructive or slightly destructive
tests for the mechanical characterization of the materials is the starting point for
the finite element modelling of the structure. However, always there are several
uncertainties in geometry and material properties but also in boundary conditions.
For this reason, dynamic testing and experimental modal analysis have received great
attention since they are useful to have a complete description of the dynamic behavior
of the structures. In particular, Ambient Vibration Tests (AVT) are practical and
economical dynamic tests that permit an accurate identification of modal parameters
of structures without disturbing their current functionality [1]. This procedure has
been widely applied to bell- towers [2–6] and historical masonry structures [7].

It is also worth to underline that, the use of finite element (FE) model updating
techniques allows obtaining useful information on the boundary conditions and
mechanical properties of the constituent materials as shown by many researchers
[8–12].

In the paper, the dynamic behavior of an important historical structure, the S.
Sophia bell-tower, in Benevento, Italy, is investigated by ambient vibration test and
operational modal analysis. AVT has been carried out on the bell-tower in a partic-
ularly windy days (24th January 2020) in order to determine its dynamic behavior
and develop a subsequently model updating. The extraction of the modal parameters
(frequencies and modal shapes) from ambient vibration data has been carried out
by using the ARTeMIS software [13] both in the frequency and time domain. Two
different well-known identification techniques—the Enhanced Frequency Domain
Decomposition (EFDD) [14] and -the Stochastic Subspace Identification (SSI) [15]
were applied yielding to very similar results for all identified modes.

The investigation was completed developing a 3D finite element model of the
bell-tower and the correlation between measured and predicted modal parameter is
presented and discussed showing the importance of modelling the external stone
façade.

After that calibration the model allows to study the seismic risk of the structure.

2 The Case Study of S. Sophia Bell-Tower

2.1 Description of the Structure

The bell-tower of S. Sophia in Benevento, Italy (Fig. 1), is part of the monumental
complex of S. Sofia, including the S. Sofia church, the monastery and the fountain. In
2011, this monumental complex was added in the World Heritage List of UNESCO
and actually it is the most important symbol of the city itself.
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Fig. 1 aThe S. Sophia complex inBenevento and b a view of the bell-towerwith analysis directions
reference labels

The construction of the bell-tower started at the bidding of Gregory II, abbot of
Saint Sophia, between 1038 and 1056 as reported by the stone epigraph embedded
in the façade of the bell tower.

In 1688, Benevento was struck by a severe earthquake during which the church
was partially destroyed by the collapse of the dome and the bell tower, standing on
the left of the church’s façade. The bell tower, under reconstruction, collapsed again
in 1702 due to another earthquake; therefore, it was decided to rebuilt it away from
the church itself.

The present bell-tower (about 26 m high), with the principal façade exposed to
the North-West direction, consists of the main body, belfry and pinnacle. The main
body has got a square plan with a side of about 5.2 m from the base to the level of the
belfry where it reaches 4.8 m. The pinnacle is constituted by an octagonal cell (about
1.5 m high) and pyramidal cusp. Inside there is a stone stairway that gives access
to the belfry (12.70 m) and a wooden stairway up to the floor at 7.0 m. There is a
door at the base level of the tower on North-East facade. Some small quadrangular
openings exist on the different levels of the main body. There is also a large arch
type opening on each facade of the belfry.

2.2 In-Situ Investigations

An accurate investigation on the structure to reach an in-depth knowledge of its
geometry as well as of the adopted materials was performed. A topographic and
photographic survey with a drone together with a direct in situ inspections were
conducted on the bell tower to generate a graphical representation with planar and
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Fig. 2 Front prospect and planar views of the bell-tower

vertical views as well as cross-sections. In particular, the survey helped to determine
wall thickness at the different levels (which varied from 0.5 to 1.1 m), the thickness
and configuration of the masonry vaults and reinforced concrete (RC) slabs, the
horizontal and vertical layout of the stairs and the location of the openings. Figure 2
shows the front prospect and four plant views along the height of the tower.

The materials survey was made by a preliminary visual analysis to define the
variability of materials and texture. Surface plaster was removed at various internal
points to identify masonry texture (framewith dimensions about 50× 50 cm). Visual
scanning was also accomplished with a video camera through the holes (diameter
40 mm) realized in the walls. It was found that the tower comprises faced masonry
with an external covering and an internal texture characterized by roughly squared
stones with a regular shape (Fig. 3a) for the main body (up to 12.70 m) while the
internal texture is made by heterogeneousmasonry with red clay bricks, natural stone
conglomerate andmedium-sizedpebbles the for thewalls of the upper levels (Fig. 3b).
A similar texture was found for the circular wall at the staircase (Fig. 3c).

The external covering was constructed by well-squared and aligned prismatic-
shaped stones approximately 25 cm thick and with thin mortar joints of 1.5 cm.
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Fig. 3 Internal texture of the main body walls (a), belfry walls (b) and circular wall at staircase (c)

To evaluate the mechanical properties of the masonry of the main body a double
flat-jack was performed obtaining a compressive strength equal to 6.64 MPa and a
modulus of elasticity of 3728 MPa.

3 The Ambient Vibration Test

3.1 The Test Setups

TheAVTwas conducted on the tower tomeasure the dynamic response in 11 different
points, with the excitation being associated only to environmental loads. It should be
noted that these measurements were executed on a particularly windy day and that
the structure was not subjected to any other action.

The tests were conducted using a 16-channel data acquisition systemwith tri-axial
MEMS piezoelectric accelerometers with a nominal sensitivity of about 1 V/g; the
accelerometers were installed by means of special metal bases fixed directly on the
walls with expansion anchors (Fig. 4) and connected to a centralized data acquisition
board by means of long transducer cables.

Figure 5 shows a schematic representation of the sensor’s layout; since only 5
sensorswere available for the testing three set-upswere used to cover the 11measure-
ment points of Fig. 5 leaving one sensor (placed at point P3 in Fig. 5) at the same
position for reference measurements. It is worth to note that the layout has been
established according to the preliminary results of a modal analysis carried out on a
simplified model of the structure.

For each setup, time series of 30 min were collected with a sampling frequency
of 1000 Hz.
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Fig. 4 Accelerometers and acquisition board used for the tests

3.2 Data Processing and OMA

The data recorded from sensors belonging to setup 1 were not used for the analysis
presented in the following because their measurements resulted very noisy.

The signals measured were treated; in particular a cut-off frequency of 25 Hz has
been adopted for the low-pass filter while the frequency sampling was decimated
to 50 Hz. The goal of the measurements consisted in identifying the first 5 natural
frequencies and correspondingmode shapes, with the purpose of calibrating the finite
element model.

The extraction of the modal parameters from ambient vibration data was carried
out according to the Operational Modal Analysis (OMA) by using, in partic-
ular, the EFDD-Enhanced Frequency Domain Decomposition [14] and the SSI-
Stochastic Subspace Identification [15] methods. The SSI method, computation-
ally more consuming, has been applied in order to validate the results obtained by
using the EFDD technique and also to have a more accurate identification in case of
closely-spaced modes as it is expected in this case.

After a deep analysis of the Singular Value Decomposition diagrams (SVD) only
eight channels were selected for the identification analysis.

The first 5 frequencies identified for each method are shown in Table 1. As
expected, the identified modes can be classified as bending and torsional modes.
They have been compared through the frequency discrepancy using Eq. (1) and
MAC values.

Df = (fSSI − fEFDD)/fSSI (1)

The results in Table 1 demonstrate the consistency of the two methods in terms
of natural frequencies with the Df being generally less than 2%. A good agreement
is also found for most mode shapes, with the MAC values ranging between 0.93 and
0.98 for the bending modes while for the torsional mode the MAC value is 0.86.
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Fig. 5 Lay-out of the accelerometers on the bell-tower

Table 1 First five natural frequencies identified from ambient vibration measurements

Mode N Mode type f EFDD (Hz) f SSI (Hz) Df (%) MAC

1 1st Bending E-W 3.17 3.18 0.31 0.95

2 1st Bending S–N 3.22 3.23 0.31 0.97

3 Torsion 11.86 12.03 1.41 0.86

4 2nd Bending ES-NW 12.38 12.42 0.32 0.98

5 2nd Bending EN-SW 12.86 12.91 0.39 0.93
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3.3 Modes Identification

The mode shapes identification has been carried out by introducing some note rela-
tions between the measured and unmeasured degrees of freedom of the structure as
shown in Fig. 6. It is evident that from the identification procedure it is possible
to classify mode 1 (East–West direction), mode 2 (North–South direction), mode 4
(East–West direction) and mode 5 (North–South direction) as bending modes, and
mode 3 as torsional mode.

4 Numerical Modelling

In order to better interpret the dynamic behavior of the masonry bell tower and
increase the confidence on the collected experimental data, a numerical 3D finite
element model of the tower was built by using the FE code MIDAS FEA NX [16]
using the macro-modelling approach, i.e. the masonry was modelled as an isotropic
continuum. A three-dimensional view of themodel is shown in Fig. 7.Masonry walls
were modelled by means of Solid elements (8 node brick elements) paying attention

Fig. 6 Vibration modes identified from the AVT
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Fig. 7 Finite element model without (a) and with (b) the external stone covering layer

to reproduce the main geometrical irregularities in the wall thickness. The major
openings in the tower were reproduced together with the vaults. Only structural
elements were included in the model whereas non-structural elements (i.e., bells,
ledge stone, stairs) are considered as extramasses.As support conditions, it is decided
to assume all displacements of the base nodes fixed.Moreover, in order to understand
the role of the external stone covering, two models were developed: (i) Model A in
which the stone covering is considered only as mass and (ii) Model B in which the
external stone covering is modelled as another layer of masonry with its thickness,
as estimated by in situ inspections and shown in Fig. 7b. The elastic properties for
the materials reported in Table 2 were adopted for the preliminary model according
to the survey and the technical literature.

The numerical frequencies obtained according to the Model A in which the
external stone covering is considered only as a mass are reported at the third column
of Table 3. The correlation between the dynamic characteristics of the model and
the experimental results (both EFDD and SSI estimates) is also shown in Table 3 via
the frequency discrepancy. The results show a not good correlation with frequency
discrepancy ranging from −42 to −52%. Such differences are surely related to the
fact that for small vibrations the external stone covering is collaborative; therefore a
new model, called Model B, where the external stone covering is modelled as a layer
with its thickness, was developed.
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Table 2 Material elastic properties

Element Elastic modulus E (MPa) Poisson’s ratio Specific weight γ
(kN/m3)

External stone covering 11,000 0.25 24

Masonry of the main
body

2760 0.25 22

Masonry of the belfry 1420 0.25 20

Vaults 1770 0.25 19

Concrete slab 30,000 0.20 25

Table 3 Comparison between the numerical frequencies (Model A) and the experimental ones

Mode N Mode type f FEA (Model A) (Hz) EFDD SSI

fexp(Hz) Df (%) fexp(Hz) Df (%)

1 First bending
E-W

1.78 3.17 −43.85 3.18 −44.03

2 First bending
N-S

1.98 3.22 −38.51 3.23 −38.70

3 Torsional 5.72 11.86 −51.77 12.03 −52.45

4 Second bending
ES-NW

6.96 12.38 −43.78 12.42 −43.96

5 Second bending
EN-S

7.37 12.86 −42.69 12.91 −42.91

The natural frequencies and corresponding mode shapes obtained from the finite
element analysis by the Model B are presented in Fig. 8. It can be clearly seen that
the first one is a bending mode in East–West direction (f= 3.47 Hz), the second is a
bending mode in South-North direction (f= 3.54 Hz), and the third one is a torsional
mode (f = 11.37 Hz), respectively. Because of the nearly symmetric shape of the
tower, the first two bending modes of the tower have close frequency values. The
frequencies of 13.17 Hz and 13.69 Hz are related to the second bending modes in
ES-NW and EN-SW direction, respectively.

In the following for the process of structural identification the numerical frequen-
cies obtained from Model B and the estimates from SSI method as experimental
frequencies are adopted.

4.1 Structural Identification Procedure

The modal analysis results indicate that the initial theoretical frequencies are lower
than the experimental frequencies,whilemode shapes have a good agreement. Taking
into account the uncertainty related to some parameters with major influence in the
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Fig. 8 The numerical natural frequencies and corresponding mode shapes

dynamic behavior of the tower, such as the Young’s modulus and shear modulus
of the walls, it was decided to update the finite element model by trial-and-error,
until a suitable coincidence with the experimental results for the first five natural
frequencies was registered.

The calibrated elastic properties were defined minimizing the total frequency
discrepancy (2):

Df = (fFEM − fSSI)/fSSI (2)

The manual tuning provided the optimal values reported in Table 4.
The comparison between the natural frequencies from dynamic identification

(estimates obtained from SSI method) and those from numerical model is reported
in Table 5. A good correlation between measured and calculated frequencies was
obtained, especially for the first and second couple of bending modes being Df

less than 5%. A higher value of frequency discrepancy equal to 13% was found
for the torsional mode. In terms of modal shape (MAC values) a good correlation

Table 4 Optimized material properties

Element Elastic modulus E (MPa) Specific weight γ (kN/m3)

External stone covering 7500 24

Masonry of the main body 3750 22

Masonry of the belfry 1440 19

Vaults 1800 18

Concrete slab 30,000 25
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Table 5 The correlation between the numerical and experimental frequencies

Mode fSSI(Hz) fFEM(Hz) Df(%) MAC (%)

First bending E-W 3.18 3.19 0.25 89

First bending N-S 3.23 3.32 2.84 89

Torsional 12.03 10.38 −13.72 79

Second bending ES-NW 12.42 12.24 −1.50 76

Second bending EN-S 12.91 12.72 −1.44 71

was found only for the first three modes. However, the correlation between theoret-
ical and experimental modes seems to provide a sufficient verification of the model
assumptions, being a one-to-one correspondence between the mode shapes, even if
further investigations on the stone covering could contribute to the efficiency of the
procedure.

5 Remarks and Future Perspectives

In this paper the investigations carried out to assess the model of the S. Sophia bell-
tower, in Benevento, Italy, are described. In particular the calibration of the model
using the AVT results by the OMA procedure was developed, extracting the modal
parameters (frequencies and modal shapes) both in the frequency and time domain.
The following conclusions can be drawn from this study:

1. The fundamental mode of the tower, with a natural frequency of about 3.18 Hz,
involves bending in E/W direction. The coupled motion (3.23 Hz) is referred to
N/S direction.

2. The second couple of bending modes are around 12.4–12.9 Hz and between
these two couples of modes there is a torsional mode at a value of about 12 Hz.

3. A very good agreement, with a frequency discrepancy less than 2%, was found
for the modal estimates obtained from the two classical OMA methods, EFDD
and SSI.

4. The modelling of the external stone covering with squared stone blocks played
an important role in the updating of the model; a good correlation between
measured and calculated frequencieswas obtained for thefirst and second couple
of bending modes being the frequency discrepancy less than 5%

5. A lack correlation was found for the torsional mode as well as for the mode
shapes of the higher modes since the MAC values are less than 80%.

The study demonstrated the importance of the stone covering in the procedure
of structural identification underlying that in monumental constructions the heavy
stone coverings have a not negligible role in the dynamic response and it is necessary
to investigate their characteristics. Finally the low efficiency of the model respect to
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the higher modes highlights the probable influence of the soil structure interaction,
that will be the next step of this research.
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Data Processing Strategies
for Monitoring an Offshore SPM System

Paolo Castelli, Michele Rizzo, and Ostilio Spadaccini

Abstract Near the offshore production platform Vega A, the tanker FSO Leonis is
moored to a steel column with circular section, 130 m high and 10 m in diameter,
installed in 1988 in the Sicilian Channel, the connection is via a bridge structure
(yoke) with welded steel box sections that make up the system SPM (Single Point
Mooring). The structural system, steel yoke and column with its cylindrical hinges,
is calls-to the actions of the sea that induce cyclic stresses and fatigue. The document
presents the improvement strategies of the monitoring system of the structure that
connects the ship to the column, originally installed in October 2009. The original
monitoring system is composed of strain gauges sensors, in fiber optic, and incli-
nometers biaxial that detect rotations of the column and the bridge. New gyro on the
tanker FSO and optical thermal sensors on yoke are installed, and a new control unit
will allow, together with the inclination data, to verify the ship’s pull on the column.
The new control unit will have a high acquisition frequency that will allow us to
investigate the structural modes shape of the system and yoke. The results allowed
to evaluate the critical conditions of the structural system and to define a program of
monitoring and maintenance of structures.

Keywords Offshore · Single point mooring · Dynamic identification · Operational
modal analysis

1 Introduction

The tanker ship Leonis is located in the VEGA field that is approximately 12 miles
south of the southern coast of Sicily, off the coast of Pozzallo. The field includes
the platform called VEGA-A for the exploitation of the oil field and a 110,000 ton
floating deposit obtained from the transformation of the former oil tanker Leonis
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in FSO (Floating—Storage—Offloading). The float is moored at SPM (single point
mooring) located about 1.5 miles from the platform and connected to it via pipelines.
In Fig. 1 the ship Leonis and the SPM (column and yoke) are shown.

Single Point Mooring Systems (SPM) are designed to accommodate high draft
tankers as they transfer crude oil and fuel oil to and from shore. The study configu-
ration of this paper is shown in Fig. 1. The characteristics of the system is column
with the rotating head and its anchoring by means of a spherical hinge to the seabed.
This articulated system allows, through the connection system with the ship (Yoke),
a series of articulated rigid body movements. The frequency of these movements are
characterized by several hundredths of seconds, as shown in the section below.

The current SPMmonitoring is constituted by a series of optical strain gauges and
installed on the ship (# 25 strain gauge sensors, Fiber Bragg Gratings (FBG)) and
on the Yoke (# 12 strain gauge sensors, Fiber Bragg Gratings (FBG)). Two biaxial
inclinometers were also installed on SPM (# 2 × 2 inclinometer sensors).

Therefore both themonitoring systems installed are able to reconstruct the actions
of the sea states and the wind e the correlations with the strain in the element.

In Fig. 2 the location of sensors on the Yoke are shown. The time data acquisition
for stress is 60 min with a sampling frequency fc = 0.5 Hz, while tilt angles are
recordedwith a sampling frequency fc= 1Hz. The direction of the ship is recorded by
handby theCaptain ofLeonis. The conditions of sea andwind conditions are available
by the monitoring system on the platform. FBG sensors are a multiplexed strain and
temperature monitoring system based on Fiber Bragg Gratings. The multiplexed
acquisition system of the optical strain gauges is composed of a control unit that

Fig. 1 VEGA field, SPM, the ship Leonis and the mooring system
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biaxial inclinometer 

optical fiber strain gauges 

Fig. 2 VEGA field, The SPM monitoring system

acquires through 16 channels the signals from the sensors; the sensors are installed
both on the ship that yoke (63 sensors, strain and temperature).

In the next sections we will be analyzed the data made available by the monitoring
system. In particular we can see how it is possible to perform a dynamic identification
system; in addition, through the analysis of these, through the use of only the data
of inclinometers and strain gauges we can perform a structural health analysis.

2 The Output-Only Monitoring

The SHM relies on the repetitive observation of damage-sensitive features such as
natural frequencies. The difficult is that changes in temperature, relative humidity,
operational loading, and so on also influence those features. This influence is in
general nonlinear and also nonlinear is the system SPM-Yoke-Vessel. In this work,
the technique based on kernel principal component analysis, improved by Reynders,
Wursten and De Roeck [1], is developed for eliminating environmental and opera-
tional influences. It enables the estimation of a general nonlinear system model in
a computationally very efficient way. The technique is output-only, which implies
that only the damage-sensitive features need to be measured, not the environmental
parameters. In thismethod the nonlinear output-onlymodel is identified byfitting it to
the damage-sensitive features during the undamaged state. Afterwards, the structure
is monitored by comparing the model predictions with the observed features. The
method is modified by using a Gaussian RBF (radial base function) more powerful
than the original method, as described in the job of Rizzo, Spadaccini and Castelli
[2, 3] and Rizzo and Spadaccini [4].

The method used for the identification of frequencies is the Stochastic Subspace
Identification algorithm (SSI), which compute state space models from given output
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data. The following are the basic steps of the method as shown in Peeters and De
Roeck [5], in the covariance-driven version of the algorithm. The output yk ∈ �l is
supposed to be generated by the unknown stochastic system of order n:

x S
k+1 = AxS

k+1 + wk

yk = CxS
k+1 + vk

(1)

E

[(
wp

vp

)(
wt
q vtq

)]
=

(
Q S
St P

)
δpq (2)

with wk and vk zero mean, white vector sequences with covariance matrices given by
(2). The order n of the system is unknown. The systemmatrices have to be determined
A ∈ �nxn, C ∈ �lxn up to a similarity transformation as well as Q ∈ �nxn, S ∈ �nxl,
R ∈ �lxl so that the second order statistics of the output of the model and of the given
output are equal.

The key step of stochastic subspace identification problem is the projection of the
row space of the future outputs into the row space of the past outputs, as shown in
Van Overschee and De Moor [6].

The eigen-frequencies estimated can be used to evaluate the corresponding modal
shapes by means of the Singular Value Decomposition (SVD). The Probability
Density Function (PDF) could be built by means of a Gaussian base according to
Eq. 3 where Omin and Omax represent the minimum and maximum order of the SSI
model and Nf is the number of identified main frequencies. In Fig. 3 is shown also
the stabilization diagram of structural resonance. In Fig. 4 the first three modal forms
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Fig. 3 Stochastic subspace identification analysis: stabilization diagram
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f=0.0050Hz   T=201.2s f=0.0106Hz   T=94.4s f=0.0860Hz   T=11.6s

Fig. 4 Identified mode shapes of mooring system, f1 = 0.0050 Hz, f2 = 0.0106 Hz, f3 = 0.0860 Hz

of rigid body of the structure are shown. The first two are purely translational while
the third is rolling around the yoke-ship longitudinal axis.

Therefore the damage survey should take into account the structural behavior as
well as being able to remove all the environmental effects on frequencies of oscil-
lation. A method for SHM in changing environmental conditions is kernel PCA
(principal component analysis). This is a nonlinear version of PCA for which the
type of nonlinearity does not need to be explicitly defined. In this work, an improved
output-only technique for eliminating nonlinear environmental and operational influ-
ences on the monitored features is developed and validated on real-life monitoring
data. It is based on Gaussian kernel PCA, where the two parameters of the global
system model are automatically determined.
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The first parameter, which represents the standard deviation of the Gaussian (or
radial basis function (RBF)) kernel, is chosen in such away that thematrix ofmapped
output correlations is maximally informative; in particular, unlike that in the work
of Reynders et al. [1], we use a matrix of standard deviations to improve the RBF. If
the output of the model is identified as a sequence of vectors yk ∈ Rny, k = 1,..., ns,
the elements of which are damage-sensitive quantities, the RBF kernel is defined as

k(yi , y j ) = exp
(
−δtijC δij

)
;

δij = ∣∣yi ∣∣ − ∣∣y j

∣∣; (4)
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yk =
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⎩
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. . .
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⎫⎬
⎭ (5)

In the vector yk are present in the modal displacements ranked in column, each
normalized with the respect of the unity norm, yk,m is the m-th modal form obtained
in the k-th identification (k-th sample).
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In this case we usem values of σ, one for each frequency. The number of principal
components to retain, nu, is then determined by inequality (5); �kk denotes the kth

diagonal element of�, matrix of eigenvalues. It can be seen thatK ismore informative
when σ approach the optimal value which corresponds to the maximum entropy. The
parameter σ controls the bandwidth of the inner product matrix K. When σ is very
small, this matrix is approximately diagonal. In this case, K provides no information
on the correlation among the data points and PCA becomes meaningless. When σ is
very large, all elements of the matrix are approximately equal, which makes it again
uninformative. As noted in Widjaja et al. [7], an optimal value of σ can be found
by requiring that the corresponding inner product matrix is maximally informative
as measured by Shannon’s information entropy. In particular, σ is determined by
maximizing the information entropy of the inner product matrix K. The performance
of this kernel PCA-modified in resolving the monitoring problem is investigated for
the SPM case-study.

The records available from the monitoring system are the inclinometers and strain
gauges data’s. Therefore, these two sets of data’s can be used for the dynamic identi-
fication of the system. Below are the trends of the first two frequencies of the system
both with by the use of inclinometric data.

A first analysis of the frequencies of the system shows, in Fig. 5, that they are
very variable in function, as well as the environmental effects and non-linearity of the
system due to large displacements, also by the variability of the mass of the system
itself.

In fact, approximately, 330 tons of blends are loaded daily from the platform to
the ship, while 70 tons of diluent are sent from the vessel to the platform. The diluent
is loaded onto the ship once a year for about 25,000 tons. The ship is discharged from
the blend about 5 times a year with a load of 30,000–35,000 tons. This extreme mass
variability means that there is a sudden jump on the frequency trend, in particular
a sudden increase in fundamental frequencies. A inspection of the time evolution
of the first natural frequencies identified in the frequency on the basis of the SSI
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Fig. 5 Trend frequencies extracted from inclinometer data; January 2014 to December 2016

method may suggest that it is not possible to understand exactly, from the study of
the frequency trend, if there was a structural damage in the SPM system. For this
reason it is necessary to apply a method of the kernel-PCA family.

3 Revamping of Monitoring System

The problem of thermal data compensation in this system is a very delicate issue, in
Fig. 5 two compensation analyzes are shown. For the revamping of the system, a new
control unit will be installed which will provide compensated data as well as provide
a sampling frequency of 20Hz. Furthermore, themonitoring systemwill be improved
through the introduction of new thermal sensors (one for each strain measurement).
All data acquired by the new monitoring system, strain gauges, inclinometers and
gyrocompass data will be synchronized on a single PC server which will also be used
to view the data processed in real time (Figs. 6 and 7).

The replacement of the currentmonitoring systemwill also allow themodal identi-
fication of the structural modes of the system and not only those of rigid body through
the introduction of a system with an acquisition frequency at 50 Hz. The following
figure shows the main structural frequencies of the yoke that can be identified.
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Fig. 6 Example of temperature compensation for two raw data set (red line uncompensated data,
black line compensated data)

Fig. 7 Main modal forms by Commercial FEM software

4 Conclusion

A monitoring approach has been adopted for the control of SHM of a SPM system.
This method consists of three stages: a data reduction by identification of damage-
sensitive features such as frequency characteristics, an identification of a nonlinear
environmental model using the damage-sensitive features from the previous stage as
outputs, and a monitoring of the prediction error of the global model. For estimating
the nonlinear environmental model, a technique was used based on kernel PCA,
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where an optimal value of the Gaussian kernel parameters (improved method with
more than one σ) and the number of retained principal components are automatically
determined.

The revamping of the strain gauges and control unit with a new control unit is
currently under installation and data analysis will be updated. The gyrocompass
present on the ship, to detect the ship direction (true heading), will be acquired
continuously by the control unit. At the end the data acquired by strain gauges,
inclinometers, gyrocompass will be synchronized on a single PC server which will
also serve to display the data processed. The new control unit for the acquisition of
strain signals will allows to manage the optical strain gauges with high frequency
acquisition. The high acquisition frequency will allow to elaborate the dynamic
structural behavior of the yoke and better to estimate the fatigue life of the SPM
system.
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Health Monitoring of Structures Using
Integrated Unmanned Aerial Vehicles
(UAVs)

Efstathios Polydorou, Des Robinson, Su Taylor, and Patrick McGetrick

Abstract Unmanned aerial vehicles (UAVs), known as drones, is an advanced
remote sensing technologygainingmuch interest in thefieldof civil engineering in the
last few years. According to the Association of Unmanned Vehicle Systems Interna-
tional, it is estimated that drones have the potential of reaching an economic benefit
of US $82 billion by 2025. This paper investigates novel strategies for the visual
inspection assessment and damage detection of bridge condition by maximizing the
full potential of UAVs remote technology combined with advanced camera vision
methods. The investigation starts by assessing the functionality of modern UAVs and
matching the capabilities to the requirements of bridge monitoring. This is impor-
tant as the driving force behind the technology development of drones has not come
from bridge maintenance, but it is important that we exploit the new technologies
and the same argument is also true for image processing. The paper explores how
these assessment techniques can be transferred on to a UAV platform. The paper not
only looks at the important technical issues such as camera stabilization both from
flight control and image processing but also the use of UAVs as an inspection and
measuring device. The investigation makes use of both laboratory experiments and
field trials to assess the effectiveness of the proposed schemes.

Keywords Unmanned aerial vehicles · Structural health monitoring · Bridge
engineering · Dynamic displacements · Computer vision

1 Introduction

More efficient bridge maintenance and inspection techniques are essential to assure
bridge safety, ensure safe service life, potential reduce unnecessary maintenance
costs, improve the reliability of the transportation system and the safe operation [1, 2].
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Most of the bridges across the world are primarily inspected and monitored using
traditional techniques such as visual observations by engineers and occasionally by
inspecting the conditions of bridge elements using various non-destructive methods.
Most often the major visual inspections take place at + 5 year intervals with little
or no information about the time and/or rate of deterioration. In many cases, time
consuming visual inspection of structural elements is required for condition assess-
ment of in-service bridgeswhere human access is potentially hazardous for inspectors
involving specialised equipment like elevating platforms [3]. The inspections are also
prone to variation depending on the experience of the inspector which can have an
impact on the accuracy due to differences in surface types causing high inconsistency
in the results and increasing the inspection time, maintenance cost and staff time. A
promising solution to these inspection concerns is increased digitisation and in this
research the development and implementation of remote non-contact technologies
such as unmanned aerial vehicles.

Unmanned aerial vehicles (UAVs), also known as drones, are an advanced remote
sensing technology gaining much interest in the field of Civil Engineering in the last
few years. According to the InternationalAssociation ofUnmannedVehicle Systems,
it is estimated that drones have the potential of reaching an economic benefit of US
$82 billion by 2025. The market investments in UAV technology systems and more
particularly in drones has reached record levels of US $172 M in 2015 compared
to US $165 M cumulative funding since 2012. By equipping the drone with high
resolution cameras, visual inspection methods can be simplified providing unre-
stricted accessibility for bridge condition and monitoring. However, the implemen-
tation of such systems for bridge inspection present challenges associated with UAVs
(payload, control stabilisation, flight duration, battery life of the drone, electronic
speed controllers, inbuilt accelerometers to assess natural frequency etc.) and suitable
imaging and sensing devices. The paper presents research into the development of a
novel strategy for visual inspection assessment which can be used to assess damage
detection of bridge condition and give accurate information about true loading levels
usingUAVs remote technology combinedwith advanced camera visionmethods. The
capabilities of the proposed system are demonstrated in laboratory measurements by
tracking dynamic displacements and identifying control stabilisation of the motion
of themounting camera. In addition, vehicle trackingmovement is investigated using
UAV technology.



Health Monitoring of Structures Using Integrated … 245

2 Classification of Functional Available Unmanned Aerial
vehicles (UAVs)

2.1 Aircraft Frame Types

Depending on the operating system and the frame configuration, drones are
commonly classified into two main types known as fixed-wing aircrafts and multi-
motor aircrafts [4]. Fixed-wing aircrafts consist of fixed, rigid wings which take off
and fly because of the aircraft’s forward airspeed using the wings to generate the lift.
The airspeed of the aircraft is achieved by forward thrust typically using a jet engine
or a propeller. Examples of fixed-wing aircrafts include traditional airplanes and
kites. On the other hand, multi-motor aircrafts use a set of rotary blades or propeller
systems to generate lift, hover and maneuver in the air [5]. Compared to fixed-wing
aircrafts, multi-motor aircrafts are equipped with small rotors that provide constant
rotation to the rotor blades for flight [6]. Configurations of multi-motor aircrafts
include four, six or eight rotor blades. This type of drones has the ability to take
off, land vertically and fly in all directions allowing entrance and landing in narrow
areas. One of the important merits of multi-motor aircrafts is the ability to hover in
a fixed altitude maintaining stability which makes them suitable for hard to reach

Fig. 1 a Fixed-wing aircraft, b Fixed-wing Hybrid vertical take-off and landing drone (VTOL),
c Multi-rotor aircraft (4 rotor blades), d Multi-rotor aircraft (8 rotor blades)
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places such as powerline and bridge inspections. Figure 1 shows commonly used
fixed-wing and multi-motor aircrafts.

2.2 Payload

One of the main reasons behind the rapid growth in the market for UAV technology
systems is the drone’s ability to carry high lifting capacities maintaining a stable
position and altitude while hovering in the air. The term ‘payload’ is used to describe
the additionalweight that a drone can carrywhich is usually independent to theweight
of the drone. Typical payload types used in UAVs include visual cameras, thermal
sensors, infrared sensors etc. to collect and store information on-board for post-
processing analysis to a base station. These sensors enable high resolution footage,
night vision and heat sensing and are used in a variety of applications including
search and rescue, public safety, military, agriculture, construction and infrastructure
inspections etc.[7].

Commonly, drones are capable of carrying a limited payload such as a small
camera with the use of a 3-axis mechanical gimbal. For higher weight capacities,
heavy lift drones are preferred to perform thermal inspections or light detection and
ranging (LiDAR) surveys. The payload capacity a drone can lift is directly related
to the power-to-weight ratio of the drone design. For example, a higher power-to-
weight ratio can carry higher payload capacities whereas the flight time reduces
when extra weight is added to the drone. Furthermore, drones with higher payload
capacities are dependent on a number of factors including the design of the motor
and its corresponding power, size and number of propellers, self weight of the drone
and the type and number of batteries to provide power to the drone [7]. In general,
the efficiency of the drone to carry higher payload increases using larger propellers.
However, the dynamic thrust produced by the combination between the motors and
propellers needs to be twice the flying weight of the UAV. Other payload sensors may
include drones equipped with wireless mesh nodes for deploying communication
networks under emergency and disaster recovery scenarios and UAV-based wireless
power transfer systems [8–10].

2.3 Legislations and Regulations for Drones

In the UK, laws and regulations relating to UAV systems are described in two cate-
gories: ‘Recreational drone flights’ and ‘Commercial drone flights’. The term ‘recre-
ational drone flights’ is used to describe the operation of a drone for personal interest
or non-business purposes whereas commercial drone flights involve a contract
between a drone operator and a customer for undertaking commercial work. Each
category contains guidelines and requirements that drone operators must comply
with. All aviation laws in the UK are regulated by the Civil Aviation Authority
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(CAA) and guidelines and regulations are accessible through the CAA website for
anydrone operator in regard to commercial or recreational flights.All relevant legisla-
tions and regulations concerning drones are described in detail in the ‘Air Navigation
Order 2016’ which is the document that outlines aviation regulations within the UK.
The CAA outline simplified guidelines for recreational operators highlighting the
statement that “aircraft pilots are responsible for flying aircrafts in a safe manner,
must not endanger any person or property with the aircrafts”. Further to this, it is
outside the regulations to fly any aircraft recreationally outside of the direct line of
site in order to avoid collisions with objects or other aircrafts. Article 241 of the
Air Navigation Order (ANO) 2016 states that all aircraft pilots must not recklessly
or negligently cause or permit an aircraft to endanger any persons or properties. In
addition to that, certain hazard factors are heavily mitigated if the aircraft is flying
in an enclosed environment and access to the venue is controllable. In this study,
laboratory experiments were carried out indoors and therefore a safety net was used
as recommended by the CAA.

The CAA attempts to establish regulations exclusively for drones as oppose to
other aviation equipment. To date, this has been managed by establishing regulations
for different aircraft weight classes. According to the CAA statement in the Air
Navigation Order 2016, a set of specific, simpler, regulations apply to aircraft having
a weight of 20 kg or less (which are termed ‘small unmanned aircraft’ within the
ANO) in order to keep the regulations at an appropriate level for small drones. Based
on articles 166 and 167 of the Air Navigation Order, prohibitions will be applied to
aircraft pilots flying the aircraft in certain airspace areas without explicit permission
from CAA. In addition, drone altitude restriction of 120 m above the ground surface
must not be exceeded for safety. For drones within the 7 kg weight limit, permission
is not required to fly by the CAA unless partaking in commercial activity. The UAV
that was used in this study weighs less than 7 kg and therefore it can be flown within
the current guidelines and regulations.

In the UK, Air Navigation Order provides restrictions to all aircraft operators
that must be considered for establishing available areas for these devices to be used.
Drone operators must keep drones within their line of sight and below an altitude of
120m.Dronesmust not be flownwithin 50m of people and property, or within 150m
of crowds and built-up areas. An important regulation is that drones are not flown
near aircraft, airports and airfields. According to the CAA law, pilots who endanger
the safety of an aircraft through the use of drones could face serious consequences
as this can be considered as an offence. CAA permission is required for undertaking
commercial work using drones or flying the drones within certain areas such as
private lands or closer than the minimum distances stated in the regulations for
drone operators. Completion of a training course and registration with the CAA is
required for commercial drone operators as well as full insurance of the aircraft in
case of an accident.
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3 Preliminary Laboratory Tests

3.1 Equipment and Setup Details

In this study, a simply supported foam beam with dimensions of 100 × 100 mm2 in
cross section and 2000 mm in length was used to allow sufficient vertical movement
for tracking the midspan displacement using a drone. The beam was loaded in the
middle twice and then allowed to return back to its rest position. All of the UAV
based investigations throughout this study were performed using a commercially
available multi-rotor UAV namely, DJI Mavic Pro. This UAV is a compact, powerful
quadcopter with dimensions 83 mm in high, 83 wide and 198 mm long and weight
of 743 g. The body shell frame of the drone is made of carbon fibre and uses four
doubled-bladed folding propellers to reduce the noise and increase its aerodynamic
performance and stability. An intelligent flight battery capacity of 3830 mAh and
voltage indication of 11.4 V was used to provide power to the drone allowing for
maximum flight time of 24 min under low wind conditions. Furthermore, the Mavic
Pro utilizes smart forward and downward vision positioning sensors and satellites
from the global positioning system (GPS) for precise hover and positioning. The
transmission system range of 7 km allows the drone to inspect long bridges and
provide easy access to places that are difficult to reach. For the purpose of this study,
a Samsung Galaxy S7 was used to control the drone using the DJI Go 4 app. Table
1 provides the specifications of the multi-rotor Mavic Pro used in this study.

The camera embedded to the front system of the drone provides a stable 4 K video
recording at 30 frames per second (fps) and full 1080 p high definition at up to 96 fps.
The stabilization of the camera is achieved though an optimised 3-axis mechanical
gimbal with a pitch controllable range between−90° and+30° and controllable roll
range between 0° and +90° horizontally and vertically. This particular camera is a
CMOS sensor (6.17 mm wide by 4.55 mm high) with a total effective pixel count
of 12.34 M recording photos at 4000 × 3000 pixels. The camera focus to an area of
interest is achieved using the ‘auto’ focus function that features a minimum focusing
distance of 0.5 m. In this study, 4 K video resolution was used at 30 fps despite the
fact that the UAV can reach a maximum frame speed of 120 fps at a lower resolution.
Table 2 provides the camera specifications of the multi-rotor Mavic Pro. In addition
to the camera, Mavic Pro incorporates a ‘flight autonomous’ system which means
that the internal system contains a complex network of hardware and software with
five cameras, GPS and GLONASS navigation system, a pair of ultrasonic range
finders, redundant sensors and 23 powerful computing cores. Flight autonomy can

Table 1 Mavic Pro specifications

Max. take-off
weight (kg)

Max. speed
(m/s)

Max. altitude
(m)

Temperature
range (˚C)

Transmission
distance (km)

Transmission
power (GHz)

743 17.88 5000 0–40 7 2.4
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Table 2 Camera specifications for Mavic Pro

Sensor Lens (m) Field of view
(°)

Shutter speed
(s)

Image size
(pixels)

Video
resolution
(pixels)

Video format

CMOS 28 5.6 8-1/8000 4000 ×
3000

4096 ×
2160

MP4

Fig. 2 Deflection of a beam
and video recording using
DJI Mavic Pro in flight and
Canon static camera

Foam beam

Multi-rotor UAV 

position, navigate and plan routes for the Mavic Pro enabling the drone to avoid
obstacles in various environments, with or without the help of satellite signals. This
feature will be used for bridge investigations that will be performed by the Structural
Health Monitoring (SHM) team at Queen’s University Belfast (QUB). Additionally,
significant to this study both the forward and downward facing cameras have an
obstacle sensory range with precision measurements in the range between 0.7 m and
15m. These figures do however depend on the quality of lighting in the environment.
The suggested operating environment for the downward stabilization cameras is that
of a clear pattern with adequate lighting (>15 lm) (Fig. 2).

4 Experimental Results

4.1 Deflection Measurements

The SHM team at QUB have been working on the use of digital cameras to measure
deflection of bridges [11]. In previous studies, tracking based-techniques were used
to analyse video footage for deflection measurements of the Governor’s bridge
located in Belfast, Northern Ireland. The validation and accuracy of this technique
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was compared using linear variable differential transducers (LVDTs) and fibre optic
displacement gauge sensors which indicated high accuracy showing displacements
less than 0.05 mm. In this study, the same approach was used with the use of the
drone to track the displacement of a beam. Themethod adoptedwas amodification of
face detection and tracking algorithm within the MatLab Computer Vision toolbox
software. The tracking analysis method is described below based on a three state
operation:

1. A small region was identified as the target point of interest for the deflection
measurement. This region of interest was used as input to the feature detection
algorithm which returned a collection of points deemed to represent features
within the area. The minimum eigenvalue algorithm was used to undertake this
task, although alternative methods can be substituted instead [12].

2. The set of points within the area of interest were tracked and analysed frame
by frame throughout the video sequence. The Kanade-Lusas-Tomasi (KLT)
algorithm was used to execute this procedure [13, 14].

3. An estimate of the geometric transformation was performed between the
deformed and undeformed frames. The algorithm best fits an affine transfor-
mation between the two sets which provides estimates of the translation scale
and skew of the two sets of points. The translation output was then extracted for
the calculations.

Figure 3 shows the image quality resolution comparison between the camera
mounted to the drone with a static Nikon camera. As aforementioned in the test
description, Mavic Pro incorporates a high resolution 4 K camera which provides
higher resolution for detection features on the bridge surface compared to the Nikon

Fig. 3 a Region of interest detection using the drone, b Region of interest detection using a high
resolution static camera (default resolution)
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camera. Within the subset area, the drone camera detects multiple number of points
compared to the static camera which is important in allowing the tracking of points
from frame to frame. Despite the fact that many commercially available cameras
provide relatively low default resolution, Fig. 3 shows the advantages of using a 4 K
resolution camera for tracking the deformation points.

Figures 4 and 5 present the experimental results using the drone to measure the
mid-span deflection of a simply supported beam. Figure 4 show the deflection profile
of the beam pushed down twice and then allowed to return to its original position.
The deflection starts at zero while the beam rests to its original position followed by
a downward movement twice without the beam being able to return to zero position
after the load was removed. This is explained by the movement of the drone, despite
the tripod mode use of the drone which is a feature that allows a better degree of
stability. To mitigate against the movement of the drone, a solid concrete block was
located behind the beam with the aim of subtracting the drone movement from the
calculations. Figure 5 shows the drone deflection profile obtained using the same
video recording by tracking a region of interest of the solid block which in this case
remained stationary. Figure 6 shows the adjusted deflection profile of the simply

Fig. 4 a Measuring the deflection of the beam using the drone, b Unadjusted deflection profile
obtained by the drone

Fig. 5 aMeasuring the movement of the drone by tracking a stationary object, bDeflection profile
of the drone
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Fig. 6 a Adjusted movement of beam member, b Comparison between unadjusted and adjusted
movement profiles of beam member

supported beam obtained by subtracting the movement of the drone from the beam
downward movement. It is also evident that the deflection of the beam returned to
zero once the drone movement was taken into account in the calculations.

4.2 Tracking Measurements

Traditional methods used for vehicle monitoring and management include the use
of strain gauges and accelerometers to provide useful data such as weight and effect
of vehicles on the structure [15]. The advances in computer vision methods make
possible the use of this technique for tracking vehicles and other essential informa-
tion. In this study, the visual capabilities of the multi-rotor Mavic Pro were imple-
mented for performing vehicle detection and tracking which are extremely useful
in structural health monitoring. Figure 7 shows a car being tracked from footage
recorded using the drone. The ability of the drone to accommodate the tracking object
feature is achieved using a deep learning approach. Tracking analysis was performed
using foreground detection with Gaussian mixture models where the algorithm uses
a box around the car for detection and tracking [16]. Preliminary results showed that
the algorithm highlighted tracked objects over the surrounding area such as road
markings and door frames. This is explained by the movement of the drone making
these objects appear to bemoving.Despite themany challenges presentedwith drones
for tracking objects due to real-time constraints and view angles, footage recorded
by the drone can be improved though stabilisation of the video footage [17]. The
SHM team at QUB are currently developing a deep learning approach specifically
for vehicles which will allow drones to undertake reliable vehicle tracking.
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Fig. 7 Tracking of vehicle movement

4.3 Visual Inspection

One of the most important applications drone can be used for is the visual inspec-
tion of structures and mainly visual inspection of bridges for structural safety and
maintenance. While an equivalent picture could have been recorded using a static
camera (Fig. 8a), capturing a closer picture of the bridge and reaching hard to reach
spaces is not easily achievable using a static camera. This indication highlights the
benefit for the implementation of an effective UAV system that would increase the
inspection efficiently and accuracy. Figure 8b shows a picture of the King’s bridge
located 0.6 miles away from Queen’s University Belfast recorded using the drone.
Existence of cracks was noted in concrete on both the upper and lower parapets of
the bridge. A closer analysis of the images revealed excessive spalling in concrete

(a) (b)

Fig. 8 a King’s bridge located in Belfast, Northern Ireland, b Closer detection of cracks using the
multi-rotor Mavic Pro
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with exposed reinforcement. Such deterioration condition, especially developed on
the bridge deck, will result in poor condition rating and reduction in the capacity of
the bridge.

5 Conclusions

The present study assessed the applicability of a drone to measure beam deflec-
tions, perform vehicle tracking and visual inspections of deterioration mechanisms
in a bridge. An innovative tracking method for measuring displacements of a beam
member under laboratory conditions and tracking the movement of a vehicle was
also studied. The results of the practical investigations in this study demonstrated
the potential use of UAVs for critical safety bridge inspections, vehicle tracking
management. It was also shown that the accuracy of the beam deflection is depen-
dent on the accuracy of the UAV movement. Generating the acceleration profile of
the drone through the API onboard SDK (Standard Developer Kit) will allow a reli-
able, accurate and cost-effective measurement of the bridge deflections and vehicle
tracking which are important aspects in structural health monitoring of bridges and
transportation structures.
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Infrastructure Health Monitoring Using
SAR Tomography
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Abstract Static structures, such as bridges and dams, are in need of continuous
structural health monitoring due to the risk of collapse or destabilization, which
leads to casualties and material loss. From economical point of view, the frequent
inspection of these structures is cost-ineffective and time consuming. This shortage
is overcome by using remote sensing systems such as synthetic aperture radar (SAR)
systems, that do not require the in situ positioning of sensors and observe the Earth
on a very large spatial scale and at regular time intervals. In particular, Tomographic
Synthetic Aperture Radar (TomoSAR) has proved to be an effective tool for struc-
ture health monitoring. It is a multi-dimensional imaging technique that exploits
stacks of interferometric SAR images acquired with slightly different view angles
and at different times. TomoSAR is able to analyze the temporal deformations and
the millimeter displacements on buildings. The small movements that occur due to
thermal sensitivity of the structure can be also captured, so that the coefficient of
thermal expansion, which is a fundamental parameter in health structure monitoring,
can be computed. The widespread deterioration and some recent collapses of infras-
tructures have highlighted the importance of developing early warning monitoring
strategies, devoted to identify structural problems before they become critical. A
problem to be considered is that effective monitoring techniques have to rely on
approaches capable of identifying few representative points, which describe well
the dynamical behavior of the structure. A TomoSAR technique recently developed,
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based on a multi-step binary hypothesis GLRT test, has shown a good capability of
selecting reliable control points on the structure for estimating its deformations. In
order to demonstrate the potentialities of this technique for structure health moni-
toring, two tall structureswill be considered. The results obtained using different SAR
sensors, such as COSMO-SkyMed, Sentinel-1A and TerraSAR-X, are presented.

Keywords Infrastructure health monitoring · Remote sensing · SAR ·
Tomography · Generalized likelihood ratio

1 Introduction

All man-made structures, such as buildings and bridges, suffer from the phenomenon
of aging that can deteriorate them up to the point of causing their collapse. Moreover,
a structural breakdown can be caused by natural disasters, such as earthquakes,
hurricanes, fires, and subsidence.While natural disasters cannot usually be predicted,
general deterioration can be detected bymeans of structure health monitoring (SHM)
[1], which is intended to detect anomalies in the static and dynamic behavior of
structures so that appropriate measures can be put in place to make structures more
resilient to adverse events and structural problems can be prevented before they occur.

Generally, SHM involves the placement of sensors on the monitored structure.
These sensors can monitor the forces acting on potential stress points in structures,
detecting factors that may be symptoms of poor structural health, such as anoma-
lous displacements. Many methods are also based on understanding the relationship
between the temperature of the structure and the resultant strain and displacement,
that can provide in depth knowledge of the structural condition (Temperature Driven-
Structural Health Monitoring or TD-SHM) [2, 3]. These methods consider tempera-
ture as the driving force in structural behavior and compare an input temperature to
an output strain and displacement to form three- dimensional signatures that describe
the behavior for the structure. Changes in these signatures indicate unusual behavior
or damage in the structure. A fundamental parameter for this form of analysis is
the Coefficient of Thermal Expansion (CTE), which is the amount of expansion or
contraction a material undergoes per degree change in temperature.

From economical point of view, a problem that has to be faced is that the frequent
inspection of structures, by means of sensors positioning on it, is cost-ineffective
and time consuming. This shortage can be overcome by using satellite-borne remote
sensing systems such as synthetic aperture radar (SAR) systems, that do not require
the positioning of sensors on the structure to be monitored. SAR systems are nowa-
days established tools for Earth observation. Thanks to their all day/all weather
imaging capabilities and thanks to the increasing available resolutions of the latest
sensors, they offer the possibility to effectively monitor natural scenes and/or man-
made structures [4] based on different applications. Among them, Differential Inter-
ferometric SAR (DInSAR) [5] aims at measuring surface deformation, based on the
exploitation of at least one pair of complex SAR images (interferogram).
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Among the different proposed methods for surface deformation measurement in
the DInSAR framework, the Permanent Scatterers (PS) technique has showed to
be effective and largely applied. It makes use of several SAR images of the same
scene, acquired during time (i.e. stacks). It is essentially phase model-based and it
assumes the presence of one dominant scatterer within a resolution cell [6–11]: the
deformation is measured only over the available coherent pixels.

Recently the introduction of new sensors in X-Band such as TerraSAR-X and the
Italian COSMO-Skymed constellation have stimulated this research field. The very
small wavelength (∼ 3.1 cm) allows to measure small surface displacements, even
those caused by thermal dilation of the imaged targets. In fact, the total observed
deformation contains both the thermal expansion and the deformation signal of
interest. In order to derive proper deformation estimates, the two components have
to be separated [9, 10]. An extended PS model has been proposed in [10], which
allows separating the thermal expansion from the total observed deformation thus
generating the map of the thermal expansion parameter.

The limitation of PS approaches is the assumption of only single scatterer in
the resolution cell, that does not allow to properly treat the layover problem that
severely affect urban areas. In case of layovermultiples scatterers interfere in the same
resolution, impairing the performance method: misdetection of persistent scatterers
and inaccuracies of height velocity and time series measurements can be present.

This limitation can be overcome using SAR tomography (TomoSAR) [12, 13]
where scatterers interfering within the same range-azimuth resolution cell are
separated by synthesizing apertures along the elevation direction. This allows to
provide the full 3-D scene reflectivity profile along azimuth, range, elevation. A
4D map can also be generated, by adding the velocity deformation [14]. TomoSAR
mainly consists in resolving an inversion problem: different spectral estimators, such
Singular Value Decomposition (SVD) [15], and Compressive Sensing (CS) [16–18],
have been proposed.

One of themain issues that TomoSAR techniques have to face is to correctly detect
true scatters in presence of outliers. This detection problem has been addressed
in [19] by discriminating between single and double scatterers, on the base of a
sequential Generalized Likelihood Ratio Test (GLRT). The latter does not exhibit
good performance when trying to resolve close scatterers.

In [20] a GLRT approach that achieves super resolution has been proposed. It is
based on the exploitation of the sparsity assumption and on the search of the best
signal support (i.e. the positions of the significant samples in the unknown vector)
matching the data (Sup-GLRT). This statistical test exploits a non-linear maximiza-
tion for detecting at most Kmax different scatterers in the same range-azimuth resolu-
tion cell and for estimating their elevation. It allows evaluating detection performance
in terms of probability of detection achievable with a given number of measurements
and signal to noise ratio and with an assigned probability of false alarm. Moreover,
since it is based on non-linear processing, in principle, it allows improved spatial
and radiometric resolution. A drawback of this method is that numerical complexity
increases very rapidly with the size of the reflectivity unknown vector. In [21] an
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approximated estimation of the signal support of cardinality K, denoted Fast-Sup-
GLRT, has been proposed. It is performed by means of the sequential estimation of
K supports of cardinality one has been proposed, achieving a numerical complexity
that is linear with the size of the unknown vector.

Extended phase models [22–26] can be additionally employed to allow simulta-
neous retrieval of scatterer elevation and of deformation parameters, showing effec-
tiveness also in estimating the thermal dilation contribution (5D maps), useful for
analyzing the infrastructure structural behavior.

In this paper, an extended phase model and a detection test [21] in order to retrieve
the 5-D reconstruction of buildings in urban areas has been used. Results on real SAR
data, TerraSAR-X (TSX), COSMO-SkyMed (CSK) and Sentinel-1A (S1A) data, are
presented in order to show how remote sensing can be used for structure monitoring
by means of 5D maps.

2 Signal Model and Method

Let us assume to have a stack of M SAR interferometric images of the same scene,
acquired at different times tm and with different orthogonal baselines s ′

m respect to a
reference acquisition (see Fig. 1).

The images are properly registered, with a sub-pixel accuracy, and preprocessed
in such a way to remove flat Earth interferometric phase and to depurate the focused
images from the atmospheric and nonlinear deformation contributions on small scale
(low resolution) [19]. Then, in any azimuth-range pixel, the m-th acquired image um
is given by the superposition of the signal backscattered by the targets located in the
given azimuth-range resolution cell at different elevation values. Then, the image
signal, in the case of slow moving scatterers can be expressed by [22, 25]:

Fig. 1 Multi-baseline SAR
geometry
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m, tm

) =
∫

S1

γ (s)e
− j
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4π
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λ
d(s,tm )

]

ds (1)

where λ is the operating wavelength, R0 the distance between the image pixel and
the reference antenna, S1 the extension of the observed scene along elevation, and
d(s, tm) is the deformation of the scatterer at the elevation s and at the time tm,
which is typically related to land subsidence phenomena. With the advent of the
last generation SAR sensors, working at higher frequency, such as CSK and TSX
working at X-Band, the model of the deformation signal d(s, tm) has been extended
by including minute deformation components, such as thermal dilation. This is a
direct consequence of the reduction of the wavelength, that allows a higher phase
sensitivity to range variations. Than the model adopted for the deformation signal is
typically assumed to be composed of linear and a nonlinear contribution [22, 25]:

d(s, tm, Tm) = v0(s)tm + k0(s)Tm + dNL
(
s, tm,Tm

)
, (2)

where Tm is the temperature of the scene at the time tm, v0(s) is the velocity of the
slow linear deformation, having the dimension of (m/s), and k0(s) is the coefficient
of thermal dilation, having the dimension of (m/°C), of the scatterer at elevation s,
representing the phase-to temperature sensitivity and depending uponmaterial and/or
physical structure.

The coefficient of thermal dilation k0 in Eq. (2) is given by k0 = �L/�T, where
�L is the change in length of the solid structure due to a change in temperature�T. It
is related to the Coefficient of linear Thermal Expansion (CTE) of the solid structure
α, having the dimension of (1/°C), by the relation k0 = α L0, where L0 is the initial
length of the given solid [27].

Substituting Eq. (2) in (1) and applying some manipulations [2], it is obtained:

u
(
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m, tm, Tm

) =
∫

S1

∫

V1
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γ (s, v, k) e
− j2π

(
2s′m
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s+ 2tm
λ

v+ 2Tm
λ

k
)

ds dv dk (3)

where V 1 and K1 are the range of values of v and k.
Equation (3) can be discretized and written in matrix form, introducing the N ×

1 column vector γ , whose elements are the samples computed in all the triplets (i, l,
n), with i = 1, …, Ns, l = 1, …, Nv, n = 1, …, Nk , and N = NsNvNk , and the M
× 1 data vector u collecting the measurements u

(
s ′
m, tm, Tm

)
, with m = 1, …,M, so

that:

u = �γ + w (4)

where w is an M × 1 vector representing noise and the returns from incoherent
scatterers (clutter), and � is an M × N measurement matrix, whose m-th row φm
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is given by vect(�m3), where vect is the operator transforming a three-dimensional
matrix of size Ns × Nv × Nk in a row vector of size N = NsNvNk . by loading in the
vector all the elements of the matrix scanned in a preassigned order, and �m3 is the
three-dimensional matrix of size Ns × Nv × Nk , whose element of entries (i, l, n) is
given by:

{�m3}i l n = 1√
N
e
j
(

4π
λR0

si s ′
m+ 4π

λ
vl tm+ 4π

λ
knTm

)

(5)

In the case of urban areas, most of the elevation profiles are sparse, i.e. they consist
only of a few discrete scatterers, typically corresponding to scatterers located on the
ground, facade and roof.With the assumption of sparseness in the elevation direction,
the presence of one or more scatterers can be verified by performing a statistical test.
In Eq. (4), the noise vector w can be assumed as circularly symmetric complex (or
proper complex) Gaussian vector, with uncorrelated samples and mutually uncorre-
lated real and imaginary parts, with zero-mean and same variance. Fixing a number of
Kmax scatterers present in the range-azimuth resolution cell, the problem of detection
is formulated for Kmax + 1 statistical hypotheses as follows:

Hi : presence of i scatterers,with i = 0, . . . , Kmax

The two hypotheses are identified applying the Fast-Sup-GLRT detector, which
is a multi-step detector [21], that at each step i applies the following binary test:

�i (u) =
[
uH�⊥

	̂i−1
u
]

[
uH�⊥

	̂Kmax
u
]

Hi−1

<

>

HK≥i

ηi (6)

where 	̂i−1, with i = 1, … Kmax + 1, is the support of cardinality i − 1 (i.e.
the positions of the i − 1 elements different from zero in the vector γ ) obtained
minimizing the term

[
uH�⊥

	i−1
u
]
and �⊥

	i
= I − �	i

(
�H

	i
�	i

)−1
�H

	i
. All the

thresholds ηi can be numerically evaluated by means of Monte Carlo simulations.
Assuming Kmax = 2 the two thresholds will be evaluated in such a way to obtain
an assigned probabilities of false alarm and false detection, respectively, PFA =
P(H1|H0 ) and PFD = P(H2|H1 ).

The following consideration can be done:

(1) The number K of the scatterers lying in the same azimuth-range resolu-
tion cell and providing a reliable estimate of elevation, deformation velocity
and thermal expansion coefficient, is automatically estimated through the
sequential application of the statistical test (6);

(2) the estimate of elevation, deformation velocity and thermal expansion coeffi-
cient of each reliable scatterer is provided by the estimation of the best support
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matching the data (i.e. the positions of theK non zero elements tin the unknown
vector γ), obtained assuring a given probability of false detection;

(3) the accuracy of the parameters estimates is related to the scatterers intensity
and to their coherence over time: higher the scatterer intensity and the temporal
coherence, more accurate the parameter estimation.

3 Experimental Results

In this Section some results obtained on real multi-pass satellite data are shown, with
the purpose of investigating the possibility of structure monitoring. In particular, the
CTE estimation is considered.

Themethod described in the previous Section is applied to three different data sets
acquired by means of different SAR sensors. Refer to Table 1 for the three system
configuration parameters.

The first experiment is carried out on StripMap TSX data. A stack of M = 21
azimuth-range focused TSX interferometric images is considered, whose spatial and
temporal baselines and temperature are reported in Fig. 2.

The proposed detector is applied to the urban area of Barcelona, Spain, where
one of the tallest buildings of Barcelona, the Agbar tower, with a height of 144 m, is
present. InFig. 3 the optical and the intensitySAR imageof the tower are shown.A tall
buildinghas been chosen since in this case it is visible the effect of the layover, as it can
be seen in the SAR image, the building is folded onto the ground toward the sensor;
hence, different scatterers are expected interfering in each pixel. The thresholds ηi

Table 1 SAR sensor parameters

Sensor Pass Wavelength (cm) Spatial resolution (m × m) Angle (°)

TSX Descending 3.1 3 × 3 35

S1A Descending 5.5 22 × 3 33.83

CSK Ascending 3.1 3 × 3 33.98

Fig. 2 Distributionof orthogonal versus temporal baselines forTSX(a).Distributionof temperature
versus temporal baselines TSX (b)
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Fig. 3 Optical image of
Agbar Tower, Barcelona,
Spain, with the TSX image
superimposed on it

have been computed byMonteCarlo simulation for the considered systemparameters
and acquisition configuration and fixing PFD = PFA = 10–3. The search is limited to
two targets per resolution cell, so that Kmax = 2. The results obtained with Fast-Sup-
GLRT are shown in two cases: when no surface deformation and thermal dilation
are considered and when they are taken into account. The estimation revealed that
there is no surface deformation. In Fig. 4a, b are shown, respectively, the scatterers
detected by Fast-Sup-GLRT reported on the optical image with a coloring based on
the height are shown, and the scatterers detected considering the thermal dilation
contribution. It can be noted that the estimation of the thermal dilation contribution
helps in recovering the top of the building. In Fig. 5a, b are shown, respectively, a
detected point and the corresponding thermal deformation effect. In particular, with
the solid line, the estimated linear trend is reported, andwith blue asterisks the residual
phases of the pixel, for each SAR image after topographic phase compensation. The
linear trend seems to well describe the detected point behavior with the different

Fig. 4 Detected scatterers relocated on optical image without (a) and with considering the effect
of thermal dilation (b)
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Fig. 5 A scatterer detected on the top of the building (a) the thermal deformation in the observed
time period (b)

temperature. The coefficient of thermal expansion estimated is 0.07 mm/°C. This
value is compatible with a coefficient of linear thermal expansion of a 144m structure
whose module perimeter is concrete (9.8 × 10–6/°C linear thermal coefficient) and
coated with a first skin created by modules lacquered and tinted aluminum (20 ×
10–6/°C linear thermal coefficient).

The second experiment is carried out on S1A and CSK data. The S1A data set
consists ofM =93acquisitions,whose spatial baselines and temperatures vs temporal
baselines are reported in Fig. 6a, c, respectively. The CSK data set consists of M =
42 acquisitions, whose spatial baselines and temperatures vs temporal baselines are
reported in Fig. 6b, d, respectively. The overall time intervals of acquisition for
the two datasets are the same, in order to validate the common behaviors and to
complement the results.

In this case the proposed detector is applied to the urban area of Genoa, Italy,
where a tower with a height of 100 m, is present.

The thresholds ηi have been computed by Monte Carlo simulation for the consid-
ered system parameters and acquisition configuration and fixing PFD = PFA = 10–3.
The search is limited to two targets per resolution cell, so that Kmax = 2. Results
obtained with Fast-Sup-GLRT considering the two sensors are compared.

In Fig. 7a the mean intensity SAR image for the S1A data set is shown. It can be
noted that the tower appearing in the upper right part of the image is characterized by
high reflectivity values (corresponding to very bright pixels). Then several reliable
points on the tower are expected. In Fig. 7b the scatterers detected by Fast-Sup-
GLRT are reported on the three dimensional optical image with a coloring based
on the height value. As reported in Table 1, the S1A sensor exhibit low spatial
resolution which results in a lower density of detected points compared to the density
found using the TSX data set (see Fig. 4), since their spacing along the horizontal
directions is related to the azimuth and range resolution, whereas the point density
along the vertical (elevation) direction is high, as expected. In Fig. 7c, d, respectively,
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Fig. 6 Distribution of orthogonal versus temporal baselines for S1A (a) and CSK (b) datasets.
Distribution of temperature versus temporal baselines for S1A (c) and CSK (d) datasets

Fig. 7 Tower, Genoa, Italy: mean intensity of S1A SAR image (a), height map (b), thermal dilation
map (c), deformation map (d)
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Fig. 8 Tower Genoa, Italy: mean intensity of CSK SAR image (a), height map (b), thermal dilation
map (c), deformation (d)

thermal dilation and deformation maps are reported. It can be noted that there is no
deformation, while the coefficient of thermal dilation map roughly ranging from 0
to 1.5 mm/°C, is compatible with a coefficient of linear thermal expansion of 9.8 ×
10–6/°C for a concrete structure of 100 m.

In Fig. 8a the mean intensity SAR image for the CSK data set is shown. In Fig. 8b
the scatterers detected by Fast-Sup-GLRT are reported on the three dimensional
optical image with a coloring based on the height values, while in Fig. 8c, d, respec-
tively, thermal dilation and deformation maps are reported. It can be noted that in
this case the point density is higher in the tower regions characterized by a high
reflectivity (corresponding to bright pixels in the SAR image in Fig. 8a), since the
sensors has a higher spatial resolution (see Table 1). Anyway, in the tower regions
characterized by low reflectivity (corresponding to dark pixels in the SAR image
in Fig. 8a) few scatterers are detected. This is due to the fact that low reflectivity
scatterers in general provide not sufficiently reliable results. In Fig. 9a a zoom of the
mean intensity SAR image of the tower for the CSK data set with the indication of a
scatterer in red, detected in both data sets, is shown. In Fig. 9b, c the residual phase
(red line), given by the interferometric phase compensated for the topograohic phase
term, and the sum of the estimated temporal and thermal deformation phases (blue)
for the selected point, respectively for CSK data set and S1A data set are shown.
It can be noted that the seasonal behaviour is very evident and in accordance with
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Fig. 9 aMean intensity SAR image of the tower with the indication of the point (in red) analyzed;
residual phase (red line) and sum of the estimated temporal and thermal deformation phases (blue)
for the selected point and for b CSK data, c S1A data

the distribution of temperature versus temporal baselines shown in Fig. 6c, d. It is
also worth noting the correspondence between the estimated trends based on the two
sensors data sets.

4 Conclusions

In this paper the estimation of temporal displacements of buildings by using multi-
baseline and multi-temporal interferometric SAR images has been investigated. By
using a GLRT based SAR tomographic technique, reliable reference points on the
observed structures can be selected and two components of their temporal displace-
ments at a millimeter scale can be estimated: a deformation component linear with
time, which is usually related to presence of subsidence and structural damages, and a
displacement component linear with the temperature, which is related to the thermal
dilation effect of solid structures. The estimates displacements can be, then, usefully
employed for the structure health monitoring.

Some numerical experiments have been carried out on TSX, CSK and S1A data,
which are SAR sensors differing each other for the operating wavelength and for
the spatial image resolution. Obtained results show the effectiveness of the proposed
tomographic approach in detecting scatterers on urban structures and in providing
displacement estimations which comply with the expected values. Position, defor-
mation velocity and thermal dilation coefficient for the selected scatterers have been
estimated for two different buildings, and linear deformation and thermal dilation
contributions have been recovered and separated. The presented approach has proven
to be able to estimate coefficients of thermal expansionwith an absolute value ranging
from 0 to 1.5 mm/°C, compatible with a coefficient of linear thermal expansion of
9.8 × 10–6/°C for a concrete structure. The linear trend has been verified and it has
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been found a good correspondence between the estimated trends based on the two
sensors data sets.

Presented results show that SAR tomography represents a promising technique for
structure healthmonitoring, since it provides sufficient accurate estimates of temporal
deformation velocity and of the CTE, without requiring on site placement of sensors.
Moreover, the very large spatial scale of satellite SAR sensors, together with the short
revisiting time and the high spatial resolution assured by recent systems, allows a
verywide variety ofmonitoring applications at low economical costs. Anyway, many
issues have still to be addressed. For instance, the study of an effective criterion for
the selection of the structure reference points to be monitored, which should behave
both as structure stress points and as strong and temporally coherent scatterers, in
such away to assure highly reliable results. The development of appropriate structure
models to be included in the signal processing technique is then of great interest and
can lead to important achievements in SHM from space.
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Abstract After a severe accident, El Carrizo Bridge reported extensive damage and
was closed to traffic. This bridge is on the Mazatlán-Durango highway, which is an
important route for tourism and commerce in the northwest region of Mexico; for
that reason, it was a priority to open traffic and reduce the economic impact estimated
at more than USD 250,000 per day. To address the emergency and recover the traffic
on the highway, even partially, the authorities proposed a two-stage rehabilitation
strategy; the first stage, to build two provisional lanes to allow traffic under restricted
conditions and, the second, to rehabilitate the bridge with the provisional lanes in
operation. The previous strategy put forward several safety challenges and required
the installation of a SHM system with a permanent evaluation to assure structural
and operational conditions. This work describes the way that specialists designed
the monitoring system and the evaluation strategy, based on the conditions of the
rehabilitation works and processes.

Keywords SHM · Bridge rating · Structural evaluation · Load testing and
monitoring

1 Introduction

The El Carrizo Bridge is the second most important bridge on theMazatlán-Durango
highway (see Fig. 1). This highway is located in the northwestern region of Mexico
and is particularly important because it connects the port of Mazatlán on the Pacific
Coast with the northcentral part of México, the US Border and the Altamira and
Tampico ports on the Gulf of Mexico. In addition to the commercial importance that
the port of Mazatlán has with the Asian market, it is also one of the most important
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Fig. 1 El Carrizo Bridge

touristic centers in the country. By the end of 2017, the Mazatlán-Durango highway
reported an annual average daily traffic of almost 3500 vehicles with significant
increases during Christmas and Easter Holydays.

The construction of the El Carrizo Bridge started in 2011 and concluded in 2013.
It is a complex bridge with a total length of 487 m and with three different types
of structures. The main section is a 364 m cable-stayed segment that continues with
another 70.6 m double cantilever structure and ends with 38 m simple supported
post-tensioned Nebraska NU type girders. The stayed structure has four semi-harps
with 14 cables, each, and a steel deck. The double cantilever structure has twowidely
spaced post-tensioned box girders with steel cross girders to support the reinforced
concrete deck. The main span of the El Carrizo Bridge has a total length of 217.3 m,
which goes from the cable-stayed pylon to the double cantilever pillar. An important
feature of this bridge is that the cantilever supports one end of the stayed section with
a counterweight of 100,000 kg on each box girder to keep it fix [1].

2 The Accident that Damaged the Bridge

On the night of January 12, 2018, a heavy truck double semi-trailer tanker carrying
diesel fuel, traveling in the direction of Mazatlán to Durango, lost control due to
speeding just outside the tunnel and the second trailer came off and flipped over to
the double cantilever section of the bridge. Consequently, the fuel spilled over the
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entire section and caused a fire that lasted for about 6 h with temperatures reaching
900 °C (see Fig. 2).

As shown in Figs. 3 and 4, the accident caused severe structural damage to the
section of the double cantilever, especially in the half that supports the cable-stayed
section.

A post-accident analysis reported the total loss of the bridge deck of the lanes
heading Durango (side A) and severe damage to the two lanes heading Mazatlán
(side B). The steel crossbeams supporting the deck were completely deformed and

Fig. 2 Fire on the El Carrizo Bridge, view from the tunnel

Fig. 3 View of the El Carrizo Bridge the day after the accident
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Fig. 4 Some details of the damage caused to the bridge deck

damaged. The insidewalls of both boxgirderswere damaged and itwas estimated that
8 post-tensioning cables (out of 38) were practically lost. As a result, the bridge was
determined to be unsafe and closed to traffic with daily economic losses estimated
at 250,000 USD.

Considering the economic and social effects that the accident produced in the
region, the rehabilitation strategy proposed a two-phase process. The first, the reha-
bilitation of the box girders and the construction of temporary bypass lanes over these
rehabilitated girders for limited traffic, so it could be open by March 23, just before
Easter’s Holyday. The box girders’ repair considered the recovery and reinforcement
of the damagedwalls and additional post-tensioning cables to recover those damaged
by the accident. The second phase considered the installation of new crossbeams,
without removing the damaged ones, and the construction of the new deck; these
rehabilitation works being carried out 24/7, with temporary bypasses operating all
time.

Considering the uncertainty about the condition of the bridge and the effects of the
structural rehabilitation, CAPUFE, the government agency in charge of the highway,
requested The Mexican Institute of Transport to install a monitoring system and
evaluate the process to guarantee the structural condition of the bridge and safety
of workers and highway users [2–4]. Complementary, they required load tests at the
end of each phase, according to the AASHTO Manual for Bridge Evaluation [5, 6].

3 Rehabilitation Stages and Load Tests

For the second rehabilitation phase, the process was divided into seven stages. The
first stage corresponds to the completion of the first phase and its evaluation from
the first load test. For the following, the progress of the project defined each stages
until full rehabilitation, which was evaluated from the second load test.

Additionally, for reference, two other stages were considered: initial stage, corre-
sponding to the condition of the bridge before the accident, according to the available
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design and inspection data prior to the event; and the damaged condition, corre-
sponding to an estimated state from the damage survey, the post-accident diagnosis,
and the initial stage condition.

The Rating Factor, as defined in the Manual for the Evaluation of Bridges of the
AASTHO [5, 6], served as a reference to evaluate the structural condition of the
double cantilever section of the bridge at each stage. The calculation of these factors
was through a finite element model calibrated, at each stage, from the load test or
monitoring data. In the absence experimental data for the initial and damaged stages,
the analysis group estimated the Rating Factors from a finite element model using
design and post-accident information.

According to the above and considering the rehabilitation process, the defined
stages were as follows:

Stage 1: Two temporary bypass lanes in operation with the box girder already
repaired with four additional post-tensioning cables each. None rehabilitation on the
bridge deck, 0% completed and 100% damaged.

Stage 2: Two temporary bypass lanes in operation, bridge deck with 40% in the
process of rehabilitation and 60% still damaged.

Stage 3: Two temporary bypass lanes in operation and bridge deck with 10%
repaired, 40% in the repair process and the remaining 50% damaged. At this point,
40% of the new steel crossbeam girders were installed.

Stage 4: Two temporary bypass lanes in operation, 95% of the bridge deck already
repaired, and 5% damaged. All new steel crossbeam girders installed 100%.

Stage 5: One temporary bypass lane in operation, alternating traffic flow in both
directions (B side), deck with 95% repaired and 5% damaged. Temporary bypass
lane on A side removed.

Stage 6: One lane in service with alternating traffic flow in both directions of
the rehabilitated deck on side A, deck with 97.5% repaired and 2.5% damaged.
Temporary bypass on B side removed.

Stage 7: Conclusion of maintenance works, bridge 100% rehabilitated. Struc-
tural condition of the bridge rated from the second load test to authorize its normal
operation.

It is important to mention that the two load tests provided information to approve
the partial and total bridge operation, but especially, the first load served as an impor-
tant reference to infer retrospectively the structural state of the bridge before and
immediately after the accident and, from that, to develop the simulation FE model to
calculate their corresponding Rating Factors. The structural Rating Factor calculated
for each stage and for each load test, considered only the maximum service load at
each moment, which were not the same due to the imposed traffic restrictions or
limitations due to repair works. The rating factors for the initial condition and after
the accident assumed that four lanes of the bridge were operating with the maximum
service load (four double trailer trucks with 75.5 tons each on each lane), although
the traffic was canceled after the accident. To rate the condition of the bridge in stages
1 to 4, the maximum load on both temporary bypasses assumed two trailers with 54
tons on each side; and for stages 5 and 6, the maximum load condition assumed two
trailers with 54 tons each, one after the other on the only lane in service. At the end,
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for the last load test with fully rehabilitated bridge, the loads were the same as those
used before the accident.

During all the maintenance process, the structural parameters served as reference
for permanent real time monitoring of the bridge. Among these parameters, the most
important were the vibration frequencies and modes, the box girder centroid, and the
statistical stress–strain responses due to live loads from traffic and absolute stress–
strain responses due to changes of dead loads. In the latter case, dead load changes
were due to the post-tensioning of additional cables, removal of damaged bridge
deck and temporary bypass lanes, or placement of new cross girders and new bridge
deck sections. At each stage, simulations of the calibrated FEmodel for the particular
rehabilitation state, defined the alarm limits for all parameters, considering normal,
extreme loading and design limit conditions.

4 Evaluation of Maintenance Stages and Load Tests

4.1 Monitoring System

Three fundamental aspects were considered for the design of the monitoring system:
Post-tensioning effect. To monitor the structural responses of the bridge during

the post-tensioning of the additional cables in the box girders, at the end of phase
one.

Real time. To evaluate the rehabilitation process continuously with real time
monitoring 24/7.

Structural behavior. To measure static and dynamic structural responses of the
bridge to calibrate the FE simulation model and to calculate the Rating Factor for
each stage.

As mentioned previously, the El Carrizo Bridge is a complex structure with three
different types of structural sections. Considering that damagewas practically limited
to the section of the double cantilever and that it can be assumed that the structural
interaction of this with the others is known, it was decided to have instrumentation
only in the double cantilever section (see Fig. 5). The continuous monitoring instru-
mentation was made of strain gages and tiltmeters fiber optic sensors (FOS), all of
them temperature FO sensors to compensate for thermal changes. In addition, for
the load tests and cable post-tensioning process, monitoring was complemented with
temporary electric strain gages and LVDT sensors.

The FOS system included 16 strain gages located inside both box girders on
the upper and lower sides (8 on each box girder), 4 titltmeters and 4 independent
temperature sensors, two of each on each side, as indicated in Fig. 6.

The electric sensor system involved 20 strain gages, placed inside both box girders
on the left and right sides, and two LVDT sensors at the end of the cantilever section
that connects to the cable-stayed structure (see Fig. 7).
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Fig. 5 Damaged and instrumented section of the bridge

Fig. 6 Fiber optics instrumentation for permanent monitoring
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Fig. 7 Complementary electric strain gages and LVDT sensors for temporary monitoring and load
tests

4.2 Modal and Frequency Analysis

Dynamic responses from the eight horizontally oriented FO strain gages (see Fig. 7.)
were used for modal analysis. In this case, the two first frequency modes were
monitored by selecting vibration data immediately after passing a heavy vehicle. For
initial identification, researchers used dynamic responses from a controlled test with
a three-axle truck with 21,860 kg gross weight and travelling at a speed of 50 km/h
(see Fig. 8).

For modal identification, signals recorded at a 32 Hz sampling rate, were filtered,
correlated and transformed in the range in-between 0.2 and 5 Hz (see Figs. 9 and
10).

Fig. 8 Dynamic response of
a strain gage during dynamic
controlled test with test
vehicle
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Fig. 9 Filtered strain
response under controlled
conditions
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Fig. 10 FFT of strain
response under controlled
conditions

Frequency (Hz)

Am
pl

itu
de

First natural frequency of
stayed-bridge section

First two natural
frequencies of the double
cantilever section

First load test data and modal data were used to calibrate the FEM, and from this,
vibration modes identified. Figure 11a, b show the first two vibration modes of the
double cantilever section.

During the monitoring period, the system operator evaluated the vibration
frequency by selecting strain gages data obtained under conditions as close to those
existing in the controlled test and without interference from the rehabilitation works.
Analysis was following the same process for the initial frequency evaluation, except
that in this case, analysis was focused to specific frequency ranges associated to the
first and second modes of the double cantilever bridge section.
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(a) First vibration mode. 

(b) Second vibration mode. 

Fig. 11 Double cantilever vibration modes

4.3 Finite Element Model Calibration

Experimental data from dynamic and static tests served as a reference to calibrate
the FEM of the El Carrizo Bridge. Static strains and tilt angles from a given loading
condition (weights and positions of the trucks on the bridge) set up a data group that
was used directly, without additional processing, to calibrate the bridgemodel. On the
other hand, as previously described, dynamic strain datawas processed to identify the
first two vibration frequencies andmodes of the double cantilever section.Model cali-
bration was done with engineering judgement and an iterative optimization process
where structural parameters of the constitutive materials and geometric dimensions
were changed within a priori defined ranges [7, 8]. Table 1 reports a comparison of
the two first experimental vibration frequencies of the double cantilever section with
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Table 1 Experimental and model frequencies

Mode Frequency (Hz) Error (%)

Experimental MEF

1 1.191 1.168 1.93

2 2.455 2.448 − 0.32

Table 2 Updated structural parameters

Structural parameter Calibrated value Units

Equivalent elasticity module of post-tensioned segments 3.10 × 109 kg/m2

Segment equivalent density 2.65 × 103 kg/m3

Equivalent density of provisional lanes 3.00 × 103 kg/m3

Deck equivalent density 2.65 × 103 kg/m3

Steel elasticity module (damaged elements) 1.26 × 1010 kg/m2

Steel elasticity module (new elements) 2.10 × 1010 kg/m2

Deck asphalt layer thickness 1.40 × 10–1 m

those from the calibrated model. Table 2 presents the parameter values associated
with the best fit of the model.

Load tests used two different types of heavy vehicles: the single 3-axle truck
(identified as C3) with 27,500 kg of gross weight and a single trailer (T3-S3) with
6-axle configuration and a gross vehicle weight of 50,000 kg. Static tests considered
different positions on the bridge and dynamic test were under controlled conditions
with the bridge closed to traffic and with the test vehicles traveling on the bridge at
different speeds and, alternatively, on different lanes. These tests involved a total of
four C3 trucks and two T3-S3 heavy vehicles.

The SAP 2000 FE software was themain platform for the structural analysis of the
double cantilever section of the El Carrizo Bridge (see Fig. 12). The overall model
has 1,088 frame elements, 3360 shell elements and 3958 nodes. The box girders,
crossbeam girders and pylon FE models used frame elements, while the bridge deck
was modelled with shell elements. The FE model of the temporary bypass lanes was
built with frame elements fixed to the box girder with body constrains. Boundary
conditions on one side were simply supported and on the cantilever side connected to
the cable-stayed section was only restricted for lateral displacements and 100,000 kg
of dead load counterweight on each box girder.

The comparison of static experimental data with numerical simulations under the
same conditions, allowed corroborating and validating the calibration of the FEM [8].
In general, the overall accuracy of the model was within 5% error, with a maximum
difference of 10%, with respect to the experimental data.
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Fig. 12 General view of the FE model with provisional lanes on main girders

4.4 Bridge Rating Factor

The Rating Factor calculation for the bending moments and shear forces, according
to The Manual for Bridge Evaluation of the American Association of State Highway
and Transportation Officials (AASHTO) [5, 6], used the FEmodel already calibrated
as previously described. For the analysis, the live loads due to traffic, considered the
maximum service load for each one of the rehabilitation stages, including the initial
and after accident conditions. Equation 1 defines the Rating Factor according to the
AASHTO Manual for resistance state limits.

RF = C − (γDC)(DC) − (γDW )(DW ) ± (γP)(P)

(γLL)(LL + I M)
(1)

where

RF Rating factor.
C Member capacity.
Rn Nominal member resistance (as inspected).
DC Dead load effect due to structural components and attachments.
DW Dead load effect due to wearing surface and utilities.
P Permanent loads other than dead loads (secondary prestressing effects, etc.)
LL Live load effect of the rating vehicle.
I M Dynamic load allowance.
γDC LRFD load factor for structural components and attachments.
γDW LRFD load factor for wearing surfaces and utilities.
γP LRFD load factor for permanent loads other than dead loads.
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γLL LRFD live load factor for the chosen limit state and rating vehicles.
ϕc Condition Factor.
ϕs System Factor.
ϕ LRFD Resistance Factor.

Table 3 shows the values of the parameters used to estimate the Rating Factors.
According to the monitoring system data and the progress status in each of the

different maintenance stages already described, the calibration of the finite element
model was updated for each of them. Table 4 shows the values and variation of the
first two natural frequencies obtained from the calibrated model of finite elements,
with respect to those experimentally measured with the monitoring system in each
of the maintenance stages considered.

Figures 13 and 14 show the calculated rating factors for the bending moments and
shear forces of the different maintenance stages, considering the maximum possible
load for each stage condition and their corresponding operating conditions.

Table 3 Parameter values used to calculate the rating factor

Factor Description Value

Load factor γDC—load factor for structural components and attachments 1.25

γLL—live load factor for the chosen limit state and rating vehicles 1.75

γLL—live load—operating condition 1.35

γw—load factor for wearing surfaces and utilities 1.50

I M—dynamic load allowance 20%

Resistance factor,ϕ Reinforced concrete structure under flexural/tension loads (deck) 0.90

Concrete prestressed structure under flexural/tension loads (girder) 1.00

Reinforced concrete structure under shear loads 0.90

Condition factor,ϕc Reinforced concrete structure (new deck) 0.85

Prestressed concrete structure (new girder) 1.00

System factor,ϕs Prestressed concrete girder 1.00

Table 4 Frequencies used to calibrate the model to estimate rating factors

Stage First vibration mode frequency Second vibration mode frequency

Monitoring
data (Hz)

FEM data (Hz) % variation Monitoring
data

FEM Data % variation

E1 1.191 1.168 1.93 2.455 2.448 0.28

E2 1.139 1.130 0.79 1.850 1.850 0.00

E3 1.170 1.143 2.30 1.878 1.920 2.23

E4 1.171 1.200 2.47 2.397 2.100 12.39

E5 1.193 1.217 2.01 2.470 2.150 12.95

E6 1.194 1.256 5.19 2.478 2.220 10.41

E7 1.191 1.230 3.27 2.466 2.200 10.78
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Fig. 13 Rating factor for flexural moments

Fig. 14 Rating factors for shear forces
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As described before and due to the lack of experimental data before (initial stage)
and after the accident (damaged bridge), the structural condition in those cases was
inferred with the best possible engineering judgment and information available.With
this approach, it was found that the rating factors of the initial stage were 2.20 for
the bending moments and 2.66 for shear forces.

In the same way, the evaluation of the damaged condition of the bridge resulted
from a retrospective analysis, which included mechanical property changes due to
damage to the structural elements. In this case, the rating factors for the box girder
were 1.69 for bending moments and 0.89 for shear forces. Considering the level
of damage on the bridge deck and crossbeam girders, the estimation of the rating
factors made no sense and was not necessary. In this case, shear forces cause the
most critical condition in box girders due to the loss of effective cross section area.
After conclusion of this first stage, the rating factors increased significantly 3 times
for bending moments and 5 times for shear forces, which was a clear indication of
the effectiveness of the repairs made to the box girders.

As rehabilitation continued, the monitoring system recorded the responses of the
sensors to structural changes and from those, the FE model was updated and rating
factors calculated. For instance, the rating factors for stage 2 increased because of
the demolition of the damaged bridge deck and therefore the dead load was reduced.
Contrary to the latter, during stage 3 the rating factor decreased due to the construction
of the new diaphragms in the box girders, the placement of the new cross girders,
and the construction of the new bridge deck, with a net increase in the dead load.

For stage 4, the rating factor increased again because both box girders, with the
cross girders and bridge deck, started to work structurally together with an effective
increase on the bridge stiffness. In stage 5, a small decrease was present mainly
because of the removal of the temporary bypass on side A, and, although the dead
load decreased, the stress distribution changed on the cross section of the box girder.
This change was due to the forces from the post-tension cables and, therefore, the
compression stress distribution changed for the entire the cross section area of the
box girder and the neutral axis also changed. Again, during stage 6 the rating factors
decreased because of the removal of the temporary bypass lane on sideB,with similar
effect like the one that occurred in stage 5, but on the other box girder.

Finally, stage 7, which corresponds to the second load test, represents the reha-
bilitated structure and the end of the maintenance work. With respect to stage 6, the
rating factors decrease in almost 50%, mainly because the bridge was at 100% of its
structural condition and the service loads considered in the analysiswere significantly
higher and the same as those used for the initial condition before the accident. In this
last analysis, the loads considered four lanes in service with four double trailers with
75.5 tons each, according to the Mexican standard (NOM-012-SCT-2-2017), which
states the maximum loads and dimensions of heavy trucks on theMexican highways.
Comparing the the initial stage with final stage, results reveal that the rating factor for
flexural moments changed from 2.20 to 2.28, slightly larger but practically the same.
On the other hand, the rating factor for shear forces changed from 2.66 to 2.57. These
results show that the repair project was sufficient to recover the structural condition
of the bridge to which it had before the accident.
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It is important to notice that, during stages 4–7, the second natural frequency
of the calibrated FE model reported errors within 10–13%, which was due to the
many uncertainties in stiffness of the bridge deck and steel crossbeams, which have
a strong effect on the torsional mode. As a result, the calculated rating factors had
also higher uncertainties with respect to those in the initial stages. Despite this, the
general trend of the rating factors can be explained from the analysis and simulation
of the monitoring data and final load results and it was concluded that the overall
error was within 5%.

5 Conclusions

One of the benefits of monitoring systems is to confirm the integrity of the structures
during rehabilitation works, especially in cases where this is still in operation. In
addition, it guarantees the safety of the users.

The evaluation of the maintenance stages was carried out through the timely
monitoring of the bridge through structural parameters and simulating the different
scenarios with a FEM, calibrated to each condition. At the same time, this evaluation
permitted the establishment of safe conditions for the structural parameters.

For this particular study, the structural rating factors, according to the AASTHO
Manual for Bridge Evaluation, were the main criteria to evaluate each maintenance
stage. The advantage of this criterion is the direct relationship between the exper-
imental measurement data and the safety level of the structure, which in this case,
was estimated for each stage of maintenance.

The use of the rating factors to evaluate the maintenance process of a bridge,
allowed establishing criteria to maintain the safety of the bridge and avoid conditions
that could put it at risk.

The most important conclusion of the study is that, once the bridge rehabilitation
was completed, the bridge’s safety and service levels recovered practically to the
same levels as before the accident.
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Vibration Monitoring of a Railway
Bridge Using Distributed Macro-strain
Data Obtained with Fiber Bragg
Gratings

Edwin Reynders, Dimitrios Anastasopoulos, and Guido De Roeck

Abstract Recent advances in optical sensing and signal processing technologies
have resulted in strain sensing systems that can accurately capture the very small
dynamic strain levels occurring in civil structures during ambient excitation. In par-
ticular, it has been demonstrated in a laboratory environment that the combination of
fiber Bragg grating (FBG) sensors with an acquisition system that interrogates those
sensors with a swept monochromatic signal, can accurately capture RMS strain val-
ues with an order of magnitude of 0.01 microstrain. In the present work, the potential
of this novel sensing technology for civil structural health monitoring is explored for
a steel bow-string railway bridge that has been monitored for over one year. Both
sides of the bridge deck have been instrumented with chains of multiplexed FBG sen-
sors that are fixed to the bridge at discrete points. In this way, dynamic macro-strains
are measured in a continuous way along the entire length of the bridge. During
the monitoring period, the bridge underwent a retrofitting operation, in which all
connections between the hangers and the bridge’s deck and arch were altered. The
influence of this retrofit on the monitored eigenfrequencies and strain mode shapes
has been investigated and compared with their regular environmental variation. As
the retrofitting resulted in global mass and stiffness changes of the structure, it is
found to have an influence mainly on the eigenfrequencies, except when it induces
an interaction between previously well-separated modes: in that case the strain mode
shapes are also affected.

Keywords Optic strain sensing · Modal testing · Bridge engineering
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1 Introduction

Vibration-Based structural health monitoring (SHM) relies the fact that the modal
characteristics of a structure (eigenfrequencies, damping ratios and mode shapes)
depend entirely on its stiffness, mass and energy dissipation. Structural damage
results in a stiffness change, so it can therefore be detected, in principle, bymonitoring
modal characteristics [7, 10, 11].

Eigenfrequencies can be obtained from only one or a few sensors, e.g. accelerom-
eters, placed at proper locations [20]. As a result, they are very often used for SHM
[8, 11, 15]. Eigenfrequencies are mainly sensitive to global stiffness modifications.
Local damage of small or moderate severity therefore has a small influence on eigen-
frequencies [11, 25], while the global stiffness is often influenced by variations in
environmental factors such as temperature [19]. That influence can be high enough to
completely mask the presence of even severe damage, necessitating data normaliza-
tion [7, 24]. Displacementmode shapes can also be used for SHM.They are attractive
in the sense that they are more sensitive to local stiffness changes than eigenfrequen-
cies, and less sensitive to temperature variations [29, 30]. The main disadvantage
is that a dense sensor grid is required for good damage localization capabilities [8],
which is generally costly when conventional sensors, such as accelerometers, are
employed.

Strain mode shapes are an attractive alternative for the more conventional dis-
placement mode shapes [6, 26], because modal strains are much more sensitive to
local damage than modal displacements [17], and dense sensor grids can be achieved
at relatively low cost thanks to the multiplexing capacity of some sensor types such
as fiber Bragg gratings (FBG) [16]. The main challenge has been that the dynamic
strains that occur in large civil structures in operational conditions are very small,
typically in the sub-microstrain range. However, recent experiments involving FBG
sensors have demonstrated that with improved sensor interrogation [6] or signal pro-
cessing techniques [5], the required sensing accuracy can be attained. Laboratory
experiments on concrete [3, 5, 27] and steel beams [9] or pipes [28] have illustrated
that modal strains are highly sensitive to local damage of low or moderate severity,
while they are insensitive to global temperature changes [3].

The present work takes the step of monitoring the detailed strain mode shapes of
a full-scale civil structure in operational conditions. To this end, the deck of a steel
bow-string railway bridge was instrumented with a dense grid of multiplexed FBG
macro-strain sensors as a proof of concept. For a time period of more than a year,
the eigenfrequencies and strain mode shapes were automatically identified every
hour from the low-amplitude operational and free vibration strain data. The results
demonstrate the feasibility and accuracy of the strain monitoring methodology of [5]
in field conditions.

Next, the present work also investigates the temperature influence on the eigenfre-
quencies and modal strains on this full-sized civil structure with complex boundary
conditions and temperature fluctuations. Small but clear influences are found for the
eigenfrequencies, while the strain mode shapes are insensitive to temperature. The
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investigation therefore confirms the finding of an earlier study involving uniform
temperature changes on a free-free prestressed concrete beam tested in controlled
laboratory conditions [3].

Finally, during themonitoring period, the investigated bridge underwent a retrofit:
all connections of the hangers between the arches and the bridge deck were strength-
ened in order to resolve a design error that was detected during inspection. The
influence of this retrofitting on the eigenfrequencies and strain mode shapes is inves-
tigated and compared with the temperature influence. The present conference paper
is an abbreviated version of a more detailed analysis to be found in Ref. [4].

2 The KW51 Bridge

The KW51 bridge (Fig. 1) is a 117m long steel bowstring bridge that crosses the
Leuven-Mechelen canal close to the city of Leuven, Belgium. The bridge carries two
tracks that are part of railway Line 36 that runs from Brussels to Liège. The bridge
deck consists of a steel orthotropic (i.e., rib-stiffened) steel plate that is supported
by two longitudinal steel girders and thirty-three steel transverse beams. The bridge
deck is suspended from the archwith thirty-two inclined braces. The ends of themain
girders rest on neoprene bearings, which directly sit on two concrete abutments.

From 16 May 2019 until 15 September 2019, the bridge was retrofitted so that a
design error, related to the bolted connections of the braces with the deck and the
arch, could be resolved. All bolted connections between the braces and the arch, and
the braces and the deck of the bridge were strengthened with welded steel plates, as
displayed in Fig. 2. The influence of the strengthening on the modal characteristics
will be investigated in this paper, as it resembles the case of a slightly damaged struc-
ture (before retrofitting), which has been restored to a healthy structural condition
(after retrofitting). Monitoring data from during the retrofitting period itself will be
excluded from the study as during this period, scaffolding was installed on the bridge
and this modified the overall mass and stiffness very significantly.

Fig. 1 The KW51 bridge, (left) as seen from the north side, after retrofitting, and (right) view on
the bridge deck from below
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)b()a(

Fig. 2 Typical bolted connection between two braces and the arch of the KW51 bridge. a Before
retrofitting and b after retrofitting

3 Strain Monitoring

Dynamic macrostrains of the bridge have been monitored with four chains of FBG
sensors, inscribed in optical fibers with a glass fiber reinforced polymer coating.
The fibers are located at the top surface of the bottom flange of the main girders
of the bridge. Each fiber contains 20 FBG sensors, except from the northwest one
that contains 19 FBG sensors (Fig. 3). The fibers are prestressed to ensure that they
remain in tensionwhen the corresponding bridge part is under compression. They are
attached to the flanges using custom-made small clamping blocks [5]. There is one
clamping block in between twoFBGsensors, such that eachFBGsensormeasures the
average strain, also termed macrostrain or long-gauge strain, in between to clamping
blocks. The corresponding measurement distance is about 2.5m except at locations
NW9, NE9, SW9 and SE9 (see Fig. 3), where the gauge length was limited to 1m
for practical reasons. Since FBGs are sensitive to both strain and temperature, the
fibers are covered with thermal insulation to ensure that fast temperature fluctuations
would not affect the dynamic measurements.

The strain acquisition is conducted with an interrogator that offers the required
high accuracy and precision for dynamic sub-microstrain measurements [5, 6], the
FAZTechnologies FAZT-I4. The sampling frequency is fs = 1000Hz. The acquisition
system and the laptop that is required to operate the acquisition system, and to store
the data, are placed inside a cabinet that is located close to one end of the bridge and
is attached on a transverse beam via magnets. The FBG fibers are connected to the
acquisition system through a telecom fiber that spans the distance (≈60m) between
the cabinet and the midspan of the bridge, where all four fibers are connected to the
telecom fiber in a wall mount box.

Throughout the monitoring period, the temperature of the bridge has also been
measured with a thermocouple. It is attached on the same transverse beam as the
cabinet that contains the acquisition system (Fig. 3).
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4 Strain-Based Operational Modal Analysis

Every hour, the fiber optic strainmonitoring system thatwas presented in the previous
section captures 900s of dynamic strain data under ambient excitation from all FBGs
installed of the bridge at a sampling rate of 1000Hz. Each set of ambient strain data
is used for Operational Modal Analyses (OMA), to identify the modal characteristics
that represent the state of the bridge. In total, 8022 operational excitation tests were
conducted during the first year of the monitoring that is being reported here.

4.1 Automatic Identification of Modal Characteristics

The data processing and the system identification is conducted with the Matlab
toolbox MACEC [23]. First, the static offset is removed from all measured strain
signals. Second, the data are low-pass filtered with an eighth-order Chebyshev Type
I filter with a cut-off frequency 16Hz and then re-sampled 40Hz. A fourth-order
Butterworth filter with a high-pass frequency of 0.35 Hz is subsequently applied to
all channels, in order to remove the influence of the temperature fluctuations on the
FBG measurements. The position-averaged root-mean-square (RMS) strain value is
around 0.01microstrain (με). Then, the output-only, data-driven stochastic subspace
identification (SSI-data) method [18] is employed for identifying a range of state-
space models from the strain data. The half number of Hankel block rows is set to 40
and themodel order ranges from30 to 120 in steps of 2.When the time signals include
one or more train passages, the data Hankel matrix [18] is modified to exclude them
from the identification process, i.e. the columns of the Hankel matrix that contain
data from times when a train is on the bridge, are removed. The train passages are
automatically detected via peaks in the strain data with amplitude larger than 1 με,
which are caused by train boggies. The computed modal characteristics are used for
constructing stabilization diagrams [21]. The modes are automatically selected from
each stabilization diagram by means of hierarchical agglomerative clustering, has
proved to be a suitable automatization approach if the diagram is sufficiently clear
[14].

Hierarchical clustering requires a measure for the similarity between every pair
of objects. In the present work, the similarity is measured by a distance d between
two modes that incorporates both the relative natural frequency difference and the
the correlation between the mode shapes:

di− j = | fi − f j |√
fi f j

+ (1 − MACi, j ) (1)

where fi and f j are the eigenfrequencies of the mode estimates i and j and MACi, j

is the modal assurance criterion [1] between the strain mode shape estimates i and j .
If the distance between two mode estimates is short, then the two modes have similar
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Table 1 Mode types and eigenfrequencies ( f ssij ) of the modes of the KW51 bridge, as identified
from strain-based OMA using SSI-data identification and data from a test that was conducted at
16:52 on 14/2/19

Mode Type f ssi,sj (Hz) μ[ f ssi,sj ] (Hz)
1 1st lateral mode of the arch 0.51 0.51

2 2nd lateral mode of the arch 1.24 1.24

3 1st lateral mode of the deck 1.89 1.90

4 3rd lateral mode of the arch 2.45 2.45

5 1st bending mode of the deck 2.54 2.55

6 2nd bending mode of the deck 2.92 2.92

7 Lateral mode of the arch 3.67 –

8 Lateral mode of the arch 3.72 –

9 1st torsion mode of the deck 4.10 4.10

10 3rd bending mode of the deck 4.27 4.31

11 Torsion mode of the deck [?] 4.36 –

12 4th bending mode of the deck 5.30 5.32

13 5th bending mode of the deck 6.25 6.32

14 Bending mode of the deck (?) 7.00 –

15 Bending mode of the deck (?) 7.65 –

16 Torsion mode of the deck (?) 7.90 –

17 Torsion mode of the deck (?) 8.97 –

18 Torsion mode of the deck (?) 11.13 –

The mean natural frequency (μ[ f ssij ]) of the systematically identified modes during February 2019
(Fig. 6b) is also provided. The modes whose type cannot be confirmed by [13] are denoted with [?]

eigenfrequencies and strainmode shapes and consequently, they should belong to the
same cluster. Once the distance between any two modes in the stabilization diagram
has been determined, the hierarchical tree can be constructed in an agglomerative
way. The single-linkage method is employed for this, as it can detect a wide range
of clustering patterns [12] and it has shown its efficacy in earlier studies [14].

After formation of the hierarchical tree, it needs to be cut at a certain level,
such that all mode estimates that are attached to a branch are grouped into the
same cluster, representing a single physical mode. The cut-off level of the tree was
determined by setting themaximum allowable distance between the different clusters
to di− j ≤ 0.03.

The automatic identification of modal characteristics is now illustrated with the
ambient strain data that were obtained on 14/2/19 at 16:52. Twenty one modes are
automatically identified from this modal test in the frequency range (0–15) Hz. The
character of the first eighteen modes is described in Table1, and some identified
strain mode shapes are displayed in Fig. 4. In order to facilitate the physical inter-
pretation of the identified modes, the results of an acceleration-based OMA that was
performed by colleagues of the Structural Mechanics Section of KULeuven [13]
are displayed in Fig. 5. There are minor differences between the eigenfrequencies of
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Fig. 4 Strain mode shape and natural frequency of some modes of the KW51 bridge, as identified
from strain-based OMA using SSI-data identification and data from a test that was conducted at
16:52 on 14/2/19
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13 =6.43 Hz

Fig. 5 Displacement mode shape and natural frequency of modes 1–10 and 12–13 of the KW51
bridge, as identified from an acceleration-based OMA [13]

Figs. 4 and 5 because they result from different identifications, using data obtained
with different sensors and on a different date and time. The first thirteen modes that
were identified from the acceleration-based OMA correspond to the ones identified
from the strain-based OMA, with the exception of mode 11, which is not identified
by the acceleration-based OMA. The modes of the bridge can be classified as deck
or arch modes, depending on which part of the bridge is predominantly deformed.

The same automated procedure is followed for all dynamic strain tests. The eigen-
frequencies of all the modes that have been identified during the period 14/2/2019
to 28/2/2019 are displayed in Fig. 6a. The gap that is observed around February 26
is due to a temporary power cut that kept the monitoring system off for a few hours.
Some of the modes that are contained in Fig. 6a are only identified from a few data
records, possibly because they are rarely excited. In order to remove these modes and
to track the well-excited modes over time, the same hierarchical clustering procedure
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Fig. 6 Eigenfrequencies of the modes of KW51 bridge as they are automatically identified during
February 2019, a before and b after removing the modes that are not systematically identified from
strain-based OMAs

that was used to automate the mode selection process from a stabilization diagram is
applied again, but this time on the time history of automatically identified physical
modes of all modal tests that were conducted within amonth. In Fig. 6b, the final time
history of physical modes is displayed for the period 14/2/2019 to 28/2/2019. Ten
modes are consistently identified during the considered period. Their mean natural
frequency is also listed in Table1.

4.2 Influence of temperature on modal characteristics before
retrofitting

The influence of temperature on themodal characteristics of the bridge is investigated
for the period before retrofitting, from 14/2/2019 to 15/5/2019, with a temperature
range of 24◦C.

The eigenfrequencies of the first sixmodes are plotted as a function of temperature
in Fig. 7; the vertical axis limits span ±3% of the mean natural frequency value so
as to have a common relative scaling for all modes. The linear regression and the
coefficient of determination (R2) between temperature T and natural frequency f is
also computed for eachmode separately and displayed in Fig. 7. The linear regression
is given by:

f (T ) = αT + f0 (2)
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Fig. 7 Eigenfrequencies ofmodes1–6of theKW51bridge as a functionof temperature, as identified
from SSI-data ( f ssij ) and during the period before the retrofitting. The dash-dotted line denotes the

mean natural frequency μ[ f ssij ], while the dashed line denotes the linear regression of the data

f (T ). The y-axis limits of the plots, which correspond to ±3% of μ[ f ssij ], are also denoted with
dashed lines

where α is the slope of the linear regression and f0 the natural frequency that corre-
sponds to temperature T = 0◦C. Based on Eq. (2), the relative change of the natural
frequency of each mode � f [%], for a temperature change of �T = +10◦C is given
by:

� f10[%] = f (10) − f0
f0

= a10

f0
100% (3)

It can be observed in Fig. 7 that the measured temperature correlates better with
the modes of the arch (modes 1, 2 and 4) and the second bending mode of the deck
(mode 6) than with the other deck modes (modes 3 and 5). An increase of �T =
10◦C in temperature results in a relative decrease of about � f10 = 0.2 − 0.25%
for the eigenfrequencies of the arch modes and deck mode 6. The low correlation
between the measured temperature value and the natural frequency of deck modes
3 and 5, together with the relatively large scatter of the natural frequency values,
indicate that these eigenfrequencies can be influenced by other factors, such as solar
radiation), wind intensity, thermal inertia of the structure and identification errors.
Similar conclusions are drawn for the other identified arch and deck modes [2] and
therefore additional plots are not reproduced here.

The strain mode shapes that have been determined from the ambient vibration
tests that are conducted every hour, have been normalized such that the strain mode



300 E. Reynders et al.

shape vector has unit norm and that its largest component is purely real. This nor-
malization scheme, that was proposed in [22], facilitates the comparison between
strain mode shapes that have been determined from different ambient vibration tests
[3]. After normalization, the strain mode shapes are clustered into groups based on
the temperature that was recorded during the corresponding ambient vibration test.
Each temperature group has a range of 2 ◦C and the groups are not overlapping. For
each temperature group k, the sample mean μ[ψ ssi,(k)

j ] of all strain mode shapes in

the group is then computed, as well as the sample standard deviation σ [ψ ssi,(k)
j ] and

the related ±2σ confidence interval CI[ψ ssi,(k)
j ], which boils down to a 95% confi-

dence interval when the samples are normally distributed, as is usually the case in
operational modal analysis [22].

As an example, Fig. 8b displays the mean strain mode shape of the second bend-
ing mode of the deck (mode 6) with the 95% confidence interval for all tempera-
ture groups. The confidence intervals for the different temperature groups overlap
completely, and they all have nearly the same width. The same observation holds
for all other identified strain mode shapes [2], and therefore these results are not
reproduced here. It can be concluded that, in the present experiment, there is no
statistically significant influence of the temperature on the strain mode shapes, for
the given temperature range of 24 ◦C.

Since temperature does not influence the strain mode shapes, the statistical uncer-
tainty must relate to other causes of variability in the strain mode shapes at a given
temperature group, such as identification errors. The corresponding variance error
can be reduced by averaging the identified strain mode shapes that belong to the
same temperature group. Indeed, the standard deviation of the sample mean of the
entire set of Nk independent samples (i.e. identified strain mode shapes) obtained at
a given temperature group k is related to the standard deviation of the set as:

σ [μ[ψ ssi,(k)
j ]] = σ [ψ ssi,(k)

j ]√
Nk

(4)

and the related 95% confidence interval reads:

CI[μ[ψ ssi,(k)
j ]] = [−2σ [μ[ψ ssi,(k)

j ]], 2σ [μ[ψ ssi,(k)
j ]]] (5)

=
[
− 2√

Nk
σ [ψ ssi,(k)

j ], 2√
Nk

σ [ψ ssi,(k)
j ]

]
(6)

Figure8c displays, for mode 6, the sample mean of the complete set of all the repeat-
edly identified strain mode shapesμ[ψ ssi,(k)

j ] that are obtained at a given temperature
group k, together with the 95% confidence interval of the sample mean of each set.
Note that the samplemean values of Figs. 8b and 8c are identical, but that the width of
the confidence intervals in Fig. 8c is a factor 1/

√
Nk narrower than in Fig. 8b, because

in Fig. 8c the uncertainty of the averaged, sample mean values is considered. The
narrow confidence intervals of the sample mean of the different temperature groups
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Fig. 8 a South view of the KW51. b Sample mean μ[ψ ssi,(k)
j ] and 95% CI[ψ ssi,(k)

j ] of the strain
mode shapes that have been identified in each temperature group k for mode 6, for the period before
the retrofitting. c Sample meanμ[ψ ssi,(k)

j ] and 95%CI[μ[ψ ssi,(k)
j ]] of the sample mean, of the strain

mode shapes that have been identified in each temperature group k for mode 6, for the period before
the retrofitting. The top and bottom subplots contain the strain mode shapes at the north and south
sides of the bridge, respectively
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overlap completely, and they all have nearly the same width, which strengthens the
conclusion that there is no statistically significant influence of the temperature on
the strain mode shapes, for the temperature range of 24 ◦C. The same observation
holds for all other identified strain mode shapes, so the corresponding plots are not
reproduced here.

4.3 Influence of Temperature on Modal Characteristics After
Retrofitting

The influence of temperature on the modal characteristics of the bridge is now inves-
tigated for the period after retrofitting, i.e. from 15/9/2019 to 24/02/2020, with a
temperature range of 26◦C.

The eigenfrequencies of the first sixmodes are plotted as a function of temperature
in Fig. 9; the vertical axis limits span±3%of themeannatural frequencyvalue so as to
have a common relative scaling for all modes, similar to Fig. 7 before the retrofitting.
The linear regression between temperature and natural frequency is also computed.
The measured temperature correlates better with the the modes of the arch (modes
1, 2 and 4) and the second bending mode of the deck (mode 6) than with the other
deck modes (modes 3 and 5). An increase of �T = 10◦C in temperature results in a
relative decrease of about � f10 = 0.2 − 0.23% for the eigenfrequencies of the arch
modes and deck mode 6. A similar observation was made before retrofitting.

The strain mode shapes have been normalized and clustered into temperature
groups in the same way as before retrofitting. As an example, Fig. 10b displays the
mean strain mode shape of the second bending mode of the deck (mode 6) with the
95% confidence interval for all temperature groups after retrofitting. It should be
noted that the NE fiber went out of service in August 2019 and for practical reasons
it could only be repaired at the beginning of November 2019. Therefore, Fig. 10 does
not contain results for this fiber for the period from 1/9/2019 to 31/10/2019.

The confidence intervals for the different temperature groups overlap completely,
and they all have nearly the same width. The same observation holds for all other
identified strain mode shapes [2], and therefore these results are not reproduced here.
It can be concluded that, in the present experiment, there is no statistically significant
influence of the temperature on the strain mode shapes, for the given temperature
range of 26◦C.

The variance error on the identified strain mode shapes can be further reduced
by averaging, similarly to the period before the retrofitting. The standard deviation
and the related 95% confidence interval of the sample mean of the entire set of Nk

identified strain mode shapes obtained at a given temperature group k is calculated
by Eqs. (4) and (6). Figure10c displays, for mode 6, the samplemean of the complete
set of all the repeatedly identified strain mode shapes μ[ψ ssi,(k)

j ] that are obtained
at a given temperature group k, together with the 95% confidence interval of the
sample mean of each set. The narrow confidence intervals of the sample mean of the
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Fig. 9 Evolution of the eigenfrequencies of modes 1–6 of the KW51 bridge as a function of
temperature, as identified from SSI-data ( f ssij ) and during the period after the retrofitting. The dash-

dotted line denotes the mean natural frequency μ[ f ssij ], while the dashed line denotes the linear

regression of the data f (T ). The y-axis limits of the plots, which correspond to ±3% of μ[ f ssij ],
are also denoted with dashed lines

different temperature groups overlap completely, and they all have nearly the same
width. The same observation holds for all other identified strain mode shapes, so
the corresponding plots are not reproduced here. These observations strengthen the
conclusion that there is no statistically significant influence of the temperature on
the strain mode shapes, for the investigated temperature range of 26 ◦C.

4.4 Influence of Retrofitting on Modal Characteristics

During the retrofitting, all of the bolted connections between the diagonal braces and
the deck and arch were strengthened (see Sect. 2 and Fig. 2). The weaker situation
before retrofitting thus resembles a damage case, and the strengthened situation can
then represent the healthy condition. In the present section, the influence of this
quasi-distributed damage on the monitored eigenfrequencies and strain mode shapes
is investigated.

The eigenfrequencies of the first six systematically identified modes are plotted
as a function of temperature in Fig. 11 for the time periods before and after the
retrofitting. The vertical axis limits span±5% of the average natural frequency value
before retrofitting so as to have a common relative scaling for all modes. The relative
change of the mean value of natural frequency of each mode before and after the
retrofitting, �μ[ f ], is also provided. There is a small but clear influence of the
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Fig. 10 a South view of the KW51. b Sample mean μ[ψ ssi,(k)
j ] and 95% CI[ψ ssi,(k)

j ] of the strain
mode shapes that have been identified in each temperature group k for mode 6, for the period after
the retrofitting. c Sample meanμ[ψ ssi,(k)

j ] and 95%CI[μ[ψ ssi,(k)
j ]] of the sample mean, of the strain

mode shapes that have been identified in each temperature group k for mode 6, for the period after
the retrofitting. The top and bottom subplots contain the strain mode shapes at the north and south
sides of the bridge, respectively
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Fig. 11 Evolution of the eigenfrequencies of modes 1–6 of the KW51 bridge as a function of
temperature, as identified from SSI-data ( f ssij ) and during the periods before (circles) and after

(diamonds) the retrofitting. The dash-dotted lines denote the mean natural frequency μ[ f ssij ] of
each period, while the dashed lines the ±5% of μ[ f ssij ] (before retrofitting) y-axis limits of the plot

retrofitting on the eigenfrequencies of most modes. The changes that are induced by
the retrofitting are different for the different types of mode.

For themodes of the arch, i.e.,modes 1, 2 and4, a reductionof the eigenfrequencies
of about 1% is observed. For these modes, the mass increase due to the welded steel
plates that strengthen the connections of the braces (Fig. 2b) is important while the
additional stiffness is relatively unimportant. For the bending modes of the deck,
i.e., such as mode 6, the opposite influence is observed: the retrofitting results in an
increase of their eigenfrequencies of about 1.8–2.6%. For these modes, the increased
stiffness that is offered by the steel plates that are welded at the brace connections as
a larger effect than the added mass. For modes 3, 5 and 9, the influence is less clear
due to the larger scatter of the natural frequency values. It can be concluded that the
influence of the retrofitting is larger than the influence of temperature, for the given
temperature ranges of about 24 and 26◦C that were achieved before and after the
retrofitting respectively, and for the modes that correlated well with temperature [2].

In order to investigate the influence of retrofitting on the strain mode shapes,
combined graphs are constructed, where the strain mode shapes before and after the
retrofitting are plotted on top of each other. Previously, it was concluded that temper-
ature does not affect the strain mode shapes before nor after retrofitting. Therefore,
all the identified strain mode shapes of a mode (i.e. for all temperatures) are clustered
in two groups, one containing the strainmode shapes before retrofitting and one after.
The sample mean μ[ψ ssi

j ] of the complete set of strain mode shapes of each group is
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Fig. 12 a South view of the KW51. b and c Samplemeanμ[ψ ssi
j ] (solid lines) and 95%CI[μ[ψ ssi

j ]]
of the sample mean (dashed lines), of the strain mode shapes that have been identified during the
periods before (blue) and after (orange) the retrofitting for b mode 6 and c mode 10. The top
and bottom subplots contain the strain mode shapes at the north and south sides of the bridge,
respectively
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plotted, together with the 95% confidence interval of the sample mean of that group
CI[μ[ψ ssi

j ]] in Fig. 12, for modes 6 and 10.
It can be clearly observed, due to the very narrow confidence intervals of the

sample mean of the two groups that the retrofitting has an insignificant influence on
the strain mode shapes of mode 6, while for mode 10, where an influence can be
observed. For all other modes, the retrofitting has an insignificant influence on the
strain mode shape, just as for mode 6, and therefore they are not reproduced here.
This is due to the fact that the retrofitting results in a quasi-uniform modification of
mass and stiffness along the bridge, and the strain mode shapes are sensitive to local
changes, as experimentally demonstrated in e.g. [3, 5]. Global changes do not affect
the strain mode shapes, unless they are scaled in an absolute way, e.g. through mass
normalization.

The fact that the retrofitting does have in influence on the strain mode shape of
mode 10, can be explained as follows. Before retrofitting, modes 10 and 11 have
well separated eigenfrequencies and they can be characterized as a bending and
torsion mode of the deck, respectively (see Table1). Due to the stiffening effect of
the retrofitting, the natural frequency of mode 10 has increased such that it almost
coincides with that of mode 11. As a result, both modes interact after retrofitting
such that mode 10 is not a purely bending mode anymore but it has gained also a
torsion component.

5 Conclusions

The KW51 railway bridge was monitored with four chains of multiplexed FBGs for
a period of one year, during which it underwent retrofitting. Every hour, the dynamic
strain data under ambient excitation as well as the free response after train passages
were used in an operational modal analysis. The modal characteristics of the bridge
were automatically identified with a hierarchical agglomerative clustering algorithm.
Despite the very low dynamic strain levels, the eigenfrequencies and detailed strain
mode shapes of tenmodes could be accurately and continuously identified throughout
the entire monitoring period. This provides an experimental proof of concept for
ambient dynamic strain monitoring of large civil structures with a dense sensor grid.

Furthermore, the influence of temperature on the monitored eigenfrequencies and
strain mode shapes was investigated. The eigenfrequencies of the arch modes and
some of the deck modes were seen to correlate well with the measured temperature,
which implies that the temperature is a dominant factor in the regular environmental
variation of those modes. The strain mode shapes of all identified modes were found
to be insensitive to temperature variations, so they can be directly used for damage
identification, without requiring data normalization.

The retrofitting increased both the overall mass and stiffness of the bridge. As
eigenfrequencies are sensitive to overall mass and stiffness changes, a clear influ-
ence of the retrofitting on the monitored eigenfrequencies was observed. The eigen-
frequencies of the arch modes decreased, as the mass effect is more important for
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those modes, while the eigenfrequencies of the deck modes increased, as the stiff-
ness effect is more important for those modes. Since the retrofitting did not result
in local changes in the bridge deck, the monitored strain mode shapes were not
influenced, except when the retrofitting induces and interaction between previously
well-separated modes. Dynamic monitoring in a dense grid of fiber optic strain sen-
sors enables to accurately capture both eigenfrequencies and strain mode shapes,
which complement each other very well in a structural health monitoring context as
they are sensitive to global and local stiffness changes, respectively.
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Monitoring of Base Isolated Building
Subjected to Far Fault Earthquake

Antonello Salvatori, Antonio Di Cicco, and Paolo Clemente

Abstract Dynamic monitoring of base isolated buildings is analyzed to evaluate
structural behavior during earthquakes and gain experience on the specific behavior
of rubber isolators. Some structures with seismic base isolation have been monitored
during recent strong earthquakes in Italy, namely Amatrice earthquake (2016/08/24,
Mw = 6.0) and Norcia earthquake (2016/10/30, Mw = 6.5) and aftershocks. For
these structures, amplification phenomena have been observed up to about twice
the accelerations on the superstructure, for very low energy value inputs. In these
cases, however, monitoring revealed amplified accelerations extremely small, and
very far from being able to damage the structure. Records from the ENEA permanent
accelerometric network, installed on these structures, and the tests carried out on the
same isolators during qualification tests of the same rubber isolators positioned below
the analyzed structure, describe the behavior of the isolators in terms both of force
and displacement defining two non-linear laws, for small and large displacement,
derived from experimental data.

Keywords Seismic isolation · Rubber isolator · Monitoring · Earthquake

1 Introduction

It’s well known that seismic isolation of a structure, decoupling ground motion from
super-structuremotion represents still now the better solution to prevent both collapse
condition (especially if the structure is designed according to capacity design) and
any level of damage to building structure, infills and plants [11, 14, 23, 24].

Its realization usually is done by a physical disconnection in the structure which
is then divided into two parts: the substructure, rigidly connected to the ground
and which must have noticeable high stiffness properties, and the superstructure,
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which, according to recent studies, must conceive capacity design for its elements
(beams, pillars, walls) [27]. Seismic isolation, instead of increasing the capacity of
the structure, use RID’s strategy, drastically reducing the energy transmitted from
the ground to the building [20–22, 28].

The substructure, which normally has to be realized with high shear stiffness, to
decrease significant relative displacements and deformations, and to minimize the
main modal period of vibration relevant to substructure itself, has roughly the same
acceleration of the ground and must be designed in elastic field (like a rigid body),
while the superstructure takes advantage from the increased deformability deriving
from the introduction of the isolation system, obviously with respect of capacity
design concepts in order to avoid nonlinear behaviour in case of an exceptional
seismic event [7, 13].

Typically, response spectra in terms of accelerations of most earthquakes reveal
large amplification in the range 0.1 ÷ 0.8 s, where generally is located the main
vibration period of many traditional buildings (in particular, concrete cast building)
[1, 5, 29]).

Assuming, for simplicity’s sake, a linear elastic or comparable behaviour of the
rubber isolators, (in particular when considering collapse prevention or life safety)
the increase of global deformability must correctly be evaluated by considering the
effects of all structural components (Substructure—isolating system—superstruc-
ture), which can influence the modal dynamic behaviour of the isolated structure
also in the case of small displacement.

As a result, the earthquake-generated accelerations on the isolated structure are
drastically lower than those relevant to the fixed-base configuration, so it’s well
known that the structure can be easily designed to withstand extreme earthquakes
without damage both in structural and in non-structural components, in particular
infills and plants [19, 25, 32].

Of course, an increase in fundamental period means also an increase in displace-
ment, but the large component of displacement is localized in the isolating devices,
independently from typology and technology, and most of the energy of the earth-
quake is low-pass filtered and also, in part, dissipated (by elastic cycles in the case
of elastomeric isolators, or by friction in the case of pendulum devices) [15].

Fromanalysis of experimental data on isolated structures, performed in the present
work in many buildings, however, it has been noticed that for low acceleration
values (like those in areas sufficiently far from earthquake epicenters) the whole
system reveals vibration periods not suited to those of an isolated structure, due
to different displacements and excitation frequency, according to greater stiffness
of elastomeric devices (well known phenomenon in rubber or to static friction in
pendulum devices), but almost closer to the ones of a fixed base traditional structure,
as can be observed from recordings of low energy seismic events carried out by the
authors in the structure under examination [2, 4].

Corresponding to low input energies at the base of the structure, the equivalent
stiffness of the structure itself leads to frequency values different from those forwhich
it was designed (<0.5 Hz). The reduction of the modal vibration period typically
increases the seismic acceleration more than the case of higher periods [1].



Monitoring of Base Isolated Building Subjected … 313

These accelerations are higher than those evaluated in the design with possible
low damage to nonstructural component (infills). Thus, a noticaeble role is played
by structural monitoring both for high and low earthquake intensities [6, 8, 16–18].

2 The Monitored Building: Foligno Regional Civil
Protection Center

A monitoring system has been setup in some buildings in the Regional Civil
Protection Centre in Umbria Region (Figs. 1 and 2).

The Regional Civil Protection Centre of the Umbria region is located in Foligno
[3, 30, 31].

The Regional Centre is composed by a building (operative room, analyzed in
detail in the present work), a regional building (emergency and training) where the
Special Office for Reconstruction (Umbria Region 2016 Earthquake) is currently
located and a third building (Amphitheatre – Plants building) [12].

The first two buildings are seismically isolated (and monitored by ENEA) and the
third is a traditional one [2, 3].

The main structure (Operation room building), analyzed in the present work, has
three floors above ground and a basement for a total area of about 1532.25 m2 above
ground, and a volume equal to 8630.00 m3.

Fig. 1 Monitored operation room building
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Fig. 2 a Isolators below the dome structure b Elastomeric isolator basement

The structure is in reinforced concrete, with a dome space composed by ten
main concrete arches, and it is seismically isolated by ten high damping elastomeric
isolators, located externally on the ground floor.

The size of the dome is 22 m in height and 31 m in diameter base.
The isolated superstructure has a dome supported by ten half arches with cross

Section 40 × 120 cm, converging towards a single ring from which two concentric
cylinders of 16 cm thickness are suspended, with a prestressed reinforced concrete.

The two concentric cylinders have inside a spiral staircase and an elevator placed
inside the innermost cylinder. The inner most cylinder and the outermost one are
suspended, with a sufficient interface towards the soil so that they can freely move
during earthquake.

The outermost cylinder stops at the height of the first floor while the innermost
cylinder continues to the basement, at a height of −4.00 m.

The external cylinder is formed, as the elevator core, by a reinforced concrete wall
with 16 cm thickness but, unlike the latter part, from the height of the first deck.

The two cylinders end at the top with a reinforced concrete closure ring where
the two cylinders connect to the semi-arches; above the latter there is an additional
ring beam with a transverse Section 75 × 150 cm connected both to the closure ring
and to the semi-arches.

The inner cylinder ends with a 30 cm thick slab inside the basement, at −3.74 m
below the ground level, and it is isolated from the surrounding underground structure,
then “suspended” and anchored to the isolated superstructure.

The foundation system is formed by plinths based on four piles each, linked
together by a reinforced concrete beam with cross Section 80× 80 cm, and by radial
beams converging in a ring beam with cross Section 50 × 140 cm and diameter,
measured on the longitudinal axis, equal to 7.20 m.

There is no connection between the elevator core and the ring beam above.
Above the beams connecting the plinths there is a 20 cm thick slab which is also

the base of the dome.
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The pedestrian access to the structure is possible by means of a slab (18 cm
thickness) that extends as a cantilever from the core elevator suspended on the base
of the dome. There is no connection between the slab for pedestrian access and the
base of the structure.

Above the foundation plinths, there are 10 concrete supports on which the
elastomeric isolation devices are positioned (Fig. 2).

The floors, with a radial dimension descending from the bottom towards the top of
the structure, are supported by circular and radial beams that connect the half arches
to the outer vertical cylinder.

The two upper floors are used as offices for the Civil protection operative room
and more precisely:

• The first floor consists of 14 offices, in addition to the services and organized
through furniture-equipped walls.

• The second floor is divided into a meeting room of about 145.50 m2, a direction
hall of about 60.00 m2, a meeting hall of about 136.60 m2 and services.

• The third floor contains other offices and a room for air conditioning systems.

3 Elastomeric Isolators Properties

The isolators are elastomeric one with soft-rubber, with circular steel plates
between the rubber layers, identified by the code SI-S 1000/240. Their mechanical
characteristics are shown in Table 1.

Before production, trial test was performed to determine isolator characteristics.
The experimental test evidenced an increasing cyclical stress at constant frequency

and a corresponding increasing capacity of the isolator. The results reported the
following values for the shear resistance module and damping (Table 1).

Table 1 Mechanical properties of the seismic isolators

External diameter Dg 1000 mm

Total high without anchorage plates H 392 mm

Total high with anchorage plate Ht 472 mm

Volume of the nucleus Vol 307.88 dm3

Total weight without anchorage W 1834 kg

Maximum horizontal force with maximum seismic displacement Fxy 497 kN

Maximum seismic uniform pression = V/A′ σvs,max 3.98 Mpa

Minimum seismic uniform pressure = Vmin/A′ σvs,min 0.00 Mpa

Vertical stiffness = Ec · A′ / te Kv 2310 kN/mm

Horizontal equivalent stiffness = Gdin · A · te Ke 1.31 kN/mm

Stiffness ratio Kv/Ke 1764
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The devices have an increase in the damping and in the shear stiffness modulus
with the decrease in the deformation.

Trial tests have been executed to determine:

• the vertical stiffness values of the elastomeric isolators,
• the static G modulus values,
• the rubber—steel adhesion values related to maximum shear deformation.

These tests have been performed by scaling test isolators by a ½ factor (type SI-S
500/120), applying cyclic stresses with fixed frequency, measuring the reaction force
of each isolator. All the results have been scaled to the original isolator dimension.

It can be noticed that for a deformation values from 30 to 5%, the rubber isolators
show a sharp increase in stiffness and damping values (Figs. 3 and 4).

Fig. 3 Variation damping versus shear strain

Fig. 4 Variation dynamic shear modulus versus shear strain
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This characteristic in dynamic behavior of the rubber isolators can clearly affect
the global response of the structure subjected to different earthquakes, both of low
and of high intensity.

4 Monitoring Setup and Installation in the Isolated
Structure

The following control equipment was installed, in 2014, to monitor the structure:

• Data acquirer Kinemetrics K2, absolute timing using GPS, equipped with 24-
bit A/D converter (digital analogue), 12 acquisition channels, 3 of which are
connected to the sensor triad in-side the acquirer and 9 connected to the external
sensors;

• 12 Sensors Kinemetrics Force Balance model with dynamic >120 DB and full
scale 2G, three of which, orthogonal each other, are contained in the acquirer;
the remaining 9 are arranged at the level of the first deck, below the floating floor
(also used for cable passage).

The instrumentation is arranged on the structure in elevation (Fig. 5) and in plan
(Fig. 6), where the arrows indicate direction and positive sensors and the point corre-
sponds to the arrowhead, so the sensors for the channels A02, A04, A05 and A06
are vertical.

The sensor group inside the acquirer, A01, A02 and A03, is positioned below
the isolating plane, in the lowest attainable position, near the terminal part of the
Elevator Core, so they are measuring soil input under earthquake condition [9].

This position permits to observe the direct energy input at the base of the building
foundation, thus permitting to evaluate various seismic intensity of the aftershock
after 2016 earthquakes.

Fig. 5 a Elevation positioning of accelerometers b Elevation positioning of velocimeters
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Fig. 6 a Plan positioning of accelerometers b Plan positioning of velocimeters

To verify the correct functioning of the fixed accelerometric network, a campaign
of environmental noise measurements was carried out with a temporary network
made with velocimeters.

The 12 fixed accelerometerswere flanked by 12 velocimetric sensors, and, in addi-
tion, three other velocimetric sensors (S13, S14, S15)were added to this configuration
to have a more complete configuration.

In the points where the S13, S14 and S15 sensors were installed there were only
two accelerometers. The triplet at the base (A01, A02, A03) was placed below the
isolating system, joint to the foundations and the ground. The velocimeters are placed
directly on the ground.

The seven sensors from S04 to S10 were positioned on the first level above the
isolators, precisely in contactwith the reinforced concrete structure below the floating
floor, and the velocimetric sensors were placed on the same floor adjacent to the
accelerometers.

The positioning of sensors on the structure, i.e. the accelerometers relative to the
channels fromA04 toA10, is located to the share of the first floor, immediately above
the isolating plane, (Fig. 5), while the sensors related to channels A11 and A12 are
positioned at the top of the inner core (Fig. 6).

In these positions they can show properly global behaviour of the building.
All the instruments are connected to a single acquirer to contemporaneously

acquire the recordings, this requirement is fundamental to obtain the modal forms
associated with the recorded structural frequencies.

The recognition of seismic events is carried out in STA/LTA logic (Short Term
Average/Long Term average), i.e. by comparing the mean signal measured by each
sensor, filtered pass 0.1–10 Hz band, in a short time interval, in this case 0.6 s, (STA)
and the mean signal rate detected by the same sensor, band pass filtered 0.1–10 Hz,
in a long time interval, in this case 60 s, (LTA). If the STA/LTA value exceeds a
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preset value, in this case equal to 4, the signal from the channel generates a trigger
command.

To reduce the amount of recorded spurious signals, the trigger condition for a
single channel is not sufficient to initiate the recording. To start the recording a
determined number of sensors must exceed simultaneously trigger conditions, by
activating the sensors at the base and the two sensors at the top, clearly less affected
by local noise.

If two sensors exceed at the same time the trigger condition, then it begins the
recording of the acquirer. The expected trigger value of acceleration is not fixed, it can
be variable because depending on the LST/LTA values, and on the noise condition.

To record the entire signal the acquirer adds to the head of the recording the
portion of the signal prior to the trigger for a preset duration, in this case 30 s.

The detected event is considered terminated when the selected sensors check the
condition of detrigger, i.e. the signal amplitudes fall below a preset value, in this case
the 40% of the trigger conditions. Starting from the time of detrigger, the acquirer
continues the recording for a preset time, post event, in this case 30 s.

The accelerometer network recorded all the events that struck Central Italy since
August 24th, 2016. A detailed analysis of the behaviour of the seismic isolation
system under different energy earthquakes was carried out [31].

By additional sensors (velocimeters) arranged on the structure, it was possible
to recognize some experimental dynamic characteristics of the structure, i.e. natural
frequencies and associated modal forms.

Velocimetric sensors are particularly suitable for low intensity vibrational
phenomena; these instruments are simply placed on the measuring points and record
the speed of the point where they are placed.

The stress used was the simple environmental noise which, having energy content
on the entire spectrum of interest (like a straight line on the spectrum), allows to
enhance the natural frequencies of the structure.

Some of the eigenspectra of the 15 velocimetric sensors are shown, deriving from
the analysis of broadband noise signal (Figs. 7, 8 and 9).

The results show an amplification at 2.67 Hz in the vertical sensor, while in the
horizontal sensors the amplification reveals at 1.94 Hz (Fig. 10).

Fig. 7 Eigenspectrum of velocimeter CH 01
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Fig. 8 Eigenspectrum of velocimeter CH 02

Fig. 9 Eigenspectrum of velocimeter CH 07

Fig. 10 Amplification factor in horizontal (solid line dir. 1) and vertical sensor (dashed line dir. 3)
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In the foundation plate the three vertical sensors, S04, S05, S06, exhibit an ampli-
fication factor at about 8.80; 8.80 Hz can reasonably be thought to be a structural
frequency in the vertical direction.

Observing the horizontal sensors, it can be noticed that, regardless of the level
in which they are positioned, the radial sensors (S13 and S14 at the base, and S11
and S12 at the top) show a single evident peak at 1.94 Hz, a probable signal of a
translational frequency with components prevalent in the direction of sensors S12
and S13.

The tangential sensors, obviously arranged only on the base level, in addition to
the aforementioned frequency 1.94 Hz, have a further frequency at 2.60, decidedly
higher and extremely defined; this second frequency could have origin by a torsional
dynamic behaviour; this is confirmed because it is present only in tangential sensors
and the subsequent analysis of the cross-spectra confirm this hypothesis. Finally, the
vertical S15 sensor at the top still shows the 8.80 Hz frequency.

The graphs of the spectral and cross spectral analysis confirm the frequency
behaviour observed (Fig. 11). The torsional nature of the frequency 2.60 Hz is clearly
confirmed, while also the frequencies at 4.40Hz and 5.20Hz seem to be of a torsional
nature even if their amplitude is much lower. The correlation between velocimetric
analysis and accelerometric one validates the modal frequency results-.

This analysis has been performed for all the input channels, evidencing the direc-
tional behaviour and the relevant frequencies. A low intensity rocking behaviour

Fig. 11 Results from spectral and cross spectral analysis for CH07 and CH09
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has been evidenced by cross spectral analysis for channels S04–S06, and S06–S12
(vertical component).

5 The in Situ Seismic Behaviour of the Isolation System

The design fundamental frequency of the isolated building was equal to 0.38 Hz.
Different values were found during the earthquakes recorded. A fundamental
frequency of about 1.9 Hz was estimated during ambient vibration tests and low
energy earthquakes, while a first resonance frequency of about 1.0 Hz was found
under the strongest event recorded. Anyway, the effectiveness of the seismic isola-
tion system under all the events of the sequence was verified and discussed in a
previous paper [12, 30].

Corresponding to low input energies at the base of the structure the frequency
of the structure itself leads to frequency values different from those for which it
was designed (<0.5 Hz). The reduction of the vibration period increases the accel-
eration more than the case of higher period, depending also from the earthquake
properties [26]. These accelerations are higher than those evaluated in the design
with consequent possible damage to the superstructure.

The change of the first resonance frequency was verified also during the single
events.

In the following sections, the earthquake that caused the maximum effects at the
site is considered. It occurred on October 30th, 2016 (Mw = 6.5), 36 km far from
the building location.

This was also the earthquake of the seismic sequence with the maximum
magnitude value.

The change of the resonance frequencies was pointed out by means of a time
frequency analysis based on the wavelet transforms, obtained with appropriate time
and frequency resolutions and whose amplitudes are a measure of the relative energy
content at each time–frequency point.

In Table 2 are reported all the seismic event recordings with MW or ML ≥ 4.5
relative to the seismic sequence started on August 24, 2016 (with an event of magni-
tude MW = 6.0) until 31 December 2017. The table lists the events defined from
time source, localization (latitude, longitude, depth), the source of the data (Seismic
Bulletin INGV), the name of the registration (ENEA internal code for the archiving
of events), the epicentral distance and eventual notes.

The procedure of the recorded data requires that the following processing be
carried out for each registration:

• Transformation of data from acquirer units, Volt, into cm/s/s units.
• Calculation and graphical representation of Fourier transforms to select the

filtering frequencies.
• Instrumental correction for the characteristics of each sensor, natural frequency

and damping.
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Table 2 Recorded seismic events

Source time
(Utc)

Latit Longit Depth
(km)

Magnitude Source Name
record

DEpi(Miles)

24/08/2016
01:36:32

42,698 13,234 8.1 6.0-Mw BULLETIN TN015 53

24/08/2016
02:33:29

42,792 13,151 8.0 5.4-Mw BULLETIN TN032 41

24/08/2016
11:50:31

42.82 13.16 9.8 4.5-Mw BULLETIN TN066 41

26/08/2016
04:28:26

42,605 13,292 8.7 4.8-Mw BULLETIN TN086 63

26/10/2016
17:10:36

42.88 13,128 8.7 5.4-Mw BULLETIN TP021 36

26/10/2016
19:18:06

42,909 13,129 7.5 5.9-Mw BULLETIN TP026 35

26/10/2016
21:42:02

42,863 13,121 9.9 4.5-Mw BULLETIN TP053 36

30/10/2016
06:40:17

42,832 13,111 9.2 6.5-Mw BULLETIN TP151 36

30/10/2016
12:07:00

42,845 13,078 9.7 4.5-Mw Survey TP237 33

01/11/2016
07:56:40

43 13,158 9.9 4.8-Mw Survey TP354 37

03/11/2016
00:35:01

43,029 13,049 8.4 4.7-Mw Survey N.R 29

• change of direction for sensors related to ACH03 and ACH10,
• frequency filtering and dual integration to obtain the corrected temporal histories

in terms of acceleration, speed and displacement.
• For magnitude ≥ 5.0, the calculation of the Accelerometric Group response

spectra at the base was also carried out.
• For all recordings, the maximum, in acceleration and displacement, for each

channel was calculated, the maximum for each recording and the channel on
which that value was obtained.

The event which gave themajor values hadmagnitudeMW = 6.5, registered under
the name TP151 (Norcia earthquake PG of 30/10/2016). This event is discussed in
more detail in the following chapter.

The experimental results obtained by in situ recording were compared to orig-
inal calculation design results, by applying linear and nonlinear analyses to a finite
element structural model.

To test the finite element model implemented and the isolator characteristics, the
event recordings were also used with the name TN015, relative to the effects of the
event of 24/08/2016 with magnitude Mw = 6.0 with epicentral zone near Amatrice
[10]. The numerical results have been compared with the recorded ones.
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5.1 Recording Analysis TP151 (Norcia Earthquake, Mw 6,5)

The comparison between the temporal histories of the accelerations at the three
monitored levels and for the two directions, shown below, shows that seismic actions
are different in both directions.

Moving from the ground motion to the motion above the isolator plane, there
is a decrease in the amplitude of the accelerations and a noticeable lowering of the
frequency content.Moving from the level above the isolator plane there is an increase
in accelerations, which are still lower than those of the ground.

The dominant frequency appears to be still the same, but it is evident, more in the
direction of CH11, the presence of higher frequencies (Figs. 12, 13, 14, 15 and 16).

The analogous comparison between the Fourier spectra shows that the frequency
content in the twopoints above the isolator plane,ACH08andACH12 in one direction
and ACH07 and ACH11 in the other direction, is substantially identical, for each
direction.

In the direction of ACH07 and ACH11 a significant frequency content is
manifested between 7 and 9 Hz, even dominant for ACH11 (Fig. 17).

Fig. 12 Acceleration time history sequence TP151 at ACH04, ACH05

Fig. 13 Acceleration time history sequence TP151 at ACH06, ACH07

Fig. 14 Acceleration time history sequence TP151 at ACH08, ACH09
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Fig. 15 Acceleration time history sequence TP151 at ACH10, ACH11

Fig. 16 Acceleration time history sequence TP151 at ACH12

Such frequency content is not justified in a structure with seismic isolation at the
base.

In the following this behaviour will be explained by analyzing the Fem model
both in linear and nonlinear characterization for the rubber isolators.

Cross-spectral analysis, ACH08 ACH12 and ACH07 ACH11, (Fig. 18), stresses
that the motion of the structure above the isolator plane increases very little by
proceeding upwards in the range in frequency less than 2 Hz, and it is also consistent
and in phase.

This frequency range can be considered representative of themotion of the isolated
structure.

The frequency content between 7 and 9Hz hasmuch greater amplitudes on the top
of the structure and in the direction of ACH11, which decrease by going downwards.
Consistency is high and the motion of the two points of measurement is in opposition
to phase. It can be stressed that the motion at these frequencies is originated within
the isolated superstructure.

There is a small frequency shift for amplitude peaks respect to velocimeter spectra,
in particular for the horizontal component. Acceleration spectra revealed amplitude
peaks at light small frequency values. This could depend on different amplitude level
respect to velocimetric analysis, due to nonlinearity of material.

To explain the presence of several frequency peaks in the recordings examined, a
time–frequency analysis was carried out for the ACH11 and ACH12 channels. From
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Fig. 17 TP151 comparison of the acceleration Fourier spectra. Channel id is referred to acceleration
channels ACHi

these it is evident that the dominant frequency varies during the seismic action as it
is expected for a structure with seismic isolation at the base [3].

6 The Experimental Test on Seismic Isolation System
and Comparison with FEMModel

To evaluate the actual characteristics of the isolator for deformations less than 5%, a
test was performed on the same isolators used for the trial test using as input data the
relative displacements between the isolated structure and the ground, deriving from
the double integration of the accelerations recorded by the ACH03 accelerometer
located at the base of structure under examination, integral to the ground, and the
barycentric displacement of the structure, calculated by mediating the displacement
deriving from the recordings of the accelerometers ACH07 and ACH09, placed in
correspondence of the first scaffold, in diametrically position opposite, just above
the elastomeric isolators.
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Fig. 18 TP151 cross spectral analysis. Channel id is referred to acceleration channels ACHi

The registrations for the TP151 event were used for the test. The event TP151
is the recording, of the accelerometers installed on the structure, of the event of the
day 30/10/2016 06:40:17 of magnitude Moment (Mw) of 6.5, with an epicenter at a
distance of about 36 km, near Norcia (PG) (Table 2).

The deformation of the test is below 5% deformation of the isolator, the height of
the isolator being equal to 240 mm. The trial tests were performed on SI-S 500/120
type insulators, i.e. on a 2: 1 scale, subject to increasing cyclic stresses at a constant
frequency measuring the corresponding shear force (Fig. 3, 4). Some test results are
shown in the displacement-force graph (Fig. 19).

The curves relating to the time history test obtained from the TP151 event data
are shown in blue while the red line curves derive from a trial test with deformation
of 5% performed at a constant frequency.

Amplitude variations determine, in the two cases, the differences between the
two hysteretic responses, due to nonlinear rubber behavior which is displacement
dependent.

To verify the validity of the law and analyze the structure’s behaviour, a finite
element model of the structure was analyzed.
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Fig. 19 Curves related to the test with the time history obtained from the data of the event TP151

The definition of a model that is correct and adherent to that which is the real
situation is a very delicate operation, also through the model you have to recreate,
in the most likely way possible, the condition of load on the structure at the time of
recorded events. A nonlinear dynamic modal analysis has been performed, (consid-
ering the first 50modes of vibration of the structure), with recorded acceleration time
histories.

The model has been optimized by inserting the nonlinear behavior of the elas-
tomeric isolator, using the laws obtained from the results of the trial test, performed
on the isolator based on the displacement recordings of theTP151 event (Fig. 20). The
model of the rubber isolator has been applied starting from the displacement—force
time dependent behaviour, obtained with the trial test. By this analysis, two inter-
polation functions are developed, time—displacement and time—force. A proper
range has been chosen (with values above a threshold value for each curve), between
40.5 and 65 s. The time interval between two values where the time-force function
has zero value will define a cycle in terms of force, therefore with the same logic,
extrapolating data from the time-displacement interpolation function for the same
time interval, all pairs of force–displacement values defining the cycle are obtained.
The same operation has been repeated for each time value for which the time-force
function has zero value. 78 different cycles were found, but only 15 had acceptable
characteristics, with symmetry in force—displacement properties.

An example of the nonlinear model of the rubber isolator is shown (Fig. 21).
Calculating the equivalent stiffness of the isolator as:
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Fig. 20 The FEM model

cω=3,55
Dmax=1,80 mm
Fmax=14,65 kN
dmin=-1,77 mm
Fmin=-13,78 kN
k=7,5 kN/mm
deq=1,78 mm
Feq=14,15 kN
keq=7,91 kN/mm
ζ=22,46%

Fig. 21 Example of one of the various nonlinear rubber isolator cycles—Cycle 25

ki eq T T = fi eq T T

di eq T T
[kN/mm] (1)

Is possible to evaluate, for each analyzed cycle,

fi eq R = ki eq R · di R (2)

in order so plot displacement – force data for the isolator SI-S 1000/240, resulting
in the graph where force—displacement law is plotted for each cycle.
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Fig. 22 a Data points for each analyzed cycle. b Nonlinear resultant force—displacement

The local law (small displacement) can be formulated as FL(d)= 12.6• d0.75. The
graph fits very well to the real behavior of the isolator for shear deformation values
γi < 5% (Fig. 22).

The data reported from the trial test are also added to the displacement—force
graph, obtaining the resisting force of the isolator for shear deformation values from
0 to 200%, obtaining the global law (large displacement): FG(d) = 14.2• d0.57.

For small displacements (γi < 5%) the isolator stiffness is slightly underestimated
(Fig. 23).

The choice of a function like f(x) = a • xb is acceptable, well approximating the
values, and, for a null displacement, with null value.

The results are shown both for displacement and acceleration, in the same position
where the accelerometers are in themonitoring, and they are comparedwith the actual
recordings of accelerations and displacement recorded during the analyzed events.

It is known that the orientation of the accelerometers with respect to the structure
is the same even within the model and in particular:

• The ACH03 is oriented in the model according to the X-axis
• The ACH01 is oriented in the model according to the Y-axis
• The ACH02 is oriented in the model according to the Z-axis.

Fig. 23 a Nonlinear isolator global rule. b Nonlinear global rule for γi < 5%
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The results of the various analyses carried out below are shown below. It was
inserted into the finite element model, as input data, the time history of the recording
at the base, in terms of acceleration, of the event named TP151.

The input acceleration time histories are shown in (Fig. 24).

Fig. 24 Nonlinear input acceleration TP151 a ACH01, b ACH02, c ACH03
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Fig. 25 Comparison of recorded displacement with numeric ones TP151 ACH07

Fig. 26 Comparison of recorded displacement with numeric ones TP151 ACH08

Some of the displacement results are compared with the monitoring recordings
(Figs. 25, and 26).

Then a comparison sample between recorded and numerical data is shown
(Figs. 27 and 28).

It can be easily observed that the model with the non-linear law has a good
correspondence with the recorded data, with some exception in for low amplitudes
at higher frequencies in ACH07 (Fig. 27), probably due to the interaction with a little
slab at the ground floor, connected to the cylindrical staircase.

As regards to acceleration, it reveals a frequency, in most cases, almost equal to
the recorded one, but with slightly lower values.

As in the previous case, even the model implemented with the global law turns
out to have a good correspondence with the recordings.

It is worthwhile to point out the effectiveness of themodel and the implementation
of the latter with the non-linear characteristics of the isolator to perform a linear
analysis using the equivalent horizontal stiffness of isolators Ke = 1.31 KN/mm,
also using acceleration recordings of the TP151 event in the three main directions as
input data.
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Fig. 27 Comparison of recorded acceleration with numeric ones TP151 ACH07

Fig. 28 Comparison of recorded acceleration with numeric ones TP151 ACH08

The results on two channels at the level of the first floor, one in the X-direction
(ACH09) and another in the Y-direction (ACH08) are shown (Figs. 29 and 30), both
for displacement and for acceleration.

Fig. 29 Comparison of displacement: linear analysis and recorded data TP151 ACH08
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Fig. 30 Comparison of displacement: linear analysis and recorded data TP151 ACH09

Fig. 31 Comparison of acceleration: linear analysis and recorded data TP151 ACH08

The differences between linear analysis with Ke and the analysis with the non-
linear characteristics of the isolator are very pronounced. As for displacement, the
highest recorded peak almost fits, but the relevant response time history does not fit
the recorded one.

Considering acceleration time histories, however, it can be observed that that the
numerical solution obtained by linear analysis doesn’t fit, and heavily underestimates
the acceleration in the structure, and the acceleration time sequence does not fit the
recorded law (Figs. 31 and 32).

There is also a dominant frequency in the acceleration spectra of the model,
different from that recorded on the actual structure.

7 Conclusion

In the structure under examination, amplification phenomena have been noticed,
up to about twice the acceleration on the superstructure, for very low input energy
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Fig. 32 Comparison of acceleration: linear analysis and recorded data TP151 ACH09

values. In these cases, however, it has been observed that the amplified accelerations
are extremely small one, and very far from the damage level of the structure. This is
because, as seen, isolation systems with high-damping elastomeric isolators have a
nonlinear stiffness that increases as the deformation decreases (as required to avoid
noise vibrations even under weak horizontal loads such as wind, etc.), with nonlinear
performance; in the case of low-energy seismic input, the isolation system is more
rigid even than the equivalent horizontal stiffness Ke.

However, the isolation devices correctly operate also in low stress conditions, with
frequencies higher than the design ones, but still carrying out a filter function less
than in extremely low acceleration condition. It can be observed, from the recordings,
the presence of a frequency spectrum different from that of the fixed-base structure.
At the same time, it has been verified that the stresses on the structure were less than
the design ones.

By the recordings of ENEA permanent accelerometric network, installed on the
test structure, and to the tests carried out on the same isolators used for the trial, it
has been described the behavior of isolators both by shear force and displacement,
defining two non-linear formulations, (for small displacement and for large displace-
ment of the isolator) derived from experimental data. Obviously, while the first local
formulation seems to be more appropriate to describe the behavior of the isolator for
deformations below 5%, the global law is also suitable for large displacement and
deformation of the isolators.

The FEM model fits very well the actual behavior of the structure and, using the
nonlinear rules of the isolator, shows a very good feedback with the experimental
measurements during the seismic events. However, the results of the numericalmodel
cannot match exactly the recording ones, because of many other variables to consider
in the FEM model.

In the linear analyses, with the equivalent horizontal stiffness modulus, the
comparison of the results with the recordings of low energy seismic events, shows
major differences, especially considering the acceleration values, which result
considerably undervalued (75% less than about).



336 A. Salvatori et al.

References

1. Bongiovanni G, Buffarini G, Clemente P, Saitta F, De Sortis A, Nicoletti M, Rossi G (2015)
Behaviour of the base isolated Jovine School in San Giuliano di Puglia, Italy, under the
December 20th 2013 earthquake. In: Proceedings 14th world conference on seismic isola-
tion, energy dissipation and active vibration control of structures, University of California San
Diego, CA USA

2. Bongiovanni G, Buffarini G, Clemente P, Saitta F, Serafini S, Felici P (2016) Ambient vibration
analysis of a strategic base isolated building. In: Proceedings 6th International civil structures.
Health Monitoring Workshop CSHM-6, Queen’s University Belfast

3. Bongiovanni G, Buffarini G, Clemente P, Saitta F, Salvatori A, Scafati F (2019) Experimental
seismic behaviour of base isolation systems in Italy during the 2016–2017 seismic sequence
in central Italy. In: Proceedings of XVIII Convegno Nazionale ANIDIS L’Ingegneria Sismica
in Italia, SS01–125 – SSS01–133, Ascoli Piceno, Italy, ISBN 978–88- 3339–256–1, ISSN
2532-120X

4. Buffarini G, Clemente P, Serafini S, De Stefan OA, Olivieri R, Salvatori A (2015) Experi-
mental dynamic analysis and seismic rehabilitation of Palazzo Margherita in L’Aquila. EAI
Knowledge,Diagnostics and Preservation of Cultural Heritage, spec. II, ISBNE185775 - ISSN:
1124-0016

5. Çelebi M, Bazzurro P, Chiaraluce L, Clemente P, Decanini L, De Sortis A, EllsworthW, Gorini
A, Kalkan E, Marcucci S, Milana G, Mollaioli F, Olivieri M, Paolucci R, Rinaldis D, Rovelli
A, Sabetta F, Stephens C (2010) Recorded Motions of the Mw6.3 Apr. 6, 2009 L’Aquila (Italy)
Earth. and implications for building structural damage: a review. Earth Spectra 26(3):651–684
EERI

6. Clemente P (2002) L’analisi dinamica sperimentale nella salvaguardia dei beni culturali. EAI,
ENEA, ISBN 88-8286-012-4

7. Clemente P (ed) (2015) Avezzano 1915 – 2015: Cento anni di ingegneria sismica”. Energia,
Ambiente e Innovazione, No. 5, ENEA

8. Clemente P (2017) Seismic isolation: past, present and the importance of SHM for the future.
J Civil Struct Health Monit 7(2):217–231. https://doi.org/10.1007/s13349-017-0219-6

9. Clemente P, Bongiovanni G, Buffarini G, Saitta F (2015) Seismic input in the structural
design: considerations and application to the Italian territory. Int J Safety Secur Eng WIT
Pres 5(2):101–112. ISSN 2041-9031 (paper format), ISSN 2041-904X (on-line). https://doi.
org/10.2495/SAFE-V5-N2-101-112

10. Clemente P, Bongiovanni G, Benzoni G (2017) Monitoring of seismic isolated buildings: state
of the art and results under high and low energy inputs. Proceeding New Zealand society
for earthquake annual conference and 15th world conference on seismic Isolation, Energy
Dissipation andActive Vibration Control of Structures, NZSEE2017 and 15WCSI,Wellington,
pp 27–29

11. Clemente P, Bontempi F, Boccamazzo A (2016) Seismic Isolation in masonry build-
ings: technological and economic issues. In: Modena C, da Porto F, Valluzzi MR (eds)
Brick and block masonry: trends, innovation and challenges (Proceeding 6th Interenational
Conference IB2MAC, 26-Padua), 2207–2215, Taylor & Francis Group, London, UK, ISBN
978-1-138-02999-6

12. Clemente P, Bongiovanni G, Buffarini G, Saitta F (2016) Experimental analysis of base isolated
buildings under low magnitude vibration. Int J Earthq Impact Eng 1(1–2):199–223. https://doi.
org/10.1504/IJEIE.2016.10000961

13. Clemente P, Buffarini G (2010) Base isolation: design and optimization criteria. J Seism Isolat
Protect Syst 1–1:17–40. https://doi.org/10.2140.siaps.2010.1.17

14. Clemente P, Martelli A (2017) Anti-seismic systems: worldwide application and conditions
for their correct use. In: Proceedings 16th world conference on earth engineering (16WCEE,
Santiago, Chile), IAEE & ACHISINA

https://doi.org/10.1007/s13349-017-0219-6
https://doi.org/10.2495/SAFE-V5-N2-101-112
https://doi.org/10.1504/IJEIE.2016.10000961
https://doi.org/10.2140.siaps.2010.1.17


Monitoring of Base Isolated Building Subjected … 337

15. De Stefano A, Matta E, Clemente P (2016) Structural health monitoring of historical heritage
in Italy: some relevant experiences. J Civil Struct Health Monit 6(1):83–106. https://doi.org/
10.1007/s13349-016-0154-y

16. Losanno D, Londono JM, Spizzuoco M (2013) Structural monitoring for the management
of emergency due to natural events. In: IEEE workshop on environmental, energy and struc-
tural monitoring systems, EESMS 2013, Proceedings. https://doi.org/10.1109/EESMS.2013.
6661703

17. Losanno D, Spizzuoco M, Serino G (2013) An application of SHMS to a passively controlled
structure. In: IEEE workshop on environmental, energy and structural monitoring systems,
EESMS 2014, Proceedings. https://doi.org/10.1109/EESMS.2014.6923273

18. Martelli A, Clemente P (2015) Need for an adequate seismic monitoring of seismically isolated
buildings to ensure safety during their life. In: De Stefano A (ed) Proceeding 7th international
conference on structural health monitoring of intelligent infrastructure (SHMII-7, Turin), RS2,
ISHMII & Politecnico di Torino

19. Martelli A, Clemente P, Benzoni G (2017) State-of-the-art of development and application
of anti-seismic systems in Italy. In: Proceeding New Zealand society for earthquake annual
conference and 15th world conference on seismic isolation, energy dissipation and active
vibration control of structures (NZSEE2017 and 15WCSI, Wellington)

20. Martelli A, Clemente P, De Stefano A, Forni M, Salvatori A (2013) Development and applica-
tion of seismic isolation, energy dissipation and other vibration control techniques in Italy for
the protection of civil structures, cultural heritage and industrial plants. In: Seismic isolation,
energy dissipation and active vibration control of structures; Proceeding of the ASSISi 13th
world conference (13WCSI)& JSSI 20th anniversary international symposium, JSSIXIIIworld
conference on seismic isolation, energy dissipation and active vibration control of structures,
Commemorating JSSI 20th anniversary, Sendai, Japan

21. Martelli A, Clemente P, De Stefano A, Forni M, Salvatori A (2014) Recent development
and application of seismic isolation and energy dissipation and conditions for their correct
use. In: Geotechnical, geological and earthquake engineering, 34:449–488. ISSN 1573-6059,
ISSN 1872-4671 (electronic), ISBN 978-3-319-07117-6, ISBN 978-3-319-07118-3 (eBook).
https://doi.org/10.1007/978-3-319-07118-3_14, Kluwer Academic Publisher, Springer Cham
Heidelberg New York Dordrecht London, Library of Congress Control Number: 2014946618,
(2014)

22. Martelli A, Clemente P, ForniM (2015)Worldwide state-of-the-art of development and applica-
tion of anti-seismic systemsbased on the information provided at theASSISi SendaiConference
in 2013 and later and conditions for their correct use. In: Proceeding 14th world conference
on seismic isolation, energy dissipation and active vibration control of structures, Univ. of
California San Diego, CA USA

23. Martelli A, Clemente P, Forni M, Panza GF, Salvatori A (2011) Recent development and
application of seismic isolation and energy dissipation systems, in particular in Italy, conditions
for their correct use and recommendations for code improvements. In: 12thworld conference on
seismic isolation, energy dissipation and active vibration control of structures, Sochi (Russia)

24. Martelli A, Clemente P, Saitta F, Forni M (2012) Recent worldwide application of seismic
isolation and energy dissipation to steel and other materials structures and conditions for their
correct use. In: Mazzolani FM, Herrera R (eds) STESSA 2012 (Proceeding, seventh interna-
tional conference structures in seismic areas, Santiago del Chile,), Taylor & Francis Group,
London, ISBN 978-0-415-62105-2

25. Martelli A, Clemente P, Forni M, Salvatori A (2011) Ricostruire L’Aquila in sicurezza con
l’isolamento ed altri sistemi antisismici, 21mo Secolo, 22(2):14–28. ISSN: 1570-761X

26. Rinaldis D, Clemente P (2013) Seismic input characterization for some Italian sites. In: Brebbia
CA, Hernández S (eds) Earth resistant engineering structures IX (Proc. ERES 2013, A Coruña,
Jul 8–10), vol 79, pp 13–21, WIT Press, Southampton, UK, ISSN 1743-3509. https://doi.org/
10.2495.ERES130021

27. SalvatoriA (2009)Edifici con isolamento sismico alla base: la nuova facoltà di lettere, filosofia e
scienze della formazione dell’università dell’Aquila. In: Proceeding ofXIII national conference
ANIDIS L’Ingegneria Sismica in Italia, Bologna

https://doi.org/10.1007/s13349-016-0154-y
https://doi.org/10.1109/EESMS.2013.6661703
https://doi.org/10.1109/EESMS.2014.6923273
https://doi.org/10.1007/978-3-319-07118-3_14
https://doi.org/10.2495.ERES130021


338 A. Salvatori et al.

28. Salvatori A (2014) Structural faults and innovative repair techniques in the buildings damaged
in the L’Aquila 2009 earthquake. In: Forde MC (ed) Proceedings of structural faults & repair
2014, London (UK), ISBN No: 0-947664-76-8

29. Salvatori A (2018) Seismic base isolation: retrofitting application in structures damaged by
earthquake. In: Proceedings of 16th European conference on earthquake engineering ECEE,
Thessaloniki, Greece

30. SalvatoriA,DiCiccoA,ClementeP (2019)Seismicmonitoringof buildingswith base isolation.
In Papadrakakis M, Fragiadakis M (eds) proceedings of 7th ECCOMAS thematic conference
on computational methods in structural dynamics and earthquake engineering, COMPDYN
19, Hersonissos, Crete, Greece, 5254 - 5275, ISBN 978-618-82844-5-6, id. SCOPUS 2-s2.0-
85079091857. https://doi.org/10.7712/120119, ISSN: 2623-3347

31. SalvatoriA,DiCiccoA,Clemente P (2019) Seismicmonitoring of base isolated buildings under
low intensity earthquakes., In Proceedings ofXVIIINational ConferenceANIDISL’Ingegneria
Sismica in Italia, SG13-2-SG13-14, Ascoli Piceno, Italy, ISBN 978-88-3339-256-1, ISSN
2532-120X

32. Salvatori A, Martelli A (2015) Safety evaluation of school located in historical buildings and
correct application of seismic isolation. In: Proceedings of XVI National Conference ANIDIS
L’Ingegneria Sismica in Italia, L’Aquila, Italy

https://doi.org/10.7712/120119


Non-parametric Optimization Using
Subspace-Based Objective Functions

Angelo Aloisio , Riccardo Cirella, Massimo Fragiacomo, and Rocco Alaggio

Abstract The tuning of structural models to the experimental dynamic response
entails the choice of a proper objective function. The goal of the so-called model
updating process is the optimization of the chosen objective function, which mea-
sures the discrepancy between the experimental and simulated dynamic responses.
This research focuses on the application of a non-parametric subspace-based objec-
tive function to the estimation of the modelling parameters of a beam-like structure.
Differently from parametric optimization, non-parametric objective functions do not
require the assessment of the modal parameters and descend from direct manipula-
tion of the experimental and simulated data. The use of parametric optimization may
lead to the discard of important information, which could be lost when extracting
the modal parameters. Conversely, non-parametric optimization may store valuable
information, whichmay lead to the estimation of both the stiffness andmass matrices
even in the case of operational response, characterized by unknown excitation. In
a second step, the research focuses on the quantification of the uncertainty of the
parameters following an elementary Bayesian approach. The authors attempt to esti-
mate the probability density function of the parameters by isolating and quantifying
two sources of uncertainties: the uncertainty of the structural model and that of the
optimization method.

Keywords System Identification · Operational Modal Analysis · Uncertainty
quantification · Discrete optimsization · Finite Element model

1 Introduction

The optimization of structural models is a challenging task in structural engineer-
ing [6, 16, 20, 31]. However, the outcomes of the optimization may depend on the
chosen objective function. Classical parametric optimization is based on the com-
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parison between the experimental and simulated modal parameters [2, 4, 5, 10].
However, the extraction of the modal parameters may be associated with the discard
of valuable information stored in the simulated or experimental dynamic response.
Themain drawback of parametric optimization is the indeterminacy of the estimation
when assessing both the stiffness and mass matrix in so-called operational condi-
tions. The operational modal analysis returns unscaled mode shapes, which cannot
yield the estimate of both the elastic and inertial features of a structural model. The
optimization problem would be ill-posed and would require the selection of either
the inertia or elasticity as an unknown parameter. On the contrary, non-parametric
objective functions, derived from the direct manipulation of the structural response
to unknown excitation, but distinguished by known statistical properties (white noise
excitation), may be used to determine the so-called complete modal model. In non-
parametric optimization in operational conditions, the knowledge or assumption of
the statistical properties of the exciting signal is the piece of information, lost in
parametric optimization, which may help the scholar in estimating both the inertial
and elastic features from the sole operational response of a structure.

There is substantial correspondence between the concept of damage detection and
that of structural optimization [17, 19]. Damage detection is a process of identifying
the presence of damage based on the use of a possibly scalar indicator, which syn-
thetically compares the data corresponding to the reference or un-damaged state with
those measured in the damaged state [25, 33]. However, the notion of structural dam-
age may be viewed from a different perspective. A damage indicator measures the
discrepancy between two sets of data: this is the same goal of an objective function,
which maximizes the difference between the experimental and simulated structural
response. Therefore, this paper presents the application of a scalar function, devel-
oped for damage detection purposes, in the field of structural optimization. A damage
indicator has the quality to be susceptible to any discrepancy between two sets of
data. The same property should be required for an objective function. Precisely, the
authors chose a subspace-based function originated from a so-called robust metric [7,
8, 32]. The indicator, initially presented by Yan et al. [35], is the maximum singular
value of the residual matrix, obtained by multiplying two matrices representative
of the reference and damage state, respectively. Besides, the use of subspace-based
metrics is growing popular in the field of structural health monitoring [12, 34, 36].

Any structural optimization should lead to an estimate of the reliability of the
parameters [3, 8, 18, 23, 29]. There are diverse and numerous sources of uncer-
tainties which may compromise the reliability of the optimization [30]. The authors
attempt to determine the bias of the estimates due to the structural model and the
optimization method. Accurately, the uncertainty of the model may encompass most
of the limits of a structural optimization: the model may be inadequate or oversim-
plified. The modelling choices affect the final estimates and should be isolated and
quantified [3, 9]. Additionally, the selection of the objective function may contribute
to the reliability of the forecast. A basin-like shape of the objective function can be
associated with higher reliability, compared to an almost flat shape function with
several local minima.
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The current paper has two primary purposes. The first is the testing of a subspace-
based objective function in non-parametric optimization for the estimate of the iner-
tial and elasticity parameters of beam-like structures in operational conditions. The
second is the assessment of the uncertainties of the model and the optimization
process, by estimating the probability density function of the parameters using an
elementary application of the Bayes’ theorem.
Thefirst part of the paper presents themathematical details of the optimization and the
evaluation of the uncertainties. The second part details the application of the method
to an experimental suspended beam. Specifically, as a first task, the authors inves-
tigate the performance of the chosen objective function in a numerical case. Then,
they detail the experimental application and discuss some concluding remarks.

2 Optimization Problem: A Subspace-Based Formulation
of the Objective Function

State-space representation of output-only measured vibration data corresponds to the
following discrete time model [28]

xk+1 = Axk + vk
yk = Cxk + wk

(1)

with the states xk ∈ Rn , the outputs yk ∈ Rr , the state transition matrix A ∈ Rn×n

and the observation matrix C ∈ R
r×n , where r is the number of sensors and n is the

system order. The excitation vk is an unmeasured Gaussian white noise sequence
with zero mean and constant covariance matrix Q = E(vkv

T
k )Qδ(k − k ′), where

E (·) denotes the expectation operator and wk is the measurement noise. Several
scholars [13, 14] proposed a residual function to detect changes in the dynamic
response of a structural system using the measurements yk . The considered residual
originates from the covariance-driven output-only subspace identification algorithm.
Let G = E(xk+1yTk ) be the cross-covariance between the states and the outputs,
�i = E(yk yTk−i ) = CAi−1G be the theoretical output covariances, and

Hp+1,q

⎡
⎢⎢⎢⎣

�1 �2 . . . �q

�2 �3 . . . �q+1
...

...
. . .

...

�p+1 �p+2 . . . �p+q

⎤
⎥⎥⎥⎦ = Hank(�i ) (2)

the theoretic block Hankel matrix. Using measured data (yk)k=1,...,n , a consistent
estimate Ĥp+1,q is obtained from the empirical output covariances
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�̂i = 1

N

n∑
k=1

yk y
T
k−i (3)

Ĥp+1,q = Hank(�̂i ) (4)

The residual function, originally proposed by [13, 14], compares the system undam-
aged or reference state with the damaged or current one. Let U1 be the matrix of the
left singular vectors obtained from an SVD of Hp+1,q . U1 is a matrix with orthonor-
mal columns and can be used to build a residual function that is robust to changes in
the excitation covariance. The robust residual matrix can be written as

Rr = ŜT0 U
T
1 (5)

where ŜT0 is the left null space of the block Hankel matrix Ĥp+1,q in the reference
state.
Following [35], a subspace-based objective function may be defined as an arbitrary
scalar function of the residual matrix.

Iy,r = norm(Rr ) (6)

where norm picks the maximum singular value of a matrix. The nomenclature of
Iy,r descends from the initial of the scholar name and the robustness property of the
metric.

In structural dynamics, the optimization of a structural model entails the definition
of an objective function (C), which compares the simulated (Ds) and experimental
data (De).

C(θ) = f (Ds, De) : θ ⊂ R
Nθ → R (7)

where θ is the set of the estimand parameters. In this paper, the objective function is
the subspace-based indicator:

C = Iy,r (8)

3 Estimation of the Bayesian Uncertainty of the Model

The proposed procedure leads to the estimation of two sources of uncertainties.
The first aims at quantifying the reliability of the model. The second quantifies the
confidence in the outcomes of the optimization problem, by assuming the predictive
capacity of the numerical model.
The first gives information about the model reliability, the second about the quality
of the optimization, given the numerical model. As the last task, the authors combine
the two uncertainties by estimating the posterior probability density function of the
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parameters, scaled by the reliability of the model. The entire estimation process
descends from an elementary application of the Bayesian theorem [11].

3.1 Mathematical Formulation

The general formulation of the Bayes theorem is:

p(Ĉ|θ̂) = p(θ̂ |Ĉ)p(Ĉ)

p(θ̂)
(9)

where θ̂ represents the values of the optimum parameters, Ĉ is the optimum value of
the cost function. Three main terms can be identified in the Bayes theorem the prior
probability density function (PDF) of the cost function can be written as:

p(Ĉ) = Half-normal(μ = 0, σ 2 = σ 2
C) (10)

where Ĉ is the optimum value of the cost function, μ and σ are the expected value
and the standard deviation of the Half-normal distribution, and σ 2

C is the variance of
the cost function estimated from the sampled values of C in the chosen domain of
the unknown parameters.
The likelihood PDF is:

p(θ̂ |Ĉ) = Half-normal(μ = Ĉ, σ 2 = σ 2
C) (11)

where θ̂ is the vector of optimum parameters corresponding to the minimum value
of the cost function Ĉ, while σ 2

C is the variance of the cost function. The normaliza-
tion factor, ensuring that the posterior PDF integrates to 1, may have the following
definition:

p(θ̂) =
+∞∫

−∞
p(θ̂ |Ĉ)p(Ĉ)dC (12)

The reliability βM of the model M may be the integral of the posterior PDF:

βM =
+∞∫

−∞
p(Ĉ|θ̂)dC (13)
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3.2 Discussion

The estimation of the uncertainty stems from an essential consideration. The opti-
mum/minimum value of the objective function is intrinsically a measure of the reli-
ability of the model. If Ĉ → 0, the discrepancy between the experimental and sim-
ulated data tends to vanish: in that case, the structural model almost mirrors the
experimental data. If the minimum value increases, a sort of bias, related to the
structural model, affects the agreement between the two sets of data: Ĉ can be an
indirect estimate of the bias of the model. Accurately, the reliability can be a scalar
indicator, possibly derived from the probability distribution of the Ĉ given the values
of the parameters θ . According to the Bayesian inference, the prior probability can
be the PDF of C with maximum value in 0 and dispersion obtained from the standard
deviation of the sampled values of the objective function. It represents the PDF of Ĉ
associated with the best matching between the model and the experiment. Whereas,
the likelihood function is the PDF of the sampled objective function: the PDF derives
from a suitable fitting of the data with maximum value in Ĉ and the same variance
of the prior. The normalization factor is the crucial term: it is estimated by ensuring
that the likelihood and the prior integrates to one when both their maximum value is
0. It means that the reliability of the model βM, which is the integral of the posterior,
is one when the maximum value of the likelihood is null. Otherwise, it decreases as
Ĉ grows.
In the mathematical formulation, the authors used a half-normal distribution. This
choice depends on the pieces of evidence described in the following sections, where
this PDF exhibits a satisfactory fitting capability.

4 Uncertainty of the Parameters from the Optimization

The results of model updating may depend on the choice of the objective function.
It follows that the selection of the objective function is associated with a specific
source of uncertainty.
In this section, the authors attempt to describe the uncertainty of the parameters due
to the choice of the objective function in term of a PDF using the Bayes theorem.
In several cases, the parameters to optimize may be described by Gaussian PDFs.
Theoretically, the use of Gaussian distributions can be inaccurate due to definition of
the PDF in the negative range, where several parameters have no physical meaning:
negative elastic moduli, or negative mass per unit of volume.
Still, Gaussian distributions are commonly used from the Standards to the research
papers [26]: in many applications, the variance of the distribution is never so large
to have significant values of the PDF in the negative axis. The elastic modulus of
concrete, for instance, which has a higher scatter to that of steel, yields nearly zero
values of the PDF approximating the origin of the axis. This simple example aims
at endorsing the choice of the Gaussian distribution as a possible and first-attempt
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candidate PDF to represent the distribution of some mechanical parameters (elastic
modulus, e.g.).
The following mathematical derivations refer to Gaussian distributions, but the pro-
cedure is valid for any PDF, which seizes the statistical scattering of the unknown
parameters.

4.1 Mathematical Formulation

The general formulation of the Bayes theorem is:

p(θ |C,M) = p(C|θ,M)p(θ |M)

p(C|M)
(14)

where θ represents the hypotheses to be tested, e.g., the values of the model param-
eters, C collects the sampled values of the objective function, and M represents
structural model. Three main terms can be identified in the Bayes theorem: p(θ |M)

is the prior probability density function (PDF) of the parameters, p(θ |C,M)=is
the posterior PDF, p(C|θ,M) is the likelihood function of the C. Finally, the term
p(C|M) at the denominator is a normalization factor ensuring that the posterior PDF
integrates to 1.

4.1.1 Prior Probability

The prior PDF for the model parameters θ were assumed to be independent Gaussian
PDFs with mean θn ∈ R

Nθ and covariance matrix �θn ∈ R
Nθ ×Nθ :

p(θ |M) = 1√
(2π)Nθ |�θn |

exp

[
−1

2
(θ − θn)

T�θn
−1(θ − θn)

]
(15)

The mean values and variances of the parameters can derive from acknowledged
formulations (National Standards, e.g.) given the initial pieces of information about
the structure.

4.1.2 Likelihood Probability

The likelihood function of the C expresses the error of the estimates. It mirrors the
agreement between experimental data and the outputs of a structural model: hence,
according to standard formulations of the error function, the authors chose aGaussian
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probability model:

p(C|θ,M) = 1√
(2π)Nθ |�

θ̂
|
exp

[
−1

2
(θ − θ̂)T�

θ̂
−1(θ − θ̂)

]
(16)

where θ̂ ∈ R
Nθ is the vector of the optimum parameters, and �

θ̂
∈ R

Nθ×Nθ is the
corresponding covariance matrix of the estimates.

The covariance matrix of the parameters �
θ̂
descends from the variance of the

objective function. An estimate of the variance of θ̂ , �
θ̂
, can be obtained by approx-

imating the objective function to a first-order Taylor expansion:

C(θ) ≈ C(θ̂) + Jθ (17)

where J is the Jacobian matrix, collecting the approximations of the 1st order partial
derivatives of C(θ) with respect to θ evaluated at θ̂ . Thus, the variance propagation
of Eq.(17) can be written as

σ 2
c = J�

θ̂
JT (18)

where σc is the variance of the objective function evaluated at θ̂ . The inverse problem
of estimating �

θ̂
given σc can be solved by computing the Moore–Penrose inverse

of J :
�

θ̂
= J†σ 2

c (J†)T (19)

4.1.3 Posterior Probability

The posterior probability distribution is proportional to:

p(θ |C,M) ∝ 1

(2π)Nθ

√|�
θ̂
||�θn |

×

× exp

[
−1

2

(
(θ − θ̂)T�

θ̂
−1(θ − θ̂) − (θ − θn)

T�θ
−1(θ − θn)

)]

(20)
The posterior distribution must integrate to one. By rearranging the expression, the
posterior distribution can written as a multivariate normal distribution:

p(θ |C,M) = 1√
(2π)Nθ |�θ |

exp

[
−1

2
(θ − θ∗)T�θ

−1(θ − θ∗)
]

(21)

where the mean is θ∗ = (
�

θ̂
−1 − �θn

−1
)−1

(
�

θ̂
−1θ̂ − �θn

−1θn

)
and the covariance

matrix �θ
−1 = (

�
θ̂
−1 − �θn

−1
)
.



Non-parametric Optimization Using Subspace … 347

4.2 Discussion

Equation(21) is the posterior PDF of the parameters based on the outcomes of the
analyses C and the chosen structural model M. The assumption of the structural
model is explicit in all terms of the Bayes’ theorem: it means that the formulation
does not express any judgment of confidence about the model, the model is always
given. Accordingly, Eq.(21) determines the PDF of the parameters obtained from the
sampled values of the cost function.
The sampled values of the objective functions may carry other sources of uncertain-
ties, like aleatory uncertainties from the experimental data, not just the uncertainties
due to the choice of the objective function. Nevertheless, the sampled values of the
objective function may be representatives of all uncertainties related to the optimiza-
tion process, excluded the uncertainty of themodel. That is the reasonwhy the authors
named this section: “uncertainty of the parameters from optimization”. The sampled
values of the objective function comprise the uncertainties of the whole optimization
process, from the experimental uncertainty to that of the objective function.

A significant aspect of the Bayesian updating is the choice of the prior PDF [21].
In many cases, the scholar roughly knows the values of the updating parameters and
wants to estimate them with accuracy from the experimental data. The choice of an
informative PDF depends on the eventuality that the scholar approximately knows
the ranging values of the unknown parameters.
However, in the case of continuous dynamicmonitoring, the information from exper-
imental data should dominate that from the prior, based on personal expertise, sci-
entific literature or Standards. The presented Bayesian formulation can be replicated
in a sequence of updating steps, where the posterior PDF becomes a prior PDF in
the subsequent step. As the number of updating rounds grows, the initial information
of the first prior PDF vanishes, overwhelmed by the new data streaming from the
monitoring system.
In this monitoring outlook [1, 24], the choice between an informative or noninfor-
mative prior may be in influent. Still, in isolated dynamic identification campaigns,
where the experimental data may refer to a few hours of acquisitions, the choice of
a suitable prior PDF may be decisive.

Further, the objective function is linearized in the proximity of the optimum value
to propagate the uncertainty to the parameters. The use of a first-order Taylor series
expansion is a simplification. The scholar can choose diverse and more accurate
methods for variance propagation. The presentation focuses on the discussion of
a method, and the approach followed for variance propagation can be considered
secondary for the paper.
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5 Uncertainty of the Parameters

The ultimate product of the propagation of uncertainty is the PDF of the parameters
inclusive of the uncertainty of the model: p(θ |C,M) → p(θ |C). The confidence in
the model is interpreted by a sort of reliability index.
Following a standard approach in structural engineering, safety factors divide the
values of the mechanical parameters and multiply the effects of the load. Safety
factors descend from the selection of reliability targets and have a direct effect on
design inequality.
By analogy, the reliability of the model βM scales the PDF of the parameters from
the optimization process. βM reduces confidence in the parameters.

p(θ |C) = βM
1√

(2π)Nθ |�θ |
exp

[
−1

2
(θ − θ∗)T�θ

−1(θ − θ∗)
]

(22)

As a consequence the following integral would be:

+∞∫

−∞
p(θ |C)dθ = βM (23)

It means that the cumulative density function of θ would never converge to 1, due
to the intrinsic, systematic bias of the structural model. The scholar can never have
full confidence in the results due to the limits of the structural model.

6 Introduction to Tests and Preliminary Numerical
Analyses

The authors apply the non-parametric subspace-based objective function to the iden-
tification of the elastic modulus and mass density of a suspended steel beam. Accu-
rately, the objective function descends from the comparisonbetween the experimental
and simulated data. The experimental data are fixed and act as reference data—The
numerical data change in each iteration by sampling a different couple of elastic
modulus and mass density for the simulation of the time-history.

In thefirst step, a fully numerical analysis proves the validity of the approach. In the
second step, the reference data are experimental. This section details the numerical
analysis. However, the next paragraph describes the experimental setup, which gives
essential information about the modelled structure and the experimental validation.
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Fig. 1 Experimental setup

6.1 Experimental Setup

The structure considered in the numerical and experimental tests is a steel IPE120
beam, 2.5m long, with welded rectangular endplates 200mm × 100mm × 5mm.
Two springs per side suspend the beam (Fig. 1).
The data acquisition system consists of seven vertical velocimeters, equidistant on
the beam and aligned along its longitudinal axis. The input signal is white noise in the
frequency band 0–1000 Hz applied by an electrodynamic shaker in correspondence
of the left corner of the beam.

7 Numerical Analyses

A plane finite element model attempts to describe the dynamic response of the exper-
imental beam. The model consists of eight frame-like shear-deformable finite ele-
ments [15], identified by the positions of the sensors on the real structure.
A white noise vertical displacement is the input signal applied to node 1. The out-
put signals obtained from the model are the seven vertical velocities of the nodes
corresponding to the positions of the seven velocimeters placed over the experimen-
tal beam. The authors chose a 1% damping ratio for all the modes involved in the
analysis based on the results of the experimental dynamic identification.

Figures2-3 depict the values of the objective function in the following ranges
of the parameters E ∈ {100,000 − 350,000} and ρ ∈ {10,000 − 200,000} with the
sampling intervals dE = 1000 dρ = 10. The calculations of the objective function
have been repeated a two thousand times in each couple E-ρ, and Fig. 3 depicts the



350 A. Aloisio et al.

Fig. 2 Variation of the
objective function in the
chosen domain of the
parameters. The white cross
marks the couple of absolute
minimum in Ĉ

Fig. 3 Section along the
direction with lower values
of the objective function

averaged surface. The withe cross marks the position of the optimum point, which
corresponds precisely to the values adopted for the simulation of the reference data:
Ê = 210, 000 and ρ̂ = 78, 500.

The objective function has a peculiar V-like shape, with an area of lower values
in the E-ρ plane substantially aligned. The alignment depends on the growing inde-
terminacy of the optimization problem when the dynamic system is characterized
by the same ratio between the elastic modulus and the mass density, which is asso-
ciated with the same set of possible natural frequencies. Still, the optimum point, as
evidenced by the figure beside, is global–the figure shows the cross-section of the
contour plot in the E-ρ plane. Additionally, the two dotted lines represent the upper
and lower bounds of the averaged values corresponding to±σC , which is the variance
of the sampled values of C. The variance originates from the use of different white
noise inputs, generated in Matlab. In this example, the averaged optimum value and
variance of Ĉ are 0.00103 and 0.0041, respectively.

The objective function exhibited a global minimum, where expected, due to the
additional information stored in the residual matrix and lost when extracting the
modal parameters: the time-history carries the information about the statistical prop-
erty of the input signal, a white noise.
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This evidence could be understood from the following qualitative explanation. Let us
consider the infinite couples of parameters characterized by the same E to ρ ratios
and lower values of the objective function. This set of parameters comprises the
optimum one, Ê and ρ̂. The dynamic systems described by these parameters have
the same modal parameters, in term of natural frequencies and mode shapes. Still,
the geometry of the Finite Element beam is the same in all the tested cases. The
propagation of the excitation from one side of the beam, where the excitation source
is independent on the E to ρ ratio in the Euler-Bernoulli theory.
Themain restrictions of the Euler-Bernoulli theory are: plane cross-sections, initially
perpendicular to the axis of the beam, remain plane and perpendicular to the neu-
tral axis during bending, the neglection of the effects of the rotational inertia. The
Timoshenko and Rayleigh theories extend the Euler-Bernoulli theory to the effects
of shear deformation and rotational inertia, respectively. While the dispersion curve
of the Euler-Bernoulli theory is dependent on the E to ρ ratios, the exact, Rayleigh
and Timoshenko theories exhibit an explicit dependence of the phase velocity on E
[22].
Therefore, the pulse propagation in a beam depends explicitly on E , according to the
Timoshenko theory used in the FE simulation. The recorded signals have a memory
of the time needed for a specific random impulse to propagate and bounce inside
the beam. The residual matrix carries this information, and the minimum of the
objective function stands where there is the optimum cause-effect correspondence.
In the experimental and numerical beams, the phase velocity depends explicitly on
E , thus making determinate the optimization problem. Essentially, the same beams
with all possible and identical E to ρ ratios have a determinate dispersion law for
wave propagation which characterize their dynamic response.
The authors are giving a qualitative illustration of a phenomenon, which should
deserve a rigorous mathematical formulation. Still, they hope that these results rep-
resent a step forward in the estimation of completemodalmodels from the operational
modal analysis.

8 Experimental Validation

This section details the experimental validation: the objective function compares
two sets of data, the experimental ones from the suspended beam and the simulated
ones obtained from the FE model. The experimental modal parameters represent
valuable data for the further validation of the dynamic system corresponding to the
optimum point. The authors detail the experimental modal parameters, which are
then compared to the numerical ones.
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Table 1 Beam parameters, frequencies and damping ratios of the first three flexural modes from
modal identification, with their 2σ uncertainty bounds
Eexp ·
105

(MPa)

ρexp ·
10−5(N/mm3)

fexp,1(Hz) fexp,2(Hz) fexp,3(Hz) ξexp,1 (%) ξexp,2 ξexp,3(%)

2.10 7.95 127.3±0.005 337.6±0.010 625.7±0.007 1.28±0.37 1.08±0.49 0.126±0.11

Fig. 4 Variation of the
objective function over the
selected range of values for
parameters E and ρ in the
experimental tests

8.1 Modal Identification Results

The SSI-cov algorithm [27] is used to estimate the natural frequencies, the damp-
ing ratios, and the mode shapes of the steel beam from the acquired signals. In the
frequency range 0–1000 Hz, there are three rigid modes, followed by the three defor-
mational modes described in Table1. Accurately, Tab. 1 details the elastic modulus
declared from the producer and the mass density obtained by simple weighing. The
following columns report the experimental natural frequencies and damping ratios
with their confidence bounds estimated according to [30].

The deformational mode shapes correspond to the first three mode shapes of a
suspended beam-like structure.

8.2 Parametric Identification Results

The contour plot in Fig. 5 is quite similar to that obtained from fully numerical
simulations. There is a region of lower values characterized by the same E to ρ

ratios. Still, the method finds a minimum point close to the expected values of the
estimand parameters. However, the section curve of the contour plot (Fig. 4) in Fig. 5
is not as determinate as in the numerical simulations in Fig. 3. The slope of the curve,
after the optimum point, is lower, compared to that in the numerical case.
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Fig. 5 Mean values of the
objective function along the
section of lower values

Table 2 Experimental case: identified parameters and discrepancies with measured values
Ê (MPa) ρ̂(N/mm3) Ĉ(MPa) Eexp ·

105(MPa)
ρexp ·
10−5(N/mm3)

�E (%) �ρ (%)

2.19·105±379.60 7.62·10−5±3.80·10−17 0.109 2.10 7.925 4.19 −3.81

Table 3 Numerical frequencies obtained after the identification procedure and comparison with
the experimental ones

f1 (Hz) fexp,1
(Hz)

� f1 (%) f2 (Hz) fexp,2
(Hz)

� f2 (%) f3 (Hz) fexp,3
(Hz)

� f3 (%)

126.6 127.3 −0.55 336.1 337.6 -0.44 625.4 625.7 −4.8·10−6

A remarkable aspect regards the value of the minimum point of the objective
function (0.1090), which is higher than that obtained from the entirely numerical
simulations (0.0103). The variance is higher too, as manifested in the respective
pictures Figs. 3b and 5b. The minimum value of the objective function quantifies the
discrepancy between the responses of the real and simulated systems.
Indirectly, the Ĉ value reveals the limits of the mathematical model.
Table2, which reports the values of the optimum couple (Ê ,ρ̂), makes a comparison
with the experimental parameters and prove the substantial accordance with the
expected values.

Additionally, Tables 3 and 4 compares the optimum numerical model with the
experimental one in term of natural frequencies and mode shapes, respectively.

The main difference between the experimental and numerical sections stand in
the limits of the numerical model, which may carry the most considerable amount of
uncertainty in the optimization method. The next section evaluates the uncertainty
of the parameters by estimating the PDF of θ scaled by the reliability factor of the
model βM.
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Table 4 MAC matrix, calculated between numerical and experimental modes

MAC Inum I Inum I I Inum

Iexp
0.9969 4.048e–04 0.2889

I Iexp
3.014e–04 0.9980 8.896e–08

I I Iexp
0.2509 4.384e–04 0.9945

Fig. 6 Prior, likelihood and posterior PDF of C according to the formulations in Eqs.(9)-(13),
respectively

9 Uncertainty Quantification

The reliability index of the model originates from the evaluation of the integral of
the posterior PDF of C. Figure6 depicts the prior, likelihood and posterior PDF of
C. Namely, the prior PDF has the maximum value in 0 and identifies the best corre-
spondence between the experimental and numerical data. The variance of the prior
is the same as the experiment: the prior PDF mirrors the occurrence of an optimum
correspondence between the experimental and numerical data by the optimum point.
The likelihood PDF follows the scatter of the experimental data: the authors chose a
half-normal distribution to achieve good accordance with the shape of the histogram
plot of the sampled values of C.
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Fig. 7 Posterior PDFof the estimand parameters exclusive of the uncertainty of themodel; Posterior
PDF of the estimand parameters inclusive of the uncertainty of the model

The maximum point of the likelihood corresponds to the optimum value of the
objective function. The distribution of the sampled values of C determines a concen-
tration of values by the optimum point, where the function has a lower slope. The
rate of incidence of the parameters decreases when attaining higher values due to
the increasing slope of the interpolating function of the sampled C. The posterior,
obtained by multiplying the prior and the likelihood does not integrate to one. The
normalization factor makes the posterior integrates to one only when the likelihood
has a maximum in 0, i.e. there is a perfect agreement between the physical and
mathematical model. The integral of the posterior yields 0.793: it likely measures
the reliability of the chosen FE model. The reliability index scales the PDF of the
parameters, as illustrated in Fig. 7, where the left picture represents the posterior
PDF exclusive of the model uncertainties. In contrast, the right picture comprises the
confidence of the scholar in the chosen mathematical model.

10 Conclusions

The paper presents an application of a subspace-based objective function for the
parametric identification of structural models. Differently from classical optimiza-
tion driven by mode shapes and natural frequencies, the choice of a nonparametric
objective functionmayyield determinate optimization problemevenwhen estimating
the inertial and elastic parameters in operational conditions. The selected objective
function successfully estimated the elastic modulus and mass density of a suspended
beam. Additionally, the paper focuses on the estimation of the uncertainty of the
estimates, significantly affected by the bias on the numerical model. The Bayes’
theorem yields the model reliability and the uncertainty of the parameters due to the
optimization process. Future researches will aim at the mathematical formulation
of the optimization of both the inertial and elastic parameters in operational con-
ditions, by revealing the role of the objective function in obtaining a determinate
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problem. Furthermore, the authors aim at integrating the estimation of the uncer-
tainty inside the optimization process, thus obtaining a so-called Bayesian updating
method, which seeks the optimum value of a posterior probability distribution, rather
than the minimum of an objective function.
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Slope Stability Assessment of the Test Site
in Pagani (Campania, Southern Italy)

Antonio Santo, Marianna Pirone, Giovanni Forte, Melania De Falco,
and Gianfranco Urciuoli

Abstract Flowslides are rainfall-induced events initiating with the shear failure at
a depth of few meters or less, which downslope increase in volume for avalanche
effect and velocity.Unfortunately, CampaniaRegion (Southern Italy) has been histor-
ically affected by such events. They represent a relevant hazard for the structures and
the infrastructures located at foothills. Predisposing conditions for flowslide initia-
tion are related to the current values of soil water content and matric suction into
the subsoil. These parameters, if correctly monitored, can represent a valuable tool
for the definition of early warning strategies against these phenomena. This paper
reports preliminary results on the test site set up in Pagani (SA). Its position is
strategical, as it is upslope of the highway connecting Naples to Salerno in an area
affected by historical events respectively occurred in 1960, 1972 and 1997; the latter
reached the highway and killed two people. Topographic survey of the area has been
performed with a UAV, while stratigraphic and geotechnical characterization in both
field and laboratory were carried out. Here the stratigraphic setting of the site and the
preliminary geotechnical soil properties are reported. Finally, soil stability has been
assessed through the infinite slope model; here, the variation in the safety factor (SF)
as a function of the slope angle and of different suction scenarios is shown. These
results permit to identify the most critical conditions and the most dangerous areas,
where flowslide triggering could occur and, thus, affect the highway downslope.

Keywords Flowslides · Unsaturated soils · Slope stability · Campania region

1 Introduction

In Campania Region (Southern Italy), flowslides are recurrent phenomena; they
involve the failure of unsaturated cohesionless soils, consisting of sand or volcanic
ashes laying on a carbonate, volcanic or flysch bedrock [1, 2]. They represent a rele-
vant hazard for the structures and the infrastructures located at foothills due to the
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Fig. 1 Geological setting of the Lattari Mts. with ashfall dispersion axes

downslope increase in volume, due to avalanche effect, and velocity. Pyroclastic soils
in Campania have been mainly deposited by the explosive eruptions of Phlaegrean
Fields and Somma-Vesuvius. The latter had dispersion axis of almost all fall deposits
oriented eastward, but those ejected during the famous 79A.D. Pompei eruptionwere
conveyed to South mantling the Lattari Mts., as shown in Fig. 1. Observations on
past flowslide events in Campania have clearly shown that the trigger is influenced
by local predisposing slope conditions, which can vary within a wide range, resulting
in several unfavorable combinations [3–5]. In particular, the onset can be influenced
by (i) local geomorphological and topographical factors, whether natural or anthro-
pogenic, such as fault scarps and road cuts, (ii) stratigraphic features, such as the
presence of finer soil layers at the bottom, (iii) hydrogeological features, such as
groundwater flow and presence of springs. Several researches on this topic have
also shown that these soils are partially saturated even in the winter period and the
failure occurs in correspondence of critical rainfall events that increases the satu-
ration degree, thus decreasing matric suction and shear strength. Therefore in situ
monitoring of rainfall, suction and water content in the subsoil may be used to inves-
tigate seasonal effects in the groundwater regime, thus, the Safety Factor of the slope
[6–11]. In this framework, an experimental site in Pagani (SA) has been chosen
to study the effect of variations of matric suction and volumetric water content in
the pyroclastic cover on the slope stability. The site chosen will be instrumented
by tensiometers, soil moisture probes and weather station to monitor hourly matric
suction, hourly soil water content and meteorological data. In this paper, stratigraphy
and preliminary geotechnical characterization of the experimental site of Pagani (SA)
will be described together with results of stability analyses of the test site, modelled
as infinite slope.

2 The Test Site in Pagani (SA)

This study is part of theGRISISproject,which represents amultidisciplinary research
aimed at assessing structures and infrastructures safety against natural hazards. The
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Fig. 2 a Location of the boreholes in the test site (white boundary) and perimeter of a historical
flowslide crown (red line). b Stratigraphic logs. c. Grain-size curves for soils A1, A2 and C1 with
the envelopes of the other samples collected on Lattari Mts

setup of an experimental field is a relevant asset for the Project that is devoted to define
mitigation strategies useful for unstable slope thatmay affect regional infrastructures.
The site chosen is in Pagani municipality (SA) as reported in Fig. 1. It is located on
the northern-eastern edge of the slope of Lattari Mts. Its position is strategical, as it is
upslope of a relevant highway and close to historical flowslides respectively occurred
in 1960, 1972 and 1997; the latter reached the highway and killed two people. Site
characterization was preceded by a detailed topographical survey carried out by
UAV, which permitted to reconstruct high resolution DTM and orthophoto (Fig. 2a).
Stratigraphic characterization of the soil cover was carried out with 12 hand-made
boreholes less than 2 m depth, which corresponds to the depth of carbonate bedrock.
At the same time, 8 undisturbed soil samples for geotechnical laboratory testing
were collected. The stratigraphic and geotechnical characterization is discussed in
next session (Sect. 2.1). All these data have been adopted to reconstruct the geological
subsoil model necessary to carry out slope stability analyses with the infinite slope
approach. The variation of the safety factor (SF) as a function of the slope angle and
the suction scenario is reported in the last part (Sect. 3).

2.1 Stratigraphic and Geotechnical Characterization

The test site occupies an area of 350m2 (Fig. 2a), several stratigraphic logswere bored
(Fig. 2b) and some grain-size curves were obtained (Fig. 2c). The soil cover is made
of a pyroclastic succession of several fall deposits, laying on a carbonate bedrock.
Bottom upward, the succession is made of a thin (20 cm) reddish-brown ash (C2
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Table 1 Summary of the geotechnical parameters of the investigated soils for Lattari Mts (after
[4])

Soil γ (kN/m3) C′ (kPa) ϕ′ (°) e (–) n (–)

A1 16.2 0.0 38.4 1.57 0.61

A2 14.8 0.0 38.4 2.65 0.73

B 10.0 0.0 41.0 – 0.80

C1 15.5 0.0 35.4 1.94 0.66

C2 18.8 5.0 35.0 0.87 0.47

silty-sand) with a clayey fraction of an ancient Phlaegrean eruption (pre-79 A.D.).
Its upper part is made of an ash layer made of yellowish silty sands (C1) 20–50 cm
thick. These horizons are unevenly overlaid by carbonate debris (Dt) or by a layer
of coarse (2–4 cm in diameter) ungraded white pumices, in a thin sandy pyroclastic
matrix (B). The latter is the basal fallout of the 79 A.D. eruption. The succession
continues with an ash layer made of brown silty sands rich in pumices (A2), whose
thickness is around 30–130 cm. The pumices belong to the volcanic eruptions of the
79 A.D. and to those occurred in 472 and 1631. However, these latter layers are
10 cm thick and discontinuous, hence they were not sampled. The uppermost layer
is made of an ash affected by the action of microorganisms and vegetation (A1). Its
thickness spans from 20 to 80 cm, with a mean value around 35 cm. Figure 2c shows
the grain-size curves obtained from soils sampled in Pagani; the results are contained
in the envelopes of the pyroclastic soils of the whole Lattari Mts. reported by [4] and
those of Faito Mt. test site. The geotechnical characterization of the undisturbed soil
samples collected at the test site is currently ongoing. However, it is worth noting
that the soils sampled in Mt. Faito are similar to those recognized at Pagani in terms
of both geological (eruption and stratigraphy) and geotechnical features (grain size
distribution). Hence, the same mechanical properties can be assumed, and they are
summarized in Table 1.

3 Slope Stability Analyses

The stratigraphy of Pagani test site along with the geotechnical characterization
available for the pyroclastic cover of Lattari Mts. (Table 1), permitted to calculate the
safety factor (SF) according to the infinite slopemodelling. In particular, the analyses
were carried out considering the increase in strength due to fixed values of matric
suction, assuming the slope as infinite and the hypothetic shear surfaces located at
the bottom of each soil horizon. The S3 log reported in Fig. 2b, which crossed the
whole stratigraphic sequence, was adopted as representative of the whole test site.
Adopting the Mohr–Coulomb failure criterion and applying the limit equilibrium
method, the safety factor (SF) for the Bishop effective stress criterion for infinite
slope is given as:
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SF = τlim

τ
= c′ + (

Sr ∗ s + γ ∗ z ∗ (cosα)2
) ∗ tan ϕ′

γ ∗ z ∗ sin α ∗ cosα
(1)

where c′,ϕ′, and γ are reported in Table 1, s is the soil matric suction, z is the depth
from soil surface of each horizon reported in the log S3 of Fig. 2b, α is the slope of
the site taken from the DTM obtained from UAV survey. The degree of saturation,
Sr, is determined from mean soil porosity, n, and water content is read on Soil Water
Retention curves available for the soils of Mt. Faito test site [8] (Fig. 1). Figure 3
shows the profile of the safety factor (SF) calculated for three typical values of slope
observed at site, i.e. 32°, 36°, 42° and for typical values of matric suction occurring
in the wet season [6, 11], in order to detect the failure conditions. All the three
modelled scenarios identify the base of C1 as the depth of the critical failure surface
(SF = 1). In the case of 32° slope, the failure can only occur with positive pore
water pressure. Increasing the slope at 36°, at the same value of soil friction angle
of C1 soil, the failure is verified for null suction. In fact, assuming both suction and
effective cohesion as null, Eq. (1) reduces to:

SF = τlim

τ
= cosα ∗ tan ϕ′

sin α
= tan ϕ′

tan α
(2)

and at slope, α, equal to the soil friction angle, ϕ′, SF is 1. Then, with the highest
slope value (42°), the failure occurs even in unsaturated soil conditions with a crit-
ical suction value identified at 3.2 kPa. Therefore, assuming the same geotechnical
characterization, the values of suction that trigger flowslides in the infinite slope are
affected by the soil slope angle. In the study area, the slope hit by past flowslides
was higher than 36°, thus the failure occurred in partially saturated conditions or at
null suction [11].

Fig. 3 Infinite slope stability analyses carried out for critical slope values and suction scenarios
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Fig. 4 Safety Factor
calculated at 1.40 m from the
ground surface as function of
suction on the sliding surface
and slope angle (soil C1)

These results agree to those found out in other unsaturated pyroclastic slopes of
Campania region [11, 12]. In Fig. 4 it is reported a chart containing the suction at
1.40 m (depth of layer C1) from the ground surface as a function of the slope angle of
the infinite slopemonitored at Pagani for fixed SFs (1.0–1.1–1.2–1.3–1.4). This chart
proves that the condition SF= 1 occurs in correspondence of positive pore pressures
for slope angles lower than 36°. Conversely, in steeper slopes, the instability can
occur even in unsaturated conditions.

4 Conclusions

In this work, stability analyses assuming the infinite slope model point out that
failure mechanisms in unsaturated shallow pyroclastic cover can be due to the drop
of suction on slopes of 36° and 42°, while for lower slope angle (32°), the failure
occurs with positive pore water pressure. These findings agree with those obtained
at other unsaturated pyroclastic slopes in Campania region. Results highlight the
relevant role of suction and soil water content in flowslide triggering because of
rainfalls and infiltration. Hence, the automatic and continuous monitoring of these
parameters represents an asset to forecast slope failure for developing early warning
strategies against these phenomena.
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Use of a Roving Vision Sensor Setup
to Train an Autoencoder for Damage
Detection of Bridge Structures

Darragh Lydon, Myra Lydon, Juliana Early, and Su Taylor

Abstract This paper will demonstrate a solution for detecting damage to a bridge
structure from measured displacements gathered using a roving vision sensor based
approach. The measurement of displacement was accomplished using a synchro-
nised multi-camera vision-based displacement measurement system. Displacement
measurements can provide a valuable insight into the structural condition and service
behaviour of bridges under live loading. Computer Vision systems have been vali-
dated as ameans of displacement calculation, the research developed here is intended
to form the basis of a real time damage detection system. This is done through the use
of unsupervised deep learning methods for anomaly detection which could form the
basis of a low cost durable alternative. The performance of the system was evaluated
in a series of controlled laboratory tests. This research provides a means of detecting
changes to a bridge structure through use of minimal sensor installation, reducing
potential sources of error and allowing for potential live rating of bridge structures.

Keywords Computer Vision · Structural Health Monitoring · Anomaly
Detection · Deep Learning

1 Introduction

The progressive deterioration of civil infrastructure is now of paramount concern to
asset owners and users alike. Structural damage results in a change in the geometric
or material properties of bridges which manifests through a change in stiffness
or stability of the structure. Traditional bridge inspections are sensitive to human
error and bias and can often result in over conservative assumptions on reduced
load carrying capacity [1]. Structural Health Monitoring (SHM) systems provide
a means of objectively capturing and quantifying this change under operational
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conditions. The application of such systems has significant cost saving potential
across the lifespan of bridge structures and can ensure the safe operation of our road
and rail transport networks. With over one million bridges across Europe the task
of assessing each structure often surpasses the available resources. This shortfall
dramatically reduces the resilience of transport networks particularly considering
35% of Europe’s rail bridges are over 100 years old [2]. The understanding of the
true capacity of this aging infrastructure is now more critical than ever as in recent
years the UK witnessed an increasing number of failure events in clusters of bridges
such as those witnessed in Northern Ireland in 2017 and Yorkshire in 2019 [3, 4].
In response to this during the last two decades a significant amount of research has
been dedicated to the development and enhancement of SHM systems for bridge
monitoring. The challenge of accurately detecting and quantifying damage in civil
infrastructure still exists globally and few systems have been deployed and verified
on real bridges. Displacementmeasurements provide a valuable insight into the struc-
tural condition and service behaviour of structures under live loading. Displacement
has been used as a metric for bridge condition rating in numerous studies outlined
in the following section. Analysis of monitored displacement values over time can
provide an insight in possible excessive loading or changes to structural behaviour,
since displacement can be directly linked to structural stiffness and external loading.
In a long term analysis (multiple years), the displacement responses can be used to
create a pattern of structural response to temperature or vehicle loading, if measured
responses display extreme variance from this pattern it could be surmised that there
has been a change to the structural properties of the monitoring subject.

In [5], a displacement curve was used to detect damage to a cantilever beam
structure. In [6], Zhang et al. used the displacement caused by a vehicle passing over
a bridge structure as a modelling scenario for simulated damage detection.

This type of experiment, where the changes to the displacement curvature based
on repeated passes by a vehicle established the methodology of the laboratory work
described in this paper. A test setup by Catbas et al., where a bridge model is fully
instrumented to determine displacement from a passing vehicle is laid out in [7]. This
was developed upon in [8] where a series of Linear Variable Differential Transducers
(LVDT) were used to detect damage under a roving sensor approach. The research
presented below will further enhance the development of roving sensor systems
for damage detection by replacing the cumbersome setup of the LVDT series with
a system of time synchronised cameras for displacement measurement that was
demonstrated by the authors in [9].

These studies all demonstrate the use of displacement measurements as a
powerful means of assessing bridge condition through performance. The displace-
ment measurements will be used as means for training an autoencoder [10], which
is an unsupervised neural network frequently used for anomaly detection [11, 12].
An autoencoder consists of two parts, an encoder and a decoder. The encoder maps
the input to a lower-dimensional space, and the decoder maps the encoded data back
to the input. If an autoencoder is trained to recognize a certain type of input, in
this case our baseline scenarios, any deviation from this output would have a high
reconstruction error. This will be demonstrated in the following sections.
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2 Methodology

A laboratory model study of a two-span bridge was developed in the Experimental
Design and Monitoring (EDM) laboratory of Civil Infrastructure Technologies for
Resilience and Safety (CITRS) at University of Central Florida (UCF). The bridge
has two 300 cm main continuous spans supported by three steel frame sections as
shown in Fig. 2. The bridge deck is 120 cm wide and 600 cm long of steel plate
construction with the thickness of 3.18 mm. The steel deck is supported by two 25
× 25× 3.2 mm steel girders with the space of 0.61 m. The girders are denoted as A
and B as illustrated in Fig. 1. The connection sets with four M6 bolts and 3.18-mm-
thick plates are used to connect the girders and the deck. A small-scale toy truck is
employed as the moving load on the bridge in this study.

Fig. 1 Two span model bridge

Fig. 2 Experimental cases and configurations
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The supports of the bridge are varied during the experiment to simulate the change
of boundary condition, replicating common real-life bridge conditions. The undam-
aged case, i.e., baseline, in this experiment is the case that all the supports are rollers.
Four damage cases are designated by changing the supports of the Girder B. Two
lanes were predefined on the deck: one was close to Girder A (lane 1) and the other
was close to Girder B (lane 2). The truck ran on the lane 2 travelling longitudi-
nally from left to right to simulate the moving load. Four cameras were employed
to measure the displacements of the predefined measurement nodes on the girders,
from 1 to 16, as shown in Fig. 2.

Each camera was set up using a fixed tripod to measures one node in each run, as
such the measurement of all the nodes cannot be captured in one run. In the study,
the cameras were roved to accommodate all the measurement nodes. As shown in
Fig. 2, Node 1 was set as the reference node (Ref. Node) and it is measured in each
run. The triangles in Fig. 2 represent the cameras used in each run in addition to the
reference camera that remained fixed at Node 1. For Test 1, this indicates Nodes 2–4,
Test 2 consists of Nodes 5–7 and so on until all nodes have been monitored. Vertical
displacements of the Ref Node for the first crossing at no damage condition is shown
in Fig. 3a.

The response pattern is similar to other nodes located on the left span. Vertical
displacement histories of the nodes on the right span are opposite to the ones on the left
support.When the vehicle is on the left span the right span lifts up, and vice versa. The
raw response measurements contain both static component (bridge deflection) and
dynamic component (bridge vibration induced by the vehicle). The static response
can be isolated by processing the raw response with an adequate high-pass filter. The
conversion of the response measurement from time domain to frequency domain
reveals fundamental frequencies. The power spectrum density (PSD) plot is used to
set a suitable high-pass filter. The lowest frequency component, which is 0.098 Hz,
presents duration of the vehicle crossing. The crossing lasts approximately 10 s.
The frequency range of the dynamic response is above 4 Hz (see Fig. 3b). Thus

(a) (b)

Fig. 3 Node 1 displacement time history (a) and its PSD plot (b)
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Table 1 Results from
Autoencoder predictions on
Test Dataset

Scenario type Predicted Actual

Baseline 6401 6400

Damage 1499 1500

the high pass frequency is set to 1 Hz. The resulting signal is subtracted from the
raw measurements leaving only the component of the static response. During the
trials, it was not possible to ensure that all runs start and end at the same time. They
also vary slightly in their duration. For these reasons, selecting the range of vertical
displacements of each node as the damage factor (DF) is the best choice.

3 Results

The filtered displacement ranges were used as a basis for a 1-dimensional CNN
autoencoder training dataset. This was done by using the variance between displace-
ment ranges between runs 1–5 in the undamaged scenario as boundary conditions
to generate displacement scenarios for all nodes on the bridge. This was repeated
50,000 times to make a dataset that encompassed “normal” behavior of the bridge.
This was split int 45,000 training examples and 5000 validation examples. The 4
damage scenarios were also used as candidates for scenario generation in the test
dataset, with 6500 “normal” scenarios and 1500 damaged scenarios generated. The
autoencoder was then trained for 100 epochs with early stopping, the optimal loss
was found after 63 epochs. A threshold for classification of undamaged vs damaged
scenarios was then calculated by comparing the RMSE for the predictions on the
test set and determining the optimal decision boundary. If the DF generated by the
autoencoder from the supplied displacements was outside the boundary conditions
determined in the training phase, the scenario was labeled as damaged. This method
was successful at identifying damage was present, but was incapable of localizing
where damage occurred on the structure. The results for the predictions from the
trained autoencoder are shown in Table 1.

4 Conclusions and Future Work

As can be seen from the results, it is possible to use a roving sensor setup to establish
a baseline scenario in which to detect changes to a bridge structure. This has shown
that the sensor roving technique is viable as a means of data collection for vision
based monitoring, which can lead to a reduction in monitoring costs for real life
scenarios. The automated nature of the results analysis means that, if paired with an
accuratemethod for load evaluation, real time damage detection can be implemented.
The accuracy of the proposed system could also be improved by feeding in live data
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in a continuous training methodology similar to the work in [13]. The next steps in
this work are:

• Perform additional laboratory trials to obtain more undamaged scenario readings
to validate that the boundary conditions set out in the initial runs are feasible.
There are other scenarios which could also be explored, i.e. multiple vehicles,
differing weights etc.

• Create less severe damage scenarios to determine the accuracy of the proposed
system when damage is not at critical levels.

• Plan and execute field trials of the system to determine the accuracy of scenario
measurement outside a controlled laboratory environment.
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An Advanced Approach to the Long
Term SHM of Structures and Transport
Infrastructures

Felice Carlo Ponzo, Chiara Iacovino, Rocco Ditommaso, Gianluca Auletta,
Francesco Soldovieri, Manuela Bonano, and Vincenzo Cuomo

Abstract This work shows the preliminary monitoring results by applying in situ
and remote sensing systems to a school building located in Ariccia (Rome), within
the WP6 “Structural Health Monitoring and Satellite Data” 2019–21 Reluis Project.
In particular, the use of the remote sensing Differential Interferometry Synthetic
Aperture Radar (DInSAR) has provided a spatial map of the displacement of the
investigated structure and the corresponding time-series with the aim of monitoring
deformationphenomena, focusingon the local scale analysis,whichproduces suitable
results for urban monitoring and damage assessment. The DInSAR results have been
integrated with the identification of the dynamic characteristics of the structure. In-
situ data was provided by the Seismic Observatory of Structures (OSS), a network
of permanent seismic monitoring systems managed by the Italian Department of
Civil Protection (DPC). Modal parameters were identified from the accelerometric
responses recorded at several floors of the buildings. The integrated use of the two
techniques has allowed to confirm the healthiness of the investigated structure, even
in presence of several seismic events occurred in the area during the monitoring
period. This case represents a good example about how the integration of in-situ
sensors with remotely sensed data is a key factor for a sustainable structural and
infrastructural monitoring and can support the planning of both maintenance and
safety management.
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1 Introduction

In the last years, the development of integrated systems for earlywarning,monitoring
and quick damage assessment of the built environment and critical infrastructures,
are gaining large interest [1, 2]. In fact, the integration is the key factor for achieving
several aims such as:

-The development of a platform able to integrate different kind of
sensing/diagnostics technologies (including new concept of operation, such as the
citizen as a sensor and sensors no sensors) with Spatial Data infrastructure and ICT
architectures;

• The capability to assimilate monitoring data and indicators coming from the
sensing into civil engineering to assess the loss of performance of the structures.
This is crucial to identify actions and strategies for an effective and economically
sustainable management of the infrastructure;

• The possibility to couple current monitoring with early warning and quick
damage assessment capabilities, driving and planning remedial solutions in crisis
situations;

• The use of AI and Big Data for the monitoring and behavior prediction of the
urban areas and embedding territory for the present status and future risk scenarios
(climatic, pandemic, hydrogeological, seismic…).

Several examples of the exploitation of this approach are in [3, 4], where the
focus was mainly of its suitability for the long-term monitoring of the transport
infrastructure.

Anyway, in order to allow for the sustainability of such an integrated approach,
it is crucial to design smart observational chains, which activate more sophisticated
surveys, but only when necessary. An example of this chain is reported in [2, 3],
where the first level of diagnostics has a low logistics impact and is able to provide
outcomes over large scale and in a fast way. The results of the use of this level are
used to decide if to activate more complex diagnostics stages focused on the detailed
diagnostics of the structure (or of the single elements of it), by means of in-situ
technologies, such as ground penetrating radar, infrared cameras, etc.

In this paper,we focus on thefirst stage of the observational chain,which combines
the Interferometric Synthetic Aperture Radar (InSAR) and accelerometer based anal-
ysis for the monitoring of a strategic structure in Ariccia (Rome); this activity falls
within the WP6 “Structural Health Monitoring and Satellite Data” 2019–21 Reluis
Project.

About this first stage of observation, it provides information about: the long-
term deformation status of the structure and of the surrounding soil; the frequencies
of structural vibration and on their possible variation over time. Several studies
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demonstrate the possibility to use changing in modal characteristics of a monitored
structure to detect damages and criticalities on both structural and non-structural
components (more information in [5–16]).

SAR data have been analyzed in partnership with “Consiglio Nazionale delle
Ricerche, Istituto per ilRilevamentoElettromagnetico dell’Ambiente (IREA-CNR)”.
In situ data have been provided by the Italian Civil Protection Department (DPC),
through the Seismic Observatory of Structures (OSS) [17], a network of permanent
seismic monitoring systems installed on public buildings, bridges and dams [18].

Moreover, this stage has been completed with a visual survey of the building and
several ambient vibration measurements, which have been performed on October
2020, with the aim to evaluate the condition of the structure, assess any present or
potential defects and identify possible anomalies.

2 Synthetic Aperture Radar

Remote sensing can provide valuable pieces of information thanks to its synoptic
capability, in particular when the seismic event is located in remote regions, or
the main communication systems are damaged [19]. The Synthetic Aperture Radar
(SAR) is widely used for analyzing the surface displacements, uplifts and subsidence
caused by earthquakes [20–23].

Research has been published regarding post-seismic building damage assessment
performed by combining pre- and post-seismic images [24–26], using SAR simula-
tions or combining radar and optical remote-sensing data [19, 27]. Satellite Differen-
tial SAR Interferometry (DInSAR) is one of the most innovative systems for ground
and structures displacement monitoring in urban areas.

DInSAR is based on the exploitation of the phase difference (interferogram)
between two temporally separated SAR images, thus retrieving information on
the sensor Line of Sight (LOS) projection of the detected displacements occurred
between the two acquisition times. Furthermore, the use of advanced DInSAR
approaches [28–31], based on the exploitation of SAR acquisition sequences
collected over large time spans, allows providing useful information on both the
spatial and the temporal patterns of the detected displacements through the gener-
ation of time series, with centimeter to millimeter accuracy [32, 33]. The deforma-
tion time series are easily computed by searching for a least squares solution with
a minimum norm energy constraint (the SVD technique is applied in presence of
different data subsets separated by large baselines) [34].

The Differential SAR Interferometry technology allows to map and measure
deformation phenomena due to both natural and man-made causes [35–37] with
limitedmonitoring costs compared to the traditional in situ surveys [38]. Furthermore,
this technique is a non-invasive tool to remotely detect, map and monitor deforma-
tion phenomena affecting urban areas by providing velocity maps and displacements
time-series, for a large number of measurement points and long observation periods
[39]. Remote sensing techniques have also demonstrated the capability to provide
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valuable information on the displacements affecting single buildings [29]. Thanks
to the ability to extend backwards the DInSAR investigations by exploiting the SAR
data archives available since the early ERS-1 ESAmission in 1992, it can be possible
to compare pre- with post-event conditions and contribute to the implementation of
damage assessment analyses and to the evaluation of risk scenarios [40–42].

The multi-temporal SBAS-DInSAR technique allows investigating and mapping
ground movements through the generation of mean deformation velocity maps and
corresponding displacement time series [29, 34]. It relies on a proper selection of
a large number of SAR image pairs characterized by short spatial and temporal
separations (baseline) between the acquisition orbits, in order to mitigate decor-
relation phenomena and to maximize the number of reliable SAR measure points
[38]. Differently from other advanced multitemporal DInSAR techniques, the SBAS
approach does not need any a-priori information on the investigated ground defor-
mation phenomena, thus representing a valuable method to detect and measure non-
linearLOSdisplacements over time.TheSBAS-DInSAR technique is able to produce
deformation maps of wide areas (100 km× 100 km) with a ground spatial resolution
ranging from about 30 to 100 m at regional scale [17]. At the local (full resolution)
scale, the SBAS approach exploits single-look interferograms, generated at the full
sensor spatial resolution (down to a few meters), to study local deformation that may
affect buildings and man-made features [18, 32, 39]. The SBAS approach allows
generating LOS displacement maps and associated time series spanning very long
periods (decades), thus guaranteeing the continuity in the monitoring of the Earth’s
surface deformation phenomena, as well as providing unprecedented information
for studying long-term ground movements at different spatial scales. At local scale,
these measurements can contribute to the evaluation of the structural conditions of
the constructions.

3 Description of the Test Case

The strategic building selected as a case study is the Elementary School “Bernini”
(Fig. 1), located in Ariccia (Rome). This choice was also motivated by the fact that
was monitored thanks to the Seismic Observatory of Structures (OSS) of the Italian
Civil Protection Department.

The building, built in the 1950s, is a reinforced concrete framed structure with
four floors and a flat roof. Adjacent to the structure there is a single-story building
used as a library (Fig. 2).

The case study is included in the investigation area, covered by the COSMO-
SkyMed satellite images provided by the Italian Space Agency (ASI) and processed
by IREA-CNR through the SBAS-DInSAR technique. The municipality of Ariccia
is included only in the dataset relating to the ascending orbit.

The monitoring system installed in the building consists of:
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Fig. 1 The position of the elementary school “Bernini” in Ariccia (Rome)

Fig. 2 a Front elevation and b rear elevation of the building

n. 1 triaxial accelerometer;
n. 6 biaxial accelerometer;
n. 6 mono-axial accelerometers;
n. 1 GPS receiver.

Figures 3, 4 and 5 show the sensors position and the measurements direction of
the different recorders installed on the monitored structure.
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Fig. 3 Position of accelerometers placed at the basement floor

Fig. 4 Position of accelerometers placed at ground level
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Fig. 5 Position of accelerometers placed at the first floor

4 Results

4.1 Remote Sensing Data

The multi-temporal SBAS-DInSAR technique [29, 34] allows investigating and
mapping ground movements through the generation of mean deformation velocity
maps and related displacement time series. It relies on a proper selection of a large
number of SAR image pairs characterized by short spatial and temporal separa-
tions (baseline) between the acquisition orbits, in order to mitigate decorrelation
phenomena [43], and to maximize the number of reliable SAR measure points.

IREA-CNR provided datasheets including several unique pixel identifiers for
which several parameters are defined, namely: latitude; longitude; topography; mean
deformation velocity; interferometric temporal coherence (a value between 0 and
1); components of Line of Sight (LOS) unit vector along the North, East, Vertical
directions; LOS displacement Time Series (TS).

The available data were analyzed in a GIS software and categorized according to
mean deformation velocity. After, several measurement points were selected on the
investigated structure and their displacement time series have been analyzed.

Figures 6 and 7 show the deformation mean velocity map of the area under inves-
tigation embedding the structure and the single structure, i.e., the elementary school
“Bernini”, respectively.
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Fig. 6 Deformation velocity map of the study area

Fig. 7 Deformation velocity map of the study building
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The following figures show the displacement time-series relevant to several
measure points located on the elementary school and highlighted in Fig. 8.

Preliminary analyses of the interferometric data show low values of displacements
on the line of sight except with a maximum displacement value equal to 1.00 cm.
Figures 9, 10, 11, 12 and 13 also report the dates of the main seismic events occurred
in the period 2011–2019 in Central Italy. For completeness, Tables 1 and 2 report the
main characteristics of the seismic events recorded by two accelerometric stations
selected within the National Accelerometric Network (RAN) managed by the Italian

Fig. 8 Selected measurement points

Fig. 9 Displacement time-series of the measure point ID 70168
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Fig. 10 Displacement time-series of the measure point ID 70412

Fig. 11 Displacement time-series of the measure point ID 70085

Fig. 12 Displacement time-series of the measure point ID 70895
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Fig. 13 Displacement time-series of the measure point ID 70542

Fig. 14 Time–Frequency plot referred to the main modes of vibration of the monitored structure

Table 1 Accelerometric stations with site coordinates and EC8 soil type classification

Station code Name RAN station Latitude Longitude EC8 soil type

LAV9 LANUVIO 41.6775 12.6986 B

VLL VELLETRI 41.6705 12.7727 B

Department of Civil Protection. LAV9 and VLL stations are distant around 5.5 km
and 9.5 km respectively from Ariccia.

By observing the results in Figs. 9, 10, 11, 12 and 13, we can see that the
displacement time-series does not change their behavior in correspondence of the
earthquakes. In addition, the displacement has similar temporal behavior for all the
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Table 2 Seismic events recorded by accelerometric stations, epicentral distance (REP) and
magnitude

Date (YYYY-MM-DD) Station REP (km) MW ML

2016-08-24 VLL 120.3 6.0 6.0

2016-10-26 VLL 140.6 5.9 5.9

2016-10-30 LAV9 132.7 6.5 6.1

2017-01-18 LAV9 100.4 4.3 4.3

2017-12-03 VLL 115.4 5.0 5.1

selected locations, which is an indication of lack of differential displacement of the
building.

4.2 In Situ Testing

The DInSAR observations were integrated by the experimental vibrational data
provided by the OSS of the Italian Civil Protection Department. Between 2009 and
2013, themonitoring system installed on the building recorded a sequence of ambient
vibrations and seismic events. Figure 14 illustrates the fundamental frequencies of
the school, achieved by the analysis of accelerometric data.

In October 2020, an experimental campaign of ambient vibration measurements
has been carried out (see Fig. 15) to evaluate the fundamental frequencies of the

X
Y

Z

Fig. 15 Ambient vibration recording on the TOP of the building in October 2020
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Fig. 16 Velocimetric data acquired on the top of the building and related spectra

structure and analyze possible variations from the data related to the period 2009–
2013; the velocimetric data collected on the top of the building are shown in Fig. 16.

By examining Fig. 14, no change of the fundamental frequency was observed in
2020 with respect to the 2013, which is an indication of the fact that the occurred
seismic events have not damaged the structure. An accurate visual survey has been
performed to assess the present condition state of the structure and confirmed that
no relevant damages were present.

As represented in Fig. 14. Time–Frequency plot referred to the main modes of
vibration of the monitored structure. Figure 14 and confirmed by results depicted in
Fig. 16, the first two modes of vibration of the monitored structure are respectively
equal to 4.8 and 5.3 Hz.

5 Conclusions

In this work, in situ and remote sensing systems have been applied to a real case
study located in Ariccia (Rome) in order to integrate the technologies and assess
structural damages.

The ground settlements have been obtained by using displacement measurements
retrieved from a satellite SBAS-DInSAR analysis. Data were provided by IREA-
CNR and analyzed in a GIS software and categorized according to mean deforma-
tion velocity. SAR results showed values of LOS displacements below 1 cm and a
similar behavior was observed for the points affected by larger displacements. Also,
no significant changes of the displacement time-series were observed after several
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seismic events affecting the area. Therefore, SAR results are indicative of absence
of the change of the structural status of the building.

The experimental vibrational data provided by the Italian Civil Protection Depart-
ment, recorded between 2009 and 2013, have been analyzed to evaluate the funda-
mental frequencies of the monitored structure. The ambient vibration measurements
performed inOctober 2020 are in agreementwith the previous recorded data, showing
no significant variations in frequency values that could be associated with possible
damages. This was also confirmed by the visual survey carried out on site which did
not highlight any particular defects or anomalies on the building.

Therefore, we can conclude that the integration of results of SAR and the vibra-
tional data can provide information about the healthiness status of a structure thanks
to observations characterized by a global scale with in-situ data collected with a very
low logistic effort. This result has a significant application impact as it allows, after
an earthquake, to determine, quickly and economically, the buildings that have not
suffered significant damage.

A next step of the research will be a series of parametric analyzes to be performed
on non-linear numerical models of the study structure. These analyzes will aim to
study the possible effects induced by assigned settlements, both on structural and
non-structural elements. All information will be used to define the best strategies
aimed at integrating in situ and satellite data for assessing the state of health of
strategic structures.
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Abstract A great amount of highway bridges is reaching the lifespan for which
they were designed, and most of them need frequent inspections and maintenance
to guarantee the safety of users. Structural health monitoring can help infrastructure
operators to estimate promptly and accurately the structures’ health condition. The
progress of technology has encouraged the development of modern non-destructive
monitoring techniques, such as the acoustic emission (AE) method. Recent experi-
ences testify its potential, especially applied to the detection of cracks’ initiation and
propagation in structures where it is difficult to perform visual inspection or direct
measurements. In this paper, we analyze and correlate the results of AE techniques
with the initiation and propagation of the damage in a full-size prestressed concrete
highway bridge subjected to a load test up to its failure: the Alveo Vecchio Viaduct.
The bridge was built in 1968 and regularly maintained over the years. It is repre-
sentative, by type, age, and deterioration state, of similar bridges in operation on the
Italian highway network. We aim to identify the differences in AE recorded on a
real-life structure before and after the first-crack opening, and more in general, the
effectiveness of AE techniques in permanent or short-term monitoring.
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1 Introduction

When civil infrastructures approach their design life, the effort required to identify
their health conditions increases. Structural health monitoring (SHM) can support
engineers to promptly detect structural damages resulting from natural deterioration
or unexpected events [1, 2], providing remarkable benefits in infrastructure manage-
ment [3–5]. As far as prestressed concrete bridges are concerned, one the main sign
of structural deterioration are concrete cracks in structural elements. They may be a
symptom of the tension loss or failure of steel wires [6]; therefore, the monitoring
of such damage is particularly recommended in prestressed concrete bridges.

In this contribution, we focus on the acoustic emission (AE) technique, a passive
monitoring approach based on the detection of elasticwaves in structural components
generated by damages, such as the initiation and propagation of cracks, the failure
of steel wires, and the failure of bonds [7]. The interest in AE has increased tremen-
dously over the past decade because elastic waves generated by damage propagate
throughout the structure, allowing remote detection of damage located in areas that
are not easily accessible to visual inspections and direct measurements [8, 9].

The usage of AE in bridge monitoring started in the 1970s when Pollock and
Smith monitored a portable military bridge subjected to proof testing [10]. After
them, the AE technique has been used in numerous field bridge testing applications
[11], concerning the detection of concrete cracks initiation and propagation [12, 13],
the development of fatigue cracks in steel members [14], the failure of prestressed
tendons in prestressed reinforced concrete elements [15]. A comprehensive review
of AE monitoring applications on bridges from 1970 to 2010 can be found in [11].

Not that surprisingly, experimental works on AE are typically concerned with
damage states that do not jeopardize the safety of bridges. Moreover, they do not
verify directly how well an AE technique performs when the bridge is close to
collapse. Indeed, we are not aware of any experiment on a full-scale bridge that
verifies the capacity ofAE to provide an earlywarningwhen the bridge is approaching
its ultimate state.

In this paper, we wish to fill this gap by analyzing and discussing the AE recorded
during a load test on a full-size prestressed concrete bridge span, carried out up
its failure. The bridge, the Alveo Vecchio viaduct, is a 1968 structure currently
decommissioned but perfectly representative, by type, age, and deterioration state
of similar bridges currently in operation on the Italian highway network. Our goal
is to discuss how AE change while the load progressively increases and compare
the results before and after the first-crack opening. Based on the outcomes of this
experimentation, we aim to answer the following questions: (i) Can AE discriminate
whether a viaduct has pre-existent damage, such as concrete cracks? (ii) Can AE
identify the opening of the first crack? (iii) Can AE single out the maximum load
withstood by the viaduct? (iv) Can AE recognize different types of damages?

In Sect. 2, we summarize the physical principle, the technology, and the most
typical signal analysis techniques on which the AE technique is based. In Sect. 3, we
introduce the Alveo Vecchio case study, the monitoring system, and of the load test.
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In Sects. 4 and 5 we report the results from the monitoring system and in Sect. 6 we
discuss them. Finally, in Sect. 7, we draw conclusions about the application of the
AE technique to real-life prestressed concrete bridges.

2 Physical Principle and Observable Quantities

The AE is a phenomenon in which transient elastic waves are generated by the rapid
release of strain energy from a localized source due to microstructural changes in the
material [16]. They travel into the material and move to the surface of the structural
element, where sensors can detect them and transduce them into an electrical signal.
The electrical signal is recorded, amplified, and typically represented in the time
domain. Since the background and the environmental noises, such as wind, passers-
by, usually affect the signal, a band-pass filter is typically required to eliminate them
[17]. Typically, AE sensors are piezoelectric or PZT devices [18] and capacitive
MEMS acoustic emission transducers [19].

An AE, also called hit [20], is identified in the acoustic signal when: (i) the signal
crosses a certain threshold, expressed in volts (V) or similarly in decibels (dB), which
discriminate an AE from the noise [21]; (ii) the signal crosses that threshold at least
three times consecutively. An AE can be described by characteristic parameters [21]
both in the time domain (amplitude duration, count, and signal strength) and in the
frequency domain (peak-frequency) (Fig. 1). To discriminate one AE from another,
we must define three time-parameters: peak definition time (PDT), hit definition
time (HDT), and hit lockout time (HLT) [22–24]. The first is the time after the peak
amplitude in which a new greater peak amplitude can replace the original one. The
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second is the time after the last threshold-crossing that defines the end of the hit. The
third is the time after the HDT during which a threshold-crossing will no longer trig
a new hit. Among the many, we recommend Grosse and Ohtsu [25] to the Reader
who is approaching AE for the first time.

In theory, during loading andunloading cycles like those experienced by in-service
bridges to the passage of vehicles a structural element with no pre-existent damage
can experience damage and emit acoustic waves only when its maximum withstood
load is exceeded [11]: that is known as Kaiser effect [7] and it is characteristic of
an elastic structural response. In contrast, if the structural element has pre-existent
damages, it produces AE during all the loading phase: that is called Felicity Effect
[7].

In practice, we aim to verify to what extent this difference is appreciable in AE
monitoring of full-size bridges. To do so, we analyze the AE acquired during a load
test of a decommissioned highway viaduct consisting of a sequence of loading and
unloading cycles up to three times the design load and compare the results before
and after the first-crack opening.

3 AE Monitoring of a Prestressed Concrete Bridge Tested
to Failure

The Alveo Vecchio viaduct is part of the old track of the A16 Napoli-Canosa Italian
highway. It was built in 1968 and decommissioned in 2005, after a landslide hit and
displaced one of its piers. It is representative of 70% of the Italian highway bridges
in terms of the structural scheme, construction technology, maintenance state, age,
and deterioration [26]. Figure 2 shows a top view, a lateral view, and a cross-section
of the viaduct.

The viaduct consists of two structurally independent decks, one for each
carriageway, each of them made of three 32.5 m long prestressed concrete simply
supported spans. Each span consists of four prestressed concrete girders of depth
2 m that support a 20 cm-thick concrete deck slab. The prestressing was applied
through 14 post-tensioned cables per girder, with initial jacking tension of 1250MPa.
Additional information on the structure is in [27].

During the load test, the viaduct was monitored by 119 sensors divided into 8
types: wire displacement sensors (WD), deformation sensors (strain gauges), crack-
opening sensors (CO), electronic level, temperature sensors (RTD), inclinometers,
accelerometers, and acoustic emission sensors (AE). Details about the structural
health monitoring system installed on the viaduct and its design process are in [28]
(in Italian) and [29].

We focus on wire displacement sensors, crack-opening sensors, and AE sensors.
Figure 3 shows the layout of these sensors on the viaduct, while Table 1 shows
their technical features. Crack-opening sensors are Gefran PZ12, wire displacement
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Fig. 2 a Top view; b lateral view; and c cross section of the Alveo Vecchio viaduct (Italy)
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Fig. 3 Monitoring system layout (only the sensors relevant in our analysis)
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Table 1 Technical features of sensors installed on the viaduct (only sensors relevant in our analysis)

Type Full-scale (FS)/Range Accuracy Sampling frequency Number

WD sensors
(deflection)

50–100 mm 1.5‰ FS 1 Hz 20

WD sensors
(deflection)

500 mm 5‰ FS 1 Hz 12

CO sensors
(crack-opening)

10 mm 1‰ FS 1 Hz 22

AE sensors (acoustic
emission)

50–10 kHz 500 mV/g 10 kHz 4

sensors are PT1DC from Celesco Transducer Products, Inc., and the AE sensors are
Isotron® accelerometer Model 42a.

AE sensorsmeasure accelerationswith a sampling frequency of 10 kHz and record
a 2100 ms-long sample every time the acceleration exceeds 10 mg (time t0 of the
sample): the sample starts 100 ms before t0 and ends 2000 ms after that. We set the
threshold at 60 dB and the high-pass filter frequency at 500 Hz to reject all the signals
identified as noise in the first part of the loading phase P3. Moreover, we set the three
time-parameters to recognize correctly at least 95% of the hits from a sample of 500
AE randomly extracted from those recorded in the loading phases P3 and P4: PDT=
20 ms, HDT= 10 ms, and HLT= 10 ms. Parameters investigated include amplitude,
signal strength, and peak frequency.

The load-test protocol consists of five loading and unloading phases with a
progressive number of steel ballast weights with a size of 2.35 × 1.84 × 0.45 m
and a weight of 100 kN each. They are placed in the middle of the span C3sx in
layers of 12 ballast each. The load unit is 2400 kN (two layers of ballasts), which
produces a bending moment in the girders’ middle cross-section of 4200 kN m,
corresponding to the load effect resulting from the design traffic load [26]. Figure 4
illustrates the five loading phases: P1 (1200 kN), P2 (2400 kN), P3 (4800 kN), P4
(7200 kN), and P5 (bridge’s ultimate capacity). Details about the load-test protocol
are in [28] (in Italian).

4 Results from Deflection and Crack-Opening Sensors

The girder T1 experienced the greatest deflection and deformation. Figure 5a shows
the vertical displacements recorded by wire displacement sensors during the five
phases of the load test. Figure 5b shows the load–deflection curve of its midspan,
alongwith the trilinear idealized flexural response: the first-crack load is 3700 kN and
the ultimate capacity is 8700 kN. Figure 5c, d show the longitudinal strain recorded
by CO sensors at the bottom of the middle cross-section of the girder T1. During the
loading phase P3 (Fig. 5c), there is a significant change in the curve slope for a load
of 3300 kN, which marks the opening of the first crack and a change of the girder’s
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P6- Bending test ultimate conditions 9300 kN

P1- Bending test 1200 kN P2- Bending test 2400 kN P3- Bending test 4800 kN

P5- Bending test 7200 kN P5- Bending test ultimate conditions 9300 kN

P1- Bending test 1200 kN P2- Bending test 2400 kN P3- Bending test 4800 kN

P4- Bending test 7200 kN

Fig. 4 Load-test protocol: five loading phases with an increasing number of ballast weights

structural response from stage I (elastic) and state II (cracked). In contrast, during
the loading phase P4 (Fig. 5d), the girder’s structural response is non-linear from
the beginning, which confirms that the girder had pre-existent cracks before P4. To
sum up, the girder T1 had no pre-existent cracks before P3, while it had pre-existent
cracks before P3. The same happened for the other girders: T2, T3, and T4.

Colors green, yellow, and red in the graphs’ background represent the layers of
ballast on the viaduct: two green layers for 2400 kN, two yellow layers for 4800 kN,
and two red layers for 7200 kN (see Fig. 4 for the load-test protocol).

5 Results from AE Sensors

The most significant results have been observed during test phases P3 (maximum
load of 4800 kN, corresponding to two times the design load) and P4 (maximum
load of 7200 kN, corresponding to three times the design load). In this section, we
report the results from sensors T2AE1 and T2AE2 installed on the girder T2 during
the loading phases P3 and P4. The No AE sensors have been installed on the girder
T1.

Regarding the loading phase P3, Fig. 6 shows four graphs with the load from 0 to
4800 kN on the horizontal axis and the amplitude (Fig. 6a), the cumulative number
of hits (Fig. 6b), the signal strength—MARSE (Fig. 6c), and the cumulativeMARSE
(Fig. 6d) on the vertical axis. The blue dashed lines at 4300 kN represent the value
of the load corresponding to the AE generated by the opening of the first crack in
the girder T2; after that, AE increase considerably. In contrast, the red dashed lines
represent the first-crack load (3300 kN) identified by crack-opening sensors (CO).
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Fig. 5 a Vertical displacements of girder T1 in the five loading phases; b load–deflection curve of
girder T1 and trilinear idealized flexural response. Longitudinal strain at the bottom of the middle
cross section of girder T1: c at the loading phase P3; d at the loading phase P4. Blue dashed lines
represent changes in the girder’s structural response based on deflection sensors. The red dashed
line represents the first-crack load identified by crack-opening sensors

We analyzed AE also in the frequency domain (Fig. 7a) to verify whether it is
possible to discriminate different types of damage, such as concrete cracks and steel
wire failures. We identified two clusters in the amplitude—peak-frequency graph
and load-peak-frequency graph from sensor T2AE1. They may represent a different
source of the elastic waves [21]. In contrast, peak-frequencies are more scattered
in data from sensor T2AE2. Figure 7b shows a histogram of the peak-frequency
distribution of the AE recorded by both sensors.

Figures 8 and 9 represent the results for the loading phase P4 of the same analyses
carried out for the loading phase P4 and reported in Figs. 6 and 7. Additional analyses
and results on AE recorded during the load test can be found in [30, 32].
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Fig. 6 Results in the time-domain from the loading phase P3 4800 kN: a amplitude; b cumulative
number of hits; c signal strength; and d cumulative signal strength
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Fig. 7 Results in the frequency-domain from the loading phase P3 4800 kN; a amplitude and
load–peak-frequency; b peak frequency distribution among hits

6 Discussion of Results

In this section, we answer the questions introduced in Sect. 1 based on the results
reported in Sects. 4 and 5.

(i) Can an AE monitoring system discriminate whether a viaduct has pre-existent
damage, such as concrete cracks?AE from the loading phase P3 are representative of
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Fig. 8 Results in the time-domain from the loading phase P4 7200 kN: a amplitude; b cumulative
number of hits; c signal strength; and d cumulative signal strength
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Fig. 9 Results in the frequency-domain from the loading phase P4 7200 kN: a amplitude and
load–peak-frequency; b peak frequency distribution among hits

a structure without pre-existent cracks, whose response is elastic until the first crack
occurs at 4300 kN; in contrast, AE from the loading phase P4 are representative of
a structure with pre-existent cracks. Their difference is visible even for low values
of the load: the amplitude–load graph shows that the girder with pre-existent cracks
(phase P4—Fig. 8a) emits a higher number of AE than the girder without pre-existent
cracks (phase P3—Fig. 6a). The cumulative number of hits–load graphs (Figs. 6b
and Fig. 8b) and the cumulative MARSE–load graphs (Figs. 6d and 8d) show this
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difference even more clearly: they are almost constant to zero for low values of the
load during phase P3 (Fig. 6b, d), with a sharp change in the slope for 4300 kN;
while they have a positive slope from the beginning to the end of the loading phase
P4 (Fig. 8b, d).

(ii) Can an AE monitoring system identify the opening of the first crack? The
graph of the amplitude plotted against the load for the loading phase P3 (Fig. 6a)
shows almost no cracks for low values of the load, which suggests that the girder
T2 had no cracks before the beginning of P3 [7]. In contrast, the number of AE
increases significantly after 4300 kN. We can identify the opening of the first crack
as the threshold between these two different behaviors resulting from AE records,
graphically represented by a blue dashed line. We can identify it also in the graph
of the cumulative MARSE plotted against the load (Fig. 6d) as the point at which
the curve has a sharp change of slope. Figure 6a shows some AE even for loads
lower than 4300 kN; since they are characterized by low energy (Fig. 6c), and they
do not change the slope in the cumulative MARSE (Fig. 6d), they are probably just
noise [13, 31]. In Sect. 4, crack-opening sensors (CO) at the bottom of the girder T1
suggested that the first crack opened for a load of 3300 kN (Fig. 5c). The difference
between the first-crack load resulting from CO and AE sensors is mainly due to the
difference in the girders monitored by the two technologies: girder T1 by COs and
girder T2 by AE sensors. Indeed, during the load test, the girder T1 experienced the
greatest deflection and deformation; therefore, it is reasonable to assume that cracks
have opened first on the girder T1 and then on the girder T2.

(iii) Can an AE monitoring system single out the maximum load withstood by the
viaduct? Based on our analysis, we can identify the maximum load withstood by
the structure only when it has pre-existent cracks (loading phase P4). Indeed, both
the cumulative-hits and cumulative-MARSE—load graph of phase P4 (Fig. 8b, d)
shows a change in the curve slope around 4800 kN. This confirms that the maximum
load withstood by this viaduct is 4800 kN (at the end of P3) and that the damage
propagation starts only after that the maximum load withstood has been exceeded.

(iv) Can an AE monitoring system recognize different types of damage? Fig. 7a
shows two clusters in data acquired during P3 by the sensor T2AE1 and analyzed in
the frequency-domain (bluedots): around1and2.5 kHz.Theymay represent different
sources of elastic waves, such as different types of damage. In contrast, data from the
sensor T2EA2 (magenta dots) aremore scattered. The reason for this difference is not
clear since the two sensors were placed on opposite sides of the same girder’s middle
cross-section. Results in the frequency-domain from the loading phase P4 (Fig. 9)
are similar. The outcomes of our experiment are not enough to univocally establish
which types of damage correspond to those clusters. That would require multiple
load tests carried on until different loads followed by autopsies of the monitored
girders, to correlate damages that occurred with the AE acquired in each test.
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7 Conclusions

In this contribution, we presented results of the AE monitoring of a prestressed
concrete highway viaduct, the Alveo Vecchio viaduct. It underwent a sequence of
five loading and unloading cycles with progressively increasing loads up to three
times the design load. We analyzed the AE signals recorded during the load test and
extracted the following parameters: amplitude, signal strength (MARSE), and peak
frequency. Our goals were to study the difference in the AE acquired before and
after the first-crack opening and to analyze to what extent AE can provide useful
information on the prestressed-concrete viaducts’ health condition.

Results from deflection and crack-opening sensors suggested that the first crack
opened at the end the loading phase P3 (maximum load of 4800 kN, corresponding
to two times the design load). Therefore, AE acquired during P3 were representative
of a viaduct without pre-existent damages; in contrast, AE acquired after P3 (during
P4—maximum load of 7200 kN, corresponding to three times the design load) were
representative of a viaduct with pre-existent damage.

The main outcomes of this research are:
(i) AE monitoring can discriminate whether a prestressed concrete bridge is

cracked or not: a bridge with pre-existent cracks produces several AE under service
load, whereas virtually no hit is recorded on a bridge with no cracks. The different
behavior is evident by plotting the amplitude, the cumulative number of hits, or the
cumulative MARSE against the load.

(ii) AE monitoring results allow clear identification of the first-crack opening, as
this is typically accompanied by the first-time emission of a high-intensity signal,
followed by several more as the cracks propagate. The opening of the first crack is
easily detectable by plotting the amplitude or the cumulative number of hits against
the load. Also, it corresponds to the first of a series of AE with a high MARSE in the
MARSE graph and to a sharp change in the slope in the cumulative MARSE graph.

(iii) We can identify the maximum load withstood by the bridge based on AE only
if the bridge has pre-existent cracks. It corresponds to a sharp change in the slope of
the cumulative MARSE graph.

(iv) In principle, it is possible to classify damage by type by analyzing the AE
in the frequency domain; therefore, it would be possible to identify the first crack-
opening, the first steel-wire failure, etc. based on the frequency of the AE acquired.
The outcomes of our experiment are not enough to univocally establish a correlation
between clusters of data in the frequency-domain and types of damage (cracking,
deboning, failure of steel wires, etc.).
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Weight-in-Motion System for Traffic
Overload Detection: Development
and Experimental Testing

D. Di Giacinto, V. Musone, G. Laudante, L. Grassia, and E. Ruocco

Abstract A new load cell-basedWeight-in-Motion (WIM) equipment for detecting
traffic overload conditions on the roadway structure is proposed. The system consists
of two load detection sensors, a supporting and stiffening steel structure, a reinforced
concrete (RC) basement, and a steel covering plate. Embedded within the road pave-
ment at grade with the top asphalt surface, the sensors are offset to avoid missing
values while gathering the data from the passing vehicle. This strategy ensures the
passage of both the axle’s wheels through themeasuring area, which is the top surface
of a steel beam supported by four load cells. Being the beam width smaller than the
wheel’s contact surface, a tailored algorithm has been implemented to process the
gathered data and return the Gross Vehicle Weight (GVW). More than 500 experi-
mental tests have been performed to assess the system’s performance. A relatively
rigid basement reduces the noise related to the vibrations generated by the system
itself, which might affect the data analysis. Nonlinear dynamical FE analyses have
been performed to support the structural design. A reduction in operating costs is
allowed by the streamlined low-maintenance configuration of the system, along with
its robustness.

Keywords Weight-in-motion · Data analysis · Traffic overload detection ·
Infrastructure monitoring

1 Introduction

Road infrastructures’ durability is heavily impacted by traffic overload conditions [1],
which can be detected by implementing a passing-vehicle axial weighing strategy.
In particular, bridges [2] and viaducts [3] may undergo significant structural issue
during their in-service life due to increasing traffic loads [4, 5]. Although remarkably
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accurate, static scale-based weighing techniques can be time-consuming and associ-
ated with high costs, both for the road system and the vehicle operators. Indeed, to
reach the in-service station—often after waiting in a queue—it requires the deviation
of the vehicle from the traffic stream for being weighed when stationary.

Weigh-in-motion systems have been developed for measuring the weight of a
moving vehicle, both in low-speed (LS-WIM) and high-speed (HS-WIM) conditions.
A Weigh-in-Motion system consists of a complexity of hardware (e.g. sensors and
cameras) and software capable to detect moving vehicles’ weight and speed in real-
time. Typically placed at toll-booths ormotorway entries, LS-WIMoperations rely on
load-cell or bending plates and require the vehicle to travel at a speed range between
5 and 15 km/h [6]. Instead, HS-WIM systems are intended to weigh dynamically a
vehicle traveling at any speed—within the legal limits—with no need to specify a
low-speed induced point along the road infrastructure. Most of the HS-WIM systems
are based on capacitive, fiber-optic, and piezo-quartz sensor technologies. Although
relatively cheap to install andmaintain [7, 8], due to their tendency to lost accuracy or
even stop functioning, they may involve high long-term costs associated with partial
or full replacement [9]. Caprez et al. [10] investigated the reliability andmaintenance
cost of commercially available WIM systems installed in Zurich from 1991 to 1993,
highlighting that piezo-quartz strip sensors accuracy is more susceptible to sensing
and software issues.

A WIM system installed within the road pavement is known as a P-WIM system.
In contrast, the B-WIM system—introduced by Moses in 1979 [11]—consists of
equipping a bridge structure to evaluate the traffic loads through the measurement of
the deck’s deformation. Yu et al. [12] and Lydon et al. [13] presented comprehensive
reviews of B-WIM systems and relative algorithms.

The present research goal is to develop a load-cell-based P-WIM system, which
benefits from the accuracy and reliability of the load-cell technology while widening
its working speed range. To this end, the design has taken into account the effects
of the system structural characteristics on the measuring equipment performances—
e.g. noise propagation and dynamic amplification—and the influence of the vehicle
speed and the sensing device configuration on the estimation algorithm.

2 System Description

The proposed P-WIM system consists of an assembly of two sensing devices, a
stiffening steel frame, a fiber-reinforced concrete foundation pit, and a covering plate
(see Fig. 1). In a simplistic description, each sensing device resembles the structural
scheme of simply-supported beams, where a relatively rigid joist transfers the wheel
load to load-cells. The upper side of the presser, which is at grade with the top road
surface, represents the sensitive area. To prevent vehicle slippage, specific surface
treatment has been applied to the top surfaces of the closing plate and the pressers.
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Fig. 1 The P-WIM system
as it appears once installed

The offset configuration of the sensitive areas along the direction of travel allows
computing the vehicle’s speed at the post-processing stage. As depicted in the func-
tional scheme (Fig. 2), both vehicle’s entry and exit conditions are detected through
inductive loops, which trigger the WIM station measurement.

The P-WIM system development seeks the following accomplishments:

(I) OIML R134 [14] accuracy class for vehicle mass: 10. That means both a
maximum ± 5%-deviation to the conventional value of the vehicle mass (Ref.
[14], Table 1).

(II) ASTM E1318 [15] Type I classification that is ± 10%-tolerance for 95%
compliance, meaning that 95% of the estimated values must be within the
tolerance (Ref. [15], Table 1).

inductive loop in inductive loop out

direction of travel

WIM station

S

L

Fig. 2 Functional scheme of the proposed P-WIM system
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Table 1 Vehicle involved in the experimental test campaign

Label Category (COST 323) Description Weight (t) Speed range (km/h)

Loaded truck 5 Iveco Eurostar 27.60 10 ÷ 25

Unloaded truck 5 Iveco Eurostar 17.52 10 ÷ 30

VAN 1 Fiat Ducato 2.85 10 ÷ 50

Compact car 1 Fiat Punto 1.74 10 ÷ 30

2.1 Measurement Principles

As depicted in the workflow chart reported in Fig. 3, a vehicle passing through the
WIM station generates a signal, representing the raw datum for speed and weight
calculation. As the strain gauge inside the load-cell deforms, the resulting change in
terms of resistance can be measured as voltage directly related to the applied force
(see Fig. 4a). An amplifier/digitizer receives and amplifies the low-voltage signal

Load-cell

Vehicle

Amp+dig

DAU

GAW, GVW, 
speed

Post-processing

Low-voltage
signal

Acting on Digital signal

Fig. 3 Workflow chart of the proposed P-WIM system

a) b)

V

t t

AMP+DIG

Δt

Fj

Fj-1

Fj+1

Δt

Fj

Fig. 4 The typical signal generated by a passing vehicle’s axle over the system: a voltage variation
at the load-cell, and b conversion, amplification, and digitalization of the low-voltage signal
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from the load-cell without applying any filter. After converting the signal in terms of
voltage into applied force, it digitalizes the values over time according to a predefined
sampling frequency f c (see Fig. 4b), the choices of which depends on the required
signal fidelity, that is data gathering without information leak and noise propagation.
In the present study, a selected f c = 9600Hz as sampling frequency has been adopted.
The digital data are then gathered and stored using a Data Acquisition Unit for the
following post-processing stage which returns the three required output quantities:
Gross Axle Weight (GAW ), Gross Vehicle Weight (GVW ), and vehicle’s speed (v).

2.2 Post-Processing Algorithm

An estimation algorithm processes the digital signal acquired by the DAU returning
the three output quantities GAW, GVW, and v.

The vehicle’s speed v is the ratio between the sensor’s center distance S along the
direction of travel and the relative crossing time txing:

v = S/txing (1)

TheGross VehicleWeight (GVW ) is defined as the sum of the Gross AxleWeights
(GAW ):

GVW = �iG AWi (2)

with i raging from 1 to n, where n is the number of axles.
As shown in Fig. 4b, the digital signal consists of a series of instantaneous time-

step values (�t = 1/f c) of the applied force Fj at the jth time step tj = tj − 1 + �t.
Thus, the ith GAWi value coming from the integral of the applied force F(t) function
with respect to time becomes the sum of the product Fj · �t:

GAWi = vi/L
∫

F(t)dt = vi/L
∑
j

Fj�t (3)

The introduction term vi/L allows the dimensional correctness of theGAWi value,
as well as to normalize the digital signal. In fact, for a known and constant L-value
of the presser’s width, the higher the vehicle axle’s speed vi the narrower the signal
shape (see Fig. 5).



408 D. Di Giacinto et al.

v

Fj

t

Fig. 5 Speed’s influence on the signal-shape

3 Experimental Test Campaign and Results Discussion

More than 500 tests have been performed to assess the system’s performance and
evaluate whether it meets the EU (OIML R134) and US codes (ASTM E1318).
The following vehicles (see Fig. 6), traveling at different speed levels (from 10 to
50 km/h), have been involved:

Theweight of the testing vehicles has been previouslymeasured statically through
a high-precision industrial truck in-floor scale having 0.1% accuracy. This value is
herein indicated as static-Gross Vehicle Weight (GVWst).

For the sake of readability, only the sample of 93 estimated GVWs over more than
500 have been plotted in Fig. 7. The results show that, within the considered speed
range, the system performances fulfill the OIML R134 ± 5% acceptability require-
ments. Figure 8 shows the estimated GVWs with respect to the relative estimated
speed.

Although the fulfillment of the OIML R134 requirements automatically accom-
plishes the ASTM E1318 ones for the given target WIM type (I), for the sake of
completeness Fig. 9 shows that the errors relative to all the estimated values lie
under the prescribed limit (± 10%). Figure 10 reports the Gross Vehicle Weight
estimation error:

Fig. 6 Vehicles involved in the testing campaign: a truck, b VAN, and c compact car
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Fig. 7 Experimental test campaign results in terms of GVW. The red dotted line represents the
statically measured gross vehicle weight (GVWst) while the light-grey band indicates the OIML
R134 ± 5% GVW acceptability range

GVWerror ,% = [(GVWestimated − GVWstatic)/GVWstatic] · 100 (4)

to the relative estimated speed.

4 Conclusions and Future Developments

The development of a load-cell based in-Pavement Weigh-in-Motion system (P-
WIM) is herein presented. Although being among the most accurate load-detecting
sensors, the application of this type of WIM systems is limited to 15 km/h (Low-
SpeedWIM). This study aims towiden the operating speed range by investigating the
parameters and conditions affecting the accuracy. The design of the system also takes
into account the influence of the fundamental frequency of the system’s structure,
estimated through amodal FE analysis. An experimental testing campaign, involving
three types of vehicles for a total of four different configurations (loaded truck,
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Fig. 8 Experimental test campaign results in terms of estimated GVW and relative estimated speed
v

unloaded truck,VAN, and compact car) has been carried out to assess the performance
of the system within a speed range of 10–50 km/h. Both the estimated Gross Vehicle
Weight (GVW) values and the relative errors accomplish the EU (OIML R134) and
the US (ASTM E1318) regulations.

Further investigation is needed with particular regard to the vehicle’s speed and
entry-angle. Assuming that eachGAWestimation error is stochastically independent,
the percentage error is equal to the single axle error over the square root of the number
of axles. Thus, the higher the number of axles the smaller the GVW estimation error,
i.e. two-axles vehicles return the highest estimation error (scaling factor equal to√
2 ≈ 1.41). Being the sensitive area width smaller than the footprint of the tires, a

signal-time integral is need to compute the GAW during each passage:

GAWi = vi/L ∫ F(t)dt (5)
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Fig. 9 Experimental test campaign results in terms of GVW estimation error. The light-grey band
indicates the ASTM E1318 ± 10% GVW estimation error acceptability range. Items that exceed
these limits must be limited to 5-percentile

where v is the vehicle’s speed and L the sensitive area width. Since the system
is industrially manufactured by high-precision CNC machining, it is legitimate to
neglect the measurement error of L. As a consequence, the GAW estimation error is
the root sum squared of the load-cell measuring error and the speed estimation error:

δGAWi/GAWi =
√

(δF/F)2 + (δv/v)2 (6)

The load-cell manufacturer provides themeasuring error in the datasheet. Because
the estimation of the velocity (vehicle speed anddirection) depends on the entry-angle
and crossing time, the error is the following root sum squared:

δv/v =
√

(δt/t)2 + (δS/S)2S⊥ (7)
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Fig. 10 Experimental test campaign results in terms ofGVWestimation error and relative estimated
speed v

where δt/t is the crossing time estimation error and δS/S is the sensor-to-sensor
traveling distance which may be different from the one measured with respect to the
longitudinal axis (S�) of the sensors. In fact, S is affected by the vehicle entry-angle
α as shown in Fig. 11.

Currently, the authors’ research is addressing those issues.

Fig. 11 Vehicle’s velocity
influence on the
sensor-to-sensor traveling
distance S

WIM system

α

S

S
v
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Bayesian-Based Damage Assessment
of Historical Structures Using Vibration
Monitoring Data

Laura Ierimonti , Nicola Cavalagli , Enrique García-Macías ,
Ilaria Venanzi , and Filippo Ubertini

Abstract The high level of damage suffered by historical structures due to the
interaction between materials’ aging and seismic events that occurred during the
last decade has revealed the need for developing reliable and long-lasting prevention
techniques. In this context, long-term structural healthmonitoring (SHM) is a practice
that has been spreading in recent years. A monitoring system is composed by an
optimized network of sensors placed in strategic positions within the building. The
data recorded by the sensors enable to track the structural behavior over time. In
this study an automated Bayesian-based procedure, i.e., an inverse problem able
to detect in real-time the occurrence of damage, is proposed. In particular, hourly
data are periodically divided into subgroups and used for the automatic Bayesian
update. The methodology can be summarized as follows: (i) preliminary calibration
of a Finite Element (FE) model able to reproduce the structural dynamic behavior
identified by the experimental vibration data; (ii) identification of damage-sensitive
portions of the structure by performing non-linear static analyses (NLSA) on the FE
model; (iii) calibration of a digital twin of the structure by surrogate modeling and
definition of the sensitivity damage chart; (iv) real time Bayesian model updating of
the selected uncertain parameters in order to continuously identify possible changes
in the structural behavior that can be associated with a certain level of damage.
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1 Introduction

Akey step for decision-making in historical buildings located in regions characterized
by high seismic hazard concerns the capability of damage estimation with immediate
impact, since such structures are particularly prone to damage and degradation. In
this context, SHM-based techniques can be notably suitable for tracking over time
the structural modal parameters, which are diffusely considered to be connected with
material’s damage and deterioration [1–4]. SHM is largely exploited in literature for
different structural applications: for the investigation of the dynamic behavior of
masonry bell towers [5, 6]; for the evaluation of the environmental effects (temper-
ature and humidity) [7, 8]; for the SHM of masonry buildings [9, 10] and bridges
[11–13]. A brief review on SHM for data-driven damage identification problems is
given in [14].

Within the complex task of damage-identification, a mathematical representation
of the structures is mandatory given that purely data-driven techniques are lacking
at damage localization and quantification. However, numerical models need to be
calibrated on the basis of the measured data in order to minimize the discrepancy
between predictions and experimental results. Such adjustments are classified as
model updating. Model updating tecnquiques can be affected by errors and uncer-
tainties related to both models and measurements [15, 16]. The use of surrogate
models for handling uncertainties in SHM was explored in [17, 18].

Recently, Bayesian-based methodologies are emerging in the SHM field in order
to provide a statistical characterization of the uncertain parameters to be calibrated
by exploiting the well known Bayes’ theorem on conditional probability. The most
widespread application of Bayesian Model Updating concerns the use of ambient
vibration data for structures [19, 20] and bridges [21, 22].

Only a few recent contributions extend the use of the Bayesian model updating in
the context of continuous SHM. In Behmanesh et al. [23, 24] hierarchical Bayesian
model updating was proposed by accounting for different grouping of measured
data, while in [25] the hierarchical Bayesian framework was used for updating a FE
model. An iterative procedure for damage detection and localization was proposed
in [26], where the Bayesian process was applied through the Transitional Markov
Chain Monte Carlo (TMCMC). In [27] a Bayesian model-updating methodology of
an isolated school building was proposed.

As confirmed by the literature review, the most common procedure in continuous
civil SHM involves the two following steps: (i) data acquisition, (ii) feature extraction
(frequencies and the mode shapes) [28, 29]. This procedure can be framed in the
unsupervised learning field, where a modification in the structural behavior can be
classified as novelty detection. During the last decades, the concepts of machine
learning are approaching the SHM [30, 31], but a complete damage identification
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process (detection, localization, classification, assessment, prediction) [28] is still a
challenging goal to be reached. Hence, semi-supervised learning methodologies are
particulary attractive in the SHM context [32], since one of the biggest limitations is
the lack of representative data.

The idea behind this work is that one can learn relationships from data. In the
context of SHM, this means that it is possible to assign a damage state or class by
using a training numerical model in order to detect damage at the earliest possible
time and in an automatic manner. Since model-based approaches are typically ill-
conditioned, some priorities need to be made to cleverly label the data. The process
of prioritising monitored data by using the numerical model allows to contextualize
the proposed methodology into the semi-supervised learning approach where the
learning algorithm is allowed to build a labeled training set autonomously [28].

This paper presents a Bayesian-based methodology aimed at evaluating the dam-
age of monumental structures by making use of long-term monitoring data. The
adopted approach is based on the training of a digital twin of the structure in order
to use it as a formal prior belief of the possible damaged scenarios with a reduced
number of damage-sensitive parameters (semi-supervised learning). The case study
is the Consoli palace located in Gubbio, near Perugia, in Italy, that has been moni-
tored by the Authors since 2015 with an updating of the monitoring system in 2020.
The palace is an historical complex masonry building, developed on three levels. The
monitorng system consists of: 12 high sensitivity accelerometers; 2 temperature sen-
sors; 2 LVDT devices (see Sect. 3.1). Continuous monitoring data are authomatically
extracted through the MOSS software [33] and used for the Bayesian model updat-
ing of specific building properties. Nonlinear static analyses (NLSA) are performed
on the FE model in order to identify the damage-sensitive regions. The posterior
distribution of the uncertain parameters is computed through the well known Bayes’
theorem. The prior knowledge of the uncertain parameters is sequentially updated on
the basis of the trained digital twin. The effectiveness of the proposed methodology
is demonstrated by the numerical simulation of a feasible damage scenario.

The rest of the paper is organized as follows. Section2 presents theBayesian-based
proposedmethodology. Section3 describes themonumental building selected as case
study, the continuous monitoring system and the FE model. Section4 illustrates the
results and, finally, Sect. 5 concludes the paper.

2 The Proposed Methodology

The main advantage of the proposed methodology, schematically represented in
Fig. 1, is the possibility to evaluate in a timely and continuous manner any variation
in the structure which is commonly considered as a sign of possible damage [2] and
use this information in order to detect and localize damage by means of a digital
twin. The different consequential steps can be summarized as follows:
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Fig. 1 The proposed methodology

1. Start the data acquisition from the dynamic monitoring system, i.e. acceleration
data, and from the static environmental monitoring system, i.e. crack amplitudes
and temperature information.

2. OMA analysis. This phase allows to estimate natural frequencies f expi , mode
shapes �

exp
i and damping coefficients ζ

exp
i associated to the i-th natural vibra-

tion mode from operational vibration measurements, continuously over time.
Environmental effects should be removed from original signals on the basis of
a selected training period. Different statistical models can be adopted for this
purpose which allow to distinguish variations due to environmental conditions
or possible damages. For the proposed methodology the principal component
analysis (PCA) technique is used.

3. If t=1: Model training.
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– Perform FEmodel construction and calibration of selected parameters in order
to achieve the minimum deviation between the FEM results and the experi-
mental measured data. The calibration process can be formulated as an opti-
mization problem as follows:

Yopt = argmin
Y

M∑

i=1

p1η f,i (Y) + p2η�,i (Y) (1)

where M is the number of vibration modes; Y = {Y1, . . . ,Yn, . . . ,YN } is
the vector collecting the n-th parameter to be calibrated (for instance Yn is
the vector collecting Young’s modulus E, shear modulus G, Poisson’s ratio ν

and mass density) with N total number of uncertain parameters; p1 and p2
represent the weight of the objective function; η f,i (Y) = | f expi − f FEMi |/ f expi
is the residual frequency function; η�,i (Y) = 1 − MACi (Y) is the residual
mode shape function where the term MACi denotes the Modal Assurance
Criterion (MAC) between the i-th experimental �

exp
i and numerical �FEM

i
mode shape.

– Definition of damage-sensitive areas. Perform NLSA which, in conjunction
with engineering judgment, allows to identify the damage-sensitive areas
within the FE model, i.e. definition of j-th damage-sensitive sets of element
S = S1, . . . ,SL and definition of the vector X(S) = {X1(S1), . . . ,XN (SL)}
collecting the mechanical characteristics of each set S to be updated, with L
total number of damage-sensitive sets. For the sake of simplicity, the depen-
dence on S in the term X(S) is dropped hereafter.

– Surrogate modeling. Define a sampling population for the j-thX j and numer-
ically reconstruct the surrogate model in order to use it as a digital twin of
the investigated structure. For the present paper, the Kriging model is used.
The effectiveness of such a model in spatial interpolation was demonstrated
in previous works by the Authors [17]. According to the Kriging method, the
process that originated the data y(X) can be divided into a regression model
F , i.e., the deterministic component, and an approximation error α, i.e., the
stochastic component [34]:

y(X) = F (β,X) + α(X) (2)

where β are the regression parameters of F . The approximation error α is
assumed as a random process with zero mean and covariance cov(Xi , X j ) =
σ 2R

(
θ, Xi , X j

)
, with σ 2 variance ofF (β,X) andR thematrix of stochastic-

process correlations with components r
(
θ, Xi , X j

)
, where θ are the correla-

tion parameters.
– Sensitivity damage chart through surrogate modeling. The sensitivity damage
chart is elaborated from the surrogate model and represents the correlation
between the uncertain parametersX and the dynamic behavior of the structure
in terms of frequency decay and MAC reduction.
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4. if t>1, Bayesian model updating of the mean value of the uncertain parame-
ters and damage detection. At this level, the daily posterior probability density
function (PDF) can be evaluated as follows:

p(X
∣∣d̂, t) = p(d̂

∣∣X, t)p(X
∣∣μ(t − 1))

c
(3)

In the previous equation d̂ is the vector collecting the dailymeasured data, t is the
variable selected to measure days , c = ∫

p(d̂
∣∣X, t)p(X

∣∣μ(t − 1))dx is a nor-
malizing factor called the evidence of the model, which ensure that the posterior
distribution integrates to one; p(d̂

∣∣X, t) is the likelihood function which gives a

measure of the agreement between the measured data d̂ and the predicted data
(surrogate-based data) at time t ; p(X

∣∣μ(t − 1)) is the prior PDF ofX depending
on the mean value μ of X updated at time t − 1. It is worth noticing that, the-
oretically, the prior distribution has the main role of regulator for the Bayesian
model updating before some evidence is taken into account (measured data d̂).
Hence, the prior PDF becomesmore informative as the number of data increases,
getting barely persuaded by new data. In order to avoid the overwhelming of new
data, especially in the case of damage occurrence, the co-variance of the prior
distribution is assumed as known, while the mean value μ is updated step by
step. In such a way, the posterior distribution at time t can inform us what val-
ues of damage-sensitive parameters are more plausible or believable, given the
evidence of new data d̂(t) and prior knowledge p(X

∣∣μ(t − 1)).
Assuming that the identified modal parameters are statistically independent [21,
23], the likelihood function is modeled as a Gaussian distributionwith zeromean
and an unknown variance:

p(d̂
∣∣X, t) = 1

[
2π

∏M
i=1(σ fi σ�i )

2
](MD)/2

exp

(
−1

2

D∑

k=1

M∑

i=1

J err
i (X, d̂k, t

)
)

(4)

where index i = 1, . . . , M refers to the reference parameter associated to the
i-th vibration mode; index k = 1, . . . , D represents the number of measured
data collected in the vector d̂; J err

i = (σ fi )
−2e2fi (X,d) + (σ�i )

−2e�i (X,d) is the
measure of fit function (error function) which quantifies the discrepancy between
the experimental data and the FE model results with σ fi , σ�i standard deviations
associated to the i-th natural frequency and vibration mode, e fi = f expi − f̂i (X)

and e�i = 1 − MACi .
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3 The Case Study

TheConsoli Palace is amedieval building built in the 14th century inGubbio,Umbria,
central Italy. The complex building has a rectangular plan and it is composed by a
series of floors above (about 60m) and under (about 10m) the square level. Each
façade overlooks the city with round archedwindows andmerlons in the rooftop. The
Palace is built in calcareous stone masonry with regular and homogeneous texture.
The load-bearing walls have a thickness of about 1.2m and they are connected
through horizontal masonry vaults. A loggia is connected to the main structure along
the south wall.

3.1 The Monitoring System

The monitoring system (Fig. 2) was installed by the Department of Civil and Envi-
ronmental Engineering of University of Perugia in July 2020 and it is characterized
by:

– a data acquisition system model NI CompactDAQ-9132;
– n. 12 unidirectional accelerometers (A1-A12), model PCB393B12 (Table1)
installed on different levels of the structures . More in depth: accelerometers A1,
A2, A3, A10, A11, A12 are installed on the rooftop; accelerometers A4, A5, A6
are installed on level 5; accelerometers A7, A8, A9 are installed on level 3.

– a wiring system connecting the sensors and the data acquisition system installed
on level 6;

– 6 temperature sensors T1-T4;
– 4 LVDT sensors C1-C4;

The monitoring system was activated on July 17-th 2020. Data are stored with an
hourly basis with a sampling frequency 100Hz.

Fig. 3 shows the tracking of the natural frequencies identified from July 18-th
2020 to November 25-th 2020, highlighting the selected training period (July 18-th
2020 to November 4-th 2020). Environmental effects are removed by using PCA.

It is worth noticing that a training period of 1year would be more appropriate in
order to effectively remove environmental effects.

3.2 FE Model

A 3D FEmodel of the structure has been built and calibrated within the Abaqus envi-
ronment [35] in order to reproduce local and global modes of vibration identified
throught Ambient Vibration Tets (AVT), as reported in [8]. Masonry is considered
as an assemblage of solid hexahedral and tetrahedral elements with isotropic mate-
rials. The non-linear behavior is represented by the well known concrete damage
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Fig. 2 Continuous monitoring configuration

Table 1 Technical characteristics of the PCB393B12 accelerometers

Characteristic Numerical value

Sensitivity (mV/g) 10,000

Measurement range (g) ± 0.5

Frequency range (Hz) 0.15–1000

Broadband resolution (μg) 8

Resonant frequency (Hz) ≥10 kHz
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Fig. 3 Frequency tracking during the time period July 18-th 2020–November 25-th 2020

plasticity (CDP) model. The non-linear constitutive model takes into consideration
the degradation of the elastic stiffness induced by plastic straining both in tension
and compression. The analysis is performed by assuming a plane stress state.

NLSA in the two main directions of the building are carried out in order to deter-
mine the damage-sensitive portions of the building which can exhibit possible differ-
ences in material properties over time due to damage occurrence. In particular, the
following areas are selected (Fig. 4): (D1) the loggia; (D2) the crack pattern resulting
from NLDA along x direction; (D3) the crack pattern resulting from NLDA along y
direction; (D4) the bell tower ; (D5) the principal staircase; (D6) the superficial texture
of the main façade of the building, which is particularly prone to degradation. In such
areas, the Young’s modulus is assumed as uncertain parameter. The vector collecting
the uncertain parametersX to be updated can be written asX = {k1, . . . , k j , . . . , kL}
with L = 6.

Figure5 illustrates the selected FEmodel mode shapes of the Consoli Palace: Fx1
which is a global flexural mode along the East-West direction (MAC = 0.98); Fy1
a global flexural mode along the North-South direction direction (MAC = 0.76); L1
a local mode which pertains to the bell tower (MAC = 0.64); T1 a global torsional
mode (MAC= 0.97). The relatively low quality of model calibration has been already
discussed in [8, 36].

4 Numerical Results

In this section some preliminary results are presented. In order to calibrate the surro-
gate model, a total number of 64 samples are randomly simulated for the uncertain
parameters contained in vector X.



424 L. Ierimonti et al.

Fig. 4 Selected damage sensitive areas: D1; D2; D3; D4; D5; D6

Fig. 5 Principal vibration modes: a Fx1; b Fy1; c L1; d T1
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Fig. 6 FEM estimate vs Kriging estimate for the selected principal vibration modes: a Fx1; b Fy1;
c L1; d T1

Fig. 7 Sensitivity damage chart as a function of k2: a Frequency decay; bMAC modification

Figure6 shows that, for each sample of X, the surrogate predicted frequencies
and mode shapes (Kriging estimate) well fit the corresponding FEM values.

As a preliminary result, only the damage scenario D2 is included in the analysis.
Hence, the sensitivity damage chart as a function of k2 can be depicted from Fig. 7,
which enables to associate the expected value of k2 to a defined frequency decay and
to a variation in terms of MAC value. From the Figure it can be noted that MAC
values are not significantly affected by k2 changes.

On the contrary, due to the observed frequency decay, Fx1 (flexural mode along
the x direction) and T1 (torsional) appear as the most damage-sensitive vibration
modes. Moreover, considering the fact that small variations can daily occur in the
frequency tracking, even if environmental effects are removed, a frequency decay
smaller than 1% can be considered as insignificant. Hence, the updated mean value
of k2 is expected to fluctuate between about 0.7 and 1.



426 L. Ierimonti et al.

Fig. 8 Bayesian Model Updating: a mean value of natural frequencies for each update with the
indication of the damage simulation and frequency decays d.; b Updated mean value of k2 corre-
sponding to each update

The results of the Bayesian model updating are depicted in Fig. 8. In detail, the
uncertain parameter is updated once themodel is trained, i.e., starting fromNovember
5-th 2020. From that moment on, the monitored data are gather together in subgroups
of daily components (t) in order to perform the Bayesian model updating continu-
ously over time. A damage scenario is simulated by adding the frequency decays
evaluated from the sensitivity damage chart (Fig. 7a at k2 = 0.3: (i) d = 0.04 for Fx1;
(ii) d = 0.01 for Fy1; (iii) d = 0.01 for L1; (iv) d = 0.03 for T1.

The mean values of the principal natural frequencies are illustrated in Fig. 8a and
the mean values of the updated k2 are plotted in Fig. 8b. From the results, it can
be observed that the Bayesian-based procedure is able to correctly account for the
frequency decays by tracing back to the simulated damage scenario, i.e., k2 ≈ 0.3.
Moreover, before the occurrence of damage (damage simulation), a fluctuation of
k2 between about 0.7 and 1 can be observed. This result is due to the fact that the
reference sensitivity damage chart is sensitive to the slight variations (smaller than
1%) which can daily occur in the frequency tracking and to the initial FE modeling
errors.

Figure9 highlights the evolution of the posterior distribution in comparison with
the prior distributions of k2 for each Bayesian-based update. Consistently with the
sensitivity damage chart (Fig. 7), in the healthy structural condition the updated
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Fig. 9 Results of the Bayesian-based model updating: Prior distributions versus posterior distri-
butions

distributions are grouped around higher values of k2 while, the occurrence of the
damage is clearly highlighted by a translation of the posterior curves towards reduced
values of the selected uncertain parameter. It is worth mentioning that the sensitivity
to changing environmental conditions can be considerably reduced by considering
an appropriate training period, i.e. 1year.

5 Conclusions

The present paper has discussed some preliminary results on the use of Bayesian-
based updating technique for the damage detection in a monumental building. The
case study is the Consoli Palace, located in Umbria (Italy), which has been moni-
tored since 2015. The data stored between July 18-th 2020 and November 25-th 2020
are used for the numerical simulation. A FE model able to reproduce the identified
structural dynamic behavior has been built and a series of NLSA, in conjunction with
engineering judgment, enabled to select damage-sensitive portions of the structure.
A digital twin of the structure has been calibrated by surrogate modeling in order to
define a sensitivity damage chart as a prior knowledge of possible damage. Then, a
real time Bayesianmodel updating of the selected uncertain parameters has been per-
formed in order to continuously identify possible changes in the dynamic structural
behavior. For the purpose, a damage scenario is artificially simulated by selecting
an appropriate frequency decay from the sensitivity damage chart. As confirmed
by the preliminary numerical results, the proposed approach is able to consistently
check any variation of the structural condition by appropriately considering long
term monitoring data.
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Analytic Wavelet Selection
for Time–Frequency Analysis of Big Data
Form Civil Structure Monitoring

Ahmed Silik, Mohammad Noori, Wael A. Altabey, Ramin Ghiasi,
and Zhishen Wu

Abstract Structural health monitoring (SHM) of civil infrastructures has become
one of the fastest-growing research areas over the past two decades. SHM has
evolved into measuring, processing, collecting, and storing massive amounts of data
to provide valuable information for owners and managers to control and manage
their structure’s integrity. One of the challenges in SHM is how to draw infer-
ences and useful features about structural conditions from measurements collected
by sensors. The structural dynamic response is often a complex time-varying process
and is disposed to dynamic changes in time–frequency contents. To extract the signal
components and capture the useful features associatedwith damage to infer structural
conditions from collected data, a technique that combines the time and frequency
analysis and shows the signal evolution in both time and frequency is required.
Wavelet transform (WT)has proven to be an effective tool in this regard. It can decom-
pose the signal into different signal components and then compare each component’s
characteristicswith a resolutionmatched to its scale.However, the challenge is how to
select a proper wavelet. This paper is aimed to choose appropriate wavelets for time–
frequency analysis of structural dynamic response to detecting informative regions
and transient events due to damage. Towards this purpose, various analytic wavelet
and nonanalytic wavelets are used. For validation, quantitative measures based on
novel correlation measures, Maximal information coefficient, energy distribution,
sharing information, and InstantaneousMean Frequency are investigated. The results
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reveal that the analyticwavelets showpromising results, especially theBumpwavelet
shows the best results than the others.

Keywords Dynamic measurement · Analytic wavelet · Continuous wavelet
transorm · Time frequency analysis · Civil structure

1 Introduction

Civil structures may suffer overstated loading conditions during their service life
due to destructive human-made or natural hazards and events. Even if the struc-
ture system can manage to resist these extreme events and survive, it is fateful to
inspect its condition to ensure no substantial damages have occurred. Besides, even
if a structure has not been exposed to extreme events or loads, the aging structure
condition must be monitored to detect damage that could lead to failure. Thus, a
continuous evaluation of the structural integrity is indispensable to diagnose a struc-
ture’s health. A critical stage in any structural integrity evaluation is to process the
measured data [40] to extract specific characteristics, such as modal parameters,
or to directly create a model that matches the data, as in system identification. As
a result, in the past years, extensive works related to research has been reported,
and a number of damage detection algorithms have been developed, from basic
frequency change based methods to advanced signal processing [15] and machine
learning-based approaches [15, 19, 44].

The collected data sets obtained from SHM systems mounted in the structure are
surely of the big data type owing to their sheer volume, diversity, and complexity,
and carrying out relevant analyses of their content can help for identifying damage or
failure during operation through the relationships between the measurements taken
by several sensors. Most SHM strategies in civil engineering depend mainly on
acceleration, strain, and displacement [4, 24], besides environmental conditions such
as temperature and humidities [5, 19] through signal processing tools. Thus, signal
processing is a critical component in SHM toward an integrated intelligent system
design [2, 45]. Among various researched approaches, time–frequency/scale analysis
techniques based on wavelet have proven to be a robust technique for non-stationary
signal analysis due to its ability to localize in time and frequency and a successful
method for assessing structural health conditions [27, 32–34]. For more details about
wavelet applications, please see [21, 36].

Various works have used different wavelet functions to analyze different real-
world signals to detect structural damage [45], and a wide range of wavelet func-
tions have been reported in the literature. However, despite wavelet-based analyses
do better for non-stationary data; its success depends on its chosen right wavelet
mother, which are not always obvious. A suitablemotherwavelet shows thewavelet’s
ability in signal retaining, feature extraction and enhances the de-noised signal’s
frequency spectrum [37, 39]. However, a critical issue to ensuring the wavelet trans-
form effectiveness in civil structures monitoring is selecting the most appropriate
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mother wavelet for a specific task. Still, there are no well-developed general rules,
or no enough guide can be followed to describe how to select a base wavelet for a
particular task in civil applications. Most previous wavelet selection works depend
on subjective criteria accompanied by the users’ knowledge and trial and error, which
is tedious and challenging in finding an optimum wavelet. Thus, choosing the right
wavelet is essential, and the selection should be considered various aspects combined
with the signal and wavelet characteristics to achieve the study’s intended purpose.

The research’s main goal is to evaluate the effectiveness of analytic and nonana-
lytic wavelet basis for time–frequency analysis of dynamic structural measurements
to discover informative time–frequency regions and show how the signal frequency
content changes over time, besides to track the signal frequency components evolu-
tion to detect the transient events due to damage. The strategy is based on exam-
ining the wavelet type, wavelet characteristics, nature of data and its characteristics,
application type, and quantitative measures. Both continuous wavelets transforms
(CWT), and discrete wavelet transform (DWT) are investigated to show the direct
links between them and demonstrate their ability in time–frequency analysis and
select the proper one by comparing each other. The wavelet-based strategy selec-
tion’s performance is tested and validated based on time–frequency energy represen-
tation, wavelet power spectrum, instantaneous mean frequency, mutual information,
variance, and maximal information coefficient. To extract and visualize data from
the wavelet, the wavelet scalograms were explored. The acceleration responses from
the shaking table test and El-Centro earthquake are used.

This paper is organized as follows. Section 2 shows the methodology of the
study and data source. Section 3 describes Continuous versus discrete wavelet trans-
form. Section 4 shows the wavelet selection guide and choice procedures. In Sect. 5,
discussion and results analysis through some experimental examples. Finally, Sect. 6
presents the conclusions.

2 The Methodology of the Study

Though there are various studies to determine optimal wavelets for DWT application,
there is no research suggesting which wavelet is appropriate for CWT analysis,
particularly in civil engineering applications. In this study, we attempt to choose
optimal wavelet for CWT based time–frequency analysis according to the following
procedures:

1. Describe the continuous and discrete wavelet transform and compare them
to demonstrate their abilities in representing informative time–frequency regions to
support the identification of wavelet type to be used in this analysis.

2. Investigate and understand the wavelet and signal characteristics to reduce the
computation cost, and preselect candidate wavelets from the wavelet families.

3. Select novel quantitative measures based on time–frequency energy, wavelet
power spectrum, instantaneous mean frequency, mutual information, variance, and
maximal information coefficient.
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4. Decompose the signals using various wavelet function and explore the wavelet
scalograms to extract and visualize the data from the wavelet to highlight the salient
features in the data.

5. The quantitative measures are examined from two varied aspects: (i) repre-
senting their corresponding wavelet coefficients in the time–frequency/scale plane
and (ii) the relationship between the wavelets and the analyzed signal.

6. Compare several different wavelets used to analyze the structural dynamic
measurement to realize the most reliable wavelet function for the time–frequency
analysis.

2.1 Data Source

Tow categories of time series have been used for the verification of the proposed
wavelet selection strategy. First is California’s 1940 EL-Centro earthquake as a
single field data sampled at 50 Hz, which is publicly available at http://vibration
data.com. Second is: the experimental accelerations sampled at 200 Hz, collected
from a shaking table testing of a six-story steel frame building during the 7th Asia
Pacific Summer School on Smart Structures Technology in the National Center for
Research on Earthquake Engineering (NCREE), NAR Labs, Taiwan.

3 Continuous Versus Discrete Wavelet Transform

As a rule, wavelet analysis is subdivided into DWT and CWT [26]. So, it is crucial to
recognize the differences between them for successful wavelet analysis. CWT is an
analog filtering function similar to DWT, with low and high pass filtering at various
scales. However, the filtering functions are performed parallel at the input in a filter
bank, with the high and low pass functions combined into a single bandpass function.
The various scales in CWT are recognized as neighboring bands in the frequency
domain, increasing the bandwidth corresponding to the band’s center frequency.

Consequently, theCWT is characterized as a constantQfilter bank, and it splits the
signal into a set of logarithmic frequency bands by passing it through a sequence of
constant-Q bandpass filters. DWT filters are well-formulated mathematical models
whose transfer functions are recursive. They provide an equivalent result by starting
with a block of discrete data and performing sequential high and low pass filtering.
The filtering process is repeated at the low-frequency component level as in conven-
tional DWT. It is repeated at both high-frequency and low-frequency component
levels as in discrete packet transform (PWT) to transfer the signal in a sequence of
steps called scaling. Each scaling divides the current bin’s frequency space in half,
doubling the time interval, thereby keeping the time–frequency product constant.
Both DWT and CWT are filter banks, although CWT takes a more intuitive form of a
physical filter with a transfer function in the time and frequency domains. Also, both

http://vibrationdata.com
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are decimated and non-decimated versions. Due to the limitations of the DWT speci-
fication, all DWT filters are compactly supported. It is limited in time and frequency
and has been proven not to be applied through physical filters in a continuous-time
domain.

The CWT and DWT’s main difference is that the CWT loses the compact support
concept, so it can not provide ideal compact support. Instead, similar to how ellip-
tical filters such as Chebyshev and Butterworth filters are created, CWT functions are
created to be as compact as possible according to specific criteria. Besides, the differ-
ence between them is how the scale is discretized. The scale values define to which
degree the wavelet can be stretched or compressed. The low-scale values compress
the wavelet and correlate better with the high-frequency content of the signal. High
scale values extend the wavelet function and better correlate with the low-frequency
components. In CWT, the low-scale components characterize the analyzed signal’s
precise fine-scale characteristics, whereas high-scale components characterize the
analyzed signal’s rough coarse-scale characteristics. Readers can refer tomore details
about different types of wavelet applications in the civil engineering field [20].

3.1 Wavelet Discretization

This section outlines the direct links between continuous and discrete wavelet anal-
ysis and defines the differences between them. The CWT discretizes finer scales than
DWTand exponential scales are commonly employed with a base smaller than 2 to
obtain different scales; for instance, 2j/v where v is an integer > 1, where v is voice
per octave number, and j = 1, 2, 3…. For a function ψ (t) ∈ L2 (�) called the mother
wavelet, the family of functions can be obtained by shifting and scaling this ψ (t) as:

ψj,k (t) = 1

2j/υ
ψ

(
t − k

2j/υ

)
(1)

where 2j/υ = s, sk = τ. The larger the υ, the more precise the scale discretization
will be; but, this increases the computation cost since the computation is done for
each scale. The scaled-shifted version of wavelet ψ(t) is defined as

ψs,τ (t) = 1√
s
ψ

(
t − τ

s

)
(2)

Shifting a wavelet means delaying (or advancing) its onset. Mathematically,
delaying a function ψ(t) by τ is represented by ψ(t − τ). The signal is decom-
posed into various basic wavelets and presented as an integral of scaled and biased
wavelets.
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Ws,τ = 1√
s

−∞∫
∞

x(t) · ψ∗
(
t − τ

s

)
dt (3)

From Eq. (3), it is noted that the wavelet ψ is contracted and dilated by changing
the scale s. The variation in scale s leads to a change in the central wavelet frequency
Fc and the window length. So the scale s is used instead of the frequency for repre-
senting the wavelet analysis results. The shift parameter τ specifies the wavelet loca-
tion in time, by varying τ, the wavelet can be shifted over the signal. For constant
scale s and varying translation τ, the rows of the time-scale plane are filled, varying
the scale s and keeping the translation τ constant fills the time-scale plane columns.
The elements in Ws,τ are called wavelet coefficients; each one is associated with a
scale (frequency) and a point in the time domain. These coefficients show how close
the signal is to a given basis function. Since the CWT behaves as an orthonormal
basis decomposition, it can reveal that it is isometric [17], i.e., it conserves energy.
So, the signal x(t) can be reconstructed from its transform. By changing the dilation
factor s, we can see how the wavelet corresponds to the signal from one scale to the
next, whereas changing the shifting from ψ(t) shows how the nature of the signal
changes with time. It is worth mentioning that the scales set for each wavelet’s CWT
is selected such that it gives a smooth graphical representation of the wavelet power
spectrum.

Standard DWT is a kind of wavelets derived from CWT that restrict the scale and
translation values based on a dyadic sampling. The the scale is a power of 2 (a= 1, 2,
4, 8,…) and position a subset is the integer (b= 1, 2, 3, 4,…). The scale s is related to
level j by s= 2j; and supposing the translation b = 2j.k at a given scale, where j is the
scale level, and k is an integer. If the resolution is defined as 1/s, then the resolution
increases as the scale decreases. The greater the resolution, the smaller and finer are
the details that can be accessed. The scale s is gradually changed to approximate the
signal in varied resolutions and localizes the wavelet in the frequency domain, while
the shift b localizes the wavelet in the time domain. The discrete scale s is analogous
to frequency. It is a number associated with the wavelet coefficients number, so it is
regarded as a detailed amount in the signal. The scale selection relies on the wavelet
itself, so its number is selected based on the overall energy displayed at each scale.
For a certain scaling s, the wavelet function translates across the signal in time. In
non-decimated DWT, the scale s is restricted to powers of two, but the translation m
is an integer as in the CWT. The discretized wavelet for the DWT is defined as:

ψj,m (t) = 1√
2j

ψ

(
1

2j
(
n − 2jm

))
(4)

The discretized wavelet for the non-decimated DWT is defined as:

ψj,m (t) = 1√
2j

�

(
n − m

2j

)
(5)
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It should be noted that the decimated and non-decimated DWT vary in how they
discretize the shift parameter. The decimated DWT is shifted by 2jm while non-
decimated DWT by integer shifts m. The DWT is defined as:

Wj,k = 2(− j/2)
∑
n

x(t)ψ
(
2− j t − k

)
(6)

where j indicates how much the wavelet is dilated, k represents the time index where
the wavelet is localized after translation. DWT provides a sparse representation, and
its coefficient number is the same as the original signal, but most coefficients can be
close to zero. So, often these coefficients can be removed by de-noising the signal.
The CWT produces M by N coefficients matrix, where M is the scale number and
N length of the signal, and it is redundant but has the same time resolution as the
original data in each frequency band; and there is an overlap between wavelets at
each scale and others. The computing resources and time for analysis and store the
coefficients are more extensive than DWT. Non-decimated DWT offers a redundant
representation, but not similar to CWTand much lower because the scale parameter
is not discretized so finely. The DWT discretization ensures orthonormal transform,
which is useful in multi-resolution analysis and de-noising beside others, and it is
not shift-invariant due to downsampling, whereas non-decimated DWT and CWT
are not orthonormal transforms but shift-invariant. In DWT, the wavelet expression
is not required because the filters are sufficient, while in CWT, those expressions are
needed. The non-redundant representation is associated with an orthonormal basis,
whereas the redundant representation uses much more scale and position values than
a basis. For a classical fractal signal, the redundant methods are quite accurate. Thus,
the application is influenced by the type of wavelet to be used.

4 Wavelet Selection Guidelines

Inwavelet analysis, there are types ofwaveletswith various characteristics for various
applications, and all of them do not work well for all signals [31]. Some may work
well for a particular signal and may not work for another signal. Wavelets are char-
acterized by diversity in their properties and their application. Thus their quality
varies according to their applications and characteristics that are used to describe
their actions and cover their behavior because various wavelet bases used to analyze
the same data will induce various results [15]. From this, it’s clear that the wavelet
analysis type depends on what the user wants to do with the data and the nature
of data needed to be analyzed. So, the issues are: First, how to select the proper
type of wavelet, wavelet for our data? In terms of wavelet applications, the best-
suited type of wavelet and its related analysis algorithm is data-dependent, either
to be DWT or CWT, and second, how we find the best mother wavelet. Using a
redundant representation close to the so-called continuous analysis, instead of a non-
redundant discrete time-scale representation, can be useful for analysis purposes.
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The non-redundant representation is associated with an orthonormal basis, whereas
the redundant representation uses much more scale and position values than a basis.

For wavelet application, CWT is the ideal type for time–frequency analysis [16],
so it is commonly used in most tasks associated with signal processing, such as
localizing transients anddetecting discontinuities in higher derivatives [38].DWThas
good sparse representation and energy compactification. The orthogonalDWTresults
in a perfect reconstructed signal. The CWT often does not give a good reconstructed
signal because it is numerical operation is somewhat unstable, so DWT is suited
for on-line SHM [9]. The CWT’s plots are easier to interpret than the DWT’s plots
[1]. Besides, DWT is suited for de-noising, feature extraction, and compression,
and multi-resolution analysis, whereas CWT is suitable for detailed time–frequency
representation, characterizing oscillatory behavior, spectral analysis, and localizing
transients in non-stationary data and pattern recognition [11, 26].

Both DWT and CWT are used to analyze dynamic structural measurements to
compare their abilities in time–frequency representation. Wavelet db3 is used for
analyzing acceleration signal response and El-Centro earthquake. Figure 1 shows
the comparison between CWT and DWT absolute coefficients. It is clear that CWT
shows the most informative time–frequency regions than DWT due to finer scales,
which result in higher-fidelity signal analysis. Thus, CWT is the ideal candidate for
damage detection based signal analysis due to its finer resolution [18] and is usually
chosen in most tasks (e.g., abrupt changes and singularity detection). While DWT is
chiefly suited for removing noise and compressing the data, higher scales are required
in the damage location determination. DWT’s applicability for damage detection is
limited and has two weaknesses. One is the wavelet coefficient vector size decreases

Fig. 1 Comparison between CWT and DWT absolute coefficients to show their abilities in repre-
senting informative time–frequency regions. (left) acceleration response of shaking table test of
steel frame building of six stories. (right) El-Centro earthquake records
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by half of its initial size at each scale level j, and the second is the scale limitation
to dyadic sequence (s = 2 j ). Therefore, if comparing scale 128 and scale 256, there
will be a big gap in the wavelet resolution, and consequently, useful information can
be lost. This gap can be described as detecting cracks on a wall at night using only
a low-intensity light source, like a flashlight. If the light is directed at one part of
the wall, then turned off, and subsequently moved to another position, some of the
cracks may disappear or not be detected, but at least if the light constantly moves
along the wall, damages can be detected. Thus, the calculation time, in this case,
cannot be limited, and the use of continuous scales is recommended [12]. It is shown
that CWT can capture the signal frequency content with finer accuracy and much
more details than DWT.

Moreover, it also has the same time resolution as the data being analyzed in each
frequency band. It allows for accurate scale plane decomposition, but the scaled
translated versions of the base wavelet do not have orthogonality characteristics. To
understand the exact feature of structural vibrational signals, it is crucial to study
their time–frequency characteristics. For interpretative purposes, the CWT andDWT
absolute coefficients are represented in the time-scale plane. Figure 1 shows the
comparison between CWT and DWT to demonstrate their abilities in representing
informative time–frequency regions. It is shown that CWT is more suitable for the
time–frequency representation of non-stationary signals and is excellent for investi-
gating the local signal features than DWT because DWT does not use all scales that
compress and expand the mother wavelet. Suppose all scales in the range related to
the signal bandwidth are not used. In that case, some information will be lost, leading
to difficulties in extracting characteristics of the original signal [10]. The CWT is
excellent for examining the local features of a signal [14].

As a summary, according to the above discussion and to the intended purpose of
our study that associated with detailed time–frequency representation and accurate
transient localization for the structure condition monitoring, the CWT is seemed to
be a suitable choice for our objective and is a candidate for further analysis in this
study (Fig. 2).

Fig. 2 Types of wavelet, wavelet application, and challenges in using wavelet analysis for non-
stationary structural dynamic measurements
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4.1 Wavelet Characteristics

Generally, wavelet transform can be classified into biorthogonal and orthogonal
wavelets or real and complex values wavelet according to their characteristics. The
orthogonal function is entirely introduced through the scale filter, and its associ-
ated wavelet transform is orthogonal, and its reconstruction filters are defined as
an inverse time of its decomposition filters. In biorthogonal wavelets, the decom-
position and reconstruction filters are defined as separate filters. The orthogonal
wavelets are more popular than biorthogonal wavelets because of their simpler repre-
sentation and signal recovery and have scaling functions to diagnose damage [28,
31, 34] It also performed slightly better overall than the other filters employed for
non-stationary signals. Besides, the wavelet function is characterized by a number
of properties that define its application in wavelet-based signal analysis, such as
orthogonality, symmetry, vanishing moment, and compact support. Understanding
these characteristics is necessary to reduce the computation process and preselect
candidate wavelets from the wavelet families that limit the wavelet basis choice in a
range of wavelet bases that have prosperities that match with signal characteristics
according to the situation before the quantitative criteria are ued to find an optimal
wavelet for specific wavelet-based structural dynamic measurements analysis. These
properties are shortly discussed below.

(1) Orthogonality: indicates an inner product of the basewavelet with itself is equal
to one, and between the base wavelet and scaled- shifted wavelet versions are
equal to zero. As a result, an orthogonal wavelet base is efficient for signal
decomposition into non-overlapping sub frequency bands.

(2) Symmetry ensures that a base wavelet can serve as a linear phase filter. This
is an important aspect of wavelet-based filtering operation, as the absence of
this property can lead to phase distortion. This property is required when the
signal shape is needed to be maintained and avoids signal distortion during
decomposing and synthesizing the analyzed signal.

(3) Compact support: It means the wavelet is non-zero only on a finite interval.
This allows the wavelet to represent well signals which have localized features.
Wavelets with short support have a constraint on their regularity and can show
the local characteristic; however, long support increases arbitrary degrees of
smoothness and numbers of zero moments.

(4) Vanishing moment: it is associated with the decay rate, function order, and
wavelet smoothness. It is closely related to the Lipchitz index and symbolizes
thewavelet regularity and its ability to get localized information.Ahighnumber
requires more extended support because a wavelet with n vanishing moments
should have at least 2n − 1 support width length.
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4.2 Wavelet Family Selection

Despite the lack of rules, various real and complex wavelets have been used for
damage detection, and their efficiency has been evaluated [18–46]. These wavelets
can be explored for the wavelet transform implementation for signal analysis, but
only a given wavelet can fits best with the features we are looking for in our
data because each type has a different shape, compactness, and smoothness and
is useful for various purposes. In civil structures, the dynamic measurements are
mostly due to disturbances of operational and environmental variations and quite
often are contaminated. Thus, wavelet analysis based time-frequency analysis is
required to analyze and show how the frequency content changes over time. From
the practical view, several analytic and nonanalytic wavelets are dominantly used
in CWT and have been especially useful for time-frequency analysis. During the
literature review and our ground study, we have observed that Daubechies, Symlet
and Coiflets, were as real-valued wavelets and exhibited superior performance [36],
and Morel, Morse, and Bump wavelets as complex wavelets exhibit superior perfor-
mance for non-stationary signals analysis [34]. In the light of the above discussion, in
this study, Daubechies, Symmelt, Coiflet, Morel, Morse and Bump, Bior2.4, Meyer,
and Mexican hat wavelets are selected as continuous wavelet functions for further
analysis.

Daubechies Wavelet: is orthogonal, however, asymmetric. An asymmetric prop-
erty introduces large phase distortion. It is compactly supported with a given support
width 2N − 1, in which N is the wavelet order. It does not have explicit expres-
sion except for N = 1, which is the Haar wavelet. As support width increases, it
becomes more smooth, leading to better frequency localization, and consequently,
their magnitude spectra decay quickly.

Coiflet Wavelet: is orthogonal and semi symmetric and is designed to produce the
highest number of vanishing moments (2N) for both the base wavelet at order N and
the scaling function for a given width a support width of 6N− 1. The semi-symmetry
property leads to the near-linear phase characteristics.

Symlet Wavelet: is orthogonal and near symmetric. The near symmetric property
ensures minimal phase distortion. A Symlet wavelet of order N a given support width
of 2N − 1. They are similar to the Daubechies wavelet except for better symmetry.

Biorthogonal Wavelets: is biorthogonal and symmetry. The symmetry property
ensures that they have linear phase characteristics. This type of base wavelet can be
constructed by the spline method.

Morse wavelet: is parametrized by an oscillation control parameter β > 0, a shape
parameter γ > 0, to change time and frequency spread and gives a broad range of
forms and characteristics. It is useful for analyzing modulated signals and localized
discontinuities [29]. For more details, see [23]. It is defined in the frequency domain
as:
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ψβγ (ω) =
∞∫

−∞
ψβγ (t) exp(−iωt)dt = U (ω)aβγ ωβexp(−ωγ ) (7)

Morlet wavelet: is designed to be a zero-mean function. It represents a sinusoidal
function modulated by a Gaussian function [7, 8, 33]. It is infinite duration, but its
energy is limited to a finite interval [7]. It is successfully used for vibrational signals
analysis [33]. It has no scaling function and does not satisfy admissibility condition,
except approximately. It is defined as:

ψ(t) = 1√
π fb

ei2π fc t e−t2/ fb (8)

where f b is a bandwidth parameter, and fc is the central wavelet frequency and must
be fc > 5. For engineering applications usually fc = 6 [41, 43].

Bump wavelet: is bandlimited defined in the frequency domain with factorsμ and
σ and window w [22]. Values of μ are range in (3, 6) and σ are range in (0.1, 1.2).
Smaller values of σ lead to superior-frequency localization but poorer time local-
ization, whereas larger values produce better time localization and poorer frequency
localization. It can be expressed as:

ψ̂(sω) = e

⎛
⎝1− 1

1− (sω−μ)2

ρ2

⎞
⎠
. · I[ μ−σ

s ,
μ+σ

s ] (9)

where I is the indicator function for the interval. (μ − σ)/s ≤ ω ≤ (μ + σ)/s.(μ −
σ)/s ≤ ω ≤ (μ + σ)/s(μ − σ)/s ≤ ω ≤ (μ + σ)/s

Meyer wavelet: is orthogonal, symmetric, and differentiable with unlimited
support but decays quicker than the sine wavelet. It is defined in the frequency
domain [42] as:

ψ̂(ω) =
⎧⎨
⎩

(2π)− 1
2 e

iω
2 · sin(π

2 v
(

3
2π |ω| − 1

))
if 2π

3 ≤ |ω| ≤ 4π
3

(2π)− 1
2 e

iω
2 · cos(π

2 v
(

3
2π |ω| − 1

))
if 4π

3 ≤ |ω| ≤ 8π
3

0 otherwise
(10)

ν(x) :=
⎧⎨
⎩
0 if x < 0
x if 0 < x < 1
1 i f x > a.

(11)

Mexican hat wavelet: is symmetric, nonorthogonal, and relative toGaussian func-
tion negative value. Most of its energy is within the interval (−5, 5) but, adequate
support is (-8, 8) [25]. It has no scaling function and defined in term of the standard
deviation σ that controls the width, and an independent variable t as:
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Table 1 Wavelet prpperties

No Mother wavelet Center frequency Period Vanishing moment

1 db3 0.800 1.25 3

2 db40 0.671 1.49 40

3 sym3 0.800 1.25 3

4 sym40 0.671 1.49 40

5 bior2.4 0.889 1.12 2.4

6 mexh 0.250 4.00 -

7 Meyer 0.690 1.45 -

ψ(t) = 2√
3σπ1/4

(
1 −

(
t

σ

)2
)
e− t2

2σ2 (12)

For orthogonal functions, the wavelet and scaling function is the basic parameters
in CWT. Despite the fact that it may seem confusing that there are so many choices
for the analyzing wavelet, it is actually a strength of wavelet analysis. Depending
on what signal features are needed to be detected or what task is needed to be
solved, you can choose a wavelet that facilitates your task. For instance, if you want
to detect abrupt discontinuities in the signal, you may select one wavelet, whereas
if you are interested in finding oscillations with smooth onsets and offsets, you
can choose a wavelet that more closely matches that behavior. A vibration signals
analyses require a narrow bandwidth to achieve better frequency resolution [12].
Each wavelet function is associated with a varied center frequency and bandwidth
defined by period [10]. The center frequency Fc and the bandwidth parameter Fb of
the wavelet is the tuning parameters [14]. To have a narrow bandwidth, a wavelet
with a high period value and a low center frequency is required. ‘db40’ and ‘sym40’
base wavelets are selected from the ‘Daubechies’ wavelet family and its derivative
Symmel family based on their high period value and low center frequency, as shown
in Table 1. For a comparative study, wavelets ‘db3’ and ‘sym3’ with low period
value and high center frequency are also taken, and Meyer and Mexican hat wavelet.
Besides, the number of vanishingmoments. The number of vanishingmoments limits
the wavelet’s ability to extract information from a signal.

4.3 Wavelet Selection Quantitative Criteria

Various studies in different fields have been conducted using various quantitative
measures. Many techniques have been reported to select optimal wavelet based on
correlation index, variance, maximum energy, and entropy [13, 14], and others.
However, most works reported in the literature have focused on the similarity,
although the similarity is not the proper measure for all wavelet-based signal
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processing applications. In this study, we use novel quantitative measures related
to wavelet energy distribution and sharing information.

Time–Frequency energy estimation: Time–Frequency energy distributions are
very important in analyzing andprocessing non-stationary signals like dynamic struc-
tural measurements. An energy time–frequency representation (TFR)combines the
concepts of a signal’s instantaneous power and spectral energy density. The energy
of time–frequency representation satisfies the following marginal properties [40]:

∫
Tx (t, f )d f = Px (t) = |x(t)|2 (13)

∫
Tx (t, f )dt = Px (t) = |X( f )|2 (14)

Equation (13) and (14) indicate that if the time–frequency (TF) energy density is
integrated along with one variable, the energy corresponding to the other variable
can be obtained.

Ex =
¨

Tx (t, f )dtd f =
∫

|x(t)|2dt =
∫

|X( f )|2d f (15)

The total signal energy in Eq. (15) is derived by integrating the TFR over the
entire TF plane.

E =
∞∫

−∞
|x(t)|2dt = x(t)2 (16)

For Eq. (16) to be useful, the signal must contain finite energy. The relative
contribution of the signal energy at a specific scale s and location b is given by the
two-dimensional wavelet energy density function:

E(s, b) = |T (s, b)|2 (17)

A plot of E(a,b) is known as a scalogram, and it can be integrated across s and
b to recover the total energy in the signal using the admissibility constant, Cg, as
follows:

E = 1

Cg

∞∫
−∞

∞∫
0

|T (s, b)|2 ds

s2db
(18)

Wavelet power spectrum: From the standpoint of wavelet energy, the WT can
be considered as the Fourier transform generalization, and by analogy with spectral
approaches, at fixed scale and time shift, one can compute the local wavelet power
spectrum as feature vectors measures
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Eg(s) =
bN∑

b=b1

|C(s, b)|2 (19)

Eg(b) =
bM∑
s=s1

|C(s, b)|2 (20)

where scale vector �s = (s1, s2, . . . , sM)T time shift vector �b = (b1, b2, . . . , bN )T .
Instantaneous Mean Frequency: As it is known, the non-stationary structural

dynamic measurements, in particular, do not lend themselves well to decomposition
into sinusoidal components. For such measurements, the frequency notion loses its
effectiveness and needs to use a parameter that considers the process’s time-varying
nature [6]. Since the time-varying frequency is a natural occurrence, its idea can be
explored in this study to choose the appropriatewavelets for time–frequency analysis.
The instantaneous mean frequency of the power spectral density is defined for the
TFR, based on the CWT. The instantaneous mean frequency of the time-dependent
power spectral density is defined as:

I MN F(t) =
∫ F
0 ωP(t, ω)dω∫ F
0 P(t, ω)dω

(21)

where F is the Nyquist frequency, and P(t, ω) is the time-dependent power spectral
density.

Wavelet Mutual information: Mutual information (MI) is the uncertainty reduc-
tion measures between two variables. It also measures the information amount that
one variable x contains about the other. The MI is relative entropy between joint
probability Px,y

(
xi, yj

)
and marginal probability densities Px(xi),Py

(
yj

)
which is

evaluated at (x, y). MI can be expressed in bits as [30]:

MIx,y(Y;X) =
∑
i,j

Px,y
(
xi, yj

)
log2

[
Px,y

(
xi, yj

)
Px(xi)Py

(
yj

)
]

(22)

Maximal information coefficient (MIC): Maximal information coefficient is a
novel correlation measurement proposed by Reshef et al. [35]. It is an information
theory-based linear or non-linear association measure that can capture functional
and non-functional relationships between variables and takes values between 0 and
1, where 0 means statistical independence and 1 means a completely noiseless rela-
tionship [3]. The MIC of original signal x, and the reconstructed signal y, is defined
as the mutual information between random variables normalized by their minimum
joint entropy.

MIC = max
{
MIx,y(x, y)/ log2 min

{
nx , ny

}}
, nx .ny < B(n), B(n) = n0.6 (23)

where nx, ny is the number of bins of the partition of the x- and y-axis.
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5 Discussion and Results Analysis

Time-scale representation is a fundamental tool in various areas of signal analysis,
especially in the damage detection process. To verify the effectiveness of various
wavelets-based TFR and find out the best wavelet function for an accurate TFR, a
comparative study of Morel, Morse, Bump, Mesh, Db3.Sym3, Coif3, Bior2.4, Db4,
and Sym40was conducted on El-Centro earthquake signal. Figure 3 shows the signal
scale-time representations for various wavelets, which show the signal evolution in
both time and scale. It is shown that the frequency components seem to besmear
across the entire duration of the signal as indicated by bright color. The blue bands
result from the correlation integral evaluation to a small value due to overlap of the
wavelet with positive and negative values. Although the wavelet produces similar
representations, these representations differ from each other. Figure 3a, b, c and d
are more different than Fig. 3e, f, g, h, I, j, k, and l. The results characterize that all
analyticwavelets show the best time–frequency resolution than nonanalyticwavelets.
It is noted that the coefficients are large in absolute value around scales 20 to 60,
and this offers a limited frequency bandwidth between 20 and 60 Hz. The figures
are plotted with a different wavelet transform components scale to highlight the
frequency components changes over time.Regarding the real wavelets, each wavelet
is associated with a different center frequency and bandwidth determined by period,
so it’s clear that the wavelet with small vanishes moments such as Db3.Sym3, Coif3
provides resolution better than wavelets with high vanish moments such as Db40
and Sym40. Also, it is noted that the complex wavelet is more robust to noise as
compared with another real wavelet. Based on these results, we can conclude that
the Morel, Morse, Bump are more effective in time–frequency representation than
the real wavelets Mexh, Db3.Sym3, Coif3, Bior2.4, Db4, and Sym40. Regarding
analytic wavelets, it is seen that the Morse wavelet result is approximately identical
to the Morlet; but, the bump wavelet shows it is more effective in noise separation
andmakes the results more amenable to interpretation. As a result, theMorel, Morse,
Bump are used for further analysis.

Figure 4 shows the time–frequency-amplitude representations of thewavelet coef-
ficients of complexMorel,Morse, andBumpwavelets for accelerationdata of shaking
table test and El-Centro earthquake. These figures demonstrate how rapidly the
wavelet coefficient magnitude grows and show the component’s range. The color
brightness represents power. It shows that energy dominates in the lower scales in
both signals. All wavelet shows promising result in separation of the signal frequency
components, but Bump wavelet is more robust to noise than another wavelet. It is
also shown that there are some nearly steady-state fluctuations above 10 Hz, and
the transient events and the Morse wavelet result is almost identical to the Morlet
wavelet (Fig. 5).

Figure 6 visualize the underlying processes associated with the wavelet trans-
form and wavelet power spectrum computation. Figure 6a, b shows how spectral
features evolve over time, whereas Fig. 6c, d show how spectral features evolve
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Fig. 3 Illustrates the time-scale representations of CWT coefficient of El-Centro earthquake using
various complex and real wavelets. a Complex morel wavelet, b Morse wavelet, c Bump wavelet,
d real morel wavelet, e Mexh wavelet, f Meyer wavelet, g db3 wavelet, h Sys3 wavelet, i Coif3
wavelet, j bior2.4 wavelet, k db40 wavelet, i sym40 wavelet

over frequency. Although these presentations’ general structures are similar, it can
be seen that the frequency components magnitudes are different. According to the
presentation, the Morse wavelet shows higher energy in both signals than Morel and
Bump. This indicates that theMorse wavelet is robust in detecting the abrupt changes
in the data, producing quite large absolute wavelet coefficients centered around the
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Fig. 4 Illustrates the Time–Frequency -Amplitude representations of Accerelation data from
shaking table test. a complex morel wavelet, b Morse wavelet, c Bump wavelet

Fig. 5 Illustrates the Time–Frequency-Amplitude Representations are pertaining to the El-Centro
earthquake acceleration. a complex morel wavelet, b Morse wavelet, c Bump wavelet

discontinuity at all scales. The Morse wavelet result is nearly identical to the Morlet
in shape in both signals. Based on these results, we can conclude that the Morse
function is the best candidate for detecting the abrupt changes in the data and more
appropriate for oscillatory behavior.

The most accurate of the discontinuity localization based on the CWT coeffi-
cients can be obtained at the finest scales. Figure 7 demonstrates the smallest -scale
coefficients combined with the analyzed acceleration waveform on the same figures.
It’s shown that the wavelet coefficient magnitudes capture the impulsive events at
the exact times they take place in the signal being analyzed. All the functions show
promising results, and the Morse wavelet is identical with the real morel wavelet,
and the Bump wavelet is more de-noised the signal.

Figure 8 shows time–frequency representations for theEl-Centro earthquake using
Morlet, Bump, and Morse wavelet. It is shown that the modulus of the wavelet
coefficients shows that energy is spread over a wide range of scales but dominate in
the lower frequencies; there is a bright band for peaks. The blue bands result from
the correlation integral evaluation to a small value due to overlap of the wavelet with
positive and negative values. It is also shown that there are some nearly steady-state
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Fig. 6 Shows spectral features evolve over time and scale for both El-Centro earthquake and
acceleration data, a scale-averaged power spectra of acceleration data, b scale-averaged power
spectra of El-Centro earthquake data, c time-averaged power spectra of acceleration data (a) scale-
averaged power spectra El-Centro earthquake data

Fig. 7 Shows the finest-scale coefficients combined with the analyzed acceleration waveform on
the same figure showing an overall roughly linear trend with some impulsive events

fluctuations above 8–20 Hz and transient events. The narrow bands represent the
spikes in the signal, whereas thick bright bands represent the signal component.

Figure 9 shows the contour representations of acceleration waveform observed
in the shaking table test using Morel, Morse, and Bump wavelets. Obviously, the
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Fig. 8 Shows the time–frequency representations of the El-Centro earthquake’s continuouswavelet
transform coefficient using complex and morel wavelet, Morse wavelet, Bump wavelet

frequencies are spread out, high about 18 Hz and low about 2 Hz in the analyzed
signal. Yellow and blue indicate a power increase or decrease, respectively. Also,
around two seconds, there is a small local disturbance. Also, it is noted that bump
wavelet has good frequency localization thanMores andMorlet wavelets. TheMorse
wavelet is semi identical to the Morel wavelet. The bump wavelet is the most appro-
priate to describe the signals’ frequency content compared to the other wavelets.
based on the above result, its difficulties

Figure 10 show three wavelet functions (Morel, Morse, and Bump) for comparing
frequency attributes at each signal point of the El-Centro earthquake. Instantaneous
mean frequency is shown in Fig. 10a, b show many variations and appear noisy to
contain detailed information. The instantaneous frequency (Fig. 10c) shows many
variations and appears less noisy, and contain detailed information. Based on the
results, theMorse wavelet is nearly identical to theMorel wavelet. The bumpwavelet
seems the most appropriate to track the signals’ instantaneous mean frequency
compared to the other wavelets.

Figure 11 show three wavelet function (Morel, Morse and Bump) for comparing
energy perecentage attributes per scale of the El-Centro earthquake. It is clear that
the different information which the signal contains led to different signal energy
distribution at scales (various frequency bands). The energy percentage shown in
Fig. 11a, b, and c show the signal’s energy distribution at different scales. It is
shown that the energy released due to seismic activities is mainly distributed in the
frequency bands or scales. The energy percentage rises up to the maximum at scale
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Fig. 9 Illustrates the contour representations of the El-Centro earthquake’s continuous wavelet
transform coefficient using complex and real morel wavelet, Morse wavelet, Bump wavelet

Fig. 10 Distribution of the El-Centro instantaneous mean frequency over the time domain after the
continuous wavelet transform. a Instantaneous mean frequency using Morel wavelet. b Instan-
taneous mean frequency using Morse wavelet. c Instantaneous mean frequency using Bump
wavelet
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Fig. 11 Distribution of the El-Centro energy in the time domain at each scale after the CWT.
a Energy Percentage using Morel wavelet. b Energy Percentage using Morse wavelet. Energy
Percentage using Bump wavelet

Table 2 Result of Different Criteria (Max. information coefficient,Max. Energy/ ShannonEntropy,
Variance and Mutual information)

Mother wavelet Max. information
coefficient

Max.Energy/Shannon
entropy

Variance Mutual information

Morel 0.653 −1.043 0.756 7.2697e-06

Morse 0.650 −0.939 0.586 7.2697e-06

Bump 0.645 −0.508 0.863 7.2697e-06

35 for Bump and Morse wavelet, whereas at scale 33 for Morel wavelet and then
decay down. There is amplitude variation between various wavelets, and the wavelet
energy can be used to differentiate between active and silent regions in the structural
dynamic signal.

Table 2 shows the quantitative measure analysis results, which include maximum
information coefficient, maximum energy to Shannon entropy, variance, and Mutual
information. All the three wavelets give nearly identical results except results of
maximum energy to Shannon entropy and variance. The bump wavelet provides
maximum energy to Shannon entropy and variance than the other wavelet.

As a summary, based on the above discussion, all three wavelets give acceptable
results, but the Bump wavelet shows promising results.

6 Conclusion

This study’s objective was to evaluate the effectiveness of analytic and nonana-
lytic wavelet basis for time–frequency analysis of dynamic structural measurements
to show informative time–frequency regions through tracking the signal frequency
components evolution over time to detect the transient events due to damage. This
paper reviewed and used various statistical procedures that have been extensively
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utilized for data analysis issues in different engineering and other fields. In this
study, a time-scale/frequency expansion based signal representation is used.

Time–Frequency analysis identifies the time at which various signal frequencies
are present, usually by computing scalogram and a spectrum at regular time intervals.
In this paper, a comparative analysis for choosing the type of wavelet and best-suited
base wavelet for structural dynamic response analysis based on time–frequency is
conducted. The El-Centro earthquake and acceleration measurement and both DWT
and CWT are used for this study. The process was carried out in Matlab® environ-
ment using 107 to 512 different scaled versions of the wavelets. The comparison
based time–frequency representation between CWT and DWT shows that CWT
provides the most informative time–frequency regions than DWT due to finer scales.
This confirms that CWT has considerable potential in digital signal processing and
shows that the time–frequency. The wavelet scalograms using the various real values
wavelets and no real wavelets of both signals are examined. It is seen that there
is a significant difference between analytic and real values wavelets and shows
that the time–frequency representation based analytic wavelets accurately captures
the instantaneous frequencies of the signal and its evolution with time. Besides,
the analytic wavelets among their selves are compared based on time–frequency-
amplitude representation, time–frequency representation, a counter representation,
wavelet spectrums, and the localization of the finest-scale components. Although
these presentations’ general structures are analogous and some are semi identical,
it can be shown that the locations and magnitudes of the frequency components
are different. It can be concluded that the analytic wavelet is capable of revealing
the informative regions in time–frequency representation, especially Morel, Morse,
Bump wavelets. Of course, such a conclusion cannot be generalized for all types
of data processing since the base wavelet best suited for specific work depends on
the data form that is used, the application type, and the final objectives of the data
analysis. From results, its clear thatMorse wavelet results are semi identical toMorel
wavelet, and all Morel, Morse, Bump wavelets are almost identical with respect to
localized in time and frequency; however, it is shown that bump wavelet is more
robust in de-noised and let the results to be more amenable for interpretation. From
our previous studies, we found that by varying the Morse parameters, one can create
Morse wavelets with properties similar to the Morel wavelet, which has one vari-
able parameter. In other words, the generalized Morse wavelet can be identical to
Morel and solved the disadvantage of the Morel wavelet. Thus, the Bump wavelet
and Morse wavelet are recommended to implement time–frequency analysis for
structural dynamic measurement successfully.

Finally,we can conclude that the proposed showpromising results, and the analytic
wavelets are well suited for studying how the frequency content in real-world non-
stationary signals evolves as a function of time. The appropriate one needs to be
chosen depending on the application’s goals and the mother wavelet parameters.
This work’s significant contribution is comparing different analytic and nonanalytic
wavelets to show their effectiveness in tracking the signal frequency components’
evolution over time to detect the transient events due to damage. For future work, the
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authors recommend an in-depth investigation of Morse and Morel wavelets’ optimal
parameters.

Declaration of Conflicting Interests: The author(s) declare no potential conflicts
of interest with respect to the research, authorship, and/or publication of this article.
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Influence of Operational Conditions
on the Modal Based Damage Analysis
of Pedestrian Bridges

Mareike Kohm and Lothar Stempniewski

Abstract Modal based monitoring systems for civil engineering structures, espe-
cially for bridge constructions, receive more attention in recent years. The goal of
those systems is to detect damage processes at an early stage. This enables quick
reaction to damages and ultimately extends the life of existing bridges while also
minimizing maintenance costs. The modal parameters, namely natural frequencies
andmode shapes are dependent on the stiffness andmass distribution of the structure.
Since the traffic loads represent temporally and spatially variable stiffness and mass
distributions of the bridge structure, the question arises how reliably themodal param-
eters can be estimated, and if structural stiffness changes can be distinguished from
the variable stiffness andmass distributions of traffic load. In this paper, the influence
of pedestrian traffic on the estimation of themodal parameters is investigated. Spring-
Mass-Damper systems represent the pedestrians to be able to take humanmass, damp-
ing and stiffness effects into account. The vertical acceleration responses are consid-
ered for single pedestrians and a crowd of pedestrians using probabilistic approaches.
The influence of the operating loads is first numerically investigated using an Euler-
Bernoulli beammodel and then compared with the results of vibrationmeasurements
on a pedestrian bridge. We can substantiate, that pedestrian volume, the ratio of the
natural frequencies of the bridge superstructure to the step frequency of the pedestri-
ans as well as the measurement length are the decisive criteria for successful damage
identification. A clear distinction between the amplitude scatter of the mode shapes
due to traffic loads and a structural stiffness change is possible by appropriate selec-
tion of the damage identification methods. The contribution of this paper consists in
the investigation of the influence of operational loads on the estimated mode shapes
and the establishment of the relationship to the modal based damage analysis.
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1 Introduction

In recent years,Operational Modal Analysis (OMA) has gained increasing attention.
Thanks to rapidly developing sensor and computer technology, it is now possible to
record the vibration behaviour of structures with high resolution. While in some
areas, such as mechanical engineering, it has been obvious for some years to perma-
nently monitor machines using suitable monitoring systems, the application of such
systems in the construction industry has not yet become a standard. Unlike large
volume series production in mechanical engineering, bridge construction has project
character making each bridge unique. This hinders the standardization due to low
volume. However, bridge structures in particular are essential for the infrastructure
network of a country. Furthermore, they represent a large asset of the country. There-
fore, there is a great interest in global, effective, practicable and economic structural
health monitoring systems that can help to minimise maintenance costs and extend
the useful life of the bridges. Modal based monitoring systems are very promising in
this context, since modal parameters are global parameters of a structure and depend
on the physical properties (stiffness and mass) of the structure. Figure1 shows the
numerous parameters influencing the vibrational behaviour of a structure, which
inevitably affect the modal parameters to different extents [20]. Furthermore, the
recording of the vibration behaviour is significantly determined by the measurement
chain used, which in turn is significantly influenced by numerous influencing factors.
The aim is to detect and localise variations due to changes in the supports and struc-
tural stiffness changes. The basic prerequisite for a reliable monitoring system is to
know the different characteristic effects of the individual influencing parameters on
the modal parameters and to be able to distinguish these from the changes caused by
damage. In the context of this paper the main focus is on the investigation of the light
green deposited influencing factors (Fig. 1). The emphasis is the investigation of the
influence of the temporally and spatially variable stiffness and mass distributions of
the operational loads on the estimation of the modal parameters. Furthermore, the
influence of the signal length on the estimatedmodal parameters is examined. Finally,
the quality of the estimated modal parameters is measured on the basis of whether
structural changes in stiffness and damage to the supports can still be detected and
localized independently of the operating loads.

1.1 Literature Review: Human-Structure-Interaction

Due to increasing architectural requirements and more efficient materials, there is a
growing interest in slim and lightweight constructions. Pedestrian bridge construc-
tions in particular are becomingmore susceptible to vibrations thanks to theirmodern
design. In the last decades some problematic constructions have been created due to
insufficient consideration of walking pedestrian loads. This can lead to considerable
financial losses and costly refurbishment work, such as in the case of theMillennium
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Fig. 1 Influencing parameters on the modal based structrual health monitoring

Bridge in 2000 [11]. Therefore, there are numerous studies [10, 12, 14, 22] to inves-
tigate the influence of walking pedestrians on the serviceability limit state. In this
context, the maximum acceleration amplitude as well as the ratio of the pedestrian’s
step frequency to the natural frequencies of the bridge structure play an essential role.
Shahabpoor et al. [24] gives an overview of the work done to investigate the interac-
tion between walking pedestrians and a structure oscillating in a vertical direction. In
connection with the vibration-related serviceability of structures, human-structure-
interaction (HSI) is defined as the continuous reciprocal dynamic action of human
and structure on each other which acts in a feedback loop as long as the structure
and the human on it are in contact. The main influencing factors are the human body
(body weight, posture etc.) and the type of activity (standing, walking, running).
The investigations show that humans can influence the structural response in dif-
ferent directions through different mechanisms. Usually, the effects of the human
body on the dynamic properties of the structure (mass, stiffness and damping) are
investigated, but without considering the influence of the structural vibrations on the
human body and its movement behaviour. The literature review of [24] substinates
that all studies show that standing people lead to an increase in the damping of the
structure and/or changes in the natural frequencies of the structure. Shahabpoor et al.
[23] showed that if the human step frequency is below the natural frequency of the
structure, the natural frequency of the structure under walking pedestrians is higher
than the empty structure. If the step frequency is higher than the natural frequency
of the empty structure, the natural frequency decreases due to the walking pedes-
trians. In this study, however, the time-varying position of the pedestrians was not
considered. In addition, no studies could be found which investigate, the influence on
the associated mode shapes. Therefore, the probabilistic modeling approach of [9]
is adopted. The influence of pedestrians on the vibration behaviour of the structure
is not evaluated from the point of view of serviceability limit state but is examined
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with regard to the effects on a modal based damage analysis. In this context, it is
interesting to what extent the changes in the modal parameters due to pedestrian
traffic can mask possible changes in those parameters due to damage processes.

2 Modal Based Damage Identification Methods

The modal based damage identification is based on the comparison of a reference
state (RS) and a later possibly damaged comparative state (CS). If there are changes
between RS and CS, a change in the system can be concluded. The modal param-
eters, natural frequencies, mode shapes and modal damping, are global parameters
and functions of the stiffness and mass of a structure. In the context of the modal
based damage identification presented in this paper, the term damage describes any
structural stiffness changes that occur. The basic idea of the modal based damage
analysis is that damage processes are primarily associated with stiffness changes and
stiffness reductions. Thus, the modal parameters change accordingly in dependence
of the stiffness changes. According to Rytter [1], four different stages of damage
identification are distinguished, whereby only the first two stages (identification and
localisation) are dealt with in this paper. In the context of this paper, only damage
identificationmethods based on natural frequencies andmode shapes are considered.
The reason for this is, that modal damping has no clear connection to progressive
damage processes [7]. Furthermore, modal damping is strongly dependent on the
calculation method used, so that it cannot be considered as a reliable damage iden-
tification parameter. Other work [6, 26] describe numerous modal based damage
identification methods with different advantages and disadvantages. Experts agree,
that a suitable combination of several methods is promising, but there are differ-
ent views on which combination provides the most reliable results and is globally
applicable to different systems. Own investigations have shown that a combined con-
sideration of the change in natural frequencies, mode shapes, curvatures of the mode
shapes [13] and the Continous Wavelet Transformation (CWT) of the difference of
the mode shapes ΔMSRS−CS [25] can reliably detect and localize a wide variety of
damage types and damage intensities independent of the static system. The curva-
tures of the mode shapes are calculated in this paper using the Mixed Approach (v2)
[16].

3 Introduction of the Pedestrian Bridge

The pedestrian bridge on Richard-Willstätter-Allee (Fig. 2) in Karlsruhe (Germany)
was built in 1972 as one of three almost identical pedestrian bridges crossing the street
Adenauerring. It is a three-span prestressed concrete bridge (27m–35m–27m) with
a total length of 96.90m and a width of 4m. The middle section has the constructive
peculiarity that a 19.20m long section was designed as a suspension plate (Fig. 3),
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Fig. 2 Pedestrian bridge on Richard-Willstätter-Allee in Karlsruhe (Germany)
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Fig. 3 top: View of the bridge; bottom: Longitudinal section of the suspension plate

which is supported by consoles on the cantilevers of the adjoining bridge spans. The
main focus was on the metrological investigation of this suspension plate. The view
of the bridge and the longitudinal section of the suspension plate is shown in Fig. 3.
It shows that the mass distribution of the suspension plate is not constant. Over a
length of ≈ 13.60m the suspension plate is not designed as a full cross section but
has hollow bodies in order to reduce the dead weight of the plate.

3.1 Vibration Measurements

Within the scope of the vibrationmeasurements, themain focuswas on the analysis of
this suspension plate, since the support consoles showed corrosion-related damages.
Figure4 shows the corrosion damage on the eastern support console, the corrosion
plumes in the support area as well as corrosion plumes on the expansion joint.
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Fig. 4 left: Corrosion damage on the eastern support console; center: Corrosion plums in the
support area; right: Corrosion plums on the expansion joint

Since 2018, four measuring campaigns have been carried out on this pedestrian
bridge. The first measurement took place on 05.04.2018. The developed measuring
system DiaBriS—Diagnostic Bridge System was to be tested. DiaBriS consists of
individual measurement boxes called Menhir from SEMEX EngCon GmbH [21]
containing the respective sensor (MEMS or geophone), the power supply as well as
the necessary communication technology for wireless data transmission. The data
is transferred from the Menhir directly to a cloud and then stored and saved in a
relational database. A total of eleven capacitive MEMS accelerometers (measuring
range of ±2.0 g, sensitivity 0.625 V/g and 4.5 kg of weight of the complete Menhir
system) were used. The Menhir systems were positioned on one side along the
longitudinal axis of the suspension plate. They are aligned using a tripod system and
have a secure stand thanks to their dead weight. Pedestrians were able to pass the
bridge unhindered during the measurements, as the width of the footpath was only
restricted by about 0.5m. For data protection reasons, only pictures without passing
pedestrians are shown. Before estimating the modal parameters, data processing
was carried out. First a detrend correction was performed and high- and low-pass
butterworth filters (4th order) with cut-off frequencies of 0.5Hz and 20Hz were
applied. The measurement campaigns lasted between 3 h and 24 h, whereby the
evaluation was executed for time windows between 1min and 15min. Initially, the
Menhir systemswere synchronized via real time clocks. However, during subsequent
measurements [13] it was determined that GPS synchronization was required, so that
each measurement box is now equipped with a GPS antenna (Fig. 5).

In summer 2019, the bridge was renovated. The renovation included the repair
of the support consoles of the suspension plate and a strengthening in the support
area by near surface mounted (NSM) carbon fibre reinforced polymer (CFRP) strips.
This paper focuses on themetrological investigations prior to the rehabilitation of the
bridge, so that the results of themeasurement campaign of 05.04.2018 (sampling rate:
1000Hz)will be presented in the following, despite themissingGPSsynchronization.
Due to the low natural frequencies of the suspension plate, the synchronization
with the real-time clocks was sufficient. The modal parameters are estimated using
the FDD method [5]. The estimated mode shapes and natural frequencies of the
measurements on 05.04.2018 are shown in Fig. 6. The first natural frequency f1 =
1.46Hz of the suspension plate is in the range of the step frequency of pedestrians
(1.4Hz - 3.3Hz) [18]. Since the suspension plate is supported on the cantilevers
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Fig. 5 left: Sensor positioning before the renovation; center: Sensor positioning after the renova-
tion; right: Menhir with GPS antenna
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adjusted mode shapes (05.04.2018)

of the adjacent bridge spans, the suspension plate can be modelled in a simplified
way as a spring-supported single-span beam (Fig. 7). Due to the spring support of
the suspension plate, the amplitudes at the support points are not equal to zero. This
requires a zero-line adjustment of the mode shapes for the following reasons:

(1) Damage localization using CWT requires an asymmetrical expansion of the
mode shapes to avoid the edge effect [25]. Therefore it is necessary that the
amplitudes at the support points are zero.

(2) The curvatures of the mode shapes are used as a further damage localization
method. These are calculated using the Mixed Approach (v2) [16]. Since the
spring stiffnesses of the support consoles are unknown, this model approach
involves unknown boundary conditions which cannot be taken into account in



464 M. Kohm and L. Stempniewski

k =?l k =?r

l l r r

zero line adjustment

0 4.8 9.6 14.4 19.2
L [m]

-0.2

0

0.2

2 [-
]

without zero-line adjustment
zero line

0 4.8 9.6 14.4 19.2
L [m]

0

0.02

0.04

2z.
l.  [-

]

zero-line adjustment
zero line

Fig. 7 left: Numerical model of the suspension plate: transformation of the boundary conditions
due to the zero line adjustment; right: Comparison of the 2. mode shape with and without zero-line
adjustment (05.04.2018)

the Mixed Approach (v2). The zero line adjustment of the mode shapes allows
the transformation of the unknown spring support into a known simply supported
beam (Fig. 7) so that the curvatures of the mode shapes can be calculated using
the Mixed Approach (v2).

(3) Due to the amplitude relationships between the support and the loops of the
second mode shape, changes in the amplitude curve are not apparent without a
zero line adjustment (Fig. 7 right).

The support points are connected with a straight line that represents the new zero-
line. The new amplitude values are determined by the distance of the mode shape
amplitude from the new zero-line. Figure7 on the left illustrates the numerical model
of the suspension plate including the transformation of the boundary conditions due to
the zero line adjustment. On the right the comparison of the second mode shape with
the zero-line adjusted mode shape is represented. The significantly asymmetrical
course of the mode shape becomes apparent through the fitting. This should not
occur with an undamaged symmetrical system. Together with the lower amplitude
of the first mode shape (Fig. 6) at the left support (eastern support) a damage can
be concluded, although no comparison measurement is available. The curvatures of
the mode shapes show a clear asymmetry, too (Fig. 6 on the right). In particular,
the curvature of the second mode shape shows that the loop adjacent to the damage
cannot develop completely, so that the vibration node is shifted in the direction of
the damage. The penalty factors α and β were chosen to 10, 000 (Fig. 6) for the
calculation of the curvatures of the mode shapes using the Mixed Approach (v2)
[16].



Influence of Operational Conditions on the Modal Based … 465

4 Numerical Investigations

The objective of the numerical investigations is the elaboration of characteristic
behaviours of the modal parameters in dependence of selected influencing factors.
Hereby, it is explicitly pointed out that the numerical calculations do not claim to rep-
resent experimental investigations as accurately as possible in a quantitative matter.
It is not a matter of a finite element updating but of assigning characteristic changes
that could be made in the context of the experimental investigations to the respective
influencing factors. The aim is to develop mechanical models which reflect the real
characteristic behaviour with sufficient accuracy and which are generally applicable
to bridge structures depending on their respective static system. For the numerical
parameter study a finite element model named NumDiaBriS (Numerical Diagnostic
Bridge System) was implemented in MATLAB® (R2019b). The goal is to be able to
investigate different static systems, different excitationmodes and the relevantmetro-
logical parameters such as sampling rate, signal length and synchronisation accuracy.
In this paper, the procedure and the parameter studywill be demonstrated on the static
system of the suspension plate of the pedestrian bridge in Sect. 3 and the results will
be compared with the observations from the in-situ measurements in Sect. 5. In order
to investigate the interaction between pedestrians and the bridge superstructure and
the associated effects on the estimation of the modal parameters, the bridge super-
structure, the walking pedestrians and other unknown sources of excitation, e.g. due
to the running traffic under the bridge, must be considered. Since the damage iden-
tification methods are based on the bending natural frequencies and mode shapes,
only the vibrations in vertical direction are considered.

The bridge structure is modeled as a finite element beam. Since only the vertical
bending mode shapes are of interest, the Euler-Bernoulli beam theory was chosen
instead of theThimoshenko beam theory,which takes into account the shear deforma-
tion of the cross-sectional plane. Therefore, the displacement field is approximated
using 1-dimensional elements with cubic Hermitian interpolation shape functions
and two degrees of freedom per node. The selected parameters of the model are
shown in Fig. 8. Furthermore, Fig. 8 shows the simplified consideration of the vari-
able cross-section of the suspension plate. In the areas close to the supports, the full
cross-section A and the moment of inertia Iy is applied and in the middle region
of the beam (suspension plate), the hollow spaces are considered over the reduced
cross-sectional area Ah as well as the reduced moment of inertia Iy,h . The damping
ratio of the structure alone was taken to be 1% and 2% for the first two modes, with
Rayleigh damping assumed thereafter.
The pedestrian modelling approach presented in this paper is based on the modelling
method introduced in Caprani et al. [9]. Since the modal parameters depend on the
mass and stiffness distribution of a structur, it is necessary to model each pedes-
trian as a moving spring-mass-damper (SMD) system (Fig. 8). A continuous contact
between the SMD systems (pedestrians) and the beam (suspension plate structure)
is assumed. Furthermore, human walking implies a periodic time-dependent force
with components in vertical, horizontal-lateral and horizontal-longitudinal direction.
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Fig. 8 NumDiaBriS: Bridge model of the suspension plate including the pedestrians

Since only the bending modal parameters are considered in the damage identifica-
tion procedures and the vertical component of the applied step force has the highest
amplitude, only this component is considered and evaluated in the following investi-
gations. Based on the assumption that healthy people in whom the induced forces of
the left and right leg are equal, the periodic time-dependent force can be combined
into a continuous vertical walking force F(t) (Eq. 1) [4, 18].

F(t) = mP · g · (1 +
∑

α j · sin(2 · π · j · fst + φ j )) (1)

mP is the body weight of the pedestrian, g the acceleration due to gravity, α j the
dynamic load factor of the jth harmonic [18], fst the step frequency and φ j the phase
shift of the jth harmonic [18].

In order to use a SMD system to study the interaction between pedestrian and
bridge superstructure, it is necessary to select reasonable values for human stiffness
and damping ratio. Numerous investigations have been carried out by biomechanics,
so that a large number of publications can be found. For example, Caprani et al.
[2] offers a comprehensive overview of the biomechanical literature. To reflect the
diversity of the population, a probabilistic approach is selected, which uses statistical
distributions to determine the characteristic properties of pedestrians (Table 1).

In the context of the investigations with NumDiaBriS synchronisation effects
(bridge ↔ human and human ↔ human) were not explicitly considered, since these
are not limit value considerations of the serviceability or load-bearing capacity but the
simulation of average pedestrian flows. Furthermore, synchronisation effects could
not be observed on this example bridge so far. In this paper only traffic flows from
one direction are considered. Overtaking by individual pedestrians due to different
walking speeds is possible. As long as a pedestrian (SMD model) is on the bridge
(beam model), the two systems interact according to the following equation:
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Table 1 Main pedestrian properties

Body weight [19] mP Logarithmic normal
distribution

x = 73.85 kg
σ = 15.68 kg

Damping ratio [2] ξP Uniformly random
distribution

[0.2 0.6]

Walking velocity vP ls · fst
Step frequency [3] fst Uniformly random

distribution
[1.4Hz 2.4Hz]

Step length [4] ls Normal distribution x = 0.66m
σ = 0.066m

Arrival gap [17] – Exponential
distribution (Poisson
Process)

x = 3m or x = 10m

Phase angle of the
pedestrian’s vertical
harmonic force F(t)
[8]

φP Uniformly random
distribution

[0 2π ]

fP,i (x, t) = FP,i (t) + dP,i [ẏP,i − ẇ(x, t)] + kP,i [yP,i − w(x, t)] (2)

FP,i (t) ist the walking force according to equation (1), dP,i is the damping coeffi-
cient, kP,i is the spring stiffness of the i th pedestrian, yP,i is the displacement of the
pedestrian mass mP,i from equilibrium position and w(x, t) is the deflection of the
beam. These are calculated according to equation (3) and (4):

dP,i = 2 · mP,i · 2 · π · fst,P,i · ξP,i (3)

kP,i = 2 · d2
P,i

4 · mP,i · ξ 2
P,i

(4)

First, the physical properties of the passing pedestrians are calculated taking into
account the probabilistic approaches in Table 1. Then the corresponding vertical
walking force FP,i (t) (Eq. 1) per pedestrian Pi can be determined. Depending on the
arrival gap of each pedestrian and the walking speed vP,i , the time at which each
pedestrian reaches the bridge and leaves it again can be calculated. While crossing
the bridge, the pedestrian interacts with the bridge according to the equation (2).
Furthermore, the position of the pedestrians

∑
Pi walking on the bridge at time tc

can be determined per time step and the interaction with the respective beam element
can be calculated via the shape function NP,i (x):
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NP,i (x) =

⎛

⎜⎜⎝

1 − 3ξ 2 + 2ξ 3

(ξ − 2ξ 2 + ξ 3)le
3ξ 2 − 2ξ 3

(−ξ 2 + ξ 3)le

⎞

⎟⎟⎠

T

(5)

le is the element length, ξ = xl/ le is the non-dimensional distance along the element
and xl is the local position coordinate of the respective pedestrian. xl takes values
between 0 and the element length le. The superposition of all pedestrians on the bridge
results in the overall systemwith Nb + ∑

nP,i degrees of freedom. Nb are the degrees
of freedom of the pure beam model and nP,i is one additional degree of freedom
per pedestrian walking on the beam at time tc. The calculation of the Nb + ∑

nP,i

coupled linear differential equations of motion with time-dependent coefficients is
performed using the Newmark-β method. The Newmark’s parameters are chosen to
be β = 0.25 and δ = 0.5. The complete derivation of the overall system consisting of
an SMDcrowdmodel of the pedestrian crowd and FEmodel of the beam can be found
in Caprani et al. [9]. In addition to walking pedestrians, the bridge is also excited
by the wind, flowing traffic below the bridge and micro earthquakes. Therefore, the
additional unknown external excitation FR is simplified and considered as white
noise with a mean value of x = 0 and a standard deviation of σ = 1. Figure8 shows
the overall system with the relevant parameters.

4.1 Operating Loads

The aim is to determine the influence of pedestrian traffic on the estimated modal
parameters. However, before entire pedestrian flows were studied, the influence of a
single pedestrian crossing the bridge at a constant speed v and step frequency fst was
examined. Three different walking speeds with the corresponding step frequencies
were investigated:

(1) slow walking: fst = f Bridge1

(2) moderate walking: fst > f Bridge1

(3) fast walking: fst >> f Bridge1

The influence of body weight was also investigated. It was shown that the mass
input of the pedestrian leads to a decrease of the natural frequencies as long as the
signal length maximum corresponds to the crossing time of the pedestrian. If the
signal length is longer (i.e. the swing-out behaviour is taken into account or the pure
noise excitation) the natural frequencies correspond to those of the pure bridge con-
struction. But, the step frequency of the pedestrian is still included in the frequency
spectrum. Thus, it can be stated that with sufficient signal length the mass and stiff-
ness influences of the pedestrian on the estimation of the natural frequencies can
be eliminated. In case the step frequency is in the range of the natural frequency of
the bridge, special attention must be paid to the distinction of these two frequen-
cies. However, by looking at different measurement records, this is easily possible,
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because the natural frequency of the bridge occurs in all frequency spectra, whereas
the pedestrian’s step frequency varies from one pedestrian to the other. On the other
hand, the mode shapes do not show any scattering of the amplitude independent of
the pedestrian properties. The basic prerequisite for this is, that the signal length was
chosen sufficiently long so that the mode shapes could be formed.
Using these findings as a basis, two different pedestrian flows were investigated.
Based on the probabilistic approaches for the characteristics of the pedestrians, the
results of 50 calculations per configuration are evaluated. The first configuration
F60s2010m considers a low traffic density (mean arrival gap = 10m). The second
F60s203m considers a heavy traffic density (mean arrival gap = 3m). In both config-
urations a signal length of 60 s with a sampling rate of 1000Hz was simulated and the
maximum number of pedestrians during the signal period of 60 s was limited to 20.
In order to investigate the influence of the traffic volume as well as the signal length,
the modal parameters were determined after 20%, 40%, 60%, 80% and 100% of
the signal length.

Validation The model is validated on the one hand by means of comparative
calculations of the deflection curve under pedestrian load at the five aforementioned
points in time. Figure9 shows the deflection curves after 20%, 60% and 100% of
the maximum signal length of 60 s. A good agreement can be seen between the
results from NumDiaBriS (solid line) and the comparison calculations with the pro-
gram Stab2D [15] (dotted line). The vertical dashed lines indicate the position of the
respective pedestrian at the considered time.Due to the probabilisticmodel approach,
the dynamic maintenance of the model cannot be validated by means of comparative
calculations. If, however, the acceleration time curves of the individual pedestri-
ans on the bridge during the 60 s measurement length are considered and compared
with the response oscillation of the suspension plate in the middle of the beam, the
superposition of the pedestrian-induced excitation and the applied noise excitation
is evident. Figure10 compares the acceleration amplitudes during the measurements
on 24.03.2020 (sampling rate = 1000Hz) and the numerical calculations using the
example of two simulations per pedestrian density (3m and 10m). It can be seen
that the amplitudes of the simulation with NumDiaBriS are significantly higher than
those recorded in reality. Furthermore, it is clear that the pedestrian density on the
bridge tends to be lower in reality than in the model. Thus, the excitation forces
induced by the pedestrians are overestimated. A further cause could be deviating
stiffness properties of the bridge structure, since the material properties of the bridge
are not clearly known. Consequently, the numerical investigations provide conser-
vative results. If, however, the RMS value of the acceleration time histories of the
measurements are compared with the RMS values of the simulations (Fig. 10), it
becomes clear that the average RMS value of the simulation (red line) is in the range
of the RMS values of the measurements, provided that pedestrians pass the bridge.

Parameter Study: Operating Loads In the following, the standard deviation is
regarded as a measure for the scatter of the natural frequencies. Figure11 shows the
natural frequencies of the suspension plate for F60s203m determined after 20% and
after 100% of the signal length.
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Fig. 11 left: Natural frequencies t = 20% F60s203m; right: Natural frequencies t = 100%
F60s203m

After 20% of the signal length, the standard deviations of the natural frequencies
are more than twice as large as after 100% of the signal length. Especially the
standard deviation of the first natural frequency is significantly higher than the other
two, because the first natural frequency of the bridge is in the range of the pedestrians
step frequencies. Basically this observation is also valid for the second configuration
F60s2010m. However, if one compares the two configurations each after 100% of
the signal length (Fig. 12), the scattering is greater at low pedestrian density than at
high density. The reason for this is probably that the step frequencies overlap to a
kind of “broadband noise” at high traffic density, which is advantageous because this
corresponds to the white noise and thus to the basic assumption for the excitation
on which the OMA procedures are based. However, this broadband excitation is not
given with lower traffic volume.

The mode shapes show the same dependencies. Figure13 shows the mean values
of themode shapes and the corresponding scatter range per configuration for t=100%.
The lower traffic density also leads to a significantly higher scatter range. The natural
frequencies deviate from each other by up to 1.5%.

Finally, it can be stated that the signal length is decisive for the quality of the
estimated modal parameters. In addition, the scattering of the modal parameters
decreases with increasing traffic density due to the increasing broadband excitation.
However, the consideration of the mean values from a certain number of time win-
dows allows to deal with the scatter due to the temporally and spatially variable
stiffness and mass ratios within the considered period.
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Fig. 12 left: Natural frequencies t = 100% F60s203m; right: Natural frequencies t = 100%
F60s2010m
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Fig. 13 left: Mode shapes t = 100% (F60s203m) ; right: Mode shapes t = 100% (F60s2010m)

4.2 Operating Loads and Structural Damage Detection

In the context of modal based damage analysis, it is of interest to detect and localize
structural stiffness changes. Of particular interest is the extent to which the scatter
of the modal parameters due to pedestrian traffic may overlap the changes of the
modal parameters due to damage processes. Here, a structural stiffness change is
taken into account by reducing the Young’s modulus in the FE model of the bridge.
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For this purpose the damage function according to Maeck [16] is extended so that
asymmetrical damage patterns can also be displayed (Fig. 14). α indicates the maxi-
mum reduced Young’s modulus with respect to the origin Young’s modulus Ei,100%,
γ indicates the position of the maximum damage along the beam axis, β1, β2 are
the number of elements of the beam that have a reduced Young’s modulus and n1,
n2 influence the shape of the damaged area. The parameters of the damage func-
tion make it possible to map any type of damage pattern. In [13] it could be shown
that, in addition to the maximum stiffness reduction, the spatial propagation and
the location of the structural stiffness change are decisive for the success of modal
based damage localization. The previously presented traffic density configurations
F60s203m andF60s2010mwere also considered. Studies on the required sample size
have shown that 20 simulations per configuration provide equivalent results. There-
fore, 20 simulations per configuration and damage scenario were calculated for the
parameter studies of damage identification. Table2 gives an overview of the dam-
age scenarios examined. Here, any structural stiffness reductions are considered as
damage regardless of the strength. RS presents the undamaged reference condition.
The spring stiffnesses of the suspension plate kle f t and kright were chosen so that the
first natural frequency of the modeled suspension plate corresponds approximately
to the measured first natural frequency of the Richard-Willstätter-Allee bridge. The
damage patterns D1 and D2 represent a symmetrical loss of stiffness starting from
the centre of the beam. The damage D3 represents an asymmetric reduction of the
Young’s modulus over a total length of 12m. The damage D4 and DxD4 simulate
the corrosion damage to the eastern support console observed onRichard-Willstätter-
Allee by reducing the spring stiffness of the left support. The damage pattern DxD4
additionally considers a symmetrical damage over a total length of 6m. In Sect. 4.1
it was shown that the consideration of the mean values of the modal parameters
from a certain number of measurement records “filters out” the scatter due to the
operational loads. Therefore, the mean values of the modal parameters calculated
from the 20 simulations per damage scenario are compared and are the input data
for the four damage identification methods. The results of the damage D1 as well
as D4 of F60s2010m are now presented in more detail. Only the results after 100%
are shown. However, it should be noted that even after 20% of the signal length, any
damage could be successfully detected and localized thanks to the combination of
the four identificationmethods. This applies to both traffic density modelsF60s203m
and F60s2010m. However, since the low traffic density leads to a significantly higher
dispersion of the modal parameters, the results for F60s2010m are presented.

Influence on the Natural Frequencies Table3 shows the development of the
averaged first three natural frequencies per scenario. The numbers in black are the
results of the model with consideration of the pedestrian flows, the numbers in grey
show the results of the pure bridge model. These were calculated by solving the
eigenvalue problemof the equation ofmotion of the pure beamwithout any pedestrian
or other excitation forces. When considering the results of the pure bridge model
(grey), the percentage frequency changes are as expected: the natural frequencies
show the largest percentagedecreases,whereas the secondnatural frequency is almost
unaffected, since the damage is located in the vibration node of the second mode
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Fig. 14 Extended damage
function according to [16].
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Table 2 Overview of the examined damage scenarios

Damage
scenario

α β1 β2 n1 n2 γ kl
[kN/m]

kr [kN/m]

RS 1.0 − − − − − 6000 6000

D1 0.8 20 20 1 1 0.5 · L 6000 6000

D2 0.9 80 80 2 2 0.5 · L 6000 6000

D3 0.9 40 80 2 2 0.25 · L 6000 6000

D4 1.0 − − − − − 5000 6000

DxD4 0.8 30 30 1 1 0.5 · L 5000 6000

shape. The results of damage scenario D4 are also as expected. However, in contrast
to D1, all three mode shapes are affected, with the second mode shape showing the
largest decrease, since the damage at the support has a significant influence on the
amplitude of the second mode shape. When considering the results with regard to
pedestrian flows, it is noticeable that the first natural frequency shows only minimal
frequency changes in both damage scenarios.With damage scenario D4 there is even
an increase in frequency. This is due to the scattering of the first natural frequency
evoked by the pedestrian flows (Sect. 4.1). The influence of the step frequencies is
thus greater than the effects of the two damage scenarios. Furthermore, it should be
noted that the second natural frequency shows a significant frequency increase in
damage scenario D1, although it should be almost unaffected by the damage at the
vibration node. The remaining frequency decreases are as expected.

Influence on the Mode ShapesFig. 15 shows themode shapes for the two damage
scenarios. Due to the spring support, themode shapes aswell as the zero-line adjusted
mode shapes for the damage assessment are considered. For D1 almost no amplitude
changes are visible. The reduced spring stiffness for D4, on the other hand, leads
to a visible amplitude decrease at the left support of the first mode shape. If, on the
other hand, the zero-line adjusted mode shapes (Fig. 16) are considered, a minimal
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Table 3 F60s2010m: Development of natural frequencies depending on the damage scenarios

Scenario f1 [Hz] f2 [Hz] f3 [Hz] Δ f1 [%] Δ f2 [%] Δ f3 [%]

RS 1.5696
1.4649

3.3735
3.3756

5.5655
5.5581

− − −

D1 1.5622
1.4434

3.4235
3.3752

5.4679
5.4778

−0.47
−1.47

+1.48
−0.01

−1.75
−1.44

D4 1.5806
1.4372

3.2404
3.2412

5.4251
5.4249

+0.70
−1.89

−3.95
−3.98

−2.52
−2.40

0 4.8 9.6 14.4 19.2
L [m]

-0.1

-0.05

1 [
-]

0 4.8 9.6 14.4 19.2
L [m]

-0.1

0

0.1

2 [
-]

0 4.8 9.6 14.4 19.2
L [m]

-0.2

-0.1

0

3 [
-]

0 4.8 9.6 14.4 19.2
L [m]

-0.1

-0.05

1 [
-]

0 4.8 9.6 14.4 19.2
L [m]

-0.1

0

0.1
2 [

-]

0 4.8 9.6 14.4 19.2
L [m]

-0.2

-0.1

0

3 [
-]

Fig. 15 left: D1—Mode shapes ; right: D4—Mode shapes

amplitude increase in the area of the damage is evident at D1. However, much more
remarkable for the secondmode shape is the amplitude decrease of the right antinode
and the associated displacement of the vibration node. This also explains the increase
of the second natural frequency in Tabel 3. The zero-line adjusted mode shapes of
the pure bridge model do not show this change in the second mode shape, so that,
as expected, there was no change in frequency. These changes are thus solely due
to pedestrian flows. The consideration of the zero-line adjusted mode shapes of the
damage scenario D4 illustrates the decisive effects on the second mode shape. Due
to the reduced spring stiffness at the left support, the adjacent loop can no longer be
formed completely, so that an asymmetrical course and thus a displacement of the
oscillation node in the direction of the damage occurs. The third mode shape shows
only minimal changes in both damage scenarios.

Influence on the Curvatur of the zero-line adjusted Mode Shapes: If the
smoothed curvatures of the mode shapes (Fig. 17) are considered, which are fitted to
the zero-line, the two damage scenarios can be clearly recognized and distinguished
from each other. D1 leads to a significant curvature increase in the area of reduced
stiffness for the first and third mode shapes. In contrast, the curvature of the second
mode shape shows hardly any amplitude differences, as expected. On the other hand,
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Fig. 16 left: D1—Zero-line adjusted mode shapes; right: D4—Zero-line adjusted mode shapes.
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Fig. 17 left: D1—curvatur of zero-line adjusted mode shapes ; right: D4—curvatur of zero-line
adjusted mode shapes

damage scenario D4 does not lead to local changes in the curvature but affects the
curvature of the whole structure. In particular, the curvature of the second and third
mode shapes develop asymmetries and thus shifts of the antinodes in the direction
of the damage occur.
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Fig. 18 left: D1—wavelet analysis; right: D4—wavelet analysis

Wavelet analysis of the zero-line adjusted mode shapes: Figure18 shows the
weighted and normalized wavelet coefficients for the two damage scenarios. The
symmetrical damage D1 in the center of the field is clearly detectable and localizable
by means of the increased coefficient values. On the other hand, the reduced spring
stiffness at the left support (D4) cannot be clearly determined by means of the CWT.
Although increased coefficient values are visible on the left support across all scales,
increased coefficient values also occur on the right support from scale values greater
than 4. However, it clearly shows that there is no other damage in the structure.

Interim Conclusion In conclusion, it can be stated that both damage scenarios
were successfully identified and localised independently of pedestrian flows. How-
ever, a prerequisite for this is a sufficient signal length and the averaging of several
recorded time windows. In the FE model, a measurement length of 60 s and a con-
sideration of 5 to 10 time windows would have been sufficient. In reality it can be
expected that significantly longer time windows (approx. 10min) should be con-
sidered. Furthermore, it has been confirmed that a combined consideration of all
damage identification procedures is purposeful, since different procedures are suit-
able depending on the damage characteristic. The results of the CWT (Fig. 18) of the
two damage scenarios D1 and D4 illustrate this particularly well. If all the damage
scenarios listed in Table 2 are evaluated, a kind of action instruction in the form of
a matrix (Table 4 and 5) can be created for the evaluation of the results. This can
be done for any type of static system. In this way, the characteristic changes in the
modal parameters can be unambiguously assigned to the different types of damage.
Here the decisive description criteria for the respective damage pattern are: sym-
metry, spatial extension and system damage at supports. However, special caution
is required when investigating the natural frequencies, since these are particularly
strongly influenced by pedestrian traffic, provided that the natural frequency is in
the range of the step frequencies. If only the changes of the natural frequencies are
available, this should not necessarily be considered as an indication of damage but
rather as a possible false alarm. Conversely, changes in the mode shapes, their cur-
vature and high coefficient values of the CWT are reliable indications of a structural
stiffness change independent of the development of the natural frequencies.
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Table 4 Action instruction for the damage identification evaluation of linear spring supported
systems

D1: symmetric, local D2: symmetric, global D3: asymmetric,
global

Natural frequencies f1, f3 f1, f2, f3 f1, f2, f3
Mode shapes – – –

Zero-line adjusted
mode shapes

– – Asymmetric change of
the 1. and espacially
the 2. mode shape

Curvature of zero-line
adjusted mode shapes

Formation of turning
points at the transition
undamaged ↔
damaged; local
increase of curvature
amplitude

Spatially extended
amplitude difference
between RS and CS

Asymmetric change of
the 1. and espacially
the 2. curvature of the
mode shape

CWT CWT coefficients ≈ 1
across all sclaes in the
area of the damage

CWT coefficients ≈ 1
across all sclaes in the
area of the damage

Asymmetric damage is
detectable but an exact
localization of the
damaged area is
difficult because the
CWT coefficients are
also ≈ 1 to the left and
right of the damage
area. This is due to the
global amplitude
changes of the mode
shapes.

5 Comparison of Numerical Investigations and Ambient
Vibration Tests

In this section, the characteristic changes in the modal parameters recorded within
the framework of the numerical parameter study as a result of damage to the support
are compared with the results of vibration measurements on the Richard-Willstätter-
Allee bridge. The measurement results before the rehabilitation (05.04.2018) are
used to investigate the influence of damage to the eastern support. To investigate the
influence of pedestrian traffic on themodal parameters, themeasurement results from
17.07.2019 are used. It is emphasized again, that it is not the goal to quantitatively
recalculate the results of the bridge measurements but rather to qualitatively compare
the characteristic changes of the modal parameters. Figure19 shows the comparison
of the mode shapes. The amplitude decrease at the damaged eastern support (left
support) is clearly visible. Also the characteristic change of the vibration amplitudes
of the second mode shape in dependence of the damage of the support is shown in
Fig. 20 on the basis of the mode shapes adjusted to the zero-line. The loop facing the
damage cannot develop completely. The second measured zero-line adjusted mode
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Table 5 Action instruction for the damage identification evaluation of linear spring supported
systems

D4: support DxD4: support, symmetric,
local

Natural frequencies f1, f2, f3 f1, f2, f3
Mode shapes Reduction of the amplitude at

the damaged support
Reduction of the amplitude at
the damaged support

Zero-line adjusted mode
shapes

Asymmetrical 2. mode shape,
oscillation loop adjacent to
damage has a significantly
lower amplitude

Asymmetrical 2. mode shape,
oscillation loop adjacent to
damage has a significantly
lower amplitude

Curvature of zero-line adjusted
mode shapes

Curvatur of the 2. mode shape:
oscillation loop adjacent to
damage has a significantly
lower amplitude

Combination of D1 and D4

CWT CWT is not suitable for
locating damage to edge
supports due to the method
used. However, it clearly
shows that there is no other
damage in the structure

Combination of D1 and D4
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Fig. 19 left RWA Bridge 05.04.2018: mode shapes; right NumDiaBriS: mode shapes (D4)

shape even shows a contrary formation of the antinode, so that it can be assumed
that the damage is larger in reality and that there may be further damages (Fig. 4).
However, this cannot be assessed due to the lack of comparativemeasurements before
the rehabilitation.

However, if one compares the first mode shape before (05.04.2018) and after
(17.07.2019) the rehabilitation measures with each other (Fig. 21 top left), one can
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Fig. 20 left RWABridge 05.04.2018: zero-line adjustedmode shapes; rightNumDiaBriS: zero-line
adjusted mode shapes (D4)

see a decrease in the amplitudes at the support consoles. Additionally, the compar-
ison of the zero-line adjusted mode shapes (Fig. 21 top right) illustrate that after
the rehabilitation of the bridge both loops of the second mode shape can be formed
again. Considering the measurement of July 17, 2019 as the new RS and the mea-
surement of April 5, 2018 as a CS, the CWT coefficients at the eastern support show
significantly increased coefficients across all scales (Fig. 21 bottom). Furthermore,
no other stiffness changes are visible along the bridge axis. This confirms the conclu-
sions from NumDiaBriS according to the Table 5 for the damage type D4. Figure22
compares the results of the ambient vibration measurements of 17.07.2019 (left)
with the numerical results (right). A sampling rate of 400Hz was chosen and signal
lengths between 60 s and 300 s were investigated. The black hatched area shows the
scattering range of the mode shapes at 60 s signal length. The blue line shows the
averaged mode shapes from the 60 s measurements. Comparing the scattering range
of the ambient measurements with the scattering range of the numerical calculations,
it can be seen that the first mode shape with 60 s signal length has significantly higher
scattering ranges. The scatter ranges of the second and third mode shapes are similar.
However, if one compares the averaged mode shape from 60s (blue line) with those
of 300 s (red line), they are almost congruent. This confirms the assumption that
in reality larger signal lengths are required. Nevertheless, the averaged mode shape
curves reflect the essential characteristics and can be used for damage identification.
It should also be noted, that even after the rehabilitation measures, a lower amplitude
can be seen at the eastern support (Fig. 21 left), but this is smaller than before the
rehabilitation. Consequently, an improvement could be identified, but a completely
symmetrical system could not be restored.
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Fig. 21 top left: Comparison of the first mode shape 05.04.2018 ↔ 17.07.2019; top right: Com-
parison of the zero-line adjusted mode shapes 05.04.2018 ↔ 17.07.2019; bottom: D4—CWT
(Daubechies Wavelet) 05.04.2018 ↔ 17.07.2019

6 Conclusions

This paper presents numerical and experimental investigations on the suspension
plate of a pedestrian bridge. The aim was to examine the influence of pedestrian
traffic on the estimation of the modal parameters. Special attention was paid to the
consideration of the temporally and spatially variable stiffness andmass distributions
due to different traffic densities. Furthermore, the influence of the signal length on
the estimation of the modal parameters was evaluated. The numerical investigations
with NumDiaBriS could shown that the modal parameters scatter due to pedestrian
traffic, especially if the natural frequency of the bridge is in the range of the pedes-
trians’ step frequency. Furthermore, it could be shown that by choosing a sufficient
signal length and averaging several time intervals, the characteristic changes of the
modal parameters due to damage can still be detected and localized. However, the
basic prerequisite for this is a combined consideration of the results of several dam-
age identification methods. It should be noted that the natural frequencies show the
greatest dependence on the operating loads. Therefore their changes are not necessar-
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Fig. 22 left RWA Bridge 17.07.2019: scattering area of the mode shapes; right NumDiaBriS:
scattering area of the mode shapes (D4)

ily reliable indicators. In contrast, the averaged mode shapes, curvatures of the mode
shapes as well as the CWT could be applied successfully. The comparison with the
ambient vibration measurements at the Richard-Willstätter-Allee bridge confirm the
characteristic changes of the mode shapes due to damage at the support. Moreover,
it can be shown that a sufficient measurement length is crucial for the reduction of
the scatter of the modal parameters. Even when averaging the 60s measurements, the
characteristic properties of the mode shapes could be successfully reflected. Further-
more, the effects of the repair and strengtheningmeasures on the pedestrian bridge by
means of NMS CFRP strips could be reconstructed using the modal parameters. In
the future, the influence of road traffic on the modal parameters will be investigated.
Due to the lower mass ratio between traffic and bridge construction and the different
movement characteristics, the results of pedestrian bridges cannot be directly trans-
ferred to road bridges. In conclusion it can be summarized that the results suggest
that under high demands on the measurement chain and with appropriate choice of
the damage identification methods a modal based condition assessment of pedes-
trian bridges under ambient conditions can be successfully performed. This paper
discusses the importance of mode shapes for a reliable modal based monitoring sys-
tem and points out and substantiates the suitability of modal parameters especially of
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the mode shapes as damage localisation parameters even under significant influence
of operating loads.
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Advanced Monitoring of Structures
and Infrastructures Through Smart
Composite Sensors and Systems

Antonella D’Alessandro, Hasan Borke Birgin, and Filippo Ubertini

Abstract The monitoring of the performance conditions of structures and infras-
tructures during their service life and after critical events is an extremely timely topic.
The potentialities of novel sensors and systems stay in their reliability and flexibility.
Indeed, due to their peculiar characteristics which could possess localized features,
structures should be instrumented by diffused sensing systems. Traditional sensors
could generally be placed only in a limited number of locations by external applica-
tions: these occurrences weaken their durability and reliability. Boosted performance
are coming from novel smart materials which can combine structural performance
with enhancedproperties, as sensingones. In particular, the authors havemade several
research efforts on the preparation and the application of self-sensing structuralmate-
rials, cement- and clay-based, doped with conductive fillers. This paper presents the
investigation of sensing capabilities and the possible applications of cementitious
materials with different carbon-based fillers. Such composites could be embedded
or can constitute structural elements, thus generating a diffused smart monitoring
system. Possible applications stay in the monitoring of all kinds of concrete struc-
tures and infrastructures, including dynamic monitoring, traffic monitoring, damage
detection, analysis of the strain/stress field variations.

Keywords Smart sensors and systems · Carbon-based fillers · Cementitious
materials · Structural health monitoring · Static and dynamic monitoring

1 Introduction

Recent advances ofmaterials’ science and sensing technology permitted the develop-
ment of novel devices and systems for smart structures and infrastructures. In partic-
ular, the availability of novel particles and fillers for civil applications induced the
production and the investigation of novel multifunctional composites with enhanced
properties. Among the structural materials, concrete appears particularly suitable for

A. D’Alessandro (B) · H. B. Birgin · F. Ubertini
Department of Civil and Environmental Engineering, University of Perugia, Via G. Duranti, 93,
06125 Perugia, PG, Italy
e-mail: antonella.dalessandro@unipg.it

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2021
C. Rainieri et al. (eds.), Civil Structural Health Monitoring, Lecture Notes in Civil
Engineering 156, https://doi.org/10.1007/978-3-030-74258-4_31

485

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-74258-4_31&domain=pdf
mailto:antonella.dalessandro@unipg.it
https://doi.org/10.1007/978-3-030-74258-4_31


486 A. D’Alessandro et al.

modifications through the addition of fillers, due to its composite nature. Conduc-
tive inclusions can confer electrical and electromechanical self-sensing capabilities
to cementitious matrices, for applications in the monitoring of civil constructions,
important topic of growing interest in the field of engineering. This paper is aimed
at investigating the mechanical and electrical behavior of cementitious materials
dopedwith various types of carbon-based nano- andmicro- fillers, produced by using
different types of preparation procedures, in order to compare their performances. In
particular, electromechanical tests have been carried out applying cyclical compres-
sion loads. Results allowed to evaluate the load sensing capability of the different
materials.

The paper is organized as follows: the rest of Sect. 1 describes the concept of
self-sensing material which found the presented research, and reports the main
works available in literature about the topic. Section 2 describes the materials of
the samples investigated in the paper. Section 3 presents and comments the results,
Sect. 4 concludes the paper.

1.1 Concept

The smart composite sensors investigated in this paper are self-sensing construc-
tion materials capable to monitor their state of strain or stress. They are made of a
construction matrix doped with conductive fillers which enhance its electrical and
piezoresistive behavior. They could be embedded within a structure or constitute
elements of a construction itself (Fig. 1a).

The self-monitoring capability is obtained through the correlation between the
variations of strains/stresses and the variations of electrical features, as resistance or
resistivity. Such changes depend on the modification of internal diffusion of loads
due for example to exceptional events, such as earthquake, typhoons and landslides,
or to the degradation of the structure. For example, a decrease in load on a portion

Fig. 1 Sketch of the concept of smart material. (a) Undamaged structural element monitored with
an embedded smart sensor, (b) behavior of the structural element and of the smart sensors after
loads’ variation
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of a structural element determines a reduction of electrical resistance, and vice versa
(Fig. 1b).

This technology appears particularly useful for quick assessments of constructions
after important environmental events, for the periodic control of structures’ behavior
during their service life, and for organizing effective maintenance and campaigns of
intervention.

1.2 State-of-Art

Smart composites are materials with enhanced or novel capabilities [1]. Among
all construction ones, cement-based materials are the most adopted in civil engi-
neering. Due to their composite nature, they result particularly suitable for modifica-
tion through the addition of filler and additives. A delicate task is the good dispersion
of the inclusions into the matrix because it determines the homogenous behavior of
the material, necessary for a reliable use of the modified composites [2, 3]. In litera-
ture, various types of dispersion methods are investigated: the main ones adopted for
cementitiousmixes are (i) sonication, by use of a tip or a bath, (ii) mechanical mixing,
by use of a high-speed mixer, (iii) chemical approach, through the modification of
the chemical connection of the structure of the components, (iv) functionalization of
the fillers [4, 5]. The last twomethods determine a substantial change of the chemical
characteristics and behavior of the materials, thus affecting their enhancement in the
composites they are dispersed in. The sonication appears the most effective method
for nano-particles, especially for hydrophobic ones, but can be applied only for
small quantities of material. Mechanical mixing, although usually less effective than
sonication for nanosized fillers, results suitable for large scaled applications, as in
constructions, and typically demonstrates a sufficient effectiveness for micrometrical
fillers [6–8].

Fillers available in literature present various peculiarities, and in the last years
they have greatly increased in number due to the progress of nanotechnology and of
materials’ science. Carbon-based ones demonstrate good applicability in the field of
constructions because they can enhance both mechanical capabilities and electrical
properties. Their addition in cement-matrix materials produces structural compos-
ites provided by piezoresistive and self-sensing abilities, suitable characteristics for
monitoring applications [9–11]. Changes in external loads determine a variation of
the electrical behavior of the fillers, of thematrix and of the contact surface among the
internal components of the material. The monitoring action is carried out through
the measurement of the variation in resistance, or other electrical features, of the
material due to external load histories, as described in the previous section.

Various types of carbon-based fillers are suitable for monitoring purposes, both
nano- and microsized: e.g. nano- or micro-fibers [12, 13], nanotubes [14, 15], carbon
black [16, 17], graphene [18, 19] and graphite [20, 21]. Researches available in
literature also demonstrate that a combination of different fillers could originate
doped materials with enhanced properties [22, 23].
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As asserted before, smart structural materials can be embedded within the struc-
tures, or constitute the construction materials of a whole structure with self-sensing
capabilities. Compared to traditional monitoring systems, such smart sensors are
less expensive, can be placed in an easier way and have less issues of maintenance.
Moreover, unlike traditional ones, smart sensors are made of the same matrix of that
one of the structures where they are applied, with the same durability and mechan-
ical properties. By revealing changes in structural behavior, they could reveal losses
in performance, damages and cracks, which are all signs of a possible incipient
failure. This constitutes de facto a permanent Structural Health Monitoring system
for constructions and infrastructures [24, 25]. Other possible applications are in
traffic monitoring, management of roads, monitoring of bridges, control of strategic
structures in smart cities [26–28] and more. As a matter of fact, the continuous
monitoring of the structural conditions of buildings or infrastructures permits to
warn the occupants and impending danger due to possible structural failure. The
availability of a simple and economic sensors’ system, as with smart sensors inves-
tigated in the present paper, allows its application on a great number of structures
thus enhancing the safety of many users. In this scenario, the Authors developed
a research campaign about the investigation of composite self-sensing materials
doped with conductive fillers demonstrating their effectiveness in static and dynamic
Structural Health Monitoring [29–31].

2 Samples

The electrical and electromechanical performance of the smart composites have been
investigated on cubic samples with 51 mm of side, equipped with four embedded
stainless-steel nets placed at mutual distances of 1, 2 and 1 cm, which constituted the
electrodes of the smart sensors (Fig. 2). The cementitious matrix was cement paste,
which has been doped with different types of carbon fillers, i.e. carbon nanotubes
(CNT), carbon nanofibers (CNF), carbon black (CB), graphene nanoplatelets (GNP)
and graphite (G), described in the next section.

2.1 Fillers

The fillers investigated in this paper were all carbon-based, but with different dimen-
sions and aspect ratios. Figure 3 shows the images obtained on fragments of smart
cementitious materials using a Scanning Electron Microscope (SEM) at the same
magnification. In the picture are clearly visible the cementitious structures and the
different inclusions, which can be divided in 2-dimensional (GNP, G), 1-dimensional
(CNT, CNF) and 0-dimensional (CB). All the fillers appear intact after their mixing
and the preparation of the composites.
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Fig. 2 Description of the samples. (a) Front side view; (b)Assonometric view; (c)Upper side view
and (d) a picture of a sample

Fig. 3 SEM inspection of cement-matrix composite with (a)CarbonNanotubes—CNT, (b)Carbon
Nanofibers—CNF, (c) Carbon Black—CB, (d)Graphene Nanoplatelets—GNP, and (e)Graphite—
G



490 A. D’Alessandro et al.

Table 1 Main physical characteristics of fillers

Filler Aspect ratio Type of filler Diameter Density (g/cm3)

CNTs 100 1Dimensional 10 nm 0.1

CNFs 650 1Dimensional 150 nm 1.0

CB ~1 0Dimensional 30 nm 1.8

GNP 200 2Dimensional 15 μm 1.8

G 12 2Dimensional 50 μm 1.2

Other physical properties of the fillers are reported in Table 1: particularly
noticeable are the differences in aspect ratios.

Carbon nanotubes were Multi-Walled Graphistrength C-100 fillers provided by
Arkema: they had an average diameter of 10–15 nm, length of 0.1–10 μm and
specific surface area of about 100–250 m2/g. Carbon Nanofibers were Pyrograf-III
Carbon Nanofiber PE-19-XT-LHT with diameter of 70–200 nm and length between
50 and 200μm.CarbonBlack fillers were type PrintexXE-2B provided byOrion and
consisted on spherical particles composed of pure elemental carbon with a diameter
of about 30 nm. Graphene Nanoplatelets, from Cheap Tubes Inc., were small stacks
of graphene with an average diameter of 15 μm and thickness of approximately
3–10 nm. Graphite was a fine powder, type silver, with particle size of about 50 μm,
provided by Frigerio s.r.l. Graphite and Graphene Nanoplatelets had a macroscopic
appearance of gray powder, while Carbon nanotubes, nanofibers and carbon black
appeared as black powders.

2.2 Preparation

Cementitious samples were realized in two steps: firstly, the water suspension with
fillers has been prepared, and secondly the cement has been mixed to obtain a homo-
geneous dough (Fig. 4). The cement pastes consisted of a mixture of Portland cement
type 42.5 with a water/cement ratio of 0.45. The fillers were added in the amount of
1.5 or 2% by mass of cement. The addition of the different fillers to aqueous solution
has been carried out through two different methods: sonication for CNT, CNF and
GNP (Fig. 4b1), mechanical mixing for CNT, CB and G (Fig. 4b2). A commercial
dispersant was used to improve the dispersion of the nanofillers in water. The fresh
composite has been subsequently poured into cubic oiled molds and the nets have
been embedded before the solidification of the materials (Fig. 4d). After 48 h the
samples have been unmolded, and then got cured in laboratory conditions for 28 days
(Fig. 4e).
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Fig. 4 Preparation procedure of smart cementitious composites. (a) addition of carbon fillers in
deionized water, (b1) sonication of the aqueous suspension, (b2) alternative mechanical mixing of
the water suspension, (c) addition of cement to the water suspension, (d) pouring of the mixture into
oiled molds and placement of embedded electrodes, (e) curing of samples in laboratory conditions

2.3 Samples’ Instrumentation

The steel net electrodes of the samples used in the experiments were the internal
ones, at a mutual distance of 2 cm. The strain time history was recorded by 3 high-
precision LVDT transducers, placed at 120° degrees in-plane. For the calibration
of LVDT transducers, one sample has been instrumented with two 2-mm strain
gauges. During the tests, the samples were connected to the electrical circuit by their
electrodes. The electric circuit consisted on voltage supplier, sample, shunt resistor
of 1 k� and two voltage readers, that recorded the voltage time histories through the
sample and the shunt resistor. The test setup is presented in the Fig. 5a. Accordingly,

Fig. 5 Experimental setup for electrical and electromechanical tests. (a) Cubic sample geometry
with side lengths l, placement of electrodes, electric circuit and voltage readings of interest, appli-
cation of compression force F(t); (b) the compression load time history in the electromechanical
tests, F(t)
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for the electrical measurements of the experimental setup, a DAQ model NI PXIe-
1092 has been used.A biphasic squarewave voltage input of 10Vwas applied by aNI
PXIe-4138 unit [32]. The use of biphasic square wave reduced the polarization drift
caused by dielectric cementmaterialmatrix.Voltageswere read through two different
channels (ch1 and ch2 inFig. 5a) in anAnalog InputModuleNIPXIe-4302 controlled
by a NI PXIe-8840 unit. In the electromechanical tests, the compression load, F(t),
was applied using a testing machine model Advantest 50-C7600 by Controls. The
loads were applied to the perpendicular direction with respect to the net electrodes
and following cyclical time histories with increasing peak values, as depicted in
Fig. 5b. The electrical resistance was obtained using Ohm’s law:

R(t) = V

I (t)
(1)

where V was the applied constant voltage in the positive part of the square wave,
equal to+10 V, I was the current intensity, and t represented the time of acquisition
of the signal.

The next sections report the most significant results of the investigation of the
sensing behavior of the smart composites doped with the filler types described in
the previous sections. The percentages of the adopted carbon doping derived from
previous studies which identified the percolation thresholds for the various mate-
rials and the ranges of enhanced sensitivity of the composites [6, 33, 34]. Compos-
ites obtained though sonication and mechanical mixing were compared and the
effectiveness of various fillers added in the same amount has been investigated.

3 Electromechanical Characterization of Samples

The three important features investigated through electromechanical tests were (i)
conductivity, (ii) gauge factor and (iii) linearity of the signal response of material.
Conductivity of the material is strongly related to the filler amounts dispersed inside
the material: it is a strong indicator of being in the optimal range of doping level
for load sensing of the material. The conductivities of the smart composites were
evaluated based on readings taken during the electromechanical tests. Figure 6a
shows the conductivity versus type and amounts of fillers.

The investigated composites were (i) sonicated ones with 1.5% of fillers CNT
[from 35], CNF and GNP (i.e., CNTS1,5p, CNFS1,5p, GNPS1,5p) and (ii) mechan-
ically mixed ones with 1.5% of CNT and CB and 2% of CB and G (i.e., CNTM1,5p,
CBM1,5p, CBM2,0p, GM2,0p).

The increase of conductivity of sample with CNTs was very significant with
respect to that one of other samples with equal amounts of inclusions. The conduc-
tivity of the CB sample differed one order between 1.5% and 2.0% doped samples:
this was related to being under- and over-percolated, respectively. If compared with
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Fig. 6 Short summary of results. a Variation of conductivity according to samples, and b gauge
factor and R2 of linear fit of the sensing samples

2.0% G one, the sample of CB appeared more conductive because the percolation
threshold of G should occur for higher amounts of particles.

The evaluation of linearity and gauge factor required the analysis of response of
materials to the induced strain. To this purpose, electromechanical tests consisted
on simultaneous application of compression cyclical loads (Fig. 5b) and voltage
difference to the tested sample have been applied. During the tests, the variation of
electrical resistance was achieved using Eq. (1). The aim of electromechanical tests
was to obtain a reliable linear estimate of the relation between induced strain and the
fractional variation of resistance. The slope of the best fit line, called gauge factor,
λ, was obtained through the equation:

λ = −�R/R0

ε
(2)

where �R was the incremental variation in electrical resistance of the composites,
R0 was the initial internal electrical resistance, and ε the axial strain, positive in
compression. The reliability of the linear fit was indicated by its coefficient of deter-
mination, R2. The gauge factors obtained through electromechanical tests are showed
in Fig. 6b.

The samples’ results were separated into two categories. First category indicated
the samples that were sonicated during the mixing of the conductive filler; the second
category included the mechanically mixed composites.

Figure 7 shows the recorded strain vs the fractional change of resistance of the
samples. The outcome of the sample with GNPs was non-sensitive to the induced
strain and included noise and chattering. On the other hand, the sample with CNFs
was observed to have a good response to the evolution of strain. The results obtained
through the linearmodel are presented in Fig. 8. As observed from the times histories,
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Fig. 7 The strain and fractional change of resistance of sonicated samples, recorded during
electromechanical tests; (a) sample with GNPs; (b) sample with CNFs

Fig. 8 The linear fit model of the discrete data points of strain vs fractional change of resistance
time histories; (a) the sample with GNPs; (b) the sample with CNFs

the linear fit of the CNFs sample was very reliable. The gauge factor of the linear fit
model was calculated as 52.

The signals attained from the electromechanical tests on samples mixed by
mechanical process without sonication are presented in the Fig. 9.

Accordingly, all samples but 1.5% CB exhibited considerable polarization drifts.
With mechanical mixing process, CNTs performance was not satisfactory. Graphite
sample appeared under percolation, because polarization drift was observable. CB
with 2.0% of doping level had also a polarization due to the increased dielectric
behavior of over-percolated material matrix.

In accordance with conductivity chart presented in Fig. 6, the sample with 1.5%
CB exhibited a good response to the external strain. The results obtained with the
linear model for mechanically mixed samples are presented in Fig. 10. The data of
CNTs are not reported since non clear sensing capability was observed.

According to the results, the sample with 1.5% CB exhibited a high linearity with
84% R2 and a gauge factor of 118, showing the best performance. 2.0% CB showed
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a sufficient linearity; however, it was affected by the polarization drift and the gauge
factor was low. The results of 2.0% G sample were also found unreliable.

4 Conclusion

This paper reports the results of electrical and electromechanical tests carried out on
smart cement-matrix composites doped with various types of carbon-based fillers
(i.e., CNT, CNF, CB, GNP and G), dispersed through two different dispersion
methods: sonication and mechanical mixing. Sonication appeared the most effective
method for nano-sized particles, but not suitable for real scale applications. Mechan-
ical method, applied in this research to some types of carbon fillers, demonstrated
satisfactory results for civil engineering applications. The composite samples were
investigated through electromechanical tests, applying cyclical compressive loads.
In particular, conductivity, gauge factors and linearity of the signals have been eval-
uated and compared. Among the investigated sonicated fillers, CNF showed very
good performances, with a gauge factor of 52 and a good linearity (R2 = 0.86).
Mechanical mixing was not effective for CNT, but was suitable for CB and G. In
particular, the composite with 1.5% CB showed the best performance, with a gauge
factor of 118 and a good linearity (R2 = 0.84). The results of the experimental tests on
sonicated and mechanically mixed samples, demonstrate that, if properly designed,
self-sensing carbon-doped smart composites appear promising for their use in moni-
toring applications on buildings and infrastructures. They could be embedded as
small sensors within the constructions (by use of sonication approach), or constitute
bigger elements or structures (by use of mechanical mixing approach).
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Monitoring System of an Industrial Steel
Tower Structure

João Zeferino , Eduardo Gonçalves, Paulo Carapito, and Filipe Santos

Abstract Structural Health Monitoring (SHM) systems of civil engineering struc-
tures aim to assess and ensure the safety of structures and people. This paper describes
a real-world application of an SHM system in an industrial steel tower structure. This
is a high steel structure, containing several mechanical equipment with different
loads, which operate at various frequencies. The monitoring approach includes a
computer modeling of the structure, primarily used to define the sensor network. The
sensors were mounted at predetermined locations designed to continuously measure
vibrations and deformations at critical points. The sensor network consists of an array
of sensors and a gateway. The sensors include strain gauges and triaxial accelerom-
eters, as well as other weather sensors. Data are acquired both from time series of
values observed at regular intervals and from structurally relevant measured values,
called events, where specific data are collected. Machine learning is used in the
development of statistical models for feature discrimination. A visualization user
interface is provided to access all data through a user friendly and accessible tool.
The paper presents the main results obtained so far, with the primary assessment of
the structural health conditions.

Keywords SHM · Sensor network ·Machine learning · Real-world application

1 Introduction

Structural Health Monitoring (SHM) systems of civil engineering structures aim to
assess and ensure the safety of structures and people. An SHM should detect possible
damages as well as their locations and severity. Economic benefits are also expected
if a predictive model can successfully forecast the remaining service life and need
for maintenance interventions. Different types of SHM systems have been proposed
and implemented in recent decades, such as vibration-based [1], guided wave-based
[2], and computer vision-based [3].
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Vibration-based techniques are a commonly researched area for global damage
diagnosis. In the damage detection process, it is first necessary to determine the
occurrence of damage according to the global change in structural integrity, by iden-
tifying differences in the vibration data before and after the damage occurs. The
measured time domain can be converted into frequency domain or modal domain by
transforming techniques [1]. Time domain approaches can be more straightforward
and might eliminate the need for domain transformations. Data-driven time series
methods usewell-established statistical concepts.Alongwith data fusion, data-driven
approaches are used to transform massive data obtained from monitoring into mean-
ingful information [4]. To this end, Machine Learning (ML) has proven to be a
powerful technique that can also contribute to determine the location and severity of
damage [5].

This paper presents an SHM methodology applied to an industrial steel tower
structure. In particular, the paper describes the application of an innovative ML
approach to the continuous monitoring stage of the structure, which is able to distin-
guish influences on signals driven by operational, aswell as changes in environmental
conditions. This aspect is particularly relevant in such industrial structures, as they
contain a large amount of mechanical equipment that operates at irregular schedules.
A case study is used to validate the methodology, using vibration measurements to
assess the integrity of the structure over time.

2 Methodology

The methodology applied in the present work to monitor industrial steel tower struc-
tures follows the flowchart presented in Fig. 1. The first steps relate to the installa-
tion procedure of the SHM system. Then, the system is implemented for long-term
continuous monitoring.

In the installation process, a survey of structural and equipment elements is firstly
conducted. This is based on the project documentation and outcomes of software for
production control and management of structures, from which it is possible to obtain
the real mechanical properties from laboratory test certificates of the raw material.
Then, a computational modeling of the structural behavior is performed. After some
in situ vibration measurements, the computer model is recalibrated. Finally, with
complete knowledge of the structure, the sensor network is designed and installed.

The monitoring stage begins with the collection of data, made from two main
sources: momentary long-term monitoring; and vibration events. The system is
configured to automatically performmeasurements on a fixed schedule, according to
data triggers such as threshold exceedances. The sensors used are mainly composed
of tri-axial accelerometers, inclinometers, strain gauges, as well as temperature,
humidity, and other weather-related sensors. After the raw data is collected, it is
processed, with data cleansing and computations. In addition, there is a signal
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Fig. 1 Flowchart of the proposed methodology for SHM

processing procedure, where transformation of vibration signal to its equivalent
frequency domain occurs, using the fast Fourier transform. This includes evaluating
the frequency response, with natural frequencies determined through a peak picking
procedure [6].

The subsequent step is to make a characterization of the structure behavior, using
all the pertinent data. This is done through anML algorithm, inspired by an unsuper-
vised k-means clustering technique, followed by an assignment technique to appro-
priately allocate a classification label for the unlabeled data. The behavior charac-
terization algorithm is executed regularly to classify the data and allow the update
of the structural integrity evaluation. The variables used as input to the algorithm
refer to all accelerations, strains and wind, for different sensor channels and for all
vibration events. The algorithm can accurately classify each event registered by the
monitoring system.

In the final step, the study is directed to a time-series analysis of the structural
behavior in each type of event. In particular, the variability of eigenfrequencies when
the structure is classified as stationary, without vibrations induced by operations,
is compared with historical baseline values. When potential damage is identified,
structural computer modeling from the installation stage can be used and updated to
assist in the evaluation of the location and severity of the damage. Afterwards, repair
and maintenance procedures can be planned and performed with confidence.

All the steps of the monitoring stage represented in Fig. 1 are made automatically.
Data are transferred and contained in a secure cloud storage, and can be accessed
by system administrators, while visualized in a web-based platform. To this end, a
dashboard app is made available to the owners and defined users of the structure. This
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web-app can be accessed through any browser, showing near real-time data about
the structure, as well as its behavior characterization. In addition, an alert system
sends direct warnings via SMS and email when severe actions on the structure are
identified.

3 Case Study

The case study refers to a steel tower structure, 28 m high, located in the District of
Coimbra, in Portugal (see Fig. 2). The steel structure is used for industrial purposes
and includes several mechanical equipment operating at varying schedules. The
vibration induced during its activity influences the structural behavior and might
contribute to issues such as fatigue and loss of connection stiffness.

3.1 Installation

Structural Analysis. The preliminary stage was the analysis of the structure. After
the first study and analysis of the structural documentation, and the consequent

Fig. 2 Industrial steel tower
structure and sensor’s main
locations
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development of a computer modeling of the structure and its structural behavior, a
set of in situ vibrations measurements was carried out.

Themeasurements were performedwith accelerometers, aimed at using the vibra-
tion signal obtained to determine the natural frequencies of the structure. To this end,
tri-axial accelerometers were used, and piezoelectric accelerometers allowed to vali-
date the quality of the solution. With the obtained data was also possible to analyze
natural frequencies and the structural modes of vibration.

In situmeasurements lead to a recalibration of the computermodeling of the struc-
ture. In this step, an additional external sound barrier wall made of sandwich panels
was included, which had been inserted in one of the facades of the structure since
the first computer modeling. The results showed similar vibration modes, with the
natural frequencies differing less than 0.2 Hz. The computer modeling also allowed
the knowledge of the structure and the locations with higher stress, assisting in the
decision of the sensor network design.

Installation of the sensor network. The implemented SHM was optimized for
the structure in order to provide meaningful and insightful data for the analysis of
structural behavior.

The system consists of a wired network of 9 main locations, all including tri-axial
accelerometers, temperature, and relative humidity sensors. The bottom 2 locations
also include strain gauges. In addition, there is a weather station for environmental
data, and a gateway to manage system data and send it through an LTE network.
Figure 2 shows the industrial steel tower structure with the approximate location of
the different sensors, gateway, and weather station.

3.2 Monitoring

Data collection is processed continuously on the administration servers. The trans-
formed data is allocated on a specialized cloud server, including some statistical
parameters and signal processing results. An ML algorithm based on k-means clus-
tering runs regularly to classify the data and update the evaluation of structural
integrity.

The output data can be visualized in a web-app. A concise report is delivered
monthly to the client. When some thresholds exceed certain limits or the data is
identified as dangerous events, the client receives alerts by SMS and email. Following
are shown some examples of the outputs of this installation.

Long-term monitoring. This type of data is collected momentarily, at regular inter-
vals of 5 min, with the aim of evaluating both actions and structural responses over
time. In the steel structure of this case study, the data collected consists of weather
data and strains (see Fig. 3).

Events. This mainly consists of vibration data collected at regular intervals of 30min
and in the case of threshold exceedances. The thresholds are updated dynamically,
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Fig. 3 Sample data from long-term monitoring of the structure under study

either increasing or decreasing to pre-set values automatically by the system, avoiding
onerous and redundant measurements.

During the collection of vibration data, weather data and strain data are also
collected, to evaluate actions on the structure and its structural response. The
sampling frequency used in the vibration acquisitions is 100 Hz, with a duration
of 20 s.

In Fig. 4 is shown an example of an event occurred after a threshold of strong
wind. During this event, the wind speed was around 60 km/h, with a NE direction.

Frequencies analysis. The spectral analysis of the vibration signals is made for
all vibration events through a peak picking procedure in the Fourier transform of the
recorded signals. Together with the classification made through the ML algorithm,
it is possible to analyze the natural frequencies of the structure, that is, when it
is not affected by the operation of the industrial mechanical equipment. Figure 5a
shows the Fourier transform of the x-axis direction in the sensors at the top of the
structure.Natural frequencies havebeen analyzed since thebeginningof the structural
monitoring. A time series analysis has not shown any significant variability (see

Fig. 4 Accelerations and strains during a vibration event of strong wind
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Fig. 5 Frequencies for 7-P1, 7-P2 and 7-P3 sensors, at x-axis direction a frequency spectrum
during an event; b natural Frequencies observed during the monitoring period

Fig. 6 Relation between frequency and temperature for 7-P1 sensor, at z-axis direction

Fig. 5b). The same approach was used in different positions and directions of the
accelerometers. The results remain similar, except for the lowest floor, sensors 0-P1
and 0-P2, where the peaks couldn’t be identified.

The temperature effect on structural vibration can be observed in some locations.
Figure 6 shows the relation between a natural frequency of the structure and the
temperature variation. As expected, the frequency increases for lower temperatures,
and vice versa. This variation is observed with the daily oscillation, but also in the
long-term.

4 Conclusion

This works presents a structural health monitoring methodology applied to an indus-
trial steel tower structure. The approach was successfully implemented in the instal-
lation and monitoring system, showing the structural behavior in different situations,
while classifying the events occurring in the structure.

The proposed approach is also able to provide a real-time feedback on structural
integrity. As theMLalgorithmused is applied for every new event andmore historical
data and information is known about the classification of events, potential damage to
the structure is more securely identified. To this end, the effects of varying temper-
atures on structural vibration properties have been identified and should be further
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explored. To improve the ML accuracy, including the ability to identify the type and
severity of damage, further experiments will be conducted, including laboratorial
simulations of damage in similar structures.
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Two-Dimensional Deflection Maps
by Using Fiber Bragg Grating Sensors

Pasquale Di Palma, Massimo Della Pietra, Vincenzo Canale,
Mariagrazia Alviggi, Agostino Iadicicco, and Stefania Campopiano

Abstract In this work, a novel technique to estimate the deflection of a bi-
dimensional structure by means of fiber Bragg gratings (FBGs) is proposed. FBGs
are embedded in monitored structure, avoiding the complex wiring typical of strain
gauges, and provide local strain measurements. Then, by classical beam theory, from
the strain maps measured by the FBGs, the two-dimensional deflection map of the
monitored structure is numerically provided. The proposed method allows to over-
come the difficulties existing in the direct measurement of the deflection: many types
of structures (small and large) can be monitored in real-time thanks to this technique
by using appropriate design parameters. In particular, thismethod can be useful in the
structuralmonitoring of civil infrastructures and compositematerials for aeronautics.

Keywords Deflection monitoring · Optical fibers · Optical sensors · Fiber bragg
grating · Strain measurement · Structural monitoring

1 Introduction

Structural health monitoring of structures or objects have gained, in the last decades,
huge interest in damage detection, real-time shape control andmodification, for appli-
cation fields ranging from robotics [1, 2] to civil infrastructures [3] and aerospace [4].
Shape monitoring, providing real-time information useful for diagnosing the struc-
tures, is very important both in the design and test phase and during the functioning
of the objects.

One of the more important technology used in sensing solutions for the structural
monitoring, as shows the scientific literature, is the fiber optic technology, in partic-
ular fiber Bragg gratings (FBGs), due to its unique advantages of lightweight, high
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sensitivity, compactness, chemical stability, electromagnetic interference immunity,
strong stability, wavelength division multiplexibility, wavelength encoded data, easy
installation of the devices and so on [5, 6].

In the following sections we present an innovative process to embed bare FBGs
giving protection to the fragile areas of the fiber optic sensors, and a method
for the deflection estimation of a bi-dimensional structure, extending the one-
dimensional approach based on the classical beam theory, previously demonstrated
for a beam structure. Finally, the experimental results and the procedure validation
by comparison with a reference instrument are descripted.

2 FBG in Strain Measurements

2.1 FBG Working Principle

A fiber Bragg grating is an intrinsic sensor consisting in a periodic refractive index
modulation of the core of an optical fiber. This modulation induces the formation of a
narrow peak in the reflected spectrumof the device, centered on a specificwavelength
value called Bragg wavelength, with a bandwidth that decreases and reflectance that
increases as the physical length of the grating increases. The Bragg wavelength λB

depends on the effective refractive index of the fiber core nef f and on the perturbation
period � according to the following equation [7, 8]:

λB = 2nef f � (1)

Bragg wavelength changes when temperature T or/and strain ε change because
both the effective refractive index nef f and the perturbation period L are function of
these two physical quantities. The dependence of the Bragg resonant peak on temper-
ature and strain can be evaluated computing the differential of Eq. (1), according to
the following equation:

�λB = ∂λB

∂T
�T + ∂λB

∂ε
�ε (2)

After some mathematical passage, and defining the photo-elastic coefficient as
pe = 1

2n
2
e f f [p12 − σ(p11 + p12)], where p11 and p12 are the Pockels’ coefficients

and σ is the Poisson ratio, the thermo-optic coefficient ξ = 1
nef f

∂nef f
∂T and the thermal

expansion coefficient of the grating α = 1
�

∂�
∂T we obtain:

�λB

λB
= (ξ + α)�T + (1− pe)�ε (3)
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where, introducing the temperature and strain sensitivity coefficients ST and Sε, it is
possible to rewrite once again the Eq. (3) as follows:

�λB

λB
= ST�T + Sε�ε (4)

with ST = ξ + α and Sε = 1− pe.

2.2 Embedded FBGs

Inmany cases, especially when it is not possible to build in the FGBs in themonitored
structure, it can be very useful to embed FBGs in plastic patches to protect the delicate
region of the optical fiberwithout the coating and, consequently, increase the handling
[9]. The plastic patch has the function of strengthening the FBG and the planar-like
shape allows to increase the gluing surface improving the strain transfer from the
monitored sample.

Thus, in this section some results, obtained on two different plastic patches embed-
ding FBGs, are reported. The devices have been manufactured by a 3D printer in two
different materials: polylactic acid (PLA), acrilonitrile butadiene styrene (ABS).

The selected patch size, showed in Fig. 1, is l× w× h= 25 mm× 5 mm× 1 mm
to correctly incorporates a bare FBG 10 mm long.

The embedded FBGs were subjected to temperature and strain characterizations
with the aim to investigate the thermal sensitivity and to verify the possibility to use
efficiently these patches as strain and deformation sensors.

A linear behavior in temperature and a good reversibility were obtained in both
embedded FBGs, as reported in Fig. 2a, b for the PLA and ABS patches respectively,
while the temperature sensitivities of 107.6 pm/°C and 94.5 pm/°C are calculated for
the two devices. These values are about ten time greater than the sensitivity of the
bare FGB (about 10 pm/°C) according to the thermal expansion coefficients of the
plastic materials of which the patches are made (around 80 μm/(m·°C) for the PLA,
around 70 μm/(m·°C) for the ABS and 6 μm/(m·°C) for the silica).

Fig. 1 Schematic view of
the proposed device



510 P. Di Palma et al.

a) b)

Fig. 2 Thermal characterization results for: a PLA patch and b ABS patch

To carry out the strain test, a metallic bar was placed onto two metallic supports
and subjected to flexural load, as represented in Fig. 3a. Two bare FBGs, used as a
reference, were bonded on the bar together with the two embedded ones by means
of a cyanoacrylate adhesive at the same longitudinal coordinate and the sensorized
structure was loaded. All the sensors are fixed on the same side excluding a bare
FBG, named Bare 2 in the figure, used to determine the neutral axis position.

In Fig. 3b, according to their position, it is possible to observe the opposite trend
of Bare 2 with respect to the others. In the first part of the test, the FBGs named PLA,
ABS and Bare 1 are on the bottom of the bar, then measure an expansion, while
Bare 2, on the upper side, correctly record a compression when the bare is loaded.
In the second part of the test (time = 2090 s), the bar was rotated and, obviously, an
inverted behavior was observed.

According to the beam theory, in a bent beam, the strain in the longitudinal axis
is proportional to the distance of the sensor from the neutral axis, consequently,
the strain values measured by the FBGs, the bare and the embedded ones, depend

Fig. 3 a Schematic of the strain characterization setup with the FBG positions at the end of the
test, b strain trends of the FBG sensors on the metallic bar
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on their distance from the bar surface, and do not depend on the plastic materials
used to embed the sensors, as demonstrated by the excellent overlap between the
strain trends of the two embedded FBGs. Moreover, influencing the distance from
the neutral axis, the plastic patch acts as gaining factor on the wavelength shift of
the FBG sensor.

3 Bi-dimensional Deflection Map

To estimate the deflection of a structure from the measured strain, the classical beam
theory with small deformation assumption is used. From the latter we know that
there is a second derivative relationship between the displacement orthogonal to
the surface and the strain component parallel to it. In the case of one-dimensional
structure, the surface strain component along the longitudinal direction is linked to
the vertical deflection ω(x) as follows

εx (x) = −d
∂2ω(x)

∂x2
(5)

according to [10]. From Eq. (5), by integrating twice, the vertical deflection can be
expressed according to the following equation:

ω(x) = − 1

d

¨
εx (x)dx (6)

where d represents the position of the neutral axis and is calculable by means of
strain sensors on the opposite surface of the structure.

Using strain profiles along more than one line of the monitored structure, it is
possible to extend the one-dimensional approach to a two-dimensional structure.
With a polynomial expansion of the strain profiles we can achieve a continuous
distribution [10, 11], and then, with a polynomial regression, the coefficients of
a polynomial that fits the data, minimizing the differences between the measured
strain values and the fitting function in the least-square sense, can be found. In this
way, when the selected order for the polynomial is equal to n-1 (where n is the
number of strain sensors along the line) the fitting function assumes, at the sensors
coordinates, the same values recorded by the sensors. Then, the deflection functions
along the different lines in the polynomial form are calculated directly from the strain
polynomial coefficients [12]. By means of a final polynomial fitting in two variables,
with effective boundary conditions, the bi-dimensional deflection map is computed.
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Fig. 4 a Photo of the loaded multilayer panel; b deflection map of the multilayer panel with a load
of 6 kg

3.1 Experimental Results

This bi-dimensional deflection monitoring technique has been tested in a rectangular
multilayer panel, showed in Fig. 4, with 100 cm× 40 cm× 0.95 cm in size, formed by
aluminum honeycomb bonded between two epoxy glass layers. This panel has been
sensorized with 13 commercial FBGs 10 mm long distributed along three straight
lines on a side (two line parallel to y-axis, one along the x-axis), one on the other
side useful for the neutral axis estimation and another strain free for the thermal
compensation.

The structure has been subjected to bending load and the deflection maps has
been obtained for the different loads applied. In Fig. 4b, the deflection map of the
panel loaded with 6 kg (maximum applied load) is reported. The position of the
FBGs strain sensors has been indicated with pink dots. As showed, the maximum
deflection values of the panel is about −0.31 cm in the center, while the deflection
values decrease toward the edges.

To validate our procedure, the deflection obtained indirectly with the FBGs have
been compared with those provided by a mechanical comparator (Mitutoyo ID-
C125XB) in four points: C01 [x = −10 cm, y = 10 cm], C02 [x = −40 cm, y =
10 cm], S08 [x = −7.9 cm, y = 0 cm] and S04 [x = 0 cm, y = 16.4 cm].

The result of this comparison is reported in Fig. 5, which shows a very good
agreement between the two measurement methods and a resolution of few tens of
microns was reached.

4 Conclusions

In this work we discussed on an innovative bi-dimensional deflection estimation
method, extending a one-dimensional technique based on the classical beam theory.
To perform the experiment test, a large multilayer panel has been equipped with
an appropriate number of FBGs located along three straight lines, using only few
optical fibers to avoid the complex wiring typical of electrical strain. Starting from
the one-dimensional strain profiles, the deflection on the straight lines have been
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Fig. 5 Deflection in four
points of the tested structure
in comparison with the one
directly measured with a
mechanical comparator with
increasing load located in the
center

evaluated with polynomial calculations and, by means of a bi-dimensional fitting,
the deflection maps on the whole structure have been estimated.

To validate the method the deflection indirectly measured by the FBGs has been
compared with that directly measured by a mechanical comparator. The results of
the tests show a very good agreement between the two measurements, and a very
good resolution (tens of microns) over a surface of about 1 m2 has been reached.

In conclusion, we have demonstrated that the proposed technique allows an
effective real-time indirect structural monitoring solving the existing difficulties in
measuring the deflection directly. Moreover, although in this work the strain values
have originated by bare FBGs incorporated in the multilayer panel during its manu-
facturing, the FBGs embedded in 3D printed patches can be also used efficiently for
non-sensorized objects in production.
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Bayesian Model Updating and Parameter
Uncertainty Analysis of a Damaged
Fortress Through Dynamic Experimental
Data

Federico Ponsi , Elisa Bassoli , and Loris Vincenzi

Abstract A probabilistic analysis for the uncertainty evaluation of model parame-
ters is of great relevance when dealing with structural damage assessment. Indeed,
the identification of the damage severity associated to its uncertainty can support
the decision-maker to close a bridge or a building for safety reasons. In this paper
the results of the model updating of an historical masonry fortress damaged by the
seismic event that hits the town of San Felice sul Panaro and the surrounding locali-
ties in the Po Valley in the 2012 are presented. A standard and a Bayesian updating
procedures are first applied to the calibration of the complex Finite Element (FE)
model of the fortress with respect to experimental modal data. The uncertainty of
the identified parameters of structural system is then obtained by using the Bayesian
probabilistic approach. The most probable parameter vector is obtained by maximiz-
ing the posterior probability density function. The robustness and the efficiency of
the procedure are evaluated through the comparison with the results obtained from
the estimation of the Pareto-optimal solutions.

Keywords Aging structure · Bayesian model updating · Multi-objective
optimization.

1 Introduction

Vibration-based structuralmonitoringmethods have beenwidely used in recent years
for the evaluation of the dynamic performance and damage assessment of a wide
scenario of civil structures [1–4]. They represent powerful tools in the civil engi-
neering field because they are able to provide real-time information on the structural
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health state during the structural life or after a catastrophic event (e.g. earthquake,
hurricane). In particular, as regards damage identification purposes, these methods
are well suited since damage induces a reduction of the stiffness of the structure
and, consequently, a modification of its modal properties. Data-driven and model-
based methods are different approaches to damage identification problem that have
been largely studied and applied in literature. Data-driven methods are based on
the extraction of damage-sensitive features from the experimental response recorded
on the structure: the modification of these features is used to detect damage [5].
As concerns model-based methods, damage identification is performed by detect-
ing the reduction of the value of some stiffness parameters among different states
of a numerical model describing the structure [6]. Although model-based methods
are computationally expensive compared to data-driven methods, they are preferred
when localization and quantification of damage is further needed [7]. Every state of
the model is calibrated on the basis of modal properties experimentally determined,
in order to reproduce experimental data as well as possible. For this reason, model
updating techniques have to be employed to determine the value of a set of structural
parameters that reduces the discrepancy between model predictions and measured
data [8].

Model updating methods based on several optimization techniques have been
extensively applied in literature. A typical solution involves the use of evolutionary
or genetic algorithms because they are designed for large-scale problems and to avoid
local minima [9]. The main drawback of these kind of algorithms, namely the high
number of evaluations needed to reach convergence, has been handled introducing
a surrogate to approximate the objective function [10, 11]. Moreover, evolutionary
algorithms are frequently employed for the identification of multiple alternatives in
FE model updating solving a multi-objective optimization problem [12–14]. Objec-
tives are usually defined as discrepancy functions with reference to natural frequen-
cies and mode shapes. The set of optimal parameter vectors, represented in the space
of the objectives, is called Pareto front.

It happens very frequently that modal properties derived by a long term monitor-
ing exhibit significant variations. Main reasons of this behaviour are measurements
noise, estimation errors or themodificationof environmental condition that influences
modal properties. Moreover, accuracy of deterministic model updating is affected by
model errors and simplifications. Consequently, reliability of results can be highly
compromised. Therefore, incorporating uncertainties in the updating process allows
to handle the unavoidable variability of calibrated parameters caused by the previous
factors.

In a probabilistic context, parameters of calibration and prediction errors are con-
sidered as random variables. Bayesian model updating enables to compute uncer-
tainties of parameters combining information based on prior distributions and exper-
imental data [15, 16]. Moreover, several data sets can be integrated in the process in
order to reduce uncertainties related to measurement errors and noise. In this frame-
work, damage detection can be carried out in a probabilistic way by evaluating the
probability of exceeding a given damage threshold [17].
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This paper presents a comparison between a deterministicmodel updatingmethod
that uses a surrogate-assisted evolutionary algorithm [18] to solve multi-objective
optimization problem and a probabilistic method based on Bayes’ theorem. Dis-
cussion is first focused on a simple case study, namely a two floor frame. Three
different prior distributions and two different likelihood functions are employed for
the Bayesian model updating to study their influence on the results for a problem
where enough data are available related to the complexity of the model. These solu-
tions are then compared with the set that forms the Pareto front.

Finally, the same operation is performed on a more complex numerical model,
representing the San Felice sul Panaro fortress. It is an historical masonry structure
severely damaged by the seismic events occurred in 2012 in the Emilia-Romagna
region (Italy). In this case, an uniform prior distribution and two different likelihood
functions are used in Bayesian model updating. Focus is also addressed to standard
deviation of calibrated parameters obtained with a single data set of measurements.

The paper is arranged as follows: in Sect. 2 bi-objective optimization for deter-
ministic model updating is described and a criterion to select the preferred solution
among the solutions of the Pareto front is presented; in Sect. 3 Bayesianmodel updat-
ing is described and the functions involved in the process are defined. Sections4 and 5
present model updating results obtained with the different approaches for the simple
case study and the finite element (FE) model of the San Felice sul Panaro fortress,
respectively. Finally, conclusions are drawn in Sect. 6.

2 Bi-objective Optimization for Model Updating

FE model updating based on vibration measurements is performed simultaneously
minimizing two objectives expressing the discrepancy between experimentally iden-
tified and numerically simulated modal properties:

{
min{eF (x), eM (x)}
x ∈ S

(1)

where x is the n × 1 vector containing the calibration parameters and S ⊂ Rn denotes
the set of feasible solutions in the decision space. The objectives eF and eM , called
frequency and mode shape residuals, respectively, are defined as:

eF =
M∑

m=1

(
fnum,m − fexp,m

fexp,m

)2

(2)

eM =
M∑

m=1

[
1 − MAC(φnum,m,φexp,m)

MAC(φnum,m,φexp,m)

]2

(3)
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where M is the number of modes selected for the optimization, fexp,m and φexp,m are
the experimental frequency andmode shape of them-th mode, fnum,m and φnum,m are
the numerical frequency and mode shape of the m-th mode and MAC is the Modal
Assurance Criterion [19]. In Eqs. (2) and (3) dependence of the objectives eF and eM
on x is omitted.

Real multi-objective optimization problems have multiple optimal solutions due
to modelling and measurement errors: the set of feasible non-dominated solutions is
named Pareto front. A generic solution xA is said to dominate the solution xB if the
following conditions are observed:

⎧⎪⎨
⎪⎩
eF (xA) ≤ eF (xB)

eM(xA) ≤ eM(xB)

eF (xA) < eF (xB) ∨ eM(xA) < eM(xB)

(4)

The bi-objective optimization problem can be reduced to a single-objective opti-
mization problem by defining the objective function H as the weighted sum of eF
and eM [20]:

H(x) = αeF (x) + (1 − α)eM(x) (5)

where α ∈ [0, 1] is the weighting factor that measures the relative importance
between the objectives. The Pareto front can be generated by minimizing Eq. (5)
using different values of α: depending on the value of the weighting factor the opti-
mization procedure can lead to different results due to uncertainties that affect the
measurements and themodel. Theminimization of the objective function H is carried
out with a surrogate-assisted evolutionary algorithm proposed by one of the authors
[18].

Once the Pareto front is computed, a preferred solution have to be selected among
the set of non-dominated points of the front. This decision is based on additional and
qualitative features, sometimes subjective or based on expertise of the operator. A
selection criterion proposed by Dincer et al. [21] identifies the preferred solution as
the closest one to the equilibrium point Q of the objective function space (see Fig. 1).
This point is characterized by the minimum value of both objectives (emin

F , emin
M ), so

it does not belong to the Pareto front. Therefore, the point with theminimum distance
from the equilibrium point ensures the best compromise between objectives eF and
eM .

3 Bayesian Model Updating

The general principle of Bayesian model updating is to consider calibration parame-
ters x and prediction errors, that represent measurement and modelling uncertainties,
as random variables. In particular, given a set of measured data d, the prior prob-
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Fig. 1 Criterion of
minimum distance from the
equilibrium point

ability distribution of the model parameters p(x|M) is updated into the posterior
distribution p(x|d,M) on the basis of the Bayes’ theorem:

p(x|d,M) = c−1 p(d|x,M)p(x|M) (6)

where c is the Bayesian evidence, a constant ensuring that the posterior distribution
of parameters integrates to one, and it is computed as:

c =
∫
S

p(d|x,M)p(x|M)dx (7)

p(d|x,M) is the likelihood function representing the probability that model M
parametrised by x provides the measured data d. It reflects the contribution of data in
the determination of the updated posterior distribution of parameters. A very diffused
choice to formulate the likelihood function is to define the error functions for a mode
m as zero-mean Gaussian distributions [16, 22]:

e fm = fexp,m − fnum,m(x) ∼ N (0, σ 2
fm ) (8)

eφm
= φexp,m − lmφnum,m(x) ∼ N (0, �φm

) (9)

where lm is a scaling factor computed as:

lm = φT
exp,mφnum,m(x)

||φexp,m || ||φnum,m(x)|| (10)
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Under the assumption of statistical independence of identified modal properties,
the likelihood function can be written as:

p(d|x,M) =
M∏

m=1

N ( fexp,m, σ 2
fm )N (φexp,m, �φm

) (11)

where N ( fexp,m, σ 2
fm

) is the Gaussian distribution with mean fexp,m and standard
deviation σ fm and N (φexp,m, �φm

) is a multi-dimensional Gaussian distribution with
mean vector φexp,m and covariance matrix �φm

.
Qian and Zheng [23] employed another formulation for the likelihood function:

p(d|x,M) = 1

(
√
2πσ)M(N0+1)

exp

(
− J (x)

2σ 2

)
(12)

where J (x) is an overall discrepancy function, that combines frequency and mode
shape residuals, σ is a shared standard deviation, that has to be calibrated in order to
maximize posterior probability density of updated parameters, and N0 is the number
of measured mode shape components. Defining a normalizing factor βm for mode
shape m as:

βm = φT
exp,mφnum,m(x)

||φnum,m(x)|| (13)

the discrepancy function can be expressed as:

J (x) =
M∑

m=1

[(
fnum,m − fexp,m

fexp,m

)2

+ ||βmφnum,m(x) − φexp,m ||N0

||φexp,m ||2
]

(14)

In practical applications, the computation of Bayesian evidence Eq. (7) and
marginal posterior distributions, that requires multi-dimensional integration, is not
usually a trivial task. For this reason, the updated distribution of parameters can be
obtained analytically through asymptotic approximations [15] or numerically with a
Markov Chain Monte Carlo (MCMC) algorithm [24, 25] or its derivatives [26, 27].

4 Case Study: Two Floor Frame

The first case study is a shear-type frame composed of two floors and one bay (Fig. 2).
Axial deformation of all the elements is neglected, moreover beams are infinitely
rigid in flexure. Distributed masses of the structure are represented as concentrated
masses at the floor levels. In table 1, masses and stiffness, expressed as multiples
of a reference stiffness k0 =8000 kN/m, of each floor are listed. The corresponding
modal properties and the pseudo-experimental values, assumed as reference values in
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k2 2m,

k1 1m,

Fig. 2 Two floor frame: layout of the structure

Table 1 Two floor frame: mechanical parameters of the structure

Floor N. 1 2

Mass m [103 kg] 60.0 60.0

Stiffness multiplier r [−] 2.0 1.5

Stiffness k (kN/m) 16,000 12,000

the optimization process, are reported in Table 2. Pseudo-experimental properties are
generated to account for errors that unavoidably affect realmeasurements. Parameters
to identify are the factors thatmultiply the base stiffness k0 to obtain the floor stiffness.
They are denoted as r1 and r2, where the subscript is related to the floor number.
Both parameters are searched within the range [0.5;4].

4.1 Model Updating

This section presents results of model updating performed with the different
approaches proposed in Sects. 2 and 3. In both cases the calibration is performed
with reference to the pseudo-experimental modal properties listed in Table 2.

4.1.1 Deterministic Model Updating

The deterministic approach is based on the solution of a bi-objective optimization
problem using the weighted-sum method, as described in Sect. 2. The Pareto front
obtained is reported in Fig. 3 where the preferred solution, selected with the criterion
of minimum distance from the equilibrium point, is shown in red. This solution
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Table 2 Two floor frame: exact and pseudo-experimental modal properties. The first subscript of
the mode shape component indicates the floor number while the second one is the mode number

Modal properties Mode N.1 Mode N.2

f1 φ11 φ21 f2 φ12 φ22

(Hz) [−] [−] (Hz) [−] [−]
Exact 1.535 0.535 1.000 3.812 1.000 −0.535

Pseudo-
experimental

1.517 0.769 1.000 3.846 1.000 −0.633

Fig. 3 Two floor frame:
Pareto front. Red dot:
preferred solution

represents a compromise between objectives eF and eM , since it is located in the
central part of the front. The weighting factor, calibration parameters and modal
properties associated to the preferred solution are summed up in Table3.

The variation of the updated parameter r1 and r2 with the weighting factor α is
reported in Fig. 4a, b, respectively. Both parameters exhibit variations in the range
[1.5;2], but associated to different trends: updated values of r1 increase with α, while
r2 shows a decreasing trend.

Table 3 Two floor frame: weighting factor α, calibration parameters r1, r2 and modal properties
of the preferred solution

α r1 r2 Mode N.1 Mode N.2

f1 φ11 φ21 f2 φ12 φ22

[−] [−] [−] (Hz) [−] [−] (Hz) [−] [−]
0.56 1.605 1.847 1.465 0.657 1.000 3.969 −1.000 0.657
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Fig. 4 Two floor frame: variation of the parameter, a r1 and b r2 with the weighting factor α. Red
dot: value of the parameter for the preferred solution

4.1.2 Bayesian Model Updating

Bayesian model updating has been performed according to description made in
Sect. 3. Six tests have been carried out using two different definitions of the like-
lihood function and three different prior distributions for parameters. Table4 illus-
trates likelihood equation and parameters of the prior distribution used for each test.
In the Table, a and b indicate the upper and lower bound of the uniform distribution,
respectivelly, while μ and σ are the mean value and the standard deviation of the
gaussian distribution. In all the tests, calibration parameters are considered as uncor-
related, hence the conjunct prior distribution can be expressed as the product of the
marginal distributions. Due to the simplicity of the model and the limited number
of the calibration parameters, Bayesian evidence Eq. (7) has been numerically eval-
uated on a very dense square grid (step size 0.005) built on the domain. Posterior
distribution is then obtained according to Eq. (6).

Table 4 Two floor frame: description of the tests for Bayesian model updating

Test No. Likelihood
equation

Prior distribution Parameters for r1 Parameters for r2

1 (11) Uniform a=0.5 ; b=4.0 a=0.5 ; b=4.0

2 (11) Gaussian μ=2.0 ; σ =0.4 μ=1.5 ; σ =0.3

3 (11) Gaussian μ=3.0 ; σ =0.6 μ=1.0 ; σ =0.2

4 (12) Uniform a =0.5 ; b=4.0 a =0.5 ; b=4.0

5 (12) Gaussian μ=2.0 ; σ =0.4 μ=1.5 ; σ =0.3

6 (12) Gaussian μ=3.0 ; σ =0.6 μ=1.0 ; σ =0.2
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Table 5 Two floor frame: results of Bayesian model updating

Test N. r1 r2
MAP σ MAP σ

[−] [−] [−] [−]
1 1.825 0.069 1.635 0.060

2 1.835 0.068 1.625 0.059

3 1.885 0.078 1.570 0.061

4 1.920 0.075 1.555 0.061

5 1.920 0.109 1.555 0.088

6 1.865 0.107 1.480 0.081

Fig. 5 Two floor frame: likelihood function employed for, a test N.1-N.2-N.3 scaled by a factor
10−4 and, b test N.4-N.5-N.6 scaled by a factor 1092

Results of updating procedure are listed in Table5. Maximum a posteriori (MAP)
values obtained are very similar for all tests. This highlights how the prior information
has a low importance for this simple problem: likelihood functions are very peaked
and have a dominant numerical contribution in the updating process.

Standard deviations are very low for all tests, but if we compare tests characterized
by the same prior distribution and different likelihood function, namely pairs N.1-
N.4, N.2-N.5 and N.3-N.6, the lower uncertainty is obtained using Eq. (11). Indeed,
the comparison between contour plot of the two likelihood functions used, performed
in Fig. 5, shows how in the case of Eq. (11) the area of the domain with probability
density different from zero is smaller than in the case of Eq. (12).
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4.1.3 Comparison of Results

Table6 presents results obtained bydifferent approaches in termsof calibrated param-
eters, relative error ε for frequencies andMAC value for mode shapes. Relative error
for the m-th frequency is computed as:

ε = fnum,m − fexp,m
fexp,m

· 100 (15)

Results of Bayesianmodel updating for all tests described inTable 4 are characterized
by smaller relative errors for frequencies compared to the preferred solution of the
bi-objective optimization. On the contrary, a slightly higher correlation with the
pseudo-experimental mode shapes is obtained with the deterministic updating rather
than with the Bayesian model updating.

Figure6 shows solutions obtained with Bayesian model updating in the objective
space eF − eM , where objectives are defined by Eqs. (2) and (3): all the solutions
are located in the part of the front characterized by values of α close to one. This
highlights the predominant contribution of frequency residuals in the calibration
procedure. In particular, solutions of test N.1 and N.2 are non-dominated by other
solutions, hence they represent new points of the Pareto front that have not been
not obtained with the bi-objective optimization procedure described in Sect. 2. On
the other hand, points corresponding to solutions of test N.3, N.4, N.5 and N.6 are
dominated by points of the front. Note that the solutions of test N.4 and N.5 are the
same as they present the same MAP value.

Table 6 Two floor frame: comparison among results of different methods

Method r1 r2 Mode N.1 Mode N.2

ε MAC ε MAC

[−] [−] (%) (%) (%) (%)

Deterministic 1.605 1.847 −3.40 99.44 3.19 99.97

Bay. Test N.1 1.825 1.635 −0.46 98.46 0.46 99.89

Bay. Test N.2 1.835 1.625 −0.36 98.40 0.33 99.87

Bay. Test N.3 1.885 1.570 0.00 98.05 −0.41 99.76

Bay. Test N.4 1.920 1.555 0.46 97.87 −0.42 99.69

Bay. Test N.5 1.920 1.555 0.46 97.87 −0.42 99.69

Bay. Test N.6 1.865 1.480 −1.34 97.74 −2.52 99.64
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Fig. 6 Two floor frame:
solutions of Bayesian model
updating in the objective
space eF -eM . Red dot:
preferred solution of
bi-objective optimization.
Black dot: solutions of test
N.1. Black asterisk: solution
of test N.2. Black square:
solution of test N.3. Green
dot: solution of test N.4 and
N.5. Green square: solution
of test N.6

5 The San Felice Sul Panaro Fortress

In this section, the FE model of the San Felice sul Panaro fortress (Modena, Italy)
is updated according to the approaches described in Sects. 2 and 3. The fortress is
an historical masonry structure whose configuration was subjected to several modi-
fications during centuries. The main tower of the fortress is named “Mastio” due to
its predominant dimension compared to the other four towers that are arranged in a
quadrilateral plan (Fig. 7a). Several elements of the fortress has been damaged by the
seismic sequence that affected the Emilia-Romagna region inMay 2012: roofs of the
minor towers collapsed and perimeter walls exhibited cracks of different extension.
Relevant shear cracks arose also in the Mastio, moreover merlons and vaults of the
main tower exhibited diffused damage. Due to these events, the municipality of San
Felice sul Panaro planned the realization of some reinforcement operations in order
to avoid further collapses. In particular, the diagonal cracks of the Mastio were filled
with mortar and steel strands were introduced into the walls.

5.1 Ambient Vibration Test and FE Model of the Fortress

Dynamic behaviour of the Mastio has been characterized thanks to ambient vibra-
tion test performed in July 2016. The experimental tests and the identification of
the modal properties are presented in Bassoli et al. [28]. The first three identified
modes are described in the first column of Table 7, while the second column lists the
corresponding frequencies.

A detailed FE model of the fortress, that is represented in Fig. 7b, has been devel-
oped by Castellazzi et al. [29, 30] adopting an innovative numerical modelling strat-
egy (CLOUD2FEM). This strategy involves the laser scanner survey of the structure,
that includes all the internal and external surfaces, obtaining a three-dimensional
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Fig. 7 San Felice sul Panaro fortress: a air view and, b FE model

Table 7 Fortress: Experimental and numerical modes—deterministic approach

Mode shape Exp. Freq. Num. Freq. ε MAC

(Hz) (Hz) (%) (%)

1st Bending E-W 1.72 1.82 5.31 94.58

1st Bending N-S 1.75 1.66 −5.67 89.61

1st Torsional 3.55 3.53 −0.35 93.32

point cloud. The point cloud is then subjected to a semi-automatic transformation
into a three-dimensional FE mesh. The survey has been performed after the 2012
earthquake, so the FEmodel represents the post-earthquake condition of the structure.
For this reason, the effect of the complex crack pattern has to be taken into account for
the accurate description of the Mastio behaviour. According to the results presented
in [28], this is performed assigning a different elastic modulus to mesh elements
corresponding to damaged masonry. In this way, it is possible to characterize the
structural behaviour in operational conditions. Finally, the model parameters to be
calibrated with respect to the experimental modal properties are the elastic moduli
EU and ED of undamaged and damaged elements, respectively.

5.2 Model Updating

This section presents results of model updating performed with the different
approaches proposed in Sect. 2 and 3. In both cases the calibration is performed
on the basis of the first three experimentally identified modes.
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Fig. 8 Fortress: Pareto front

Table 8 Fortress: results of deterministic model updating

α eF eM ED EU

[−] [10−3] [10−2] (MPa) (MPa)

0.62 6.0 2.2 342 983

5.2.1 Deterministic Model Updating

Deterministic model updating has been performed as described in Sect. 2. The Pareto
front obtained is reported in Fig. 8. Note that extreme solutions, that correspond to
values 0.01 and 1 of α, are very distant from other solutions of the front.

Table8 denotes properties of the preferred solution in terms of weighting factor,
calibrated parameters and objectives. Comparison between experimental and numer-
ical modal properties, where the last are computed with reference to parameters of
Table 8, is carried out in Table 7.

5.2.2 Bayesian Model Updating

Bayesian model updating has been performed considering an uniform distribution
for the prior and two different expressions for the likelihood function defined by
Eqs. (11) and (12). The corresponding contour plots, that have been realized on a
regular grid with a step size of 25 MPa for both parameters, are reported in Fig. 9.
The global identifiability of the problem is assured considering the first three mode
experimentally identified. Indeed, both contour plots show that the likelihood func-
tions have a single peak [31].

Once the MAP value has been identified through the Matlab function “fmin-
search”, Bayesian evidence Eq. (7) has been numerically estimated on the grid previ-
ously described and the conjunct posterior distribution has been computed according
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Fig. 9 Fortress: likelihood function defined by, a Eq . (11) scaled by a factor 10167 and, b Eq. (12)
scaled by a factor 10195

Table 9 Fortress: results of Bayesian model updating

Likelihood Eq. ED EU

MAP σ MAP σ

(MPa) (MPa) (MPa) (MPa)

(11) 637 100 897 53

(12) 655 165 906 95

to Eq. (6). In Table 9 the MAP values of ED and EU and the corresponding stan-
dard deviations, obtained using the different definitions of likelihood function, are
summed up. Focusing on the standard deviation of parameters, the uncertainty com-
puted in the second case is greater than in the first one. It depends on the definition
of Eq. (12) for the likelihood function, where the use of dimensionless frequencies
and a shared standard deviation carried to a more dispersed function: Fig. 10 enables
the comparison between posterior distributions obtained.

Despite these differences, standard deviation of calibrated parameters is still high
in both cases, especially for ED . For this reason, the state of the structure defined on
the basis of themodal property identified is uncertain.More data are needed to reduce
dispersion: using Eq. (11) for the likelihood function less data will be presumably
required to reach a lower uncertainty level than using Eq. (12).

Tables10 and 11 present the comparison between numerical and experimental
modal properties for both situations, where numerical properties are computed con-
sidering MAP values of Table 9.
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Fig. 10 Fortress: comparison between posterior probability distributions of, a parameter ED and,
b parameter EU . Red curves: distributions related to likelihood function of Eq. (11); black curves:
distributions related to likelihood function of Eq. (12)

Table 10 Fortress: experimental and numerical modes—Bayesian approach Eq. (11)

Mode shape Exp. Freq. Num. Freq. ε MAC

(Hz) (Hz) (%) (%)

1stBending E-W 1.72 1.78 3.43 94.52

1stBending N-S 1.75 1.62 −7.78 90.12

1stTorsional 3.55 3.61 1.84 93.58

Table 11 Fortress: experimental and numerical modes—Bayesian approach Eq. (12)

Mode shape Exp. Freq. Num. Freq. ε MAC

(Hz) (Hz) (%) (%)

1stBending E-W 1.72 1.79 4.02 94.52

1stBending N-S 1.75 1.63 −7.26 90.11

1stTorsional 3.55 3.63 2.42 93.58

5.2.3 Comparison of Results

Tables8 and 9 show that values of parameters updated by deterministic and Bayesian
procedure are very different, in particular the value of ED . Also the corresponding
frequencies exhibit marked differences, while MAC values are similar for every
mode. Figure11 illustrates how solutions of Bayesian model updating represented
in the objective space eF -eM , where objectives are defined by Eqs. (2) and (3), are
not optimal solution in the sense of Eq. (4). This outcome is not surprising because
different functions have been used to express discrepancy between experimental and



Bayesian Model Updating and Parameter Uncertainty Analysis … 531

Fig. 11 Fortress: solutions
of Bayesian model updating
in the objective space eF -eM .
Blue dots: solutions of the
Pareto front. Red dot:
solution obtained using
likelihood function of
Eq. (11). Black dot: solution
obtained using likelihood
function of Eq. (12)

numerical data. Solution of Bayesian model updating are located close to the part
of the front generated using small values of α, highlighting how in this case the
contribution of mode shape error is predominant in the calibration process.

6 Conclusions

In this paper, a comparison between deterministic and Bayesian model updating has
been presented through the calibration of a simple case study and of the FE model of
the San Felice sul Panaro fortress. Deterministic approach is based on the resolution
of a bi-objective optimization problem using a surrogate-assisted evolutionary algo-
rithm and on the subsequent choice of the preferred solution as the one characterized
by the minimum distance from the equilibrium point of the Pareto front. In the con-
text of Bayesian model updating, calibration parameters and prediction errors are
modelled as random variables, enabling the estimation of the uncertainty of updated
parameters. This is a central point especially when experimental modal properties
exhibit significant variations from a measure to another. For both the two floor frame
and the FE model of the fortress, two different definitions of the likelihood function
have been employed and the lower standard deviation of updated parameters has
been obtained considering the likelihood function defined as the product of normal
distributions with mean equal to the experimental value of a modal property Eq. (11).
As far as the fortress is concerned, both parameters of the structure defined through
Bayesian model updating have large uncertainty. To reduce the uncertainty, a greater
number of accelerometers is needed to improve the mode shape accuracy and to
increase the number of experimental modes that can be used in the model updat-
ing. Representation of solutions of Bayesian model updating on the objective space
eF − eM revealed different situations for the two floor frame and the fortress: they
are located in the extreme parts of the Pareto front. For the simple case study, these



532 F. Ponsi et al.

solutions are in the part of the front characterized by large values of the weighting
factor α, showing a predominant contribution of frequency error in the minimization
process. On the contrary, for the fortress, solutions are in the opposite part, hence
they have been obtained thanks to a predominant contribution of mode shape error.
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Dynamic Identification and Model
Updating of a Masonry Chimney

Valentino Santoro, Elisa Bassoli, and Loris Vincenzi

Abstract The paper presents the results of tests performed on a historical masonry
chimney and its damage evaluation. The studied masonry chimney exhibits a clear
and well visible crack pattern. To evaluate the safety condition and to design rehabil-
itation interventions, an extensive non-destructive test campaign is performed. The
paper describes the dynamic tests, the identification of the structural modal proper-
ties, the calibration of a structural Finite Element (FE) model based on the experi-
mental results and the evaluation of the effect of cracks on its dynamic properties.
Modal identification is performed using the so called covariance-driven Stochastic
Subspace Identification method (SSI-COV) to estimate natural frequencies, mode
shapes and modal damping ratios. Then, the model updating is performed to localize
the damage starting from the identified modal properties. Instead of adjusting the
stiffness properties for all the elements, a stiffness distribution is determined by
means of damage patterns. The results of two damage patterns are compared with
those of the undamaged model and with the visual inspection carried out on the
structure.

Keywords Dynamic identification · Model updating · Damage assessment

1 Introduction

Vibration-based structural monitoring is a widely used tool for the evaluation of
the dynamic performance or for the damage assessment of historical towers and
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chimneys [1–3]. These structures are generally tall and slender and they tend to be
sensitive to dynamic loads [4]. Moreover, because of their size and flexibility, these
kinds of structures can be highly vulnerable to the effects of dynamic actions of wind
and earthquakes [5, 6].

The measured dynamic characteristics of a structure can be compared with the
numerical ones to determine its health state [7–9]. In this context, the dynamic-
based damage identification is the procedure of detecting and localizing damage
from changes in modal parameters, especially natural frequencies, modes shapes
and modal curvatures [10].

The paper presents the results of tests performed on a historical masonry chimney
and its damage evaluation. The studied masonry chimney exhibits a clear and well
visible crack pattern. To evaluate the safety condition and to design rehabilitation
interventions, an extensive non-destructive test campaign is performed. The paper
describes the dynamic tests, the identification of the structural modal properties, the
calibration of a structural Finite Element model based on the experimental results
and the evaluation of the effect of cracks on its dynamic properties.

The paper is organized as follows. In Sect. 2 the case study is presented and Sect. 3
describes the in situ tests performed to investigate the mechanical parameters of the
chimney and its health state. In Sect. 4 the dynamic tests and the obtained results
are presented. Finally, in Sect. 5 the results of the model updating and the damage
localization are shown. The paper concludes with a critical comment on the effect
of cracks on the chimney dynamic properties.

2 Description of the Masonry Chimney

The paper analyses the dynamic behaviour and the health state of an industrial
chimney placed in the Pio Albergo Trivulzio complex. The Trivulzio is a public
institution, based in Milan, which operates in health, social and educational fields.
The chimney is located near the pavilions of the HCR—health care residences—and
it was part of a thermal power plant (Fig. 1a). The structure, which has a typical
truncated conical shape, was built in solid masonry brick with mortar joints arranged
in regular horizontal rows (Fig. 1b). The dimensions of the trapezoidal bricks used
for the construction are 15 cm × 20 cm × 12 cm with a thickness of 6.5 cm.

The structure is 34.94 m high and it is made up of two different parts: the upper
chimney and the basement. The basement has the shape of an octagonal-based
frustum pyramid and a variable section with a minimum width of 4.66 m.

The basement height is 4.56 m. The upper masonry part is composed of two
coaxial cones. The external cone has a pipe cross-section that tapers upwards, with
diameter decreasing from 3.53 m at the base to 2.25 m at the top. The coaxial inner
pipe presents a 12 cm thick tapered shape (Fig. 2) that ensures the chimney effect
for smoke circulation. The inner and the external cones are 5 cm apart. The chimney
has 16 steel confining rings distributed along its height.



Dynamic Identification and Model Updating … 537

(a) (b)

Fig. 1 a A general view of the structure with the temporary safety scaffolding and b a detail of the
outer masonry layer

Fig. 2 a Vertical and b horizontal cross-section of external chimney and inner pipe—dimension in
centimeters

3 Chimney Health State and Structural Surveys

The Pio Albergo Trivulzio Technical Service had already monitored the chimney
in April 2019, when signs of damage and surface deterioration became obvious.
According to the damage status, a multidirectional scaffolding was erected with the
aim of ensuring HCR building safety.

Furthermore, to assess the structural state of themasonry chimney, adequate infor-
mation was needed to obtain complete structural knowledge and diagnosis. The
investigation covered several aspects:

a. geometrical survey and accurate survey of crack pattern and deterioration
distribution on the external wall;
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b. material characterization through destructive tests on cored samples and slightly
destructive mechanical tests, like flat-jack and sonic pulse velocity tests;

c. in situ material stress-strain behavior measurement;
d. experimental modal analysis for evaluation of structural dynamic characteris-

tics.

This work describes the detailed in situ survey, the structural and material
assessment and the dynamic identification.

Chimney geometrywas completely acquired inOctober 2019. The variation of the
cross-section with respect to the height and the thickness of the wall were carefully
documented, together with the position of main visible cracks.

As an essential step in the process of numerical evaluation of chimney health state,
a visual inspection of the structure was performed, in order to identify the critical and
damaged areas. With the help of the scaffolding, the chimney was surveyed along
its height. In particular, the visual inspection detected the following deterioration
phenomena, in order of importance:

a. significant passing-through cracks, from 30 to 80 mm wide, with mutual
disconnection between bricks;

b. other oblique and widespread cracks, about 15–20 mmwide, that are slowly but
continuously opening;

c. washout of mortar joints, with removal of material up to a depth of 80 mm
from the external wall surface, caused by the natural ageing and the lack of
maintenance;

d. biological growth, porosity and rising humidity in the bottom part of the
chimney.

The crack pattern was mainly observed from the height of 19.00 m to the chimney
top. Some of the confining steel rings were not properly closed and there were
open cracks along the masonry crossing them. Different damages observed have
been properly documented photographically as well as being supported by drawings.
Major cracks are represented in Fig. 3. Since the cracks developed slowly, a likely
hypothesis is that the crack growth is due to the combined effect of dead loads and
wind dynamic actions. For this reason, a modal characterization of the chimney
dynamic properties is needed.

Material characterization of masonry structures is a key issue when analyzing
their behavior through numerical modelling. In this regard, after a visual inspection,
flat-jack tests were carried out to estimate the failure stress and the masonry Young
modulus. Each test was performed in a solid-unit masonry wall by inserting two flat-
jacks in mortar joint cuts as shown in Fig. 4a. By gradually increasing the flat-jack
pressure, the Young modulus and the compressive strength were obtained. In situ
mechanical properties were acquired at two different height levels: between the 1st–
2nd and the 3th–4th steel rings. Specifically, a Young’s modulus of about 4100 MPa
was obtained while the estimated failure strength ranged between 4.6 and 5.0 MPa
(see Table 1).

Sonic tests were performed to map non-homogeneity of the materials used in the
walls along the height of the chimney, such as the use of different kinds of bricks
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(a) (b)

Fig. 3 Damage identification: a–b typical passing-through crack and b washout of mortar joints
on the top of chimney

(a) (b)

Fig. 4 Material characterization of masonry structure: a flat-jack and b sonic test position

during the construction, and to detect the presence of voids and flaws (Fig. 4b).
A mechanical pulse velocity equipment was used to acquire the velocity of the
emitted elastic waves through the medium. The input signals were generated by an
instrumented hammer and the transmitted pulses were received by an accelerometer
positioned on the same masonry surface. The tests were carried out on some grids
and repeated at different heights, to verify general morphology, state of damage and
the variation in the materials of the walls. Measurements recorded at different levels
suggest homogeneous sonic velocity between 1800 and 2000 m/s, that are typical
values of compact and defect-free masonry. In the top part of the chimney, however,
where the structure is seriously damaged, measured velocity decreases significantly
with values of the order of 500–1000 m/s.

Finally, some laboratory tests on cored samples were performed to evaluate the
physical and mechanical characteristics of the constituting materials, mainly the
ultimate compressive strength of bricks (whose value ranges between 22 and 25MPa)
and the chemical–physical mortar composition.
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Table 1 Summary of the surveys and the related results needed to obtain complete structural
knowledge and diagnosis

Testing techniques Targets Results

Geometrical surveys Analysis of global geometry and
structural details

–

Local investigation Analysis of crack pattern,
specific detail failure and
deterioration phenomena

From the height of 19.00 m to
the chimney top, in order of
importance:
a. Passing-through cracks,

30–80 mm wide;
b. Oblique and widespread

cracks, 15–20 mm wide;
c. Washout of mortar joints;
d. Biological growth, porosity

and rising humidity in the
bottom part of the chimney

6 sonic tests in superficial
transmission mode

Measurements recorded at
different levels of the chimney,
to map non-homogeneity of
masonry along the height

Average wave velocities
1238 m/s (height 6.85 m)
1880 m/s (height 12.60 m)
2029 m/s (height 16.20 m)
1966 m/s (height 18.05 m)
806 m/s (height 33.75 m)
784 m/s (height 33.75 m)

2 flat jack tests Evaluation of the mechanical
parameters that characterize the
compressive behavior of
masonry

Failure stress value
and Young’s modulus
4.63–4131 MPa
(height 6.85 m)
5.05–4147 MPa
(height 10.60 m)

2 shove tests Evaluation of the mechanical
parameters that characterize the
shear behavior of masonry

Sliding failure along mortar
joints
0.543 MPa
0.635 MPa

3 non destructive tests on
mortar joints

Evaluation of the failure stress
of mortar

1.85 MPa
1.05 MPa
1.40 MPa

Laboratory tests on 3
samples

Evaluation of the failure stress
of trapezoidal masonry bricks

22.40 MPa
24.90 MPa
22.60 MPa

4 Dynamic Tests

4.1 In Situ Test Setup

This section aims at analyzing the modal properties of the chimney starting from the
ambient vibration response as well as the free vibration recorded after drop weight
impact tests. To measure the dynamic response of the masonry structure and to
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identify mode shapes, natural frequencies and damping coefficients, an output-only
identification technique was used [11]. This method is generally well suited for the
identification of dynamic properties of this kind of structures.

The chimney was instrumented using 10 uniaxial PCB 393B12 piezoelectric
sensors (Fig. 5a) and a 12-channel data acquisition system (Fig. 5b). These sensors,
that make it possible to record acceleration responses, are characterized by the
following performances: voltage sensitivity of 10,000 mV/g, a resonance frequency
greater than 10 kHz, measurement range of ±0.5 g, frequency range of (±5%) 0.15
÷ 1000 Hz.

Ambient vibration response, in terms of acceleration, was recorded in 4 different
levels located along the height of the chimney. The accelerometers were placed along
the two main horizontal directions x and y, orthogonal and tangential to the circular
cross section, to identify bending and torsional modes. Four accelerometers (named
A7-A10) were placed at the chimney top, in two diametrically opposed positions. To
identify the bending mode shapes, 6 accelerometers were installed at height of 7/8
H (30.57 m, sensors A5–A6), 3/4 H (26.21 m, sensors A3–A4) and H/2 (17.47 m,
sensors A1–A2). Figure 6 shows sensor positions along the height of the chimney,
referred to the x-y reference system, together with the level of the instrumented
cross-section. So as not to interfere with the vibration tests, the scaffolding for HCR

(a) (b)

Fig. 5 Dynamic tests: a piezoelectric accelerometers on the top of chimney and b data acquisition
system

Fig. 6 Tests setup: measuring points
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(a) (b)

Fig. 7 a Drop weight input test and b masses of 25 kg

safety was duly detached from the chimney. According to the literature, in order to
well characterize lower natural frequencies, the minimum acquisition time T should
be evaluated as:

T ≥ 1000/ fmin (1)

where f min is the lower expected frequency to be identified. The response due to
ambient excitation was acquired within a time frame of 90 min with a sampling
frequency of 2048 Hz.

Being a small-size structure, a modal identification was also performed from the
free vibrations caused by an impulsive input. Specifically, four drop weight impact
tests were carried out, using masses of 25 or 50 kg. The weights lever arm was
15 m long and horizontal distance of the impact point from the chimney was 1.50 or
2.00 m, as shown in Fig. 7.

4.2 The Identification Algorithm

Modal identificationwas performed using the covariance-driven Stochastic Subspace
Identificationmethod (SSI-COV) [12, 13] to provide estimates of natural frequencies,
mode shapes and modal damping ratios. The SSI-COV method addresses the so-
called stochastic realization problem, that is the problem of identifying a stochastic
state-space model from output-only data. The method is briefly described in the
following.

For a n degree-of-freedom (DOF) linear vibratory system, the equation of motion
can be expressed as

Mq̈(t) + Cq̇(t) + Kq(t) = F(t) (2)
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whereM,C and K are the system mass, damping and stiffness matrices with dimen-
sionn×n,q(t), q̇(t) and q̈(t) are the vector of displacement, velocity and acceleration
at the time t, respectively. The dot over a time function denotes the derivative with
respect to time. F(t) is unmeasured excitation vector which is assumed to be a white
noise process. The observation equation is given by:

y = Zq (3)

that correlates the output observation vector y(t) (with dimensionm× 1, beingm the
output number) with the vector of displacements by means of the matrixZ. The latter
is am × nmatrix that specifies which DOFs of the system are observed. By applying
the model reduction, the Eq. (2) can be converted to the discrete-time stochastic
state-space model:

xk+1 = Axk + wk

yk = Cxk + vk (4)

where xk and yk are respectively the state vector and the vector containing the output
measurements, at the time instant k. wk and vk are vectors that represent the noise
due to modelling inaccuracies and the noise content of the measurements. Their
covariance matrices are defined as:

E
[(
wp vp

)
,
(
wT

q vTq
)] =

[
Q S
ST R

]
δpq (5)

where E denotes mathematical expectation and δpq is the Kronecker operator. The
matrix A is the system matrix that describes the dynamic information of the system
and it is related to the mass, damping and stiffness matrices; C is the corresponding
output matrix. The modal characteristics of the system, that is the natural frequencies
f j and the modal damping ratios ξ j can be obtained by computing the eigenvalues
λ j of the matrix A:

f j =
∣
∣ln

(
λ j

)∣∣

2π�t
, ξ j = −Re

(
ln

(
λ j

))

∣∣ln
(
λ j

)∣∣ (6)

The complex mode shapes stocked in matrix � are extracted from the matrix L
formed with the eigenvectors of A:

� = CL (7)

The aim of the SSI-COV method is to obtain modal estimates starting from the
covariance matrices of the measured structural response time series. The output
covariances �i are defined as:



544 V. Santoro et al.

�i = E
[
yk+iy

T
k

]
(8)

where i is the time leg. The output covariances are organized in a Hankel matrix of
dimension mi × mi:

Hi =

⎡

⎢⎢⎢⎢
⎢
⎣

�1 �2 . . . �i−1 �i

�2 �3 . . . �i �i+1

. . . . . . . . . . . .

�i−1 �i . . . �2i−3 �2i−2

�i �i+1 . . . �2i−2 �2i−1

⎤

⎥⎥⎥⎥
⎥
⎦

(9)

The value of i is chosen so that mi ≥ N, where N is the model order. It can be
shown that the output covariances are related to the system matrices by means of the
following equations:

�i = E
[
yk+iy

T
k

] =

⎧
⎪⎨

⎪⎩

CAi−1G i > 0
�0 i = 0

GT
(
Ai−1

)T
CT i < 0

(10)

where G is defined as:

G = E
[
xk+1y

T
k

]
(11)

From Eqs. (10) and (11), it is easy to verify that the Hankel matrix can be
decomposed into the product of observability matrix �i and controllability matrix
�i :

Hi = �i�i (12)

where:

�i = (
C CA CA2 . . . CAi−1

)T
(13)

and

�i = (
G AG . . . Ai−2G Ai−1G

)
(14)

The identification of the modal parameters is performed with a singular value
decomposition (SVD) of the Hankel matrix:

Hi = USVT = [U1 U2]

[
S1 0
0 0

][
V1

V2

]
= U1S1VT

1 (15)
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where U and V are the orthogonal matrices and S is the diagonal matrix with the
singular values. The observability and controllability matrices are calculated from
the SVD of the Hankel matrix:

�i = U1 S
1/2
1

�i = S1/21 V1 (16)

The matrices A and C can be retrieved from the observability matrix. The matrix
C can be obtained as the first block rows of �i . Denoting with �i the matrix similar
to �i but without the last n rows and with �i that without the first n rows, the matric
A can be estimated by the resolution of a least-square problem:

A = (
�i

T�i
)−1

�i
T �i (17)

Once the identification of the state space model is performed and the system
matrices A and C are known, the modal parameters are easily extracted by means of
Eqs. (6) and (7).

4.3 Test Results

In this section, results of the dynamic tests are described. Examples of acceleration
time series recorded during the dynamic tests are reported in Fig. 8a, b for the ambient
vibration test and for an impact test, respectively. The acceleration measured during
the ambient vibration test (Fig. 8a), ranges between ±0.5 mg, stating the low level

(a) (b)

Fig. 8 Acceleration measured by sensors A9 and A10 during a the ambient vibration test and b the
impact test



546 V. Santoro et al.

(a) (b)

Fig. 9 PSD of acceleration: a ambient vibration test and b detail of the first two frequencies

of ambient excitation that existed during the tests. Moreover, examples of the Power
Spectral Density (PSD) functions of the acquired accelerations are reported in Fig. 9.
It is worth of note that several peaks appear at frequencies around 4.2 Hz. As shown
in the following, this frequency corresponds to a second bending mode. However,
the presence of several peaks around this frequency is probably due to the high non-
linearity of the structure, caused by both the damage state and the nonlinear effects
related to different levels of the dynamic force.

The procedure described in Sect. 4.2 is applied to the measured accelerations and
the modal parameters of the chimney are identified. The identification procedure is
implemented in MATLAB by the authors. Seven modes (six bending modes and a
torsional mode) with frequencies in the range 1.026–12.50 Hz are clearly identified.
Values of identified damping ratios are in the range 0.10–1.00%. The identified
natural frequencies are reported in Table 2 while Fig. 10 shows the components of
some of the most relevant identified mode shapes in plan and elevation, assuming
the structure is fixed at the base. Regarding the elevation, the blue and the red color
represent the mode shape components obtained in x and y direction, respectively.

Table 2 Identified modes Mode Mode shape type Experimental frequency (HZ)

1 1st Bending mode 1.026 (1.026–1.036)

2 1st Bending mode 1.075 (1.045–1.075)

3 2nd Bending mode 4.229 (4.175–4.355)

4 2nd Bending mode 4.842 (4.804–4.948)

5 1st Torsional mode 10.69 (10.61–10.72)

6 3rd Bending mode 11.41 (11.40–11.42)

7 3rd Bending mode 12.50 (12.49–12.50)
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Fig. 10 Mode shape components of the first five modes—elevations and plans. Elevation view:
mode shape components in x (blue) and y (red) direction. Plan view: displacement of the
instrumented levels H/2 (˛ marker), H (+ marker), 7H/8 (● marker) and H (x marker)

Moreover, the × marks indicate the mode shape components of accelerometers A9
and A10, which are placed at the top level in a diametrically opposed position with
respect to accelerometersA7 andA8 (see Fig. 6). As far as the plan view is concerned,
the displacement of each instrumented level (namely at H/2, 3H/4, 7H/8 and H) is
obtained by combining the mode shape components in x and y direction. In this case,
at the top level only the displacement obtained from the sensors A8 and A7 is plotted.

The identified modes agree with the typical expected mode shapes of a cantilever
beam. Figure 10 shows that even if the structure has a circular cross section, themode
shapes are mainly found in two preferred directions, which are inclined by 116 and
26° with respect to the x direction. In the following, they are referred to as “principal
directions” 1 and 2, respectively.

5 Numerical Modelling and Calibration

Themodel updating procedure allows to obtain a numericalmodel that can accurately
simulate the dynamic behavior of a real structure. In the present case, the updating
procedure aims to find the loss of stiffness at different levels due to the damage and/or
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Fig. 11 Modeling scheme.
Dimensions are in meters

to the inaccuracy of the numerical model to correctly represent the actual dynamic
behavior of the chimney.

Instead of adjusting the stiffness properties for all the elements, a stiffness distri-
bution is determined by means of damage patterns [14]. They are defined as function
of the elastic modulus assuming that only the elastic modulus for each direction has
to be corrected over the finite element. The unknown parameters to be calibrated are
the amplitudes by which the damage function has to be multiplied. This approach
reduces the total number of the updating parameters and ensures a more realistic
and smooth pattern of the selected variables, without sharp changes of values due to
numerical errors and approximations.

For this purpose, the chimney ismodelled with a linearly tapered beam-likemodel
composed of 35 Timoshenko beam elements. The structural model is represented in
Fig. 11. The basement,which has an octagonal plan, ismodeled through an equivalent
circular cross section. Dimensions of the cross section are such as to obtain the same
moment of inertia of the octagonal cross section in the two principal directions. The
rest of the chimney is modeled with a hollow circular cross section with variable
dimensions based on the geometrical survey. Only the external layer is modeled, and
themass of the inner layer is taken into account by increasing themass of the external
layer by a factor of 2.

The model updating is performed separately for the two principal direction. First,
the mode shapes in the principal directions are computed by combining the modal
components in x and y direction. The objective function H to be minimized is a
measure of the difference between numerical (f num, ϕnum) and experimental (f sper ,
ϕsper) natural frequencies and mode shapes. It is expressed in terms of frequency and
mode shape residuals, respectively rf and rm, as follows [14]:

H(x) = ‖r‖2 =
∥∥∥
∥
r f

rm

∥∥∥
∥

2

(17)

The vector x represents the unknown multipliers that define the damage function.
The components of the residual in term of frequencies r f for eachmode i is computed
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as:

r f,i = fnum,i (x) − fsper,i
fsper,i

(18)

while the i-th component of the mode shape residual is defined as:

rm,i = ϕnum,i (x)
ϕnum,i (x)

− ϕsper,i

ϕsper,i
(19)

Each mode shape component is divided by a reference component(
ϕnum,i (x), ϕsper,i

)
, since the numerical and experimental mode shapes are scaled

differently. In this paper, the reference point is chosen at the top of the chimney,
where allmode shapes exhibit the largestmagnitude,which is equivalent to normalize
each mode shape to one in its maximum displacement. The parameters that govern
the damage function are calibrated by means of a surrogate assisted evolutionary
algorithm described in the following section.

5.1 The Optimization Algorithm

The model calibration of the chimney is performed by means of a surrogate-assisted
evolutionary algorithm called DE-S algorithm. The algorithm is originally proposed
by Vincenzi and Savoia [15] and it combines a second-order surrogate with the
differential evolution (DE) algorithm. Vincenzi and Gambarelli [16] introduces a
proper infill sampling strategy to further reduce the number of objective function
evaluations. Genetic and evolutionary algorithms are widely used to solve global
optimization problems. Their architecture is designed for large-scale problems and
allows avoiding local minima. The main drawback is that a large number of func-
tion evaluations is often required to reach the convergence. In order to reduce the
computation time in expensive finite element model updating, a good choice is to
use computationally inexpensive approximation models (i.e. the surrogate) which
can replace the resolution of the FE model or decide the new candidate points for
the next generation in the evolutionary algorithm.

In the DE-S algorithm, the candidate points are chosen trying to find a compro-
mise between local and global search, that is, enhancing both the accuracy in the
region of the optimum predicted by the surrogate (local exploitation) and the global
exploration. The optimization process is based on the simultaneous adoption of NP
vectors. Each vector has dimension D, being D the number of unknown structural
parameters. First, the objective function values are evaluated for the initial popula-
tion of vectors, randomly chosen in the search space. At each subsequent iteration,
NP subsets of NS vectors are built, with NS < NP. Each subset is used to calibrate
a second-order response surface as a local approximation of the objective function.
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Depending on the shape of the approximating function, two possibilities occur. If the
response surface is convex, the mutant vector of the evolutionary process is defined
as the minimizer of the approximating function. Otherwise, the mutant vector is
obtained from the classic Mutation operation of the Differential evolution algorithm.

Each mutant vector represents a candidate for a new evaluation. To reduce the
number of the objective function evaluations, a subset of NH candidates (with NH <
NP) is selected. Candidateswith the lowest score are preferred and only for this subset
of points the objective function is evaluated. The score is defined as the weighted sum
of two criteria. The first one depends on the objective function value predicted by the
surrogate. The second criterion depends on the distances of the candidate from the
points where the objective function has been already evaluated. A detailed flowchart
summarizing the updating procedure can be found in Fig. 12. Finally, the reader can
refer to [15, 16] for all details.

5.2 Results of the Updating Procedure

In this section, some preliminary results regarding the damage localization based on
the modal parameters of the chimney are reported. Two different model calibrations
are investigated, which are based on the adoption of two different damage functions.
In the first case, a piecewise linear damage function is considered while the second
case assumes a sixth degree polynomial damage function. In both cases, the opti-
mization is performed separately in the principal directions 1 and 2 (identified in
Sect. 4.3). For each direction, the natural frequencies and modes shapes of the first
three bending modes are considered as input for the calibration procedure, namely
modes 1, 3 and 6 for direction 1 and modes 2, 4 and 7 for direction 2. The calibration
parameters are the damage coefficients of nine control sections along the height of
the tower. The first and the ninth control sections are located at the base and the top
of the chimney, respectively, while the other seven sections are equally spaced on
the beam length. The damage coefficients are the coefficients that reduce the section
stiffness in all themodel elements. The section stiffness is evaluated asEI, beingE the
elastic modulus of the masonry and I the moment of inertia. According to the results
of the structural survey, the initial value of the elastic modulus is assumed equal
to 4100 MPa, while the moment of inertia is evaluated based on the cross section
dimensions. The number of control sections is such as to ensure a well-conditioned
optimization problem. In fact, the number of controlled sections equal to nine is the
maximum number of identifiable parameters per direction. Starting from the general
dynamic eigen-problem, it can be proved that the maximum number of identifiable
parameters Nmax is:

Nmax = n · (m + 1) −
n∑

i=1

i (20)
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Fig. 12 Flowchart of the
DE-S algorithm

where n is the number of consideredmodes andm is number of themonitored degree-
of-freedoms. In this study, for each direction n = 3 and m = 4, leading to Nmax = 9.
The reader can refer to [17] for the proof of Eq. (20).

The model calibration is performed adopting a MATLAB code developed by one
of the authors [15] that implements the procedure described in Sect. 5.1 as mentioned
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before, the calibration is performed adopting two different damage functions. In
the first case, a piecewise linear function is assumed, implying that the damage
coefficient of an element placed between two control sections is evaluated by linear
interpolation. Table 3 shows a comparison between the experimental and numerical
frequencies obtained with the piecewise linear function while Fig. 13 compares the

Table 3 Comparison between numerical and experimental natural frequencies—piecewise linear
damage function

Mode Mode shape type Numerical frequency
(HZ)

Experimental frequency
(HZ)

Error (%)

1 1st Bending
mode—direction 1

1.019 1.026 −0.68

3 2nd Bending
mode—direction 1

4.198 4.229 −0.73

6 3rd Bending
mode—direction 1

11.56 11.41 +1.31

2 1st Bending
mode—direction 2

1.104 1.075 +2.70

4 2nd Bending
mode—direction 2

4.685 4.842 −3.24

7 3rd Bending
mode—direction 2

12.25 12.50 −1.97

Fig. 13 Comparison between numerical (blue line) and experimental (red line) mode shape
components of the first three identified modes—direction 1
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experimental and numerical mode shapes for the direction 1. Similar results are
obtained in the orthogonal direction. Generally, the correlation between numerical
and experimental mode shapes is almost perfect and the numerical frequencies are
in very good agreement with the experimental ones. Errors in terms of frequencies
are lower than 2% for the selected modes in direction 1 and about 3% in the other
direction.

The damage coefficients obtained from the piecewise linear damage function
for each finite element are shown in Fig. 14a. It is observed that correction factors
grater than one are obtained at about 10 m in both directions, indicating a stiffness
greater than the initial value. On the contrary, in the upper part of the chimney a strong
reduction of the model stiffness is needed to well fit the experimental mode shapes. It
is worth of note that also at the base damage coefficients lower than one are obtained.
In this case, this is probably due to inaccuracies of the structural model. In fact, the
basement is modeled with a full cross section while a hollow cross section may
actually be present. Moreover, the soil-structure interaction can produce a rotation
of the basement that is interpreted in the model as a stiffness reduction (Table 4).

In the second case, a sixth degree polynomial damage function is assumed and
the damage coefficients of each element are calculated by the polynomial damage
function on the base of its height. Figure 14b shows a comparison between the
correction factors obtained from the piecewise linear (PL) function (blue) and the

Fig. 14 a Correction factors for the two principal directions—piecewise linear damage function;
bComparisonbetween correction factors for the direction1—piecewise linear (PL) damage function
(blue bars) versus polynomial function (grey bars)
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Table 4 Comparison between numerical and experimental natural frequencies

Mode Mode shape type Numerical frequency (Hz) Experimental
frequency (HZ)PL damage

function
Polynomial
function

Uniform
distribution

1 1st Bending
mode—direction 1

1.019 1.030 1.001 1.026

3 2nd Bending
mode—direction 1

4.198 4.217 4.935 4.229

6 3rd Bending
mode—direction 1

11.56 11.03 12.46 11.41

polynomial function (gray) in direction 1. The comparison confirms the global trend
characterized by a strong stiffness reduction at the base and at about 25–30 m, while
different values of the damage coefficients at both the height of 10 m and the top are
obtained from the two different damage functions.

Finally, in Fig. 15, the mode shapes obtained with the piecewise linear damage
function and the polynomial damage function are compared to those obtained
imposing uniform values of elasticmodulus along the chimney height (i.e. neglecting
the contribution of the damage). It is shown that the mode shapes obtained by the

Fig. 15 Comparison among mode shapes obtained with the piecewise linear (PL) damage function
(blue line), the polynomial damage function (black line) and the uniform elastic modulus (green
line) with the experimental values (red marks)—direction 1
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two calibrated models are almost the same; very small differences can be observed
only for the third mode shape in between the monitored levels. On the contrary, large
differences are found between the mode shapes with a uniform distribution of the
elastic modulus and the experimental values, confirming that the variation of elastic
modulus due to the damage is of great importance to have a good fit of experimental
results.

6 Conclusion

The paper presents the results of tests performed on a historical masonry chimney
and its damage evaluation. The studied masonry chimney exhibits a clear and well
visible crack pattern. To evaluate the safety condition and to design rehabilitation
interventions, an extensive non-destructive test campaign was performed. The test
campaign involved a geometrical and crack pattern survey, material characteriza-
tion, and ambient vibration testing. The measured accelerations allow for a clear
identification of nine natural frequencies and the corresponding mode shapes. Based
on the identified modes, a finite element model is calibrated to match as well as
possible the experimental modal properties. The stiffness properties of the model
elements are adjusted so that to represent the actual damaged state of the structure.
Instead of a uniform modification of the stiffness, a variable stiffness distribution
is determined by means of damage patterns. In the paper, the damage function are
defined as functions of the section stiffness EI. To take into account the different
damage pattern in the two principal directions, two different values of the elastic
modulus are assumed, one for each direction, and adjusted separately. Moreover,
two different damage functions are investigated: a piecewise linear damage pattern
and a polynomial damage function.

Results show that the two considered damaged functions provide quite different
elastic modulus distributions, and therefore different damage distributions. Never-
theless, the modal properties corresponding to the different stiffness distributions
are very similar. Some differences in the mode shapes are observed in between
the monitored positions. This implies that, even for a simple structure that mainly
behaves as a cantilever beam, a higher number of measuring points along the height
of the chimney is needed for damage localization purposes. Indeed, a high number of
sensors and, consequently, of identified modes would make it possible to introduce
several calibration parameters allowing for a more accurate damage localization.
Moreover, the estimated damage distributions only partially match the observed
crack pattern. In particular, cracks are mainly observed from the height of 19 m to
the top, while numerical results obtained adopting the piecewise linear damage func-
tion and the polynomial damage function indicate that damage are mainly located
in the range 25–35 m and 25–30 m, respectively. For both the considered damage
functions, obtained values of the damage coefficients indicate possible inaccuracies
in the structural model related to the lack of knowledge of the actual structural geom-
etry. Indeed, damage coefficients are applied to the section stiffness EI and not only
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to the elastic modulus. Hence, damage coefficients greater than one may indicate
that the actual moment of intertia I of the cross section is greater than the modeled
one. Similarly, the great reduction of the section stiffness obtained at the base may
indicate that a hollow cross section is present rather than a full cross section.

Despite the low number of sensors, the comparison with the results obtained from
a uniform distribution of stiffness confirms the importance of considering damage
patterns to represent the actual structural behavior.
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Evolution of Modal Parameters
of a Reinforced Concrete Building
Subjected to Moderate Earthquakes

Davide Arezzo, Vanni Nicoletti, Sandro Carbonari, and Fabrizio Gara

Abstract Results of the dynamicmonitoring carried out on a school building located
in central Italy during the seismic sequence following themain shock of 2016 Central
Italy earthquake are presented in this work. The building, located in the historical
centre of Camerino (Marche Region), consists of a reinforced concrete frame struc-
ture with masonry infill walls. The school was built in the 1960s and was seismically
retrofitted in 2013 through the construction of two dissipative towers, according to
a recent patented system for the seismic protection of constructions. The system
consists on steel truss towers built outside the building, pinned at their base and
connected to the building through braces at the floor levels. Towers are equipped
with dissipative devices that activate for the rocking of the tower triggered by the
building displacements. In August 2016 a dynamic monitoring system was installed
on the building, positioning accelerometers both at the last two floors of the struc-
ture and at the foundation level. The system allowed the recording of the building
response to the aftershocks occurred during the monitoring period, and of the corre-
sponding seismic input. Registrations are used to track of the modal parameters of
the structure identified through input–output techniques (N4SID) in occurrence of
seismic events, and through consolidated output-only techniques (SSI) in the periods
between two subsequent events.
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1 Introduction

Permanent monitoring systems in civil engineering structures are powerful tools to
monitor the structure behavior and its changes during the time as well as to get
useful information about the structure condition during and after a seismic event.
Furthermore, a continuous dynamic monitoring allows the reduction of the seismic
risk through the reduction of uncertainties related to the structural vulnerability,
provided by information on the structural response subjected to inputs of different
intensities occurring during the monitoring period.

With reference to high intensity earthquakes, the availability of simple and direct
relationships between the variation of the modal parameters, with respect to the
undamaged structure, and the expected damage level, are of the utmost importance
for the practical utility of the data collected by monitoring systems [1]. These rela-
tionships depend on the structural typology and their calibration presents intrinsic
problems related to the variability of the modal parameters of the structure both with
respect to the intensity of the excitation and the environmental conditions [2–7].
The aforementioned aspects make the vibration-based damage identification a non-
trivial problem. Different works can be found in the literature focusing on historic
masonry buildings [8–10] while reinforced concrete structures are less investigated.
With reference to frequency variations of reinforced concrete buildings during strong
seismic events, an interesting state of the art of the problem can be found in the work
by Calvi et al. [11]. More recently, the variation in modal parameters of civil struc-
tures subjected to seismic actions has been the subject of several studies [1, 12, 13].
However, the number of case studies analyzed and the scientific results available in
literature are not enough to define a consolidate state of the art.

This work presents the dynamic response of a reinforced concrete school building
in Camerino (Macerata, Italy) during the seismic swarm that followed the first main
shock of the 2016 central Italy Earthquake. After a description of the case study and
of the seismic retrofit carried out in 2013, a description of the measurement chain and
the sensor configurations used for the dynamic measurements and for monitoring is
reported. Finally, the results obtained from three days of continuous monitoring are
addressed and discussed. During this period many shocks of medium–low intensity
occurred but, although the building did not suffer appreciable damage, before the
seismic event that occurred in October 2016, the modal parameters of the structure
undergo significant variations with the level of the seismic input.

2 The Case Study

The building under study (Fig. 1) dates to the 1960s and was born from the choice
to expand the old masonry building, which hosted the Liceo Ginnasio Napoleonico
since 1833 and, before, the Convent of Santa Elisabetta. Part of the new building is
founded on the rest of the Convent, while the other part is founded directly on the
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Fig. 1 The Costanza da Varano high school: a plan view and cross-section; b photo of the building
with the Dissipative Towers; c photo of the facade of the building

ground. The building has an L-shaped plan consisting of two wings, indicated in
Fig. 1a with “A” and “B”, with dimensions of approximately 12 × 19 m and 13 ×
27 m, respectively. The two blocks are separated at all the levels of the building by
a construction joint with a width of 2 cm. Wing “A” is divided into two rectangular
areas, indicated in Fig. 1awith “A1” and “A2”, and separated by a second construction
joint. Wing “A” rises for 4 floors, one of which is underground, while wing “B” rises
for three floors coplanar to the first 3 floor of wing “A". Overall, the total height
at the roof is 20.40 m for block “A” and 14.05 m for block “B". The two wings
also differ in the type of foundations: block “B” is founded, through plinths, on the
historic walls of the old convent which is in turn founded on sandstone rock; wing
“A” is directly founded through plinths on sandstone rock. The structure consists of
reinforced concrete frames; the beams have rectangular cross sections, except those
along the perimeter, which are characterized by variable cross sections. Columns
have square cross sections, rotated of 45° with respect to the direction of the frames
for architectural reasons. All columns have 35 × 35 cm cross sections, excepting for
two central columns of block “A” that have a 42 × 42 cm cross section. The floors
are reinforced concrete and hollow tiles mixed floor with a thickness of 20 + 4 cm
while the infill panels are masonry walls. In 2013 a seismic retrofit was carried out
through the construction of twoDissipative Towers [14], one connected to both block
“A” and block “B” (Tower A), and the other one connected to the block “B” (Tower
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B) (Fig. 1b). The Towers and the building interact at the floor levels through steel
braces. Furthermore, the blocks were structurally connected each other with thick
steel plates anchored to the RC elements in correspondence of the structural joints.

The Towers are located on a thick reinforced concrete plate that is connected
through a central spherical hinge to a second plate founded on piles. The Towers
have a twofold aim: (i) to linearize the deformation in order to obtain a constant floor
drifts, and (ii) to increase dissipation during a seismic event, through viscous dampers
located between the two concrete plates at the base. Dampers work for the relative
vertical velocities between the two bases of the Tower, being the motion of the upper
one triggered by the tower overall rotation induced by the building displacements.
More details on the intervention can be found in Balducci et al. [15] and in Gara
et al. [16].

3 Dynamic Tests and Monitoring

After the earthquake that struck central Italy on 24 August 2016, a dynamic moni-
toring system has been installed on the building. Before the monitoring installation,
ambient vibration measurements have been carried out in order to perform a prelim-
inary identification of the building dynamics and to provide a set of benchmark data
through which future variation of the modal properties could be tracked.

Figure 2a and b, show the sensors arrangement on a typical floor plan. As for
the preliminary identification, measurements have been pre-treated through signal
processing techniques consisting in a first visual check, the elimination of spikes and
spurious trends, a 51.2 Hz resampling to decrease the computational burden, and
the application of a low pass filter at Nyquist frequency. The identification of the
modal parameters has been carried out through the consolidated SSI-COV algorithm
(Covariance Driven Stochastic Subspace Identification).

Figure 2c shows the first three identified modal shapes associated with the first
three eigenfrequencies, while from the MAC matrix of Fig. 2d, it is possible to
observe that the modal shapes are decoupled.

Finally, to interpret the results of the identification, a finite element model has
been developed, and updated based on the results of the identification. Figure 2e
shows the numerical modal shapes while Fig. 2f shows the MAC matrix obtained
by comparing the numerical and experimental modal shapes. Finally, in Table 1,
results of the preliminary identification are compared with results obtained from the
calibrated model.

After the preliminary measurements, a continuous dynamic monitoring system
has been installed on the structure placing sensors at the foundation level and on
the top two floors of the building in order to measure both the seismic input and the
structural response. The adopted sensors arrangement is the same of Fig. 2a and the
data analyzed in this work are related to the first 3 days of monitoring.

Table 2 shows the main characteristics of the events for which the structure
response has been recorded, sorted by decreasing intensity. The event of greater
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Fig. 2 Preliminary identification and modal updating: a sensors arrangement on the typical floor
plan; b sensors at the base of the Dissipative Towers measuring in the vertical direction; c, d results
of the preliminary identification; e, f results of the modal updating procedure

Table 1 Results of the preliminary identification and of the modal updating procedure

OMA Updated FE

Mode f [Hz] ζ [%] Complexity (MCF) [%] f [Hz] Err. [%]

1 3.49 1.62 1.65 3.50 0.29

2 3.63 1.20 0.64 3.81 4.72

3 4.05 1.42 0.63 4.14 2.17
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Table 2 Seismic events occurred during the monitoring days

Event n Intensity [ML] Hypocentre [km] Epicentre [km] Date (2016) Time

1 4.4 9 36.93 Aug. 28th 5:55 pm

2 3.8 9 35.40 Aug. 28th 6:42 pm

3 3.7 9 61.97 Aug. 28th 3:07 pm

4 3.6 10 43.47 Aug. 29th 8:20 am

5 3.6 12 40.30 Aug. 28th 5:37 pm

6 3.5 10 42.26 Aug. 29th 3:44 am

7 3.4 11 62.03 Aug. 27th 11:31 pm

8 3.4 11 46.88 Aug. 28th 8:37 am

9 3.2 8 59.20 Aug. 28th 11:18 am

10 3.1 8 45.02 Aug. 28th 10:22 pm

11 3.1 9 62.03 Aug. 28th 7:16 am

12 3.0 7 39.83 Aug. 28th 9:59 am

13 3.0 10 39.42 Aug. 28th 12:25 pm

14 2.9 8 59.75 Aug. 28th 8:13 am

15 2.9 10 60.11 Aug. 28th 1:53 am

16 2.8 11 46.83 Aug. 28th 6:25 pm

17 2.8 10 57.24 Aug. 27th 11:26 pm

18 2.8 10 37.31 Aug. 27th 7:50 pm

19 2.8 11 41.97 Aug. 28th 4:40 am

20 2.8 9 45.44 Aug. 29th 6:04 am

21 2.8 10 44.94 Aug. 28th 2:44 pm

22 2.7 9 61.41 Aug. 28th 10:00 pm

23 2.7 10 38.31 Aug. 28th 12:44 am

24 2.6 10 34.69 Aug. 27th 6:55 pm

25 2.6 10 39.20 Aug. 28th 5:34 pm

intensity, of magnitude 4.4, occurred on August 28, at about 37 km far from the
building. During all the events, the structure has shown a non-linear response which
made it difficult to identify its modal parameters from the seismic response. Figure 3
shows a time–frequency analysis, performed using the Short Time Fourier Transform
(STFT), carried out on the measurement of the event of magnitude 4.4 for the sensor
at the top floor (Ay position). FromFig. 3, it is possible to observe the non-stationarity
of the structural response and this has led to the need of implementing a method to
linearize the structural response.



Evolution of Modal Parameters of a Reinforced … 563

3.0

4.0

5.0

2.0

Fr
eq

ue
nc

y 
[H

z]

(a)

6.0

0.00

0.005

-0.01

A
cc

el
er

at
io

n 
[g

]

-0.005

(b)

0.01

0 10 20 30 Time[s]5 15 25 35

2Ay

Fig. 3 Time–frequency analysis of the seismic response to the 4.4 ML event: a STFT of the
time history registered in the measuring point Ay at the last floor, b time history registered in the
measuring point Ay at the last floor

4 Identification Methodology and Monitoring Results

For the dynamic identificationof complexmulti-inputmulti-output systems (MIMO),
subspace identification methods can be considered among the most robust and most
used algorithms in the civil engineering field. In particular, two of themost commonly
used algorithms for combined MIMO systems identification (deterministic and
stochastic) are the Multivariable Output Error State Space (MOESP) [17] and the
Numerical algorithm for Subspace State Space System IDentification (N4SID) [18].

Many works can be found in the literature in which these algorithms have been
successfully used for dynamic identification of full-scale case studies during seismic
events [19–22].

The use of the subspace identification algorithms requires the description of the
dynamic system in the state space, through the following set of equations, including
a state equation (Eq. 1) and an output equation (Eq. 2):

xk+1 = Axk + Buk + wk (1)

yk = Cxk + Duk + vk (2)

where uk ∈ R
m and yk ∈ R

l denotes the input and output signals, respectively,
at a certain time k, while xk ∈ R

n is the state vector. In addition, A ∈ R
n×n is

the dynamical system matrix, B ∈ R
n×m is the input matrix that describes how the

deterministic inputs influence the next state, C ∈ R
l×n is the output matrix that

characterizes how the internal state influence the outputs and D ∈ R
l×m is the direct

transition matrix. For a linear time-invariant system above matrices are constant.
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Furthermore, wk ∈ R
n and vk ∈ R

l are unmeasurable vector signals, which are
assumed to be normally distributed, zero mean, white noise signals.

As we observed in the previous paragraph, the structural response to the seismic
events of the building at hand is clearly time variant and the state space system
matrices change over the time k. Several works in the literature propose methods
for identifying time-variant systems. In particular, some attractive algorithms are the
MOESP-VAR [22], the N4SID-VAR [23], and the one proposed in Loh and Chen
[24]; in the latter, an interesting application can also be found for a full-scale case
study.

In thiswork,wepropose an iterative procedure for the identificationof the dynamic
time-variant system, based on the optimization of the number of samples, and there-
fore the length of the signal windows, in which the system dynamics can be described
as a linear time-invariant process. The length of the first window is selected from the
results of the time–frequency analysis and varied until the identified dynamic model
accurately reproduces the experimental response from the experimental input. The
steps of the optimization procedure are summarized in the flow chart reported in
Fig. 4; the identification within each window has been made through the “robust
combined algorithm” proposed by Van Overschee and De Moor in [18]. The accu-
racy of the identified model in reproducing the response of the building is assessed
using the comparison metrics proposed by Kavrakov et al. [25], which consider
different signal properties, namely phase, peak, root mean square and also signal
differences in the time–frequency plane through a wavelet transform based metric.

Figure 5 shows the results obtained by applying the proposed procedure on the
seismic response of the building to the magnitude 4.4 event. In particular, Fig. 5a
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Fig. 4 Flow chart of the proposed methodology
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Fig. 5 Results of the identification carried out on the structural response to the 4.4 magnitude event

shows the comparison between the signal recorded at measurement point Ay at the
top floor and the response estimated from the identified dynamic time-variant system.

Figure 5b and c show results in terms of modal parameters (resonance frequencies
and damping ratios) and revel how the first three frequencies of the structure decrease
during the strong motion and then gradually return to the initial values at the end of
the event; an opposite trend is observed for the damping ratios.

This procedure was carried out on the structural responses to all the earthquakes
recorded during the three days of monitoring. By only considering the modal param-
eters identified in the strong motion window, Fig. 6 shows the correlations between
the frequencies and the damping ratios with the PGA of the events. In both correla-
tions data are interpolated with logarithmic functions and the relevant coefficient of
determination are reported in the graph.

The decrease of vibration frequencies and the increase of damping ratios with the
increase of accelerations are probably due to small non-linearities in the building and
to the interaction between structural and non-structural components [3, 26]. It should
be noted that this phenomenon is not associated with visible damage in the structure
and the ambient vibration measurements carried out at the end of the monitoring
period made it possible to identify the same dynamics measured at the beginning of
the monitoring. Finally, seismic events induced overall low accelerations, velocities
and displacements to the structure. In detail, the latter are of the order of 10–1 mm at
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the second floor and of 10–2 mm at the base of the dissipative towers, at the level of
the viscous dampers, which were probably not activated during the events.

5 Conclusions

In this paper the “Varano” high school building seismic response during the seismic
swarm that followed the Amatrice earthquake in central Italy on August 2016, has
been analysed and a methodology to identify the building modal parameters starting
from the input (seismic excitation) and output (building response) records has been
proposed and validate. This methodology consists in an optimization procedure that
allows to identify the structure dynamics within time windows in which the building
dynamic behaviour can be considered linear time invariant. The procedure is applied
to identify the building modal parameters during the twenty-five considered strong
motions (with magnitude greater than 2.6). The identified dynamic system present
frequency values that decrease with the increasing of the seismic intensity, expressed
through the event (PGA), and damping ratios that increase with the increasing of
PGA, despite the absence of damage. This work contributes, in terms of experimental
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data, to enrich the state of the art of the dynamic based structural health monitoring
topic.
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Innovative Non-destructive Technique
for the Structural Survey of Historical
Structures

Alessio Cascardi, Andrea Armonico, Francesco Micelli,
and Maria Antonietta Aiello

Abstract Masonry heritage buildings are typically vulnerable under seismic forces,
due to the original design based on gravity load and, at the same time, the long-
term decay effects. Nowadays, the computation of the vulnerability index is crucial
for seismic evaluation and conservation strategies. An accurate geometric survey
is a keystep for the knowledge process, especially in geometry-governed structural
elements (e.g. in vaults, members with variable cross-section, etc.). In the case of
a huge building, scaffolding is commonly assessed in order to touch the structure
for measuring or sensors installing (e.g. laser scanner). Minor damages are accepted
when scaffoldings are fixed to the structure even in case of cultural heritage. In
the present study, an innovative drone-based technique for the geometric survey,
which aims to be fully non-destructuve, is proposed. A drone is equipped with a
high-resolution camera (3D rotating) and GPS-system for the spatial positioning.
By reaching a sufficient number of photos, the whole surface of the building can
be covered. The database is then processed in order to compute a points cloud.
Consequently, the points are linked and the wireframe model is reached. Finally,
surfaces are generated between the edges and the meshed model is made by a proper
visual code. The procedure is intended to be reproduced over time for monitoring
potential crack or local instability. In order to demonstrate the validity of the proposal,
a pilot building was selected. It is a masonry church with a large dome on the top
(about 15 m diameter) and the variable thickness of the walls (about 50%). The
indoor and outdoor photos were acquired by drone. Finally, the solid model was
met by means of a specific designed Grasshopper-based code. In addition, the solid
model was imported in a finite elements environment.
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1 Introduction

The history of construction is characterized by a large diffusion of huge and complex
structures, whose geometry and state of conservation changed over the centuries.
Many renowned cases of structures are significantly different from their initial
conception (e.g. Rome’s Colosseum or Pisa’s Tower). It is worthy mentioned both
the mechanical and geometrical parameters should be monitored over time.

During the last decade, the scientific community focused on assessing thematerial
mechanical properties by means the development of several in-situ tests. While the
full definition of a procedure for the full detection of their geometry is still a challenge.

For istance, thickness, curvature, and inclination are essential factors in case of
curved structures where geometry-based equilibrium laws govern the stability. Like-
wise, often a regularized geometry is considered for structural analysis even if the
outcomes could be inaccurate. Ancient buildings present local displacements and/or
rotation that could change their behaviour (e.g. Hagia Sofia’s Basilica), so the safety
indexes respect to equilibrium limit often result strongly reduced. Arches, vaults
and domes behaviour is strictly connected with geometry: curvature and variable
thickness generally trigger mechanisms instead of materials limit strength, [1].

For these reasons, the paper is focused on a new methodology aimed to reduce
geometric uncertainty. A non-destructive strategy was assessed by means of a
commercial drone use. The procedure aims to obtain a digitalmodel of buildings from
a number of high-definition photos. A computer processing and the relative virtual
mode are then performed by photogrammetry software (e.g. Agisoft Metashape)
using structure from motion algorithm (SFM), [2]. First the point clouds and mesh
are computed. In a second step, Rhinoceros (with Grasshopper plug-in) is used for
a 3D modeling (see [3]) before FEM (Finite Elements Method) analysis.

St. Mary at the Gate’s Church, in Lecce (Italy), is a particularly significant case
study due to several features linked to geometry. In fact, irregularity in height, curva-
ture and a huge dome make this structure strongly governed by equilibrium laws. In
fact, the church has a series of empty spaces indoor (e.g. semi-domes, arches) and a
15 m diameter dome at the top as visible in Fig. 1. Thus, the paper reports first on the
geometrical acquisition (issues and strategies for the survey); then post-processing,
3Dmodeling and finally a structural analysis performed with Midas FEA™software
[4] are illustrated.

2 Survey Strategies: The State of the Art

Commonly, the geometry is defined according to simplified models or by means of
a few points’ detection. In fact, physical meters or laser meters were largely adopted
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Fig. 1 St. Mary at the
Gate’s dome

by practitioners from the late past. In the case of thickness investigations, holes were
performed by an electrical drill; i.e. in a destructive way.

A historical building, located in India, was investigated to identify the cause of the
manifest damage pattern, [5]. A lack of geometric information could lead to under
estimate equilibrium-dominated problems. Generally, in curved masonry structures,
local collapse due to loss of equilibrium, anticipates that due to overcoming themate-
rials strength. Even if crackswere observed, themodel was assumed un-damaged, for
a faster modeling. Often, structural evaluation starts from un-damaged configuration
while the load history identification is set as the target. Alternatively, undisturbed
conditions are considered in a simplified approach, e.g. in [6].

In other cases, technical drawings are not available or are not sufficiently detailed.
In such a way, engineer does not have a real knowledge of the thickness and the
internal structure of the masonry wall. An example is described in [7] where a
Turkish Mosque was modeled for a retrofitting design. The authors considered a
complex geometry with the aim of reducing geometric uncertainties. The top dome
was modelled by means of four different thickness shells. This modelling strategy
generates geometrical discontinuity zones that produce issue in the generation of a
FE model.

New technologies have been recently developed for acquiring geometry with
improved accuracy. In such way, the laser scanner application results in a possible
accurate solution; i.e. a source (laser) and a number of targets (sensors) make the
measuring networks. Commonly, a huge number of points is acquired causing a
severe computational cost.

Alternatively, photogrammetry tools represent a low-cost and, at the same time,
full removable option. It delivers from topographic theory, whose application demon-
strated appreciable results in the past. Nowadays, it founds interesting to use in
the field of structural engineering. Examples are provided in [8–10], where valu-
able accuracy of the survey was met with null on-site risk. As for the laser scanner
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method, photogrammetry allows obtaining a surface (usually outdoor). No expen-
sive machines are required. This strategy exhibited good results that are time-saving
with respect to the others; especially concerning constant thickness structure. Once
detected the case study’s geometry, it needed to use a tool for the Scan-to-FE step
i.e. the transition from half-raw survey data (point clouds) to FE models. New trends
are based on visual code, which allows the user to easily connect data arising from
different sources while keeping a clear understanding of the relationships thanks to
the flow chart representation [11]. These user-friendly digital tools are spreading
great interest in the scientific community being also applied for the implementation
of algorithms for the fast structural assessment of structures [12–14].

3 St. Mary at the Gate’s Church: A Digital Acquisition
for a Smart Monitoring

St. Mary at the Gate’s Church in Lecce was built in 1855 with subsequent restora-
tion in 1917. It is the building with the largest dome in the area (Fig. 2). At the top,
a skylight diffuses light along with four semicircular windows. Vertical masonry
presents empty spaces with arched openings and semi-domes, which make the iden-
tification of the building’s resistant skeleton very uncertain, [15]. With one-axe
symmetry, the building develops in 300 m2 area. Currently, the structure does not
manifest cracks or settlements.

Fig. 2 Bird’s eye view of
the building
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3.1 Geometrical survey

In order to obtain a volume survey, a new strategy was used in this study. A number
of high-definition photos were obtained by scheduled flights of a drone equipped
with a digital camera. More details about this technique are provided in [16–20]. In
particular, two stages were performed independently for the outdoor and the indoor
survey, respectively taking a total of 272 high-definition photos. In order to achieve
an accurate survey, photogrammetry software (i.e. Agisoft Metashape) requires ad
photo overlapping factor. Likewise, a multiple low-altitude flights is needed, aimed
to obtain a smaller Ground Sample Distance (GDS), allowing to define camera 3D-
locations and a sparse cloud of points (see Figs. 3 and 4 respectively), [20]. Near
points interpolation allow to create a dense cloud (Fig. 5). Their links provide a
meshed model (Fig. 6). A further outcome is the textured model. In fact, every point
has RGB (Red, Green, Blue) information, that allow to assign a colored texture at the
mesh (Fig. 7). In thisway, structural engineermaymonitor humidity andmacroscopic
crack pattern too. In this study, a 30% photo overlapping factor was set. Satisfactory
accuracy of the outcome did not suggest higher overlap level. The main goal of the
proposed study is the full detection of the geometry. Therefore, after acquiring the
two surfaces separately, it was necessary to align them. Eight matching points were
defined on the windows’ surfaces and at the top of the dome, as illustrated in Figs. 8
and 9, respectively.

Fig. 3 Alignment of the
drone photos



574 A. Cascardi et al.

Fig. 4 Sparse
cloud—146,005 points

Fig. 5 Dense
cloud—84,494,750 points

3.2 Finite Element (FE) Model

Once the geometrical 3D model was completed, it was not yet suitable for a FE
analysis. The Midas FEA™ code, used for the analysis, requires an Initial Graphics
Exchange Specification file (IGES), not available in Metashape. In order to propose
a solution, a general procedure for the model transformation is reported in the
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Fig. 6 Meshing - 2,075,610
faces and 1,044,046 vertices

Fig. 7 Textured model
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Fig. 8 Matching points

Fig. 9 Alignment of the
inner and outer surfaces
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Fig. 10 Solid model
imported in FE environment

following. The target is to assess a CAD (Computer Aided Design) model starting
from the assemblage of the mesh faces generated by the joining of the cloud points.
Main computational steps are:

• mesh decimation;
• assembling surfaces from mesh faces;
• generating a closed poly-surface which represent the real geometry of the

structure;
• refining the geometry: introduction of the holed that represent doors and/or

windows.

The workflow is all integrated into a computational tool implemented in the visual
programming environment offered by Grasshopper 3D plug-in for Rhino, [21]. The
so-obtained solid model is illustrated in Fig. 10., ie. Midas FEA™ habitat.

4 Analysis

Once the model was imported as a structural one, it has been discretized by means
273,497 tetrahedral elements with 300 mm length. The input data are reported in
Table 1. The constitutive model was based on the total strain method with a smeared
approach for the fracture energy as reported in [4]. A damage-plasticity material
model for the masonry, already available in the standard software package was
adopted. It allowed to reproduce a reliable non-linear behaviour with distinct damage
parameters in tension and compression; i.e. [22] and [23] respectively.
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Table 1 Mechanical
properties of the masonry

Variable Symbol Unit Value

Young’s modulus E MPa 2500

Poisson ratio υ – 0.2

Weight density γ N/m3 16,000

Compressive strength fc MPa 6

Compressive fracture energy Gc N/mm 0.1

Tensile strength ft MPa 0.3

Tensile fracture energy Gf N/mm 0.012

4.1 Modal

Masonry structures have not a consistent feedback from Eigen-frequency analysis,
because of their behavior was strongly non-linear after the first seismic excitation. In
this scenario, modal analysis was performed mainly to obtain coefficient necessary
for non-linear static (pushover) procedure adopted in this study. When the partici-
pating mass of the fundamental mode is not less than 60%, the pushover analysis
can be applied to masonry buildings as reported in Italian Technical Code (2018),
[25]. The mathematical formulation utilized to calculate the natural frequencies is
referred to an eigenvalue problem as reported in Eq. (2):

(
K − ω2

i M
)
φi = 0 (1)

where K is the stiffness matrix, omega is the i-th eigenvalue, M is the mass matrix
and φi is the i-th eigenvector. Results are reported in Tables 2 and 3 in terms of
modal period and mass participation factors of the first main modes. The results
reflect the regular distribution of the structural shapes, due to the typical symmetry
and regularity of such construction.

Table 2 Modal frequencies
and periods

Mode # Frequency
(Hz)

Period
(s)

1 5.57 0.180

2 5.62 0.178

3 8.27 0.121

4 8.32 0.120

5 9.01 0.111

6 12.55 0.080

7 12.79 0.078
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Table 3 Modal participating
masses

Mode # Participating mass
X-dir (%)

Participating mass
X-dir (%)

1 0.01 80.33

2 78.29 0.01

3 0.00 0.07

4 0.26 0.00

5 0.00 0.05

6 0.00 0.00

7 0.00 0.00

8 0.02 0.00

9 3.26 0.00

10 0.00 3.41

Sum 81.84 83.87

4.2 Pushover

ThePushover analysis provides to evaluate buildings’ seismic capacity. In fact, a force
field is defined under gravity loads and horizontal forces acting separately along with
principal directions. As reported in Eurocode 8 (EC8) [24], every direction provides a
constant-type and linear-type load pattern in order to evaluate separately a maximum
base share and a maximum displacement of a control point (usually defined at the
top).

A capacity curve set was obtained in the principal directions as reported in Figs. 11
and 12, in which base shear is reported on the vertical axis and control point displace-
ment on the horizontal one. Each curve is referred to amulti-degree of freedom system
(MDOF). EC8 gives a strategy for a seismic evaluation of the buildings by analyzing
the displacement values. In order to make the capacity curves comparable, it is

Fig. 11 Capacity curves in
X-direction
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Fig. 12 Capacity curves in
Y-direction

necessary to process them into an equivalent system with a single degree of freedom
(SDOF) bymeans of the modal participation factor defined by the Eq. (2). In Figs. 11
and 12 the capacity curves are illustrated.

� =
∑

miφi∑
miφ

2
i

(2)

5 Results Discussion

Pushover analysis’ results provide a number of theoretical crack pattern. The Midas
FEA code shows color maps in which red points represent full crack openings, while
blue and violet points mean partially opened cracks as represented in Fig. 13 and 14.

For each direction, openings affect cracks propagation. In fact, as expressed by
Heyman’s trust-line theory, above the openings,masonry is less almost un-load and so
prone to damage. No critical issues are represented by the cracks along themeridians,
also thanks to the contribution of the back-side wall. In any case, the crack pattern
can be considered as a dissipative behaviour of the building for which geometry
plays an important role. In this sense, an accurate geometrical survey proved to be a
relevant tool for the analysis.

6 Conclusions

In this study, an innovative drone-based survey technology has been described, also
by illustrating a case-study. The main objective was to provide a technique able
to minimize the geometrical uncertainties. For this reason, a drone was used in
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Fig. 13 Crack patterns: −Y (a) and + Y (b)

Fig. 14 Crack patterns: −X (a) and + X(b)

combination with the photogrammetric theory. Using a computer graphic software,
a number of high-definition photos was processed in order to obtain a digital model
of the building. Nevertheless, due to different working environments, some post-
processing steps were necessary by means of 3D modeling software for a solid
model creation. Then, in a finite element environment, structural analyses were run
by means of linear dynamic and non-linear static (pushover) numerical techniques.
The capacity curves in the main directions allowed to assess that the performance
points of the building were found in the safety side.

The proposed procedure strongly reduces the processing time, allowing to repeat
over time the survey in order to compare different life-steps of the buildings in terms
of displacements and deterioration.
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The proposed technique represents a fast, accurate, safe and no-destructive proce-
dure, able to acquire complex geometry, providing a tool formonitoring and analysis,
in which geometry can play an essential role in terms of balance and ductility.
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Structural Monitoring of a Railway
Bridge in Southern Italy for Automatic
Warning Strategy
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Abstract In the last fewyears, a growing interest towards structural safety of existing
infrastructures has been paid. Due to very large number of structures, the scientific
community is asked to provide innovative solutions that are both sustainable and
reliable from the economical as well as technical point of view. This paper presents
the case ofQuarto bridge, selected as case study in an Italian research project forRisks
and SafetyManagement of Infrastructures at Regional Scale (GRISIS). The structure
is a railway viaduct on an urban train line, located in theNorthernmetropolitan area of
Naples. It consists of 45 simply-supported prestressed girders sustained by reinforced
concrete piers, for a total length of approximately one kilometer. According to the
project, the viaduct was equipped with an on-site monitoring system for near-real-
time mitigation of seismic risk. The system involves some innovative, low-cost,
sensors developed and installed to be tested on the field. This paper describes the
monitoring system and the implemented strategies for risk mitigation referring to
a single beam-column system but its application can be potentially replicated and
implemented for large scale mitigation strategies.
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1 Introduction

The GRISIS project—Risks and Safety Management of Infrastructures at Regional
Scale—aims at developing methods, techniques and procedures for the risk assess-
ment and the safety management of civil infrastructures at regional scale. The project
is based on a multidisciplinary approach to achieve a holistic analysis of both natural
and anthropic risks on civil infrastructures in the Campania region (Southern Italy).
The main purpose of GRISIS is to develop a technological platform for overall risk
management of infrastructures at regional scale.

With reference to seismic hazard, the project aims at defining active monitoring
strategies that allow the implementation of real or near-real time strategies tomitigate
the seismic risk. These systems belong to the broader family of so-called seismic
“early warning” strategies which provide, precisely, the possibility of triggering an
alarm in an “early” way and / or to implement—automatically—interventions to
reduce the effects of a given earthquake on a specific component to be protected
once a critical response has been recorded [1]. These strategies are based on a
semi-probabilistic approach, where automatic decisions are implemented on both
measured information and estimated parameters, the latters affected by uncertainties.
The decision process must take into account these uncertainties and also the conse-
quence that implementing (or not implementing) a specific intervention can produce
on the community. In other words, the logic of the “early seismic alarm” cannot be
separated from the optimization of decisions on a probabilistic basis, accounting for
the likelihood of missed or false alarms. One of the aims of the project is also the
development of low-cost technological solutions that can reasonably encourage their
large-scale application for the real-time mitigation of an infrastructure network or a
larger part of the territory.

Early attempts of integrating structural health monitoring and early warning
systems can be found in the literature. The integration of structural monitoring and
early warning systems applied to a number of bridges and public buildings in Canada
is described in [2]. The issues related to sensor integration and redundancy of data
acquisition and transmission systems are investigated in detail in [3]. The use of pre-
trained surrogate models (or emulators) based on machine learning methods to make
fast damage and loss predictions that are then used in a cost–benefit decision frame-
work for activation of a mitigation measure is discussed in [4]. The development of
low-cost multi-sensor strategies for the early warning of anomalous structural behav-
iors is illustrated in [5]. A novel integrated information system combining Internet
of things, information management, early warning system, and cloud services is
presented in [6], showing how an intelligent data box with enhanced connectivity
and exchangeability for accessing and integrating the data obtained from distributed
heterogeneous sensing devices can be developed. Three early warning levels were
implemented according to rules based on the threshold value, which determined the
specific safety personnel to be notified.

The above-mentioned references demonstrate that the effectiveness of early
warning and structural health monitoring can take advantage of their integration
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to enhance the reliability of results and support decision-making, in particular in
earthquake prone regions.

In the framework of the GRISIS project, a case-study was selected for the applica-
tion of an on-site automatic strategy formitigation of seismic risk. A test field activity
is currently ongoing for the installation of a monitoring system on a viaduct of the
Circumvesuviana railway in Naples, namely Quarto bridge. Even if the monitoring
system has not been activated to date, the development of an innovative system as
well as the design of a control strategy for the mitigation of seismic risk are described
in this work. In the first part of the paper, the case study (Sect. 2) and its finite element
model (FEM) developed in SAP2000 (Sect. 4) are presented. Section 3 illustrates
an innovative structural monitoring system developed through prototypal sensors
with low-energy consumption acquisition and data processing systems. In Sect. 5
a mitigation strategy based on failure probability assessment is presented making a
difference between directly measured and estimated response parameters.

2 Case Study

The case study is a railway-bridge (Quarto bridge) on the urban train line (Line
1) in the Northern metropolitan area of Naples. The viaduct (Fig. 1) is a 45-span
simply supported bridge consisting of two end abutments (S5, S50) and forty-four
intermediate piers (P6 to P49). Two metro stations are located along the bridge, i.e.
“Quarto Centro” and “Quarto Stazione” in proximity of piers P9-P10 and P41-P42,
respectively.

The viaduct is made of 45 simply-supported girders with equal span of 22,60 m
and a pier center-to-center distance of 24,00 m for a total length of 1080 m. The
viaduct has two railway tracks (#1, #2) on two separate decks (Fig. 2), i.e. one for
each direction. A third railroad (#3) was built in the area of “Quarto Stazione” as
an additional rail link passing back to the station (Fig. 3). Pedestrian platforms were
built at the stations for the boarding of passengers.

Fig. 1 Plan view of the bridge with “Quarto centro” and “Quarto Stazione” stations
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Fig. 2 a Transverse cross section between piers P6-P8 and P15-P27: railroad#1 (on the right) and
#2 (on the left) with separated decks and piers; b longitudinal cross section at the pier-cap

Fig. 3 Transverse cross section between piers P39-P44: railroads #1 (left), #2 (central) and #3
(right) with pedestrian platforms

The single deck is made of two precast reinforced concrete (r.c.) box sections
connected by transverse rectangular beams (end plus two intermediate beams) for a
total width of 4.90m. The height of the beam is 1.65mwith a top concrete slab 20 cm
thick. Each deck is rested on a couple of r.c. piers with octagonal cross section whose
height varies between 7.00 and 12.00 m including a rectangular pier-cap at the top
(Fig. 4). Along a certain number of spans, the decks of the different railroads (#1,
#2 or #1, #2, #3) are linked by a continuous slab (Fig. 1.5) as well as the cap-piers
connect the different piers. Each pier is founded on a couple of piles by means of a
foundation beam. A 50 mm joint in both longitudinal and transversal directions is
provided between separate decks.

Staircases and lift r.c. structures at the station of Quarto Stazione are placed
between railway #1 and railway #3 thus being interacting with the viaduct. Differ-
ently, these structures at Quarto Centro station are well separated from the bridge
through a construction joint.A light-steel platform roofing system is provided on each
pedestrian platform. At the date, infrastructure installations have not been completed
on railway #2 (the one on the left side in all figures above), i.e. ballast is only on
railway #1 and railway #3 (Fig. 5).



Structural Monitoring of a Railway Bridge in Southern Italy … 589

Fig. 4 View of the bridge near to Quarto Stazione (P29)

Fig. 5 View of Quarto Station from top of P39 on railway #2 (no installations)

3 Structural Monitoring System

A monitoring system was developed in order to implement an automatic warning
strategy for mitigation of seismic risk and is currently being installed on the viaduct.
After a seismic event, any damage scenario along the bridge involving either struc-
tural (e.g. piers, bearings, joints, etc.) or non-structural (e.g. installations, power grid,
etc.) components should be predicted through a warning strategy. By also promoting
innovative and low-cost sensors, the system has been designed tomeasure both accel-
erations, displacements and deformations at a certain number of points and installed
by the company Tecno In Spa.

Two different sub-structures have been identified along the viaduct. The first is
located near to Quarto Centro and is characterized by a single span (P8-P9), with an
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Fig. 6 Layout of accelerometers at piers P8-P9 and P29-P30-P31

Fig. 7 Layout of displacement transducers at piers P8-P9 and P29-P30-P31

underpass road close to downtown. It was selected in order to implement a seismic
strategy for risk mitigation in the urban area. The second sub-structure is located
approximately at the mid-point between the two stations and is characterized by a
couple of spans between piers P29 and P31. This system was deemed representative
of a free-field installation, i.e. far enough from urban noise and breakaway forces.

A total of 20 triaxial accelerometers distributed along the pier (base and top) and
the midspan of the deck (both at the intrados and the extrados) have been installed
according to the layout in Fig. 6.

A total of 16 displacement transducers to measure the relative pier-to-deck and
deck-to-deck movements were positioned as shown in Fig. 7.

At the base of piers P30 and P9, four strain-gauges on the main sides of the cross
section are installed in order to detect any strain variation.

In addition to afore-mentioned system, two innovative prototype units were also
provided by TME of T.R.E. consortium at the base of piers P29 and P31 to detect
both accelarions and velocities.

3.1 Sensors and Acquisition System

Two types of triaxial-accelerometers were installed. The first sensor (TE) is a
commercial accelerometer with a sensitivity of 1,000 mV/g and a frequency range
from 0 to 200 Hz. The second sensor (MS) is an in-house, novel accelerometer,
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Fig. 8 a Data acquisition units in the test room; b installation of LVDT across a deck transversal
gap

based on the Analog Devices ADXL 335 chip which is a polysilicon surface-
micromachined structure built on top of a silicon wafer. It has a sensitivity of
300 mV/g and a frequency range of 0–200 Hz. Both transducers belong to the family
of Micro Electro-Mechanical Systems (MEMS) and have a voltage output.

MS is a novel low-cost transducer developed within the framework of the GRISIS
project as an alternative to traditional accelerometers for a wide range of applications
(Fig. 8a). From preliminary laboratory test, MS sensor would poorly perform in the
case of very low amplitude ambient vibrationmeasurements, but it might fit the needs
of seismic response monitoring. The total cost of this sensor is about one-fifth of a
commercial transducer. After a satisfactory preliminary calibration of MS sensors in
laboratory environment, the layout of Fig. 6 was obtained by coupled installation of
the two type of sensors at the top of the piers, thus obtaining a redundantmeasurement
system [3] and permitting an in field-validation of the low-cost MS sensors.

The acquisition unit acquires data seamlessly and then saves and sends the event
of interest when a predefined threshold is exceeded. When the threshold is exceeded,
the software recovers data for both the 10 s before and the 50 s after the trigger
instant. In practice, each event is characterized by a total of 60 s of data acquired at
a sampling rate of 100 Hz.

Static monitoring is implemented using displacement transducers and strain-
gauges. Displacement transducers are Linear Variable Differential Transformer
(LVDT) type with ± 25 mm displacement (Fig. 8b). The LVDT is an analogue and
contactless sensor with one primary and two secondary coils. An electrical signal
is generated by the linear movement of the encoder rod. Attached to the sensor
rod is the ferromagnetic core. The core induces a voltage in the secondary coils.
A measurement amplifier or signal conditioner converts the induced voltage into
a standard-compliant output signal, for example 0–10 V or 4–20 mA. The strain
gauges are of the quarter-bridge type, each of which is connected to a bridge ampli-
fier conditioner equipped with high-precision completion resistors and multilayer
ceramic capacitors. They have a resistance of 120 ohms and a full scale of ± 1.500
microepsilon.
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The system is completed by a digital temperature meter to correlate the variations
of the monitored quantities with the seasonal temperature variations.

A different acquisition system is provided in terms of dynamic units for acceler-
ations and static units for measures that evolve slowly over time (displacements and
strains).

The distributed dynamic data system consists of a series of independent unit
acquisition datalogger (UAD) each for a maximum of 9 channels corresponding to 3
accelerometers. Different units share information in real time about the occurrence
of an event related to a possible hazard, once a threshold value has been set.

In order to reduce any latency, the motherboard has been designed to send a
short text message (SMS) immediately, when a predefined threshold is exceeded, via
a multi-manager telephone SIM. This action is associated with the activation, via
digital output, of an audible or visual alarm. At the same time, the phenomenology
both preceding the event (by means of the pre-trigger function) and inherent to the
same event is acquired; everything is sent to the Cloud, in an FTP area, for subsequent
viewing and post- processing.

Both static and dynamic UAD may stream periodically (with a given acquisition
interval) as well as automatically when threshold values are exceeded (defined as
hazard events). The file strings are characterized by different codes in order to be
easily distinguished by the platform.

The system is modular, i.e. it is designed to be extended to measure dozens of
transducers, even with high sampling rates. However, the electronics and manage-
ment firmware is designed to absorb modest amounts of electrical current in the
case, for example, of power supply from a solar panel in areas poorly exposed to
the sun. The management software is fully configurable, so post-processing can be
performed on board the microprocessor before sending the data to the Cloud. The
units are designed to transmit data using various protocols, to be defined in the design
phase, such as LoRaWAN,wi-fi, SIM2G-3G-4G, LANaswell as satellite. All sensor
acquisition and management parameters are fully configurable via FTP.

At piers P8-P9, three 9-channel dynamic units, interlaced, and one 16-channel
static unit were installed, while five 9-channel dynamic units and one 16-channel
static unit were installed at piers P29-P30-P31.

Given the availability of electricity, a 220Vpower supplywas provided, equipping
the UADs with an internal UPS battery. Once the quality of the signal has been
checked, data transmission is carried out by a mobile telephone operator.

A prototype unit of a stand-alone intelligent node-station was designed to be
included in the monitoring system (Fig. 9). The unit was developed as an integrated
sensor capable of providing awarning signal in case of seismic event. Themonitoring
system at the installation site can be affected by vibration phenomena due to the
passage of trains. Each unit can record different accelerations and speeds on the 2
triaxial sensors which can be tuned to discriminate the different vibration source and
filter out any phenomena not relevant for the seismic analysis.

The system can acquire 6 signals through 6 separate 32bit ADCs by combining
two types of sensors, i.e. a velocimeter and an accelerometer.
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Fig. 9 Picture of the
prototype unit at the base of
piers P29 and P31

The adopted velocimeter is a 4.5 Hz geophone while a low power consumption
MEMS with a full-scale range of ± 2 g and a noise density of 50 µg/

√
Hz has been

selected as accelerometer.
The system is equippedwith an external GPS antenna which provides the TIMES-

TAMP for the time sync, with the possibility to install the antenna several meters
away from the sensor in order to improve the GPS signal reception if the installation
should be lacking of the appropriate “sky view".

The two sensors will have to be connected via LAN to a NUC mini-PC that will
be responsible for data collection and analysis. For this purpose, an appropriate LAN
has been designed and implemented on the installation site.

Given the distance from the Control-Room and the two monitoring points, the
network system has been built up using optical fibers up to the top of pier P31 and,
from this location, it has been developed through two LAN cables to reach the two
seismic sensors placed at the base of P31 and P29.

The two detection nodes provide raw data in Seedlink format on port 18,000,
while in the Control-Room side, located by the train station, the necessary hardware
and software for the data stream analysis has been installed.

Thedata transmissiondelaybetween the acquisition systemand theControl-Room
is on average 0,2 s. This makes the system suitable and ready for Early Warning
applications.

The Seedlink protocol has been implemented in the system for data transfer
between the sensor and the remote host. The data streams required can be limited to
specific networks, stations, locations and/or channels. All data packets are 512-byte
Mini-SEED records. The system has been developed integrating a SoM (System
on Module) processor in a Linux-based environment. This allows to integrate data
sharing capabilities through an FTP server.

Furthermore, the station is completely manageable via WEB page (developed in
PHP language) where the acquisition parameters can be configured, and data can
be downloaded by entering the initial and final time frame. The system will process
the data on board and prepare a.zip file with the requested data. Finally, the use of a
Linux-based platform is suitable to create ad-hoc codes that can be run on the system.
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4 Finite Element Model

With the aim to predict the seismic response of the bridge and properly design a
control algorithm for the mitigation strategy, a three-dimensional (3D) model of the
viaduct was implemented in SAP2000 [7] (Fig. 10). The pier (Fig. 11a) and the deck
(Fig. 11b) were modeled by equivalent beam elements whose effective geometry was
assigned in the “Section Designer” tool provided by the program.

Staircases and elevators were modeled through “shell” elements with a thickness
of 0.15 m and 0.20 m, respectively. The piers were fixed at the base, i.e. no soil-
structure interaction is considered at this stage. The effective height of each pier is
spanning from the extrados of the beam foundation up to the bearing level. The pier
cap was explicitly modeled only where transversally linking adjacent piers on the
same alignment. In case of independent, i.e. single-pier substructure, it was only
accounted in terms of additional concentrated mass at the top of the pier.

The beam section is defined for each deck including two box girders with the
relative top slab. A horizontal frame link at the slab level is added where different
railroads are connected. Two rigid links are also modeled to join the end-node of the
pier with the bearing center (horizontal link) and this point to the mid-center of the
deck (vertical link), respectively (Fig. 12). Internal flexural releases are applied at
both ends of the deck, whereas at only one end an axial release is applied in order to
model free longitudinal displacement for thermal variations. As a consequence of the
statically determinate scheme of the deck, on each pier a couple of longitudinally-
sliding bearing and fixed bearing are provided.

Fig. 10. 3D-view of the SAP2000 model

Fig. 11 SAP2000 model: pier a and deck b cross section
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Fig. 12. 3D-view of a single span sub-structure in the model

Self-weight of the deck and the pier is properly accounted by the model through
unit weight of material. Additional permanent loads (e.g. ballast) are assigned as
distributed linear mass along the deck.

4.1 Preliminary Validation

In order to validate the dynamic behavior of the numerical model of the bridge,
a preliminary assessment of the first vibration modes was attempted for a simple
pier-deck sub-structure as shown in Fig. 12.

In the vertical direction, the first vibration period T v
1 can be estimated as for a

simply-supported beam with uniform cross section and unit length mass properties
by Eq. (1)

ω1 =
(π

L

)2
√

E Ideck
mdeck

→ T v
1 = 2π/ω1 (1)

where Ideck is the moment of inertia of the deck with respect to the horizontal
axis, mdeck is the distributed linear mass of the deck including permanent loads, L is
the span of the deck, E is the Young modulus of concrete.

A good matching is obtained between Eq. (1) and FEM model, i.e. T v
1 = 0.22s

for the railway #1 and T v
1 = 0.17s for the railway #2.

In horizontal direction, the first mode of the pier-deck system is evaluated by
lumping at the end-node of the pier the whole mass of the deck plus that of the
pier-cap and one third of that of the pier by Eq. (2). Under the assumption of a SDOF
oscillating system, the fundamental period T h

1 in case of separated decks is calculated
as
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kpier = 3E Ipier
h3pier

→ T h
1 = 2π

√
Mpier

kpier
(2)

where Ipier is the moment of inertia of the deck in either horizontal direction,
Mpier is the total mass lumped at the top of the pier, h pier is the total length from
the base of the pier up to the center of mass of the deck, E is the Young modulus of
concrete.

In the longitudinal direction, a value T l
1 = 0.28s is obtained that is approximately

5% lower than the corresponding value from SAP model. In transverse direction,
T t
1 = 0.12s was found that is significantly lower than the value from SAP2000,

i.e. 0.17s. In this case, the scatter is due to a coupling effect between different sub-
structures due to both (i) different height of adjacent piers and (ii) not-straight track
of the viaduct.

The dynamic behavior of the bridge is affected by a number of features, including
the variability of the deck and the piers geometry. In the numerical model, first
horizontal vibration modes involve those piers close to the stations due to additional
mass contribution from platforms.

The excitation of a total partecipating mass ratio equal to 85% along x and y
directions corresponding to SAP model global axis, require a number of modes
larger than two hundred and nine hundred, respectively.

In order to define an alarm strategy according to the procedure presented in Sect. 5,
this model has to be run for seismic analysis in order to assess the failure probability.
Operational modal analysis will be performed to properly calibrate the model on
the basis of preliminary data under ambient-noise vibration and traffic passage thus
reducing model uncertainties [8].

5 Failure Probability Assessment in Near-Real-Time

Hereafter it is assumed that a number of limit states are defined on the monitored
structure and referring to a generic i − th limit state, the latter can be identified
by a threshold value of one engineering demand parameter (EDP), that is edpi .
Identifying three different levels of complexity, in each of the following section, the
probability of exceeding edpi , or the failure probability Pf,i , is computed. Based on
such a probability, an alarm strategy can be implemented for the monitored structure.

While at level I, a simple control strategy could be applied to an EDP directly
measured (to follow), in case of Level II and Level III, the mitigation strategy is
developed in a stochastic framework to assess Pf,i

[
edp∗

i > edpi
]
and in case of any

event the probability of false alarm should be taken into account prior to decision.
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5.1 Level I

This section describes the simplest way in which information from the monitoring
system can be used. At this level, a numerical model of the structure would not be
required. Indeed, it is assumed that the considered limit state is defined by one of the
recorded EDPs. Thus, assuming that the errors in recorded data are negligible (or
corrected), Pf,i is known comparing the recorded value, edp∗

i , with the threshold.

Pf,i =
{
1 i f edp∗

i > edpi
0 i f edp∗

i < edpi
(3)

In the case a limit state (either serviceability—SLS—or ultimate—ULS—limit
state) is recorded, i.e. Pf,i

[
edp∗

i > edpi
] = 1, an alarm is sent without requiring

additional judgment and the corresponding mitigation strategy applied.
To give an example, the case of relative displacements (x) at the sliding bearing

level or between decks can be considered. Both SLS and ULS could be triggered
upon the following criteria, respectively:

-

– Sliding of the bearing or relative movement between decks, edpi = 0mm

|x | > 0mm (4)

:

– Loss of support / collision between decks, edpi = 50mm

|x | > 50mm (5)

5.2 Level II

This section refers to limit states defined by EDP values that are not directly
measured. In this case, the failure probability can be computed via a Bayesian
approach that accounts for all the recorded information, that are, for example, ground
motion intensity measure recorded at the base of the structure, I M , and a vector of
observed structural responses, O.

First, a numerical model (nominal) of the monitored structure has to be built
like the one presented in the previous section. To account for uncertainties in the
structural analysis (i.e. model variability), some of the structural properties can be
modelled as random variables. Those suggested in [9] to be considered are: modal
damping, parameters describing the hysteric behavior of main structural components
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and soil spring stiffnesses. Model variability could also include the static coefficient
of friction of sliding bearings which is commonly addressed as a relevant source
of uncertainty and has an influence on the dynamic response while it can be only
indirectly evaluated through continuous modal based structural health monitoring
[10, 11]. Once the probabilistic distribution of each parameter is defined (usually log-
normal distributions are adopted assuming that each randomvariable is stochastically
independent to the others), aMonte Carlo simulation can be implemented to generate
S alternative realizations of the structuralmodel. The (prior) probability of each of the
S. models is the same, i.e., indicating the generic model asms with s = {1, 2, . . . S},
P[ms] = 1/S..

Thus, nonlinear dynamic analyses can be performed for each model adopting a
set of records in accordance with the recorded I M as input (i.e. record-to-record
variability) and, the results of the analyses allow to compute the probability of the
observed responses for each of the models, P[O|ms]. The posterior probability of
each model, P[ms |O], i.e. the weight of each model, ws , that accounts for all the
recorded information, can be computed as:

ws = P
[
ms |O

] = P
[
O|ms

] · P[ms]∑S
s=1 P

[
O|ms

] · P[ms]
(6)

With the computed weights, the probability that the structure has failed during
the recorded earthquake can be computed via the following equation in which edps
is the structural response provided by the numerical model ms :

Pf,i =
S∑

s=1

P[edps > edpi |im] · ws (7)

Similarly, the failure probability can also be computed for future events if the
marginal distribution of the I M , f I M(im), is known. This is represented by Eq. (8):

Pf,i =
S∑

s=1

P[edps > edpi |im] · ws · f I M(im) · dim (8)

The latter equation can also be adopted to the case of the assessment of failure
probability during an aftershock sequence from a mainshock of known magnitude
and location as discussed in the following section.

This procedure can be applied to those limit states referring to internal stress
which are not directly measured from the monitoring system, e,g, base shear and
bending moment at the base of the pier. These EDPs may either reflect a SLS or
ULS at the pier level and a numerical prediction is required in order to assess the
associated failure probability.
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The weighting process of the different models is targeted on the vector O, i.e.
the higher the number of measured EDPs, the more accurate prediction of Pf,i is
achieved.

In the case study, the vector of observed structural responses, O, include accel-
erations, displacements and strain variations at a discrete number of points. These
EDPs were selected as closely related to the desired internal stress distribution.

In the case a non-zero value of the failure probability is associated to a limit state,
i.e. Pf,i

[
edp∗

i > edpi
]

> 0, the decision process would be based on the judgment
of the decision maker and the consequent action must be evaluated on the basis of
accepted risk. As a further development of the topic, a cost-based approach could
be implemented in the decision making process thus considering both direct and
indirect costs explicitly accounting for false or missed alarms. The cost assessment
framework will aid the decision maker in the definition of the required actions to
be undertaken, e.g. stop traffic circulation rather than make a visual inspection to
railway installations or structural components before recovering the service.

5.3 Level III

The procedure described in this section refers to the case in which a mainshock of
knownmagnitude and location occurred and, after completing the analyses associated
to level II, one wants to estimate the structural failure probability given that an
aftershock occurs. Indeed, in level II it was described how recorded information can
be used to reduce the uncertainties on the structural side (see Eq. 6). On the other
hand, the occurrence of a mainshock, also provide information on the hazard side
that can be considered. More specifically, according to the aftershock probabilistic
seismic hazard analysis (APSHA) described in [12], the I M distribution given the
occurrence of an aftershock from amainshock of knownmagnitude (mm) and source-
to-site distance (rm), f I M |A,mm ,rm (im), can be computed, by derivation, from the
exceedance probability of the aftershock intensitymeasure I MA given the aftershock
occurrence after a mainshock of known characteristics, P[I MA > im|A,mm, rm],
that is provided by the following equation:

P[I MA > im|mm, rm]

=
rA,max∫
rA,min

mm∫
ml

P[I M > im|x, y] · fMA,RA(x, y|mm, rm) · dx · dy (9)

In the equation, P[I M > im|x, y] is the conditional exceedance probability for an
aftershock of known magnitude, x , and source-to-site distance, y. Such a probability
is provided by a ground motion prediction equation (GMPE); fMA,RA(x, y) is the
joint distribution of aftershock magnitude, MA, and distance, RA, that is defined for
magnitude between a minimum value (ml) and the mainshock magnitude and for
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distances between a minimum and maximum value, rA,min and rA,max respectively,
that depends on the mainshock magnitude and location (e.g., [13]).

Thus, the failure probability given the aftershock occurrence can be provided by
Eq. (8) in which f I M(im) is substituted by f I M |A,mm ,rm (im).

6 Conclusions

This paper has illustrated the complementary research activities developedwith refer-
ence to a specific pilot application (a railway bridge) and aimed at integrating struc-
tural monitoring and early warning systems in a single platform. An innovative
structural monitoring system was designed to implement an on-site real and near-
real time warning strategy trough low-cost equipment to promote wider application
at a regional scale. The strategy is based on both measured (e.g. displacements) and
predicted (eg. bending moment) values in order to define mitigation measures and
interventions on the basis of predefined target values. Prediction of response param-
eters set the need for a numerical model of the bridge which is going to be calibrated
based on the monitoring results. Even if the installation of the monitoring system
is not complete yet, data processing solutions aimed at failure probability assess-
ment at different scales depending on the type of response parameter (measured/not
measured) and the occurrence of a seismic event (measured/predicted) have been
developed. According to the estimated failure probability, an alarm can be triggered
to automatically adopt interventions to reduce the effects of a given earthquake on a
specific component to be protected. Given the stochastic approach of the procedure,
the probability of occurrence of false as well as missed alarms should be properly
accounted. In addition to this, a decision algorithm will be implemented in order to
take into account both failure probability and related total (i.e. direct and indirect)
costs including false or missed alarms. This further advancement will provide the
management team a very useful tool in order to define a decision to be adopted for
seismic risk mitigation.
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Dynamic Identification and Monitoring
of a New Highway Bridge

Laura Marcheggiani , Francesco Clementi , and Antonio Formisano

Abstract The structural behaviour of viaducts under traffic or seismic excitations
can be evaluated using Structural HealthMonitoring (SHM)methods, which can also
be usefully employed to evaluate their health state under service conditions. These
methods allow the calibration of suitable FEMmodels, based on accurate information
on bothmaterial properties and structural elements, which are used to both design and
evaluate the effectiveness of consolidation interventions, if needed. In the paper, static
and dynamic testing procedures applied to a multi-span bridge, called Adda viaduct,
along a new highway link inaugurated in 2014 in Northern Italy, are inspected.
The structural performances of the investigated viaduct are evaluated based on both
experimental static and dynamic loading test results. In particular, Operational and
Experimental Modal Analyses are used, and their results are compared to each other.
From the comparison it is shown that the dynamic load test can complement the
static load one for the structural evaluation of new viaducts and can also be taken as
an alternative for the monitoring of operational viaducts.
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1 Introduction

In the last two decades Structural Health Monitoring (SHM) methods received large
attention from academics and designers. Nowadays, despite the available theoretical
and practical developments, civil engineering is still hesitant to apply large scale
SHM techniques. The reasons are [1]: (1) the strong variety of structural types in
the construction industry; (2) differences in terms of economic interests, size and
technical skills of the stakeholders involved in the civil engineering sector; (3) the
difficulty in understanding of the potentiality of SHM methods.

Governments and professional groups all over the World published standard,
guidelines and simple recommendations to protect the safety of crucial infrastructures
[1]. Nevertheless, in Italy, apart §9.2 of the Italian law [2] and UNI 10,985:2002 stan-
dard [3], a lack of guidelines and procedures on SHM methods is noticed. However,
theMorandi Bridge disaster in Genoa occurred on 2018August 14th and a long series
of previous failures of bridges demonstrated the need of both reviewing the regu-
lations and planning monitoring actions at national level for new and existing road
infrastructures. In particular, the Italian law gives the possibility to perform static
tests and, if necessary, non-compulsory dynamic surveys.

Dynamic techniques play an important role in the SHM field. They allow to
identify the main parameters governing the dynamic behaviour of a bridge, such as
natural frequencies, mode shapes and damping factors, usually gained by Ambient
Vibration Tests (AVTs) using operational identification methods. AVTs are generally
less effective than Harmonically Forced Tests (HFTs), but their use does not require
any additive equipment for test execution [4–7]. Contrary, measurements of a large
number of points is possible even with a small number of available sensors [8–11].
However, dynamic data collected during experiments become more effective when
used to improve FEM models of structures and bridges [12].

Based on the above premises, this paper shows the results of experimental envi-
ronmental and forced dynamic testing procedure on the bridge crossing the Adda
river along the new A35 BreBeMi motorway link between the cities of Brescia and
Milan, in Northern Italy, before to be opened to traffic in July 2014.

2 The Viaduct Under Investigation

The investigated viaduct, crossing the Adda river, extends along the East–West axis
of the A35BreBeMi highway (Fig. 1). It is composed of two side-by-side decks, each
of them made of 20 spans with different lengths: shore spans of 45 m, typological
spans of 60 m, main spans of 90 m, across the riverbed of the Adda river and the
spillway of the Muzza canal, and transition spans of 75 m between the last ones and
the typological ones. The deck is supported by piers with RC circular cross-section
having height ranging from 4.70−11.59 m. Along the longitudinal direction of the
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Fig. 1 A photograph of the Adda viaduct

viaduct, the two carriageways have an offset of about 7 m in order to allow for the
crossing of the river.

The plinths supporting the piers, based on a soil consolidated by jet-grouting
technique, have a circular cross-section with diameter from 8.70 to 12.50 m and
height between 2 and 2.5 m. The deck is joined to the side embankments by means
of the abutments, having the same width of the deck (17.05 m) and height between
8.55 m (shoulder S2 South roadway) and 7.99 m (shoulder S1 North roadway). In the
viaduct, there are four artifacts with differentiated carpentry both in the elevation of
the rampwalls and in the shape of the gravel wall, but with identical foundations. The
abutments on the same side are kept separated, despite the proximity of the artifacts,
to decouple their behaviour in a seismic scenario (Fig. 2). The plinths supporting the
abutments, founded on the consolidated ground, have rectangular cross-section of
18 × 14 m and height of 2 m.

The decks are continuous beams obtained by solidarizing individual “crutches”
composed of prefabricated ashlar systems having symmetrical cantilevered advances

Fig. 2 A general plan view of the Adda viaduct
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regarding the piers head. In particular, the continuous prefabricated box decks are
assembled on site using the prestressed technique with internal sliding cables.

From the seismic point of view, the viaduct belongs to the category of continuous
deck bridges with seismic isolation. The usual support structures of the deck are
replaced by seismic isolators with the aim of containing the seismic energy trans-
mitted by the substructure (piles and abutments) to the superstructure (deck). Sliding
pendulum isolators are adopted, since they have good seismic dissipation capabilities
with very small residual displacements at the end of a possible earthquake. These
devices are characterized by a non-linear behaviour directly depending to the trans-
mitted excitation. For modest excitations, they assume pseudo-elastic behaviour with
stiffness features related to the extent of the applied actions.

3 Static Loading Tests

Loading and unloading tests with different configurations of trucks, each one having
a total weight of 420 kN, were carried out on the viaduct to measure its deflections.
To get the maximum bending stresses, the trucks were arranged with the loads trans-
versely centred [13], as shown in Fig. 3a for the spans of 45 and 60 m and in Fig. 3b
for the spans of 75 and 90 m. The displacement in the middle of the span was read
through two optical sights placed between the second and third row of trucks in
correspondence of lateral curbs.

To generate the design shear in a general pier, a loading trainwith 9 trucks arranged
on 3 rows with a longitudinal centre distance of 9.5 m was used (Fig. 4a). Finally,
aiming at having the maximum torque, 8 trucks, positioned in pairs close to the side
overhang, were arranged (Fig. 4b).

The measurement was based on the precision spirit levelling technique with an
accuracy of± 0.01mm. During the sessions, the deflections weremeasured at signif-
icant points identified as eleven benchmarks (see marker points in Figs. 3 and 4)
fixed rigidly to the upper surface of the slab. Given the geometry of the deck, the

Fig. 3 General schemes of the trucks for maximising the bending moment in the span of the Adda
Viaduct under static load tests
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Fig. 4 A general scheme for the trucks during static load tests of the Adda Viaduct for the
maximization of the shear in the piers and of the torsion in the deck

measurements were not limited to the central span only, but to catch all the possible
displacements, the optical sights were positioned also in the external parts.

The measuring station consisted of a TRIMBLE 5603 robotic reflectorless total
station, with 3” of angular precision and reading accuracy at the levelling staff of
0.01mm(Fig. 5a).Measurementswere carried out for each test session by performing
the readings on the staffs on the deck benchmarks and on an external benchmark
positioned near the vertices of the station. In order to remove the deformation of
the deck under the load induced by solar radiation, optical targets were positioned
also in correspondence of the parallel discharged roadway. Strain gauge transducers
TLDT50MM, with a high-resolution measure < 1 μm and a standard output of
2 mV/V, were used to limit possible measurement errors (Fig. 5b and Table 1).

Fig. 5 The optical marker and the robotic reflectorless total station (a) and LVDTs (b) for static
load tests
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4 Dynamic Loading Tests

With the aim to assess the dynamic behaviour of the Adda Viaduct, AVTs and
HFTs were carried out on spans P5-P6, P6-P7 and P7-P8 of the North carriageway
(see Fig. 2) and on spans S1-P1, P1-P2 and P2-P3 at the lateral ends of the South
carriageway [13].

Firstly, AVT was used to characterize the dynamic behaviour of the bridge under
ambient vibration only. The Operational Modal Analysis (OMA) technique was then
used to obtain the main frequencies, the associated modal shapes and the damping
ratios. Then, the HFTwas used with a known and controlled input, and the correlated
induced vibrations were acquired, also providing a ratio between output and input.

The modal parameters thus obtained should allow a more reliable dynamic anal-
ysis of the structure with respect to the OMA. To provide excitation, imposed by
inertia, a system for vertical forcingwas used.Moreover, it was employed a hydraulic
actuator loaded with appropriate masses. The choice was conditioned by the possi-
bility of implementing the best control strategy in terms of both the amplitude of
forcing and frequency.

4.1 Test Setup

The AVT response of the bridge with OMA was measured at different span (see
Fig. 6a) and with different acquisitions. In particular, the AVT considers the spans
between the piers P5 ÷ P8 for the North carriageway and between the abutment
S1 and the piers P3 for the South carriageway. The accelerometers were fixed in
direct contact with the structural elements (Fig. 6a) and parallel/perpendicular to the
main directions of the span, in order to get both horizontal and vertical modes. The
positions were chosen at ½L, ½L and 2/3L of considered spans.

In general, two different types of highly sensitive accelerometers, measuring in
two orthogonal directions, were placed (see Fig. 6a): the dots measure the vertical
directions and the arrows the horizontal ones.

It was used awired sensor network composed of two types of piezoelectric sensors
(Integrated Electronic Piezoelectric-IEPE), namely 393B12-PCB and 393B31-PCB.

The digital recorder is composed of NI9234 modules with 24-bit A/D converter
and integrated anti-aliasing filters. The data were acquiredwith a sampling frequency
of 2048 Hz, pre-filtered and decimated 8 times, obtaining a final sampling frequency
of 256 Hz.

For the Experimental Modal Analysis (EMA), the setup layout is essentially the
same of OMA to facilitate the comparison of results between them. Nonetheless, in
this case, the excitation is provided by an inertial exciter (see blue point in Fig. 6b)
close to 1/3L, being L the length of the central span of the three measured portions,
in order to excite the greatest number of eigenmodes at low frequency.
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Fig. 6 Layout of the accelerometers at each span for operational modal analysis (a) and
experimental modal analysis (b)

The hydraulic actuator (see Fig. 7) is placed in an asymmetrical position with
reference to the centreline to force both vertical and torsional modes of the viaduct. It
is powered by a portable pump with adequate characteristics. The actuator oscillates,
at the desired frequency and amplitude, with its mass of 500 kg, which generates
the desired forcing on the structure. The chosen test profile is a stepped sine. The
frequency is increased with variable steps, cooled around the structural resonances,
with a minimum step of 0.01 Hz.

Fig. 7 Hydraulic actuator and accelerometers used in the experimental modal analysis
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Table 3 Forces transmitted
on the deck for experimental
modal analysis for the two
carriageways

Frequency [Hz] North carriageway South carriageway

Force [N] Force [N]

1–1.5 800 800

1.5–1.8 1500 1000

1.8–2 1800 1500

2–2.5 2500 3000

To estimate the force transmitted to the structure, the PCB 393A03 accelerometer,
with a sensitivity of 1000mV/g,wasfixed to the basket that carried themobilemasses.
The main values of the forces transmitted to the viaduct are reported in Table 3.

4.2 Operational Modal Analysis

Natural frequencies, vibrations modes and damping ratios were estimated for the
lower modes of North and South girders. The Time-Histories (THs) are analysed by
the Polyreference Least Square Frequency Domain [14].

Figure 8 shows the graph of the Power Spectral Density (PSD) of the accelerations
detected during the 8 h of acquisition made on the North carriageway. Only three
vibration modes were completely identified from the tests on North carriageway, as
depicted in Fig. 9. The first and third modes involved a deformation of the bridge
deck with a prevalence of vertical oscillations, i.e. transversal to the deck. Mode 1
(1.27 Hz, ζ = 0.67%) corresponded to a bending in-phase deformation of the deck,
i.e. the out-of-plane deformation of the deck was the same with equal sign at the
extremities, as happened for the Mode 3 (1.68 Hz, ζ = 0.48%).

The Mode 2 (1.59 Hz, ζ = 0.79%) vibrates both in out-of-plane and in-plane
directions of the deck. Maximum amplitudes were recorded in the first span, if we
consider the extremity near to the mountain, and in the middle of the central span,
taking into account the extremity near to the valley.

A dynamic behaviour analogous to that of North carriageway was encountered in
identifying the vibration modes of South carriageway, with some little differences.
Herein, three frequencies and the associated mode shapes were identified. The most
important differences are that all the modes still involved the deformation of the
whole deck, with a prevalence of an in-phase oscillation of the two extremities of
the deck in the vertical plane. These modes had very close natural frequency values,
which were, respectively, 2.06 and 2.11 Hz for Mode 1 and Mode 2. The third
mode corresponded to a natural frequency value equal to 2.21 Hz, having modal
deformation with a greater contribution in anti-phase at the stack closest to Milan.

As a conclusion, it was noted that the test made on the North carriageway can
identify with certainty the first three modes, while that on the South carriageway
can identify only frequency modes higher than 2.06 Hz. In fact, in this latter case,
the first three modes are local ones producing modal deformations too low to be
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Fig. 8 PSD of horizontal (a) and vertical channels (b) for the OMA on the North carriageway
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Fig. 9 Mode shapes of the three modes identified with OMA

appreciated in the OMA. The reason why is that in the North carriageway the spans
with the greatest span were tested, while in the South carriageway, whose PSD and
mode shapes were not depicted herein, only those starting from the bridge shoulder
were examined.

4.3 Experimental Modal Analysis

On both carriageways, HFT tests were carried out with known dynamic excitation
supplied bymeans of an oleodynamic exciter, according to the approach called EMA.
All the available energy was applied on one frequency at a time, using a stepped sine
forcing. The Time-Histories (THs) were analysed by the Polyreference Least Square
Frequency Domain [14].



614 L. Marcheggiani et al.

Figure 10 shows the Frequency Response Function (FRF) of the accelerations
detected during acquisition on the North carriageway. The same first three vibration
modes of OMA were completely identified, as seen in Fig. 11.

The first and third modes involved again a deformation of the bridge deck, with
a prevalence of vertical oscillations, i.e. transversal to the deck. Mode 1 (1.26 Hz,
ζ = 0.66%) corresponded to an out-of-plane deformation of the deck with the same
sign in the extremities. It has a difference in terms of frequencies respect to OMA
of about + 0.79%. The same happened with Mode 3 (1.69 Hz, ζ = 0.63%), where a
difference in term of frequency of about −0.60% referred to OMA was detected.

Also with EMA, Mode 2 (1.57 Hz, ζ = 1.06%) involved both out-of-plane and
in-plane directions of the deck. The difference in frequency with respect to OMA is
about+ 1.26%.Maximum amplitude was again recorded as in the previous analysis.

A dynamic behaviour analogous to that of North carriageway was encountered in
identifying the vibration modes of South carriageway, with some little differences as
observed for OMA. Three frequencies and the associated mode shapes were always

Fig. 10 FRF of horizontal (a) and vertical channels (b) for the EMA on the North carriageway
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Fig.11 Mode shapes of the three modes identified with EMA

identified. The first two modes had natural frequency values very close to each other
(2.05 and 2.11 Hz for Mode 1 and Mode 2, respectively), as observed in OMA. The
third mode corresponds to the natural frequency value of 2.20 Hz and presents a
modal shape with different signs near the piers P6 and P7 in the two extremities of
mountain and valley.

TheEMAon theNorth carriageway, inwhich the central spanswere instrumented,
allowed the identification of the first threemodes, having high amplitude components
on those spans and almost equal to zero on the shore spans. So, also with EMA tests,
despite the greater input energy, appreciable modal amplitudes for the first three
modes in the shoulder spans cannot be generated. The EMA tests on the South
carriageway allowed the identification of higher modes, as also observed in OMA,
whose contributions in terms of amplitude of vibration on the side bays were more
significant. The damping derived from the processing of EMAwere compatible with
the real dissipative capacity of the structure in the field of small vibrations.
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5 Concluding Remarks

The research paper herein presented dealt with an application of dynamic methods
for structural identification of the viaduct inside the Northern Italy roadway between
Milan and Brescia. The viaduct is composed of two side-by-side decks, each of
them made of 20 spans with different lengths, supported by circular piers through
elastomeric seismic isolators.

Before opening, the viaduct was subjected to static and dynamic tests, the latter
with environmental and forced excitation of known value. The vertical deflections
were measured by means of optical measurement and LVDT systems before, during,
and after the trucks were positioned on the bridge deck on both the carriageways.
All the deflections were lower than the design expected ones and they were almost
completely reversible after complete unloading of the viaduct. The influence of solar
radiation on the deformability of the deck was likewise investigated and clearly
understood.

Natural frequencies, modes shapes and damping factors of the first modes of the
viaduct were estimated on the basis of a series of AVTs and HFTs. In general, the two
approaches, very different from each other due the unknown of the input in the AVTs,
give the same results with very little differences, which are completelymarginal from
the engineering point of view. In particular, for the North carriageway, it was possible
to identify the first three modes below 2 Hz because the monitored spans, located in
the middle of the viaduct, allow recording even small environmental noises exciting
the lower frequencies. Contrary, in the South carriageway, it was not possible to
identify the first natural modes with both AVT and HFT due to the presence of the
bridge abutments, which strongly conditioned the dynamic response.

In all the various identifications, themainmodes were associated tomodal shapes,
that deformed the deck in the out-of-plane direction. The components of the modal
shapes of the deck were always low, except for the second identified mode in both
carriageways.

Finally, it is possible to affirm that the dynamic characterization of the examined
viaduct can provide important advices to bridge constructors on the use of static and
dynamic data to assess the quality of the techniques adopted for the realization of
the viaducts. Furthermore, these experimental results permit a clear interpretation of
future long-termmonitoring data on the inspected viaduct, also addressing variations
in seismic isolators [15].

Acknowledgements TheAuthorswish to gratefully acknowledge the “Società di ProgettoBrebemi
S.p.A.” for the permission to use the static and dynamic testing data of the Brebemi Viaducts.
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SS#1 Investigation in Structural
Performances of High-Power Horizontal
Axis Wind Turbines by OMA-Based
SHM

Luca Sbaraglia

Abstract Amonitoring campaign of the towermast vibrations of four identical high-
power Horizontal Axis Wind Turbine Generator (HAWTG) was conducted by Rina
Consulting S.p.A. The scope of the work was to find the reasons of different perfor-
mances between the investigated wind turbines. The monitoring was conducted by
using real time chains of seismic accelerometers and the data analysis was completed
by the OMA, operational modal analysis technique. The results made it possible
to highlight the differences in dynamic behavior between the investigated WTs.
Starting from OMA results and using the design characteristics of the turbines, a
set of dynamic indicators like unitary mass normalized modal shapes, flexibility
matrix and modal shape curvature were calculated. The differences in the calculated
indicators made it possible to provide an explanation of differences in WT perfor-
mances and to suggest a series of interventions to mitigate the consequences of the
sub-optimal performances.

Keywords Operational modal analysis · Wind turbine · Scaled mode shape ·
Flexibility matrix · Mode shape curvature · Short time fourier transform ·
Rotational stiffness · Lateral stiffness

1 Introduction

This manuscript is based on an industrial project that Rina carried out on behalf
of a Wind Turbine (WT) manufacturer. The aim of the project was to identify the
causes of the unsatisfactory behaviour of some turbines in an onshore wind farm.
The problematic behaviour of the WT consisted in the fact that the characteristic
frequency of the first oscillation mode, measured by the vibrating sensors installed
in the nacelle, was close to the lower limit of 1P, the period of rotation of the blades.
This entailed the entry of the structure into a regime of dynamic behaviour close to the
resonance which was averted with the shutdown of the generator or the downgrade
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of the operating regimes. Therefore, this was the cause of economic damage due to
the lack of production. A dynamic investigation was therefore conducted on four
turbines, indicated in this wotk by terms WT #1, #2, #3 and #4, of which only the #2
presented satisfactory behaviour. The WT #1, #2 and #4 were investigated also by a
continuous and contemporary monitoring campaign with the aim to determinate the
experimental rotational stiffness (Kr).

As is known, [1, 2] the dependence of the vibration frequency of the first mode is
strongly influenced, in this type of structures, by the value of rotational stiffness (Kr).
It therefore seemed natural to first check the value of this parameter for each of the
selected turbines. The Rina Consulting Geoscience team conducted a review of the
geotechnical study of the foundation soil and the review of the foundations design
[3]. In parallel, the Smart Monitoring group of Rina Consulting S.p.A. implemented
continuous structural monitoring of the Kr and a campaign of Operational Modal
Analysis (OMA) [4]. In particular, the monitoring was conducted on WT #1, #2 and
#4, it lasted for about three months during which both the rotation of the pedestal
head and the strain on the internal wall of the tower, close the base, were measured.
Overall, the design review and the experimental determination of the Kr showed low
values of rotational stiffness, compared to the design requirements, only in the case
of WT #1.

Therefore, the dynamicmonitoring campaigns object of this paper had the purpose
of evaluating the possible presence of structural problems on theWind Turbine Tower
Mast (WTTM) that are part of the WT.

In operating conditions, wind turbines are time-variant systems, since [5] changes
in wind intensity, in rotor speed, in blade pitch cause the dynamic response to change
significantly, modifying both stiffness and damping properties.

On the other hand, OMA is based on the hypothesis that the behaviour of the
structure under investigation is on the contrary Linear and Time-Invariant (LTI) and
this is a cause of difficulty in obtaining reliable results by applying OMA techniques
tout court, without particular precautions to this type of structures [6]. There are two
possible ways to remedy this incompatibility between the OMA requirements and
the time variant nature of the TW. The first is to [7] reduce the response data sets of a
wind turbine in operating conditions to a time-invariant data set, for example through
theMulti BladeCoordinate (MBC). The second is to eliminate harmonic components
frompost processing data due tomass rotations (blades and alternators) [5]. However,
for the purpose of the project, which was to identify the dynamic characteristics of
the tower and make a comparison between the turbines examined, it was preferred to
analyse the dynamic behaviour of the generators in parked conditions, i.e. with the
rotor stopped, electrical equipment deactivated, and low wind speeds. In fact [5–7]
in parked condition it is possible to consider turbines as time invariant structures and
excited by a set of sources which together constitute a white spectrum excitation.
Under these conditions it is therefore possible to perform an extraction of the modal
parameters of the structure by means of the OMA analysis.

A Finite element Model (FEM) of the WTTM was created to compare the modal
parameters provided by the OMA with those of a numerical model corresponding
to the structure of the tower in terms of geometry and materials. The model was
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created using structural design software used in the civil sector (ProSap—2Si srl)
and the dynamic analysis were carried out in the linear field. The FEM model was
created in two variants. In the first the nacelle and the rotor were schematized as a
weight placed at the head of the tower, in the second variant the nacelle and the rotor
were modelled as a structure rigidly connected to tower’s top with shape, position
and weights tuned on the mass and stiffness characteristics of the nacelle + rotor
assembly.

1.1 Proposed Investigation Approach

On the basis of the framework described above, the following methodology, based
on OMA andWT design data, has been implemented to identify structural problems
on the respectiveWTTMs in parked conditions. The proposed methodology consists
of the following steps:

(1) OMA analysis and modal parameters estimation, for all WTs investigated.
(2) Realisation of FEM and its updating according to the results provided by the

OMA for the reference WT.
(3) Calculation of the mass matrix from WTTM design data
(4) Calculation of UMM, for all WTTMs investigated.
(5) Calculation of damage indicators, flexibility matrix and curvature, for all

WTTMs investigated.
(6) Calculation of STFT on data used for OMA analysis, for all WTTMs

investigated.
(7) Comparison of results obtained in (5) and (6) to identify measuring nodes

where damage indicators suggest the presence of structural problems.

The pre-requisite to apply this methodology is that the analysed Wts must be
identical for construction and type and that at least one must be considered a refer-
ence, as considered the WT with the best performance and a WT without structural
problems.

2 Structure Description

The wind generators discussed in this experience are HAWTGwith power exceeding
2 MW. The height of the hub from the ground is approximately 118 m. The tower
structure is made of precast reinforced concrete keystones assembled on site to form
six tower sections or rings, of variable thickness with height. The keystones and the
tower’s rings are jointed by means of pre-stressed connections and filling grout. The
foundations are gravity base type, constituted by a concrete ring slab and a cylindrical
hollow pedestal both realized by cast in situ reinforced concrete. The union between
the foundation head and the base of the tower is composed by means of pre-stressed
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connections and filling grout. The constraint tension is achieved through post tension
cables. In fact, the tower is a post-tensioned structure thanks to the presence, inside
the tower, of 5 unbonded tendons. The total tension load due to the tendons is equal
to about ½ of the tower’s own weight. The lower end of the tendons is fixed to the
base of the foundation while the upper end is fixed to the top of the tower. Due to the
demand for higher and more powerful WT, this type of tower construction has been
developed in recent years [8]. The 1P frequency is between 0.15 and 0.25 Hz

The wind farm is made up of no. 25 HAWTG identical in construction, design and
environmental conditions. The characterization of the foundation soil was carried out
and the foundations were designed for each WT tower.

2.1 Kr Investigation

As mentioned in the introduction, a continuous monitoring of the rotational stiffness
Kr for WT #1, #2 and #4 was carried out for more than a month. Although it is not
the subject of this paper, for completeness, the obtained results are briefly described.
Kr was obtained from the simultaneous measurement of both the strain on the inner
wall of the towers, in four points uniformly distributed on the inner circumference,
and both of the rotation the foundation top along two horizontal and orthogonal axes.

Table 1 contains the averaged values Kr for each WTTM, referred to the entire
set of data acquired during the monitoring period s. These values are obtained by the
formula:

Kr = M/α, (1)

where M is the bending moment measured at the base of the tower by means of the
strain sensors installed into the internal surface of the tower, and α is the rotational
angle of the tower, measured by means of a biaxial dynamic inclinometer installed
on the top of foundation.

Table 1 Kr mean values—whole data set

Kr [G Nm/rad]

WTTM #1 #2 #3 #4

Kr 102 220 Not measured 297
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3 Measuring System Description

The WTTM’s accelerations of four WT were continuously monitored in ten days
one at once by using a cabled, synchronous, dynamic measuring system. For each
monitored WTTM the continuous monitoring campaign lasted about 36 h with a
sampling frequency of 200 Hz (200 samples/second) for all measuring channels. The
samemeasurement setupwas used for each turbine. The position ofmeasuring points
is sketched in the picture below, while the table reports the height of the installed
measuring points with respect to the base of the tower. The data were achieved by
signals recorded by 14 accelerometers. These ones were installed internally on the
tower, on seven measuring points along a vertical alignment close to the elevator
area. The measuring points were settled in bi-axial configuration, by means of two
piezoelectric accelerometers orthogonally positioned in a horizontal plan along the
X and Y directions (Fig. 1).

No sensors were installed on the blades or in the nacelle. The monitoring
campaigns, asmentioned before, were therefore not performed simultaneously on the
four turbines, but on one turbine at a time, in ten days. A data acquisition systemwere
employed to collect acceleration data. The sensors were connected to the acquisition
system by 14 separate RG174 coaxial cables. The measuring chain is composed by:

• a dynamic acquisition unit (Dewesoft SIRIUSe-HD-16xSTGS);
• a fan less& rugged PC;
• 14 Coaxial sensor cables, from 30 to 130 meters length;
• Fourteen seismic accelerometers PCB 393B04 (Sensitivity 1 V/g, Range+/− 5 g,

Frequency Range 0.06–450 Hz, Broadband Res.3E-6 g RMS, Non Linearity 1%);
• A PT100 (Temp Range 0–100 °C, total precision 1%, Resolution 0.1 °C) (Fig. 2).

a b c 

Fig. 1 a Measuring point schema b WT’s picture and c measuring point coordinates
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b a 

Fig. 2 a Data acquisition unit, b mono-axial sensors arranged in bi-axial setup

The temperature sensor was placed inside the tower in contact with the surface of
the concrete. The variation of the measured temperature appeared limited in the time
intervals to which the data used for the OMA analysis belong. The effect of temper-
ature on vibration frequencies over the entire monitoring period was not assessed,
as the effects of turbine operation on the variation of natural vibration frequencies
were not removed.

In Fig. 3 the whole time histories of all measuring channels are reported for the
WT #1 measuring campaign. The measures were recorded in many batches of one
hour long, separated each by a time period of about 7 min. During the recording
period, the four WTs experienced different working conditions at different rates of

Fig. 3 Whole recorded data time series—WT #1
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energy production and phases in parked condition. For the OMA analysis only the
data referring to parked condition were used.

For the OMA analysis, as mentioned before, only data batches referring to parked
condition was selected, choosing from those where the WT was in no-operating
conditions. The total time series length chose for the OMA analysis was between 45
and 60 min, so more than proposed in [9] for expected values of ζ, and fmin equal
to 0.02 and 0.3 Hz respectively. In Fig. 4 the time histories used in WT #3’s OMA
analysis (acceleration, blue and temperature, red) are showed.

Table 2 shows the temperature variation observed for all monitoredWTTMduring
each time period considered for OMA.

Fig. 4 Acceleration (blue) time series used in OMA analysis and temperature (red), WT #3

Table 2 Temperature
observed range, OMA
considered time period

Temperature variation

WTTM °C

#1 26–28

#2 23–24

#3 24–25

#4 24–23
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4 Modal Parameter Estimation in Parked Condition

From the time histories of the sensors, those in which the turbines were in parked
condition were isolated. The modal parameters of the tower were identified by
means of operational modal analysis using the Artemis Modal Pro® software and the
Enhanced Frequency Domain Decomposition (EFDD) technique. The EFDD [21],
an extension of the Frequency Domain Decomposition (FDD) technique, was used
because it allows you to easily view the parts of the spectrum in which there is struc-
tural information from those in which the noise is predominant. Being the WT noise
sources for the signals sensor (electrical generation and transformation apparatus)
and presenting the WT towers a structural behaviour biased by physical phenomena
of various nature (aerodynamic turbulence, gyroscopic effects, etc.), the choice of
the EFDD seemed the most suitable. However, the main limitation of this technique
lies in the fact that it is based on the approximate decomposition of the spectral
density matrix (SD matrix) built with the sensor data [9]. Because of this approxi-
mation, therefore, the FDD unlike other techniques (like Poly reference) necessarily
introduces a bias in the results. This is especially true in the definition of modal
deformations if their degree of complexity is high.

This method was introduced by Brincker et al. [10] in 2000. “FDD is an improve-
ment to the classical approach in EMA to pick resonance peaks from frequency
response plots. Modal frequencies are directly obtained from the peaks of the Auto
Spectral Density (ASD) or Power Spectral Density (PSD) calculated on acquired
data. the SD matrix of the measured response channels can be expressed as

Gy( jω) =
n∗∑

r=1

(
drψrψ

T
r

jω − λr
+ drψrψ

T
r

jω − λr

)
(2)

where n* denotes that only dominant modes at a certain frequency ω are relevant dr
is a scalar constant depending on the modal participation factor and the unknown
volume of the input noise. dr is inversely proportional to natural frequency, damping
and modal mass.”

Since mode shapes, ψr , in a modal model are generally unscaled, dr is not of
further interest in pure OMA. With Eq. (2), a direct link between the measurement
data Gy and the modal parameters ψr and λr is established. λr is a complex value,
which contains the natural frequency and the damping ratio.

The FDD technique estimates modes from spectral density matrices by applying
a Singular Value Decomposition. It involves singular value decomposition of power
spectra matrix Gy at each frequency into left and right singular vectors (U, V) and
singular values S(ω):

Gyy( jω) = USV H ∼=
N∑

r=1

2d2
r Re

(
ψrψ

T
r

jω − λr

)
(3)



SS#1 Investigation in Structural Performances … 627

The singular values composing the diagonal matrix S should be interpreted as
the auto spectral densities of the modal coordinates and the singular vectors U and
VH as the mode shapes [9] Singular vectors near the resonance are good estimate of
the mode shapes and the frequency corresponding to the peak in the singular value
curve is an estimate of the modal frequency. Actually, under a series of assumptions
(lightly damped structure, well separatedmodes, imaginary part ofmodes negligible)
the mentioned Eqs. (2) and (3) can be used to derive frequencies and modal shapes.

The EFDD is a further development of the FDD. In addition to modal frequencies
and shapes, the EFDD can estimate modal damping. For this, singular value data are
transferred to time-domain by an inverse Fourier transformation. Modal damping
can then be estimated from the free decay. In this work the aspects due to damping
have not been studied in depth. For further information on this technique please refer
to the mentioned literature. The Singular Value Decomposition SVD lines calculated
for the WT #4 in parked condition is shown in the Fig. 5.

Fig. 5 SVD lines of PSD matrix—parked condition WT #4
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5 Modal Parameters Extraction and Further Indicators

Starting by PSD calculated on recorded data with the help of numerical calculation,
the FDD and EFDD algorithms (implemented in Artemis Modal Pro) have provided
the modal parameters Frequencies ω, Damping factors (expressed as percentage of
value of critical damping) cr and Modal shapes {ψr}, being the r the indicator of rth
mode. The characteristic frequencies and the modal shapes can be viewed also as the
eigenvalues and the eigenvectors of the characteristic equation of the (undamped)
system respectively:

Det
(
[K] − ω2[M]

) = 0 (4)

where [K] and [M] are the stiffness and masses matrix.
For each of the WT, the estimated modal parameters frequency and damping

factors of the first three bendingmodes are showed in Table 3. In the case ofWTTMs,
the modal damping factor is very susceptible to external excitation conditions and
is not recognized as a complete indicator of damage. Therefore, the values obtained
with the EFDD are reported for completeness. In the last row frequency results
provided by FEM are also reported, while the damping factor was settled to the 5%
value. In the same Table 3, the values of Kr measured are also reported for each WT.
This to permit a direct comparison between first oscillating frequency and the Kr
value.

In this manuscript the terms mode shapes and eigenvectors are used to indicate
the same parameters {ψr}. The modal shapes of the first mode, provided by analysis
carried out by Artemis Modal Pro, are showed in Fig. 6 for each WTTM.

The same modal shapes showed above are reported in Fig. 7 and Fig. 8 by using
graph of MS Excel™ and by using the eigenvector values supplied by OMA, {ψr}.

Table 3 Bending mode—ωr, frequency (eigenvalues) and ζr, damping factors

WT Kr
(GNm/rad)

I Mode. X
ωr and ζr
(Hz) (%)

I Mode. Y
ωr and ζr
(Hz) (%)

II Mode. X
ωr and ζr
(Hz) (%)

II Mode. Y
ωr and ζr
(Hz) (%)

III Mode X
ωr and ζr
(Hz) (%)

III Mode Y
ωr and ζr
(Hz) (%)

#1 102 0.31
0.99

0.32
0.92

1.43
2.1

1.44
2.25

3.68
0.33

3.73
0.74

#2 220 0.35
1.5

0.36
0.85

1.54
0.29

1.55
0.38

3.61
0.09

3.88
0.16

#3 Not
measured

0.32
2.3

0.31
3.5

1.45
0.75

1.45
0.81

3.68
0.24

3.9
0.46

#4 297 0.34
1.1

0.33
0.99

1.47
0.47

1.49
0.51

3.92
0.75

3.75
0.8

FEM Clamped 0.31
5

0.32
5

1.37
5

1.39
5

3.31
5

3.36
5
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Fig. 6 I bending mode, modal shape of WTTM #1, #2, #3 and #4, (a), (b), (c) and (d)
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Fig. 7 Mode I, X components for all WTTMs plus FEM

5.1 Indicators Derived from the Modal Parameters

The modal parameters allow to achieve indications on the dynamic behaviour of
the towers, but they are not very sensitive to local changes in stiffness as they are
essentially governed by the mass distribution which in the event of damage does not
change. In addition, some indicators, [11], derived from the modal parameters, are
very useful for having clues about the possible onset of damage on the structures. In
this work, however, these indicators are used to identify differences in stiffness by
the fourWTTM studied. Due to the fact that measuring sensor was installed close the
junctions of the tower’s sections, the investigation object of this study is limited to
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Fig. 8 Mode I, Y components for all WTTMs plus FEM

the tower, with special attention to the joint’s efficiency. Therefore, the influence of
generator, gearbox, blades and tendons cannot be directly observedwith the available
data and are not the object of direct study of this work.

By the simple visual inspection of mode shape, it is not easy to detect signals
of structural differences on WTTMs. In this case, for example, the WT #4 shows
the X component of first mode shape that is different by others WTTMs: the total
displacement is lower than otherWTTMand it’s close the displacement of the FEM’s
mode shape. Without considering the change in shape on node no. 4, the WTTM
#4 appears to be much stiffer than other WTTMs in X direction. For this reason,
we have tried in this experience to calculate a series of indicators based on the
modal parameters obtained with the OMA analysis, with the aim of obtaining more
detailed information on the mechanical properties of the WT towers. Starting from
the modal parameters identified for the four turbines, the following indicators have
been calculated:

UMM (Unitary Modal Mass normalized mode shapes)
Flexibility Matrix
Curvature of modal shapes.

And, starting fromdataset, theSTFT, Short TimeFourier Transformwas calculated
with the aim of identifying differences in the behaviour of the turbines in non-linear
response conditions [12].
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5.2 UMM Normalized Mode Shapes

In general, the modal deformations of the modes represent a discrete source of clues
about a possible damage of the structures in the linear field. A change over time of
the shape of these modes or a shift in the frequencies is taken into consideration as
the first signal of the onset of big changes in the rigidity of the structure. However
[13] the modal shapes {ψr} obtained with the OMA technique, unlike the eigen-
vectors obtained by means of classic techniques with measured excitation (EMA),
are not directly usable for this purpose or to perform direct comparisons with the
modal deformations provided by a FEM analysis. This is because the elements of
each mode in the modal matrix [ψ] are only known within an indeterminate scaling
factor, dr , which as explained above, reminds us that in OMA the value of excitation
and the mass associated at each mode are not known. Therefore, the assumption was
made that the excitation sources that invested our WTs during the acquisition of data
in parked condition was uniform throughout the structure and was of the same (aver-
aged) intensity for all four WTs. The aim is to compare the modal deformations of
the fourWT analysed with each other and also to compare these modal deformations
with those provided by the FEM. To do this, the eigenvectors provided by the OMA
analysis and those provided by the FEM have been scaled compared to the modal
masses, mr .

The mr are the masses associated with the r-th mode of vibration of the structure
but the OMA technique does not provide this value. So let’s take advantage of a fact:
theWT are identical and their towers aremade up of prefabricated panels whosemass
and geometry are known. Therefore, referring to Eq. (4), in our case it’s possible to
compose the matrix of the masses [M] of the tower, thanks to the project data and
thanks to the uniform construction (precast panels in situ assembled) of the tower
composing the four studied WTTM. In [9] various methods for scaling the modal
shapes obtained with the OMA are described: mass change method, mass-stiffness
change method, and the use of FEMmass matrix. Instead of the FEMmass matrix, a
reduced mass matrix [M_] was created, imagining that the mass of the six sections of
the towerwas concentrated at the nodal positions. The normalized vectors are defined
as UMM (Unitary Modal Mass) normalized mode shapes, {φr}. The mr, then, are
calculated starting from the eigenvectors, ψ, identified with the OMA technique by
using:

mr = ψT
r [M_]ψr (5)

where [M_] is a reduced mass matrix, it is diagonal, and it is associated to a simple
model of the tower composed by 7 nodes and where the masses of the six tower’s
section and nacelle+ rotor are concentrated in themeasuring point (nodes) (Table 4).

Finally, the UMMs normalized mode shapes as [13, 14] are:

{φr } = γr {ψr } (6)
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Table 4 Reduced mass matrix diagonal elements used

Reduced Mass Matrix [M_]—values are in ton

M11 M22 M33 M44 M55 M66 M77

128 242.5 219.5 197.5 165 128 239.5

where γr is defined as:

γr = 1√
ψT
r [M_]ψr

= 1√
mr

(7)

that is, by subdividing the X and Y directions of each r-mode:

γr X = 1√
ψT
r X [M_]ψr X

, γrY = 1√
ψT
rY [M_]ψrY

(8)

The {φr} will be useful for the calculation of other indicators and to identify
differences in the modal deformations of the modes in the four WT object of this
work.

The pictures from Figs. 9, 10 and 11 show the (φ) UMM eigenvector calculated
as described above for the four WT in parked condition and for the FEM, associated
to the first two modes.

Fig. 9 UMM normalized I mode shape, X components
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Fig. 10 UMM normalized I mode shape, Y components

Fig. 11 UMM normalized II mode shape, X and Y components

5.3 Flexibility Matrix

The flexibility matrix [F] is defined as [13, 15]:

[F] = [�][�]−1[�]T =
n∑

r=1

{φr} 1

ω2
r

{φr}T (9)

where φr are the UMM normalized vectors mentioned above, [�] = diag (ω2
r ) is the

eigenmatrix andωr is the r-th modal frequency(refer to Table 1 for wholeωr values).
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The diagonal components of [F] can be considered as static displacement in point
I for a unitary force applied in i one, so the flexibility matrix of a structure can be
regarded as the inverse of the structural stiffness matrix. Differences in these values
are indicative of the structure’s condition.

[15] The flexibility matrix is affected by the mode shapes and the natural frequen-
cies. The localized damage reduces the stiffness and increases the flexibility of the
structure. The modal contribution to the flexibility matrix decreases as the frequency
increases, so the flexibility matrix converges rapidly with lower modes.

The damages result in stiffness reduction and the flexibility increment in the
corresponding elements near the damages. Increase in the flexibility can be used to
detect and locate damages or more in general loss in stiffness, into the structures.
As stated above, [F] is synthesized by using the mode shapes. In our case, the WT
modes were obtained both through OMA analysis and from a FEM model. The use
of [F] to obtain information about the WTTM condition is done here by comparing
the [F] synthesized by the OMA analysis with that synthesized by the FEM modal
parameters.

In Fig. 13 for each of four studied WT tower, the diagonal values of the flexibility
matrix will be illustrated in graphic form showing the values of the diagonal elements
along the measurement points. In the same Fig. 12 is also showed the diagonal
elements of the flexibility matrix calculated on FEM’s modal shapes.

Table 5 shows the mean value of the diagonal’s elements of [F]. The mean value
can be indicative of differences in the condition between identical structures. In
fact, WT #2 is the one with the lowest value and the one with the best structural
behaviour, on the contrary WT #4 is the one with the highest value and the one with
a not satisfactory structural behaviour, despite the best value of Kr. Another use of
[F] can be to consider the following relation to indicate the change in flexibility [16]:

Fig. 12 Flexibility matrix diagonal elements calculated for WT #1, 2, 3, 4 and FEM
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Table 5 Averaged values
diagonal elements of
Flexibility matrix

Averaged values Flexibility matrix—diagonal elements

WTTM

#1 418 × 10−6

#2 341 × 10−6

#3 386 × 10−6

#4 505 × 10−6

FEM 391 × 10−6

[	F] = [FWT] − [FFEM] (10)

Equation (10) represents the calculated difference between the corresponding
elements of the diagonals of the matrix [F] associated with a WTTM and that calcu-
lated for the FEM model. In this case the FEM model represents a ideal structure of
WT. The results of (10) are shown in graphical form in Fig. 13.

The distribution along the nodes of the value of [F] and [	F] in the two previous
figures follows the shape of the first mode, so that as the distance from the foot of
the WT (node 0) increases, the values of [F] and [	F] increase. However, WT #4
shows in node 5 an important deviation from the expected values while for WT #2
the values of [F] are lower than those calculated for the FEM model.

Fig. 13 Change in flexibility matrix 	F, calculated for WT #1, 2, 3, 4 respect to FEM
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5.4 Modal Shapes Curvature

Starting by undamaged condition of a structure, a reduction of stiffness will lead
to an increase in curvature. This parameter can therefore be useful for determining
over time the onset of stiffness reductions, associated with specific damage or more
general loosening of the structure (in our case the tendons or the efficiency of the
joints between the tower’s sections). Starting from the available data, this work will
compare the curvature of the modal deformations of each turbine with respect the
turbines themselves, these being identical in design and construction. This parameter
is also compared whit a curvatures outputs calculated on FEM’s UMMmodal shape.

Curvature is defined, in this work, by using the central difference approximation
[15, 17, 18]:

ki,r = φ(i+1)r − 2φir + φ(i−1)r

l2
(11)

With r beingmode shape number, i the node number,φir is themodal displacement
(mass normalized mode shape) of the coordinate i at mode r, l is the distance between
the nodes (equal to 19.5 m in our case).

The curvatures calculated for the fourWTTMstarting from themodal shapes iden-
tified by the OMA, and normalized with respect to the modal masses, are presented
from Figs. 14, 15 and 16.

Table 6 shows, for each mode and for each WTTM, the averaged value of the
curvature values calculated at nodes by using the (11).

Fig. 14 Curvature of UMM normalized I mode shape, parked condition, X and Y measuring
directions



SS#1 Investigation in Structural Performances … 637

Fig. 15 Curvature of UMM normalized II mode shape, parked condition, X and Y measuring
directions

Fig. 16 Curvature of UMM normalized III mode shape, parked condition, X and Y measuring
directions

5.5 Short Time Fourier Transform

[19] “Short-time Fourier Transform (STFT) is a sequence of Fourier transforms of
a windowed signal. STFT provides the time-localized frequency information for
situations in which frequency components of a signal vary over time, whereas the
standard Fourier transform provides the frequency information averaged over the
entire signal time interval.

The STFT pair is given by

{
XST FT [m, n] = ∑L−1

k=0 x[k]g[k − m]e− j2πnk/L

x[k] = ∑
m

∑
n XST FT [m, n]g[k − m]e j2πnk/L (12)
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where x[k] denotes a signal and g[k] denotes an L-point window function. From
previous formulation the STFT of x[k] can be interpreted as the Fourier transform
of the product x[k]g[k–m].” The time-variation of the dynamic response of a struc-
ture, for example during a transient excitation forcing, can be an indication of the
change in structure’s characteristics or also the of a nonlinear behaviour [12]. In this
paper the modifications of the frequency values associated to the modes indicated in
Table 2 have been considered as change in dynamic response. The STFT has been
used to observe in detail the response of the nodes and therefore in order to iden-
tify differences in the various measuring points of the four towers during transitory
modifications of the input excitation. The transitory modification of input can be
represented for example by of gusts of wind that generate sudden stresses capable to
mobilize the tower structure or generate sudden increases in the bending moment.

STFTs were calculated using the Dewesoft X3 SP6 software, [20]. The STFTs
were calculated for the four turbines investigated and the 0.2–2 Hz frequency range
was analyzed where the first and second modes of vibration reside. The STFTs were
calculated with the following parameters:

Block size—defines the number of real data samples to be taken for the calculating
FFT = 2048 samples
FFT size—defines the number of resulting lines and with that the ratio between
real and zero padded lines = 8096
Window type—describes the FFT window to be used = Blackman
Overlap—defines how much will two FFT shots overlap between each other:
50%.

In Table 7 are reported all the results obtained. These are expressed as percentage
of the frequency value associated to the first mode (ωr=1, see Table 3).

In Figs. 17 and 18 are reported some significant result regarding the calculation
of the STFT conducted on the same data set used for OMA. All obtained results are
referred to the first bending mode.

Table 7 Changing in
frequencies detected by STFT
calculation—percent values
of frequencies reported in
Table 3

Node Component WT Frq. Var (%)

4 X #1 6.5

6 X #1 6.5

5 X #3 9.4

5 Y #3 6.7

6 Y #3 9.7

5 X #4 8.8
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a b

Hz Hz

Fig. 17 STFT calculated for measuring point 6 (a) and point 4 (b) X component—WT #1

6 FEM Analysis

The following Fig. 19 shows the modal shapes provided by a simple FEM model,
by means of a seismic dynamic analysis in the linear field. In the FEM the damping
coefficient is set at 5%, a default value imposed in the national regulations. The
frequency values are shown in Table 1 above. The model consists of 2043 nodes and
1200 shell elements. The material used is concrete (isotropic and elastic) with Young
modulus of 41,000 MPa, density equal to 2500 kg/m3 and Poisson’s coefficient of
0.2. The action of the tendons was modelled as a load at the head of the tower and
the nacelle + rotor set was modelled as a structure that follows their position and
mass distribution. The boundary condition at the tower base is clamped, while on
site the tower is resting on the pedestal and held in place by the tensioning force of
the tendons.
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a

b

Hz Hz

Fig. 18 STFT calculated for node 6, Y component, WT #3 (a) and node 5, X component, WT #4
(b)

a b c d 

Fig. 19 Modal Shapes by FEM analysis I, II, III, IV from (a) to (d) respectively
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7 Comparison of the WTTMs Results

The UMMs show that the WT #4 is the one that has great amplitudes in the modal
deformation of the first mode, while the others WTTM present shapes almost super-
imposable to those of the FEM. This is less true for the superior modes. For all
WTTMs the values of the modal displacement calculated at the node 0, close the
base of tower, show important differences between FEM and WTTM. Probably the
differences are a measure of the lateral stiffness, Kl. This parameter concerns the
resistance to lateral loads performed by connection between tower base and founda-
tion and Kl. Here it’s important note that the first vibration frequency is influenced
by Kl [1, 2] like the rotational stiffness Kr. This aspect will be treated in subsequent
work.

The Flexibility Matrix shows that WT #2 is the one that has the highest overall
stiffness in the tower. WT #4, instead, has greater flexibility value (see Table 5). In
particular, the flexibility for WT #4 increases in nodes 4 and 5 (see graph on Figs. 13
and 14).

The Curvature shows, in modes higher than the first, values greater than those
calculated on the FEM modes for all WTs. WT #2 is the one that in the first mode
has the least curvature values compared to the other WT. Instead the WT #4 shows
the highest value of this parameter (see Table 6).

The STFT shows significant variations in the frequency of the first mode at
nodes 6 and 5 of WT #1 and #3. The frequency ranges variation are respectively
[0.28–0.35 Hz] and [0.29–0.37 Hz] for WT #1 and WT #3.

TheWT#1 is the one that during theworking operations has periods of oscillation
so close to 1P that it must often be turned off. The damage indicators do not show
particular problems from a structural point of view, but its Kr value was found to be
lower than the design values.

The WT #2 is the one with the best performances of its WTT, not presenting
resonance problems with 1P during the different operating conditions. The damage
indicators do not show particular problems from the structural point of view and the
Kr value is in line with the project performance.

Regarding WT #3 the analysis carried out on the dynamic data did not indicate
particular problems related to the tower, even if the STFT indicates in points 6
(118 m elevation) and 5 (100 m elevation) of the frequency variations of the first
mode concentrated in short periods of time, the order of 20–30 s. For WT #3 can
be speculated local inefficiencies of the joints in particular wind conditions. During
working operations, the period of oscillation related the first mode results to be
dependent by the thrusts and to avoid frequency alarms, it is normally set to work at
a power levels production lower than the design ones.

TheWT #4 presents the highest Kr values and a period of the first mode quite far
from the 1P level but strongly dependent by thrust conditions and often the frequency
of the first mode brings down. ForWT #4 results an excessive flexibility of the tower,
probably concentrated around the junction between 4 and 5 tower rings, around 80 m
elevation above ground level.
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8 Conclusion

In this manuscript was described an experimental experience born from an industrial
project in which Rina Consulting S.p.A. was charged with identifying the causes of
unsatisfactory structural behavior of some WTs. Four WTs were instrumented with
acceleration, temperature, strain and tilt sensors and continuously monitored for a
period of 2 days (acceleration and temperature) and a month (strain, inclination and
temperature). The experience described in this wotk refers to the analyses carried out
on the data provided by the acceleration sensors. In this paper, Sect. 1.1 a procedure
for investigating the structural problems of WTTM based on OMA and project data
has been proposed.

The results of the proposed procedure demonstrate that it provides a coherent
framework between the values of the damage indicators adopted in it and the actual
structural problems identified on the structures.

As no inspection of the WTTM was carried out, it was not possible to verify the
presence of defects in the points indicated by the damage indicators. The results
of the proposed procedure show, however, that the matrix variables of flexibility,
curvature and STFT can provide an explanation for unsatisfactory structural behavior
on WTs, as well as providing guidance on where to conduct in-depth investigations
and inspections. The experience reported in this paper also seems to suggest that
for homogeneous and symmetrical structures the usefulness of these functions exists
even in the presence of a low density of measuring points.
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Digital Tools for the Knowledge
and Safeguard of Historical Heritage

Adriana Marra , Ilaria Trizio , and Giovanni Fabbrocino

Abstract In last years, the Italian historical heritage revealed its high fragility due
to relevant events caused both by natural phenomena and by lack of maintenance.
The suffered damages highlighted the need to act to prevent and/or control degra-
dation and mitigate the effects of endogenous and external hazards. The increased
need of safeguarding the historical heritage and the advances in digital technologies
applied to cultural heritage pushed towards novel conservation and risk mitigation
procedures, such as proactive conservation plans. These plans may take advantage of
novel digital tools for the survey, diagnosis, conservation and monitoring associated
to a digital twin of the construction and of its relevant structural and non-structural
components. These tools are able to manage and deploy a digital knowledge of
the buildings conditions, both conservative and structural, and thus drive mainte-
nance and restoration process with the aim of increasing the resilience of historical
heritage. In the paper, a prototypal digital model of historical architectural and artistic
assets is illustrated to discuss the maturity of the approach and the aspects still open.
The testing covers both structural and artistic components from a conservation and
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seismic viewpoint. A cost-benefit analysis is proposed in order to point out perspec-
tives of the novel technologies and the opportunities of integration between static
data coming from the geometry, history (construction sequences and technology) and
dynamic data resulting from monitoring systems envisaged as an additional support
to operators having in charge the conservation and safety of historical constructions.

Keywords Historical heritage · Digital tools · Architectural survey ·
Conservation · Structural monitoring

1 Introduction

The cultural heritage is a valuable evidence of our past and culture. It consists of
all artefacts having cultural interest and exceptional features since they are “unique
and irreplaceable property, to whatever people it may belong” [1] and, therefore,
they must be protected and valorized. However, the real concretization of these
ideal objectives is particularly difficult to achieve due to the peculiarities of heritage
and due to the structural, natural and man-made hazards to which the assets are
exposed, so that the value of reliable and accurate analyses combined with effective
decision-making processes is clearly pointed out.

Specific recommendations, agreed at International level [2, 3], identified strategies
and methodologies to address these issues and ensure the safeguard of tangible and
intangible cultural values of historical and architectural heritage, as well as of artistic
and valuable assets [4, 5]. They clearly highlight two attributes of any methodology
to be applied to cultural heritage: (i) multisciplinary and (ii) preventive.

It is deemed, indeed, mandatory an in-depth cross-sectional knowledge of the
artefacts, in its current state and in the different periods of the past, in its details and
in its totality, and to define the analyses to be implemented both to assess the current
conditions and to develop proper interventions for its safety and conservation.

Then, it is recognized that damage and degradation must be prevented, rather
than repaired once observed. Consequently, it is recommended to plan the actions
aimed at preventing the development of degradation or damage phenomena avoiding
invasive restoration practices [6, 7]. Several experiences carried out at National and
International level, for example the Great Pompeii project [8], Monumentenwacht
[9], Monumentendienst [10], Maintain our Heritage [11], provided a wide range
of contributions and explanatory cases to the topic of preventive and programmed
conservation of historical-architectural heritage. They also emphasized that knowl-
edge, monitoring and constant maintenance can ensure the safeguard of asset and
the preservation of its authenticity.

However, the drafting of conservation and maintenance plans often fails due to
high costs related both to the implementation of interventions and to the control
phase, which involves the use of diagnostic and monitoring systems.

The long-term benefits about the implementation of such plans are immeasur-
able and digital technologies can provide a useful support for their drafting. In
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this perspective, the multidisciplinary research group suggested the development
of proactive conservation plans [12] and some results are described in the following
pages.

The proposed plans can be defined as planned conservation plans [13] that
use the most advanced technologies of architecture, structural engineering and of
information and communication (ICT) by exploiting the Internet of Things (IoT)
technologies.

The implementation of proactive conservation plans is a challenging task since
their feasibility is connected to the available technologies, in particular in the field of
architecture and structural engineering, and it is affected by the level of knowledge
about built heritage and its single elements.

It is worth noting that, the proactive conservation plans can be implemented from
the Informative Virtual Tour (IVT), such as the tool described in Trizio et al. [14] and
presented in this volume, since these plans take advantage of all technologies and
tools available in several areas concerning the cultural heritage. The IVT, conceived
as hub able to record andmanage different information, is a first possible step towards
the development of parametricmodel andHistoricDigital Twin of historical heritage.

Starting from these assumptions, the paper provides the results of the analyses
carried out on the Church of San Menna in Lucoli, a municipality of Abruzzi region
near L’Aquila city in central Italy, which led to the development of a prototype of an
integrated informative system, whose functionality has been checked and validated
in view of the development of an Historic Digital Twin based proactive conservation
plan.

In particular, Sect. 2 provides an overview of the digital twin concept and deals
with the approach to a Historic Digital Twin (HDT) capable of driving the mainte-
nance and management of built heritage. Section 3 deals with the workflow and the
tools used to setup the informative system via the reference to a real case; it also
reports a description of history and main features of the selected asset, a church. In
the same, the advantages and disadvantages of this system in the perspective of future
development of HDT and proactive conservation plans are evaluated. Finally, Sect. 4
provides some considerations on results obtained with the aim of facilitating the
development of more complex digital model for the conservation and management
of cultural heritage.

2 Towards a Historic Digital Twin

Over the last twenty years, the scientific literature has demonstrated how digital
technologies aimed at three-dimensional representation andmodelling ofmulti-scale
models are suitable for the gathering of heterogeneous data topologically related to
the digital replicas of historical built heritage. The different research teams that have
dealt with the issue have explored the potential of GIS3D [15–17] and of semantic
digital models [18–20] before the possibility of applying parametric modelling to
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the historical built environment was outlined with the coding of procedures known
as HBIM [21–23].

As a consequence, the architectural heritage is correlated to models with different
level of details and oriented towards the performance monitoring of historical
building, the recognition of their condition and to the predictive evaluation of their
residual life. The natural evolution of this process provides a support for decision-
making and management processes as well as a guide for all activities aimed at
maintenance and restoration works of heritage itself.

The concept of Digital Twin (DT), as digital replica of real artefacts and paradigm
of the Industry of Construction 4.0 [24], derives from this cultural and research
background. The DT enables the acquisition and interpretation of data in real time
from the original in order to perform simulation and analyses of possible response
on digital replicas. The implementation of DT, in particular when it concerns the
historical built heritage [25, 26], requires an integrated multidisciplinary approach.
The first step of this approach is the design of ontologies that are useful for the
indexing of the acquired data, for the following management processes of the same
data that will represent the preliminary phase for the implementation of DT [27, 28]
and for its correct development and evolution [29].

The data input in the DT development process consists of static and dynamic
data. The first category, derived from active and passive sensors used in the process
and from data available on semantic databases properly developed, is used for the
creation of digital parametric model as copy of the real. In this 3D informativemodel,
all data linked to geometric and spatial entities converge, as well as the standards used
for the classification of risks, material consistency, damage state and interventions
carried out [26]. On the other hand, the dynamic data refer to the ways in which real-
time operational information collected in situ by the sensors network interacts with
digitalmodels, aswell as theway inwhich data aimed atmonitoring of environmental
parameters and specific risks are analyzed [26].

The use of open standards for the identification of risks, damage and possible
interventions and the need to facilitate the interrelation and interoperability between
the DT and informative systems of several organizations and institutions represent
an open challenge, together with the information modelling, in the implementation
of DT. The use of open source formats should be improved for this purpose, in order
to have a unique format and to facilitate the sharing of information collected in the
model. However, further efforts are necessary to achieve this challenge and to ensure
the interoperability and the standardization of DTs and their data format, as well as
the involvement of several stakeholders engaged in the management and protection
of infrastructures heritage. The research team, which is approaching to the topic of
DT, aims to make efforts in this direction and to face the challenge related to the
issues of use, also for the future, of data concerning infrastructure artefacts.

The preservation of data on infrastructure assets must be guaranteed for the period
necessary to deal with analysis, monitoring and intervention throughout all the life
cycle of the assets. This goal must necessarily be facedwith the rapid obsolescence of
hardware and software that makes current data formats highly unlikely to be readily
usable in software developed in the future. Therefore, issues related to the use of
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more stable, standardized and universal data formats that can be easily accessed and
adopted in a future perspective will also be addressed.

3 A Workflow for HDT Implementation

This section, according to the outline provided in the introduction, covers some
aspects related to the definition of an effective workflow for the HDT implementa-
tion. The discussion of this relevant topic is made with reference to a real histor-
ical construction. The choice fell on a church located in the village of Lucoli, near
L’Aquila in the Abruzzi region, Central Italy. It represents an interesting example of
minor historical building located in the InnerAreas of theApennines, being its dimen-
sions and features characterized by a low-to-moderate complexity. This circumstance
makes the building really effective as an illustrative case and a good base for the
interpretation of the outcomes of the analysis concerning the Strengths, Weaknesses,
Opportunities and Threats (SWOT analysis) of the proposed informative system and
reported in the last sub-section.

3.1 The Church of San Menna in Lucoli (Aq)

The church of San Menna (Fig. 1) is located in the municipality of Lucoli in an area
that today seems neglected while in the past was a place of important commercial and
economic interchanges due to its intermediate position between Lazio and Umbria.

The building is modest in size but has a high cultural value for the presence of
valuable artistic elements and for the use of traditional materials and construction
techniques, which should be preserved since they are a significant evidence of local
knowledge and culture.

These features made the church an interesting case to implement an integrated
informative system aimed at the Historic Digital Twin. The previous research carried

Fig. 1 Panoramic views of the church
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out on the building, namely the multidisciplinary study [30], the integrated instru-
mental survey and the creation of a detailed digital model [31], represent the starting
point for this scope, as proved by the SWOT analysis.

The age of the structure is uncertain, but it is cited in a document of 1215 by
Pope Innocent III. The church has a double nave; the lateral one dates back to a
later period than its construction and was built during the several interventions and
renovations that affected the ancient building [32, 33]. The traces of past interventions
can be found on the main façade of the church where, in addition to the decentered
access, are visible differences in masonry textures and are recognizable elements of
previous perimeter of the church, such as the corner wall to the left of the entrance
portal (Fig. 1).

The interventions thatmodified the original layout of the churchwould be occurred
before the fifteenth century, as the church interiors is enriched by decorations of
Abruzzi Renaissance [34]. Further interventions were carried out during the seven-
teenth century, whenwas built an altar at the end of the nave hiding a fresco attributed
to the Abruzzi painter Pompeo Cesura (Fig. 2), and after in eighteenth century, when
the portal that frames the ancient access was realized.

At the end of the twentieth century and beginning of twenty-first century several
restoration works were carried out. The first were made to renovate the church after
it was closed to worship [33], the second were carried out to make the church safe
after the earthquake that struck the region in 2009.

Fig. 2 View of church
interior. In the background,
the fresco attributed to
Pompeo Cesura
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3.2 HDT Methodology

The analyses previously performed on the Church of San Menna have provided
heterogeneous data, 3D model and digital applications that are particularly useful in
the protection and valorization processes of cultural heritage [30, 31]. At the same
time, the data acquired within proper databases and the solutions developed currently
represent the starting point for implementing an integrated informative system in the
perspective of drawing up proactive conservation plans [12]. Therefore, an effort to
correlate all the information collected and to develop elements to support structural
and environmental monitoring analyses has been performed after the achievement
of these first results.

The approach adopted in this phase has been multidisciplinary and systemic, a
procedure that provided a comprehensive and integrated view of the assets analyzed
and able to support the design of the prototype of integrated informative system
(Fig. 3).

Fig. 3 Workflow for the development of integrated informative system
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In a first phase of the research, on the base of themultidisciplinary study previously
carried out [30], the single elements that characterize the asset have been identified in
relation to specific issues of different fields of application. This led to critically decon-
struct the asset in “container”, namely the building in its several structural parts, and
“content”, which includes all the artistic and valuable assets located in the building
and that interact more or less directly with the container. In a second phase, the infor-
mation of construction features of container and content assets has been collected in
the Seismic Vulnerability Assessment of Movable Heritage—SeVAMH—form [35].

This tool enables the collection of heterogeneous information, the knowledge
and the qualitative assessment of conservation state of artistic assets, as well as the
identification of seismic response and damage mechanisms for each category of art
objects detected. The correlation between qualitative and quantitative information
of the container and content assets, collected in the form, provides an adequate level
of knowledge for the development of diagnostic investigation and the planning of
structural monitoring.

These surveys can be implemented in analogy with other critical structures, like
the hospitals [36] and taking advantage of advanced survey and analysis methods
for valuable assets, like statues [37]. The digital model obtained from integration of
parametric model with the mathematical and numerical ones [31], although realized
in a different moment, fits the requirements of a reliable management of historical
assets based on a rational decomposition of the elements.

However, additional parameters have been defined to link the digital model to
the SeVAMH form, in order to integrate all the available information in a single,
organic and comprehensive system. At the same time, the conservation state, and the
location of the church in an area exposed to relevant risks highlighted the need to
develop elements that could link themodel to the data acquired through experimental
investigations.

The opportunity offered by the integration of information associated to the sensors
used for the experimental characterization can cover the needs of an effective
and accurate technological and mechanical characterization of the main structural
elements in the line with the recommendations provided by relevant National and
International guidelines [38]. The same perspective applies to the integration of short-
term and long-term monitoring of physical and mechanical parameters associated to
given structural performance of the construction.

This is the case of vibration-based identification systems [39], which work under
operational conditions do not need any excitation of the structure [40]. To this end,
a family associated to dynamic sensors commonly used in structural monitoring has
been parametrically modelled, identifying the properties and features of the sensors
as well as the parameters able to link the model with the data acquired during the
monitoring phases [41].

The digital applications for virtual/augmented reality, such as the digital models,
are useful as a tool for implementing the Integrated Informative System. The virtual
tour environment of San Menna church, as described in Trizio et al. [30], is designed
to manage and support multidisciplinary data acquisition making them available to
a wider community. Diverse and inhomogeneous data can be combined and easily
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accessed remotely by using also mobile devices even not characterized by high
performance. As a consequence, the digital preservation processes, as well as the
valorization ones, can be facilitated since the cultural heritage and all data acquired
for its knowledge are more accessible. The digital models, indeed, are available
within the virtual tour through a links to existing online platforms that allow the
interaction with the three-dimensional contents (i.e. Sketchfab platform [42]). At the
same time, links to database and external platforms, from which among other things
can be made available monitoring data, are accessible through the virtual tour (i.e.
HBIM Portal [43] allows the data management, visualization and analysis of 3D
contents). A more detailed description of main features and potential of Informative
Virtual Tours in the development of Integrated Informative System, as well as of
HDT, is provided in Trizio et al. [14].

The Integrated Informative System (IIS) created represents the first step towards
the implementation of HDT. The IIS collects all the information achieved during the
knowledge process and correlated them with the data acquired by active monitoring
sensors. These data are the ‘static’ part of the DT and can be updated, at this time,
manually by an operator.

Therefore, the HDT can achieve its full development by means of Internet of
Things (IoT) technologies and the implementation of complex algorithms, based on
Machine or Deep Learning; in such way, the ‘dynamic’ part of the system is defined.
The development of dynamic part will enable the definition of the cultural heritage
processes, from conservation and maintenance to management and valorization, in
predictive manner.

The HDT will be able to manage the big-data collected, to analyze and visualize
them in an automated manner and, by the interaction of possible courses of action, to
provide support to decision makers—i.e. the authorities in charge of protection and
enhancement of cultural heritage—prescribing optimal interventions in real time.
Finally, it should be noted, as mentioned in Sect. 2, that it is necessary to define data
standards more open and interoperable, possible web-based, in the passage between
the static part and dynamic one ofDigital Twin. In suchway, the information collected
will not be lost and the right ones will be available during the processing phase for
the identification of actions to be implemented [29].

3.3 SWOT Analysis

The knowledge acquired about theChurch of SanMenna during the previous research
and the proposed methodological approach represent an opportunity to carry out a
SWOT analysis (Strengths, Weaknesses, Opportunities and Threats) and to test the
feasibility and disadvantages of the suggested informative system [44, 45].

The SWOT matrix (Table 1) reports particularly the:

• Strengths, i.e. the positive elements and the success factors of the developed
solutions;
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• Weaknesses, which are the negative factors that must be overcomes because they
reduce the opportunities or increase the threats;

• Opportunities, i.e. the objectives that can be achieved through the value conditions
implemented and from which it is possible to define future benefits;

• Threats, which are the risk factors that can affect the expected results in the short
or long term.

Table 1 SWOT matrix

Strengths Weaknesses

• Extensive knowledge of history and
morphological-dimensional features of
artefact

• Availability of complex digital applications
and models

• Ability to correlate tools and heterogeneous
information

• Active collaboration between experts from
different fields

• Lack of environmental and structural
monitoring data

• Non-automated information update
processes

• Subjectivity in the interpretations of data and
results

Opportunities Threats

• Protection of cultural heritage
• Promotion of new forms of knowledge and
dissemination

• Support to conservation and management
processes of cultural heritage

• Availability of real-time structural and
environmental monitoring of hazardous areas

• Availability of integrated non-destructive
diagnostic techniques

• Rationalization of activities related to
heritage conservation, management and
valorization

• Increased awareness of the resources of the
territory and its values

• Lack of knowledge about the advantages of
digital technologies

• Management of mega-data and information
extrapolation

• Unavailability of high-performance
technological tools

• Lack of resources to promote and develop
novel solution and new management and
conservation processes

• Management difficulties caused by the lack
of coordination between organization
responsible of historical and architectural
heritage

The information currently available on the Church of San Menna in Lucoli [30,
31] defines a well-established knowledge framework on history, morphological-
dimensional features and conservation state of structural elements and artistic
heritage.

All this information has been digitalized and computerized into digital models and
databases. However, the lack of some significant quantitative data for the assessment
of the current condition and the need to interact manually in the developed solutions
represent a weakness in the drawing up of proactive conservation plans and in the
development of integrated informative system.

Although there is a lack of a widespread knowledge of digital technologies by
the authorities in charge of protection and valorization of historical heritage, as well
as of high-performance hardware tools, the implemented solutions and the proposed
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approach prove that the management and fruition phases of cultural heritage can
be properly supported. The digital correlation between the data contributes to the
correct prioritization of the interventions and it helps in the optimization of interven-
tions time. As a consequence, the cultural heritage can be adequately valorized and
protected from possible threats related to natural and anthropic hazards.

3.4 Explanatory Results of the Workflow Pilot Application

The research integrates and develops previous experiences, and its main scope is
the topological correlation between the detailed digital model and the information
collected in other databases, in order to guarantee the preservation of the asset and to
provide a proper support in the planning process of maintenance interventions. The
parametricmodel of the religious building has been enrichedwith specific parameters
useful to evaluate the state of conservation of the artefact and to link the model to
the fields of the SeVAMH form concerning the container and content. The shared
parameter “ID-masonry” has been created to achieve this purpose; it is a unique code
defined by the location and asset identification and by a progressive number (Fig. 4).

The introduction of the parameter within the schedules, which the software gener-
ates automatically, enables the correlation between the data collect in the model with
the two modules—concerning the location and characterization of the work—of the
SeVAMH form. The first module provides information about building details (geolo-
cation, name, etc.), also in relation to its position in hazardous areas and to the history
of the building (construction period, renovation period and bibliographic sources).

The second module includes the metric data, dimensional information, and iden-
tification of the elements of the resistant structure, from a material and constructive
point of view, focusing in particular on construction techniques, construction details
and connection modalities of the masonry elements, in order to highlight the pres-
ence of possible critical issues. An additional univocal code (ID-Artwork) has been
defined as shared parameter to link the artistic and valuable assets located in the
building with the building itself, to connect the content and container by the location
and characterization modules of the SeVAMH form (Fig. 5).

This second parameter is defined by a code for each asset categories and a progres-
sive number, in addition to the location and artwork code (Fig. 6). In this way, the
typological, dimensional and material features of the artistic heritage—although
specific parameters have been created for these aspects—can be understand but,
above all, the state of conservation can be known and the response in case of earth-
quake can be assess according to the mechanical behavior [46]. In perspective of
possible further diagnostic investigations to be performed on the church, a new family
able to digitally represent the accelerometers commonly used in dynamic monitoring
has been modelled. The 3D model simulates a standard force balance accelerometer
in its morphology. Three different sets of shared parameters have been created in
the modelling phase: (i) Specification, a parameter which reports the characteristics
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Fig. 4 Correlation between the parametric model and the building module of the SeVAMH form

of the sensor; (ii) Geometric data, which defines family type parameters represen-
tative of the geometric characteristics of the sensor; (iii) Sensor out-put data, which
reports the identification parameters of the sensor, namely ID-Node, and the relevant
recorded data.

As an example, the main features of a dynamic sensor family, which can be
interfacedwith records ofmeasureddata, are reported inFig. 7.Theparameterswithin
the last group correlate the digital model to the data acquired by the single sensors
and, consequently, to the monitoring system and to the records of the measurement.
Although the parameters defined refer to a force-balance accelerometer, the model
and the parameters can be adapted to different sensors and other monitoring systems.
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Fig. 5 Creation of shared parameters for artistic assets

The correlations created between the digital model and other databases through
shared parameters prove the real interoperability of the created models and represent
the first step towards the development of the integrated informative system.

Further processing and testing are required both to relate the created model with
analysis models or other monitoring systems (environmental and structural) and to
automate the integration of data already available on databases into the 3D model.
The resolution of these issues will lead to the development of the Historic Digital
Twin. It is conceived as a digital replica of main historical, geometrical, mechan-
ical and structural features of a physical object that, thanks to the mutual relation
with other data acquisition and management systems, has the potential to change
the preservation, management, maintenance and valorization of historical and built
heritage.

4 Final Remarks

The protection and valorization of architectural and artistic heritage are a complex
challenge due to the several skills involved and the lack of unique tools able to support
these processes. The recent technological developments in the cultural heritage field
prove that innovative solutions can be developed to support proper actions for risks’
mitigation, as well as for the safety and safeguard of historical structures. However,
further efforts are required both to link the large number of data concerning the
architectural and artistic heritage and to identify a single and open standard able to
improve the interoperability with existing databases and solutions.

The present paper deals with this topic and it aims to provide a contribution in the
development of technological and procedural solutions that can ensure a reliable and
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Fig. 6 Correlation between the artistic heritage and the artwork module of the SeVAMH form
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Fig. 7 Shared parameters and 3D model of the sensor

continuous conservation of cultural heritage. A SWOT analysis has been carried out
with reference to a real case study, the church of San Menna in Lucoli, to provide
a rational approach to this issue and to have an objective view of the operational
scenarios concerning the impacts of tools and procedure proposed in the context of
protection and valorization of architectural and artistic heritage.

The experimentation described represent a first application for the integration of
an historical building’s parametric digital model with a sensors system and, there-
fore, it is the first step toward what is proposed as Historic Digital Twin. The HBIM
model of the church of San Menna has been conceived in line with the expecta-
tions of parametric digital model; it is a hub to foster the collaboration between
all operators involved in the process of restoration, management, and maintenance.
However, its evolution towards a Historic Digital Twin is expected in the future. This
challenge, to be achieved through the bidirectional flow of data within the “Virtual-
Real” system, finds in the innovations offered by these technologies the effective
possibility of protecting and preserving cultural assets in their whole, as well as the
artistic heritage associatedwith them, evenwhen they are located in remote territories
and are considered minor assets.
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Abstract Urban areas and relative built heritagemay be exposed to different types of
risk, according to their specific features. Safety management of civil infrastructures
should be oriented towards a multidisciplinary approach to achieve a holistic anal-
ysis of risks (both natural and humanmade). In this perspective, the GRISIS research
project (Risks and Safety Management of Infrastructures at Regional Scale) aims at
developing amulti-risk technological platform for Campania region, in South Italy. It
allows to gather and store different types of data concerning the area of interest, thus
providing essential information in order to conceive methods and tools for manage-
ment and mitigation of multiple risks to infrastructures and building networks. This
paper focuses on the proposal of methods and tools for the management and miti-
gation of seismic risk on infrastructures and building networks, developed within
GRISIS project framework. Tolerable seismic risk levels for an existing building are
a balance between the reduction of risk and the cost of rehabilitation. This study
attempts to develop a decision-making procedure to figure out how to distribute
the available budget in order to get the maximum possible portfolio risk reduction,
identifying how to intervene on each single building. The proposed seismic risk miti-
gation strategy is uploaded in the GRISISmulti-risk technological platform, creating
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1 Introduction

The GRISIS project—Risks and Safety Management of Infrastructures at Regional
Scale—aims at developing methods, techniques and procedures for the risks assess-
ment and the safety management of civil infrastructures at regional scale. The project
is based on a multidisciplinary approach to achieve a holistic analysis of both natural
and anthropic risks on civil infrastructures on the Campania region, in south Italy.
In detail, the aim of GRISIS is not only to develop techniques and tools for the
mitigation and the management of risks, but also to define safety measures for civil
infrastructures.

GRISIS is structured into four work packages (OR), dealing with the above
mentioned topics respectively with concern to (i) seismic risk, (ii) hydrogeolog-
ical risk, (iii) management of waste caused by hazardous, (iv) vulnerabilities of ICT
infrastructures and data centres to natural and human-made hazardous events. In
parallel, demonstrators are made to validate some of the methodologies.

Themain purpose is to create a technological platform for overall riskmanagement
of infrastructures at regional scale. The platform is still under development. The idea
is to manage different natural risk scenarios (mainly seismic and hydrogeological) in
a single framework, providing to different infrastructure managers a complete view
of the regional territory, which is essential for implementing effective risk mitigation
measures.

There is the interesting possibility of implementing not only vulnerability studies,
but also prototypes of monitoring systems deriving from real field applications
installed within the research project activities. In fact, a test field activity is currently
ongoing for the automatic and continuous hydrogeological monitoring along a slope
close to the NA-SA motorway, connecting the cities of Naples and Salerno (south
Italy), aimed at predicting the possible onset of slope subsidence phenomena. A real-
time monitoring system is going to be installed on a viaduct of the Circumvesuviana
railway, in Naples, aimed at providing a forecasting tool for seismic alert. Finally,
a health monitoring system for communication infrastructures will be implemented
into the platform too. The idea is certainly very ambitious, but it represents a point
of arrival for the development of a tool that is more and more necessary.

This paper presents the main results concerning the first work package of GRISIS
project, i.e. management and mitigation of seismic risk at regional scale. A decision-
making tool is proposed to optimize the selection strategy of determined alterna-
tives among the class which satisfies the financial constraint given by the available
budget. Basically, the decision process is divided into two sections: (1) seismic risk
assessment to calculate the risk of having failure at each building of class and then
(2) decision-making for any intervention for all included buildings which might or
might not be subjected to the seismic retrofit, based on the defined strategy to reduce
the expected future loss. The procedure is then applied to the case study of a school
buildings stock, investigating not only the vulnerability [7, 11], but also retrofitting
of risky buildings is concerned. The case study is implemented in the GRISIS project
platform, specifically providing an interactive section concerning the analysis of the
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seismic risk and its evolution according to the definition of a certain available budget
intended to the risk mitigation.

The project is implemented by STRESS scarl, in the framework of FESR
Campania 2014–2020. It is will end on 12/31/2021, and is currently still underway,
although many of the activities are in the process of being completed.

2 Management of Large-Scale Seismic Risk for a Class
of Buildings

Seismic risk assessment is an essential first step to study the structural safety for
large inventories. The challenging part of structural analysis of existing building is
inaccessibility to the architectural and constructional database, causing uncertainty
of the structural characteristics, i.e. geometry, material and detailing. The geomet-
rical parameters could be collected simply by survey, thus they are considered as
deterministic data, as listed below:

• Number of storeys
• Interstory height of building
• Effective width of frame
• Number of frame bays
• Bay length of frame.

Differently, the knowledge about material and detailing is not accessible without
making destruction tests on structural members. For this reason, in this large-scale
seismic risk analysis, the latter are considered as random variables (RV):

• Shear rebar diameter of stirrups in column section
• Shear spacing of stirrups in column section
• Column section width
• Column section height
• Number of column longitudinal rebars
• Diameter of column longitudinal rebars
• Beam section height
• Number of beam longitudinal rebars in beam section
• Diameter of beam longitudinal rebars
• Concrete compressive strength
• Yield strength of steel rebar.

Consequently, several possible realizations of each building have to be considered
in the process, as a combination of deterministic variables and RVs.

The vulnerability assessment is done in the sense to find out whether building
has enough capacity to tolerate the demand or not, stochastically. The probability of
failure is calculated for SLVdamage limit state [15] since risk evaluation is beingdone
for school buildings (class III of CNR-DT 212 2013 [13]). The simplified SP-BELA
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method [6] is employed due to the advantage of limiting calculations, consequently
saving the time of process, which is very crucial in large-size problems. On the other
hand, horizontal elastic response spectrum for 9 return periods [15] is used to account
for the dynamic seismic demand on the building portfolio. The Capacity-Spectrum
Methods [10] found consistent with the suit of this study to observe any of possible
failure and safe domain.

The probability of exceedance of kth damage limit state at jth intensity level of
earthquake motion for ith building in portfolio is calculated by counting number of
system failure (capacity < demand) weighted by the probability of occurrence of
each realization of random variables:

PFi
pre−int

(
dsk > DSk |s j

) =
n∑

m=1

J PDFm × (ISL)m (1)

In the above equation JPDF is the joint probability density function of n number
of realizationsmade for set of random variables (�JPDF= 1.0) and ISL is the number
of structural system failure which is equal to 1 when it fails and 0 when it does not.

The seismic risk for ith building at kth damage limit state would be calculated by:

SRik
pre−int = E[Li |DSk] · λik

pre−int.
= E[Li |DSk].
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i(
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)
.PFik
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where E[Li|DSk] is the expected loss that the ith building suffers exceeding kth
damage state, while λik

pre−int is the mean annual frequency of the ith building of
exceeding kth damage limit state. The latter is calculated for 9 points standing for
different return periods of earthquake scenario, considering that PFikpre-int(sj) is the
probability of exceeding kth damage limit state conditioned to ground motion inten-
sity swhere the ith building is located andλ is themean annual frequencyof exceeding
jth intensity level of ground motion intensity of a site under consideration. The phys-
ical damage cost to a buildingwhichmay suffer from significant rate of structural loss
is calculated by 0.75 of SLC limit state, thus, the economic loss at significant state
is calculated as 75% of replacement value of building. According to some regional
previous studies in Italy, the replacement value is assumed to be equal to 1500 e/m2

[1].
To make decision about how to intervene for upgrading the building system struc-

turally, the vulnerability index of ith building when it may suffer at kth level of
damage before making any intervention is introduced:

χ ik
pre−int = λSL

λik
pre−int.

(3)
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Table 1 Decision solutions according to the initial vulnerability index

Zone 1: χi ≤ 0.2 (1) Demolition and reconstruction

Zone 2: 0.2 < χi < 0.7 (1) No intervention (2) Partial retrofitting and (3) Full retrofitting

Zone 3: 0.7 ≤ χi < 0.8 (1) No intervention and (2) Full retrofitting

Zone 4: χi ≥ 0.8 (1) No intervention

where λSL = 0.0032 is the allowable reliability level for class III buildings analyzed
with respect to the SLV damage limit state (CNR-DT 212 2013 [13]).

According to the obtained value of vulnerability indices, decision measure has to
be made for all the possible conditions according to Table 1.

Among four decision options, when “No intervention” is the case evidently no
cost has to be paid, while for the case of “Demolition/reconstruction” the cost to
rebuild a new building with the same area of construction is imagined. For the two
other mitigation options (i.e. partial and full retrofitting) cost is estimated as a partial
of reconstruction cost, adopting specific cost models [14] as a function of the vulner-
ability index (the more vulnerable a building is, the larger the amount of money that
needs to be paid to repair) and year of construction [4].

A simplifiedmethod is proposed to estimate the post-intervention fragility curves,
based on the use of a suitable scale factor defined by engineering judgment. The
seismic risk of ith building when any intervention plan is made can be calculated by:

SRik
post = E

[
Li |DSk

]
.
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where PFikpost is the probability of exceeding kth damage state of ith building
when it is decided to be repaired, either partially or fully, determined from the
pre-intervention probability of failure multiplied by the scale factor [4].

The total cost due to seismic risk mitigation of the portfolio corresponds to the
summation of single intervention for each building. The cost-risk relation in portfolio
risk management project has a constant downward trend, as the one shown in Fig. 1.
The initial seismic risk is the highest point of the curve, as it corresponds to the
pre-intervention condition. As the investment spent for retrofitting increases, the
seismic risk is reduced. Knowing the available investment, it is possible to identify
the affordable solution providing the higher seismic risk reduction.

3 Technological Platform for Multi-risk Monitoring,
Management and Mitigation in Campania Region, Italy

The GRISIS web-platform is the operational demonstrator for the assessment and
management of natural and anthropic risks at regional scale and organizes the risks
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Fig. 1 Total retrofitting cost versus total post-intervention seismic risk [2]

per themes, namely: seismic, hydrogeological, infrastructures,monitoring ondemon-
strative cases as described in the previous sections. The web-platform is available
online http://151.1.25.86/GrisisWeb/GrisisPortal/ and studies Campania region data
to offer a demonstrator of the Disaster Risk Reduction system and products. The
GRISIS backend data management infrastructure (developed by ETT—www.ettsol
utions.com) is combining technologies and features to integrate and make avail-
able IoT, geo-referred data, reprocessed data and products. The backend is inte-
grating up to date data services and catalogue such as GeoServer, THREDDS Data
Server, ERDDAP that also implement system layer for machine-to-machine interop-
erability according OGC standards. On top of this backend private-cloud infrastruc-
ture a webGIS portal is providing a gateway to data, metadata and data products. It
provides digital maps, with panning, zooming, and selecting features allowing users
to view and interact with data products, with full metadata including links to retrieve
further documentation and references. These features are designed to help users and
providers understanding the density ofmeasurements, the typology ofmeasurements,
where there are data gaps etc. The portal front end is developed in Angular, using

http://151.1.25.86/GrisisWeb/GrisisPortal/
http://www.ettsolutions.com
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Fig. 2 GRISIS interactive mapviewer. On the left: the risk assessment and management menu, on
the body the interactive map presenting the selected layers and data, on the right the layer and data
legend

Leaflet libraries, and it is compliant to the Web Content Accessibility Guidelines 2.0
of the World Wide Web Consortium (W3C).1

The dynamic map has three control/filters areas and each item (dots, lines, shape)
is interactive (Fig. 2).

The multi-risk platform presents a specific section implementing the decision-
making tool for the management and mitigation of regional seismic risk of a port-
folio of buildings. It collects geo-referenced information and data about buildings
belonging to a specific portfolio, which can be consulted by users on practical maps.
On the basis of such data, that can be considered the result of a visual inspection,
the seismic risk of the buildings portfolio can be determined through the framework
previously illustrated. In addition, seismic hazard gridded map is available in the
platform (Fig. 3), presenting the peak ground acceleration (PGA) in false-colors
with a grid resolution of 4 km by 4 km. Clicking on an indicator opens the data panel
and shows the PGA value for the selected grid-cell.

The seismic risk thematic section presents three layers, namely the current status
of the seismic risk of the building, the retrofit strategy and the reduction of seismic risk
for given buildings. By selecting the pre-intervention seismic risk layer, a regional
map shows the distribution of seismic risk on the territory (Fig. 4). Then, by inter-
acting with the control tool on the right of the panel it is possible to select an available
budget and simulate its allocation for retrofit strategy. In particular, according to the
given budget the system elaborates and presents the location and type of suggested

1 http://ec.europa.eu/ipg/standards/accessibility/index_en.htm; http://www.w3.org/WAI.

http://ec.europa.eu/ipg/standards/accessibility/index_en.htm
http://www.w3.org/WAI
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Fig. 3 Seismic risk map. The PGA false color scale is presented on the right side of the page

Fig. 4 Pre-intervention seismic risk map—the risk is presented in false color scale from light
yellow (minimum risk): 1.5 Me to dark red (maximum risk): 45 Me

intervention strategies (Fig. 5). Finally, the impact of suggested intervention is shown
by the platform on a further map providing the post-intervention seismic risk (Fig. 6).

The user can also see the impact of the seismic mitigation measure by selecting
the three layers at once (Fig. 7).
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Fig. 5 Intervention strategy map to mitigate the seismic risk given the allocated budget of
17.979.137,00e. The mitigation intervention is presented in false color: black item indicates where
to apply a demolition and reconstruction strategy, dark blue item indicates where to apply building
adaptation strategy, blue item indicates where to apply a building improvement strategy, and light
blue item indicates where not to apply any intervention

Fig. 6 Post-intervention seismic risk map—the risk is presented in false color scale from light
yellow (minimum risk): 1.5 Me to dark red (maximum risk): 45 Me
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Fig. 7 Pre and post-intervention seismic risk and intervention strategy map. The webmap presents
the pre-intervention risk (outer rings) toghether with the post-intevention risk (inner circles) and
the propoesed intervention strategy (middle rings). Pre and post intervention risks are presented
in false color—from light yellow (minimum risk): 1.5 Me to dark red (maximum risk): 45 Me.
For the mitigation intervention black items indicate where to apply a demolition and reconstruction
strategy, dark blue items indicate where to apply adaptation, blue items indicate where to apply a
building improvement, and light blue items indicate where not to apply any intervention

To investigate in the risk-cost curve the user can access a second more detailed
level of information page (Fig. 8). It provides the pre-intervention risk vs the post
intervention risk (top left), the typology of retrofit and the cost–benefit curve (bottom
left) and details of retrofit-strategy and impact on buildings (right).

The effectiveness of the platform is validated implementing the results of the
case-study of 46 RC school buildings uniformly distributed on the territory of the
Campania region, in southern Italy. It consists in a simulated building stock defined by
means of deterministic and random structural parameters, analysed in [4] through the
seismic risk assessment. The deterministic parameters should be basically collected
by conducting survey of existing buildings. However, in the simulated case study
the Latin Hypercube sampling method (LHS) is used to randomly select predefined
values from the set of deterministic variables assumed in Table 2.

The variability of random parameters concerning structural details and material
are introduced at this step of the framework, assuming specific values from rele-
vant literature or by expert judgment. In particular, probability distributions defined
by mean and standard deviation are set for each random variable distinguishing
two different classes of buildings according to their year of construction [4]. The
building sampling is introduced by combining the structural parameters required for
the structural analysis to obtain the building capacity. The Design of Experiments
(DoE) of sampling in this study is made by picking three values of mean and mean±
standard deviation of each probability distribution of random variable when they are
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Fig. 8 Seismic risk detailed information page

Table 2 Assumed interval for adopted parameters of building geometry

Parameters Minimum value Steps Maximum value

Number of stories (nh) 2 1 8

Interstorey height of frame (h) 3.0 m 0.5 m 4.5 m

Effective width of frame (w) 4.0 m 2.0 m 10 m

Number of bays in length of frame (nl) 2 1 12

Bay length of frame (l) 2.0 m 0.5 m 6.0 m

Year of construction 1920 1 2013

distributed continuosly. For the discrete distribution, the predefined values have been
determined above. Thus, a total of 3f possible alternatives for each building is iden-
tified, where f is the total number of random variables, and the vulnerability analysis
is performed in correspondence of each of them through simplified methodologies
previously detailed.

The results of the case-study have been uploaded into the proposed web platform
system, thus providing the final report of optimal budget allocation in a more direct
and graphical supported approach, thanks to the interactive user-friendly interface.
Assuming the available budget equal to 2.5 × 107 e, the suggested retrofit interven-
tion for each building, maximizing the seismic risk mitigation, is provided in Fig. 9.
The seismic risk distribution on the area of interest allows to have a prompt and clear
summary of the most vulnerable buildings in the pre-intervention condition (up left-
sidedmap) and the achievablemitigation (up right-sidedmap) thanks to the suggested
retrofit interventions (down left-sided map). In addition, moving the cursor on the
pie-charts in the down-right side of the platform provides a picture of the distribution
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Fig. 9 Optimal budget allocation for an investment of 2.5 × 107 e

of interventions and corresponding budget allocation. This strategy allows to achieve
a total seismic risk reduction of 41.8%, decreasing the initial seismic risk (SRpre-int =
356.04 ke) to the final value of SRpost-int = 207.03 ke, as provided on the cost-risk
curve of the platform.

4 Conclusions

In Italy the allocation of budget has been made unsystematic since no solid principle
had been established. In this regard, decision-makers face a challenge given that
there is a large number of vulnerable buildings. The project inspired the idea from
the aforementioned missing point in seismic risk management of building portfolio.
It attempts to develop a decision-making procedure to figure out how to distribute
the budget not casual but wisely with cogent reason.

The study has been built on the platform of seismic risk analysis of buildings to
knowhow tomanage the budget to lessen the future risk. The seismic risk is calculated
in dimension of monetary loss by combining the data of hazard, vulnerability and
exposure. Four intervention strategies have been assumed to intervene each building;
demolition/reconstruction, no intervention, partial retrofitting and full retrofitting.
The best choice of intervention has been defined as the one which both meets all the
needs and limits of the clients. From all the combinations of interventions for all the
buildings the total cost and total seismic risk of post-intervention can be calculated.
The optimum selection of intervention is the one which is less than the budget limit
and yields the minimum seismic risk in post-intervention. At the end, it is figured
out how to intervene each building and how much should have been spent for each
building to get the perceived minimum seismic risk.
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A web platform system has been developed with the collaboration of ETT indus-
trial partner within the framework of the GRISIS research project. The platform is
able to provide a practical map of the seismic risk of a certain stock of RC build-
ings in the pre-intervention conditions, particularly indicating the contribution of
each building to the overall seismic risk of the portfolio. In a different section,
geo-referenced data concerning buildings identity and geometry are stored. Then,
according to the available budget, selectable by the user, the optimal combination of
retrofit solutions in correspondence of the whole stock is provided as the one maxi-
mizing the seismic risk reduction within the available economic limit. The optimal
post-intervention seismic risk map is given, indicating again which is the seismic
risk associated to each building belonging to the portfolio. Moreover, the map of the
type of intervention for each building is provided as well, finally indicating, through
useful pie charts, the percentage of the adopted type of intervention and relative cost
for the analysed portfolio in correspondence of the optimal solution.

Acknowledgements This work is supported by the GRISIS project (Cup: B63D18000280007,
Surf: 18033BP000000001, DD prot. 368 24/10/2018), implemented by STRESS scarl in the
framework of FESR Campania 2014–2020.

References

1. Asprone D, Jalayer F, Simonelli S, Acconcia A, Prota A, Manfredi G (2013) Seismic insurance
model for the Italian residential building stock. Struct Saf 44:70–79

2. Azmoodeh BM (2015) Optimum budget allocation to mitigate seismic risk for portfolio of RC
buildings, Tesi di dottorato. Università degli studi di Napoli Parthenope

3. Caterino N. (2006), Analisi Decisionale Multicriterio per l’Adeguamento Sismico di Edifici in
c.a., Tesi di dottorato, Università degli studi di Napoli Federico II

4. Caterino N, Azmoodeh BM, Manfredi G (2018) Seismic risk mitigation for a portfolio of
reinforced concrete frame buildings through optimal allocation of a limited budget. Adv Civil
Eng 18

5. Bal IE,CrowleyH, PinhoR,GulayFG (2007) Structural characteristics of TurkishRCbuildings
stock in Northern Marmara region for loss assessment applications. In: European School for
Advanced Studies in Reduction of Seismic Risk, Research report No. ROSE-2007/03

6. Borzi B, Pinho R, Crowley H (2008) Simplified pushover-based vulnerability analysis for
large-scale assessment of RC buildings. Eng Struct 30(3):804–820

7. Borzi B, Ceresa P, Faravelli M, Fiorini E, Onida M (2011) Definition of a prioritization proce-
dure for structural retrofitting of Italian school buildings, III ECCOMAS Thematic Conference
on Computational Methods in Structural Dynamics and Earthquake Engineering (COMPDYN
2011), Corfu, Greece

8. D.M. LL.PP. 30/4/72 (1972) Norme tecniche alle quali devono uniformarsi le costruzioni in
conglomerato cementizio, normale e precompresso ed a struttura metallica (in Italian)

9. Eurocode 2 (2004) Design of concrete structures-Part 1–1: General, rules and rules for
buildings, European Committee for Standardization

10. Fajfar P (1999) Capacity spectrum method based on inelastic demand spectra. Earthquake Eng
Struct Dynam 28(9):979–993

11. Grant DN, Bommer JJ, Pinho R, Calvi GM,Goretti A,Meroni F (2007) A prioritization scheme
for seismic intervention in school buildings in Italy. Earthq Spectra 23(2):291–314



676 I. Nuzzo et al.

12. Iervolino I, Petruzzelli F (2011) NODE v.1.0 beta: attempting to prioritize large-scale seismic
risk of engineering structures on the basis of nominal deficit, atti di XIV Convegno Nazionale
“L’Ingegneria Sismica in Italia”, Bari, settembre 2011, paper no 975

13. Istruzioni per la Valutazione Affidabilistica della Sicurezza Sismica di Edifici Esistenti (2013)
Commissione di Studio per la predisposizione e l’analisi delle norme tecniche per leCostruzioni
(CNR-DT 212 2013), Consiglio Nazionale delle Ricerche

14. Masi A, Santarsiero G, Chiauzzi L (2014) Development of a seismic risk mitigation method-
ology for public buildings applied to the hospitals of Basilicata region (Southern Italy). Soil
Dyn Earthq Eng 65:30–42

15. NTC08, 2008. D.M. 14 gennaio, Norme tecniche per le costruzioni. Ministero delle Infrastrut-
ture (in Italian)

16. Petruzzelli F (2013) Scale-dependent procedures for seismic risk assessment and management
of industrial building portfolios. Università degli studi di Napoli Federico II, Tesi di dottorato

17. Ricci P, De Risi MT, Verderame GM, Manfredi G (2013) Influence of infill distribution and
design typology on seismic performance of low- and mid-rise RC buildings. Bull Earthq Eng
11(5):1585–1616



Machine Learning Approach for Damage
Detection of Railway Bridges:
Preliminary Application

A. Bilotta, G. Testa, C. Capuano, and E. Chioccarelli

Abstract In the framework of structural health monitoring, a ‘model-free’ approach
has been gaining increasing attention to describe the structural behavior without
building a numerical model but adopting the so-called artificial neural networks
(ANNs) that must be trained on data (e.g., accelerations) recorded on the existing
structure. However, the lack of complete ‘real-life’ applications is the biggest current
shortcoming to the use of ANNs. Indeed, the application of ANNs is often limited
to medium-scale structures. The few applications on full scale structures are rarely
run for a time interval sufficient to recognize structural deterioration due to material
degradation and/or damage due to external loads. Moreover, the formulation of a
methodology to design the sensor network serving a neural network is necessary.

In the context of a regional research project for Risks and Safety Management of
Infrastructures at Regional Scale (GRISIS), ANNs are used by authors to develop
a methodology for damage detection of railway bridges where the repetitive load
condition, due to the passage of trains, is particularly favorable to the purpose. The
potential damage detection is investigated referring to the structural accelerations
recorded at a limited number of points of the structure. At this stage of the project,
recorded data are not yet available, so an auxiliary numerical model of the structure
is considered.
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1 Structural Health Monitoring

In last decades, the structural health monitoring (SHM) gained an important role
for preserving existing structures, both to avoid their collapse and to guarantee their
operating conditions. Establishing the needed interventions is essential to reduce the
maintenance costs and to ensure compliance with either operating or ultimate limit
state. Hence, the structural monitoring controls the structural behaviour during the
life cycle of a structure with the aim of identifying presence, extent, location, and
type of damages. Moreover, SHM can provide a support for managing maintenance
strategies, making predictions on the remaining life of the monitored structure, and
highlighting any need for interventions. A challenge for SHM is enhancing classic
monitoring systems with automated investigation in operational conditions.

In the last years, the implementation of artificial intelligence (AI) methodologies
has strongly grown in SHM [9, 17]. The AI techniques for the SHM are frequently
based on the application of feed-forward artificial neural network (ANN), inspired
by the structure of the human neural network. ANN architecture can be simple—
with single hidden layer [4, 15] or more hidden layers [16] and variable number of
neurons based on the input numerosity—or complex (Lee et al. 2019).

The study of existing literature shows that:

• the traditional techniques of dynamic identification, used for damage detection,
may require a large number of sensors, depending on the structural typology and
complexity [1, 3],
• techniques based on ANNs, being in recent development, are mainly assessed
on laboratory tests (Sahin and Shenoi 2003; [10, 14, 15]) and/or numerical
simulations (Jeyasehar and Sumangala 2006; [4, 12, 13]; Lee et al. 2020);
• the current research aims to improve the performance of the network adopting
optimization algorithms both for the network architecture and for weights’ update
associated to the neuron connections [15] or studying the architecture of the
networkwith best performance in termof damage identification (Sahin andShenoi
2003; Lee et al. 2020; [10]).

The paper is focused on the application of ANN to railway bridges, where homo-
geneous traffic conditions may be favourable to the use of an automated damage
detection system based on a machine learning approach. Although the results are
obtained by numerical simulation, the authors want to emphasize the importance of
considering the criticalities thatmayoccur during theANNuse (e.g., unexpected vari-
ation in load conditions). The discussion of some issues that affect data acquisition
in SHM applications (e.g., effects of seasonal temperature variations) are mentioned
but not yet addressed.

With the aim to assess the ANN prediction capabilities for detecting structural
damage on railway’s bridges, we referred to one case study, in the hypothesis of
having a limited number of accelerometers (i.e., nine acceleration time histories
recorded by three triaxial sensors) and using a multilayer perceptron ANN.
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2 Methodology

Themethodology proposed is based on amachine learning approach and foresees the
application of ANNs. The method uses the accelerations recorded on the structure
during the passage of a train as damage sensitive features. The effects of different
acceleration components are analysed in this paper to provide useful suggestions for
the design of the sensors’ network, whereas the study of alternative structures of the
ANN is postponed to future applications on real data. Indeed, the focus of this paper is
the definition of the methodology for the application of ANN for bridges’ structural
health monitoring, highlighting the role of parameters which affect the structural
behaviour, such as acceleration components, load position and load direction.

In this application, we adopt a multilayer perceptron ANN, with input layer,
output layer and hidden layers. Each layer is constituted by neurons that interact
with neurons of the other layers through weighed connections. The computational
model can be summarized by Eq. (1):

a(k)i = f

⎛
⎝∑

j

wk
ji · a(k−1)

j + b(k)

⎞
⎠. (1)

In the equation, a(k)i is the output of i-th neuron belonging to the layer k, a(k−1)
j

is the output of j-th neuron belonging to layer k − 1, w(k)
j i is the weight associated

with the connection between the neurons i and j of layer k, b(k) is the bias, namely a
translation constant of the activation threshold, and f is the activation function.

The methodology for the damage detection is divided in the following steps
(see Fig. 1). Step 0 is the preliminary choice of sensors location and ANN hyper-
parameters: this step is often influenced by practical issues, not discussed here, such
as the possibility of accessing to each part of the structure and the limitation on the

Fig. 1 Flow chart of the methodology
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number and the quality of the sensors. Step 1 is the acquisition of monitoring data
(e.g., accelerations) for the structure at a time in which the structural behaviour is
assumed as a benchmark to which compare the structural behaviour at the subsequent
time: this time is referred to as time zero with respect to the monitored life of the
structure, i.e., TSHM = 0. Data processing and ANN learning identify step 2, with
training and validation phases that refer to data recorded at TSHM = 0. Once step 2
is completed, the ANN is defined and ready to be used for damage detection.

At generic time, TSHM > 0, monitoring data are again recorded (step 3). Hence, at
step 4, the ANN (representative of the structural behaviour at time zero) is used for
predicting the structural behaviour and quantifying the differences (errors) between
predicted behaviour and actual recorded data. Comparing errors computed at TSHM

= 0 and TSHM > 0, the ANN can identify a change in the structural behaviour, that
is a potential damage.

Although the methodology is conceived to be used on sensors measurement, a
feasibility study of thismethodology to protect railway bridges is under development.
For this reason, before applying the sensors on an existing structure, a numerical finite
element (FE) model of the structure was built to simulate the real bridge behaviour
during operational conditions (e.g., train passages) and to study the main issues
in using ANN for damage detection. Hence, the data required for the training and
validation of the ANN, at step 2, and the testing of the ANN at step 4 are derived
by the numerical model, as if they were recorded by real sensors. Doing that, one
damage scenario was introduced. More details concerning the monitoring system
(i.e., position and typology of sensors), the ANN structure (i.e., number of neurons,
layers, duration of analysis, performance, etc.), the training and the validation of the
ANN are given in the next sections.

3 Analyzed Structure

The bridge structure is one of the most common bridge structures—with concrete
piers and prestressed concrete beams with “U” shaped section—belonging to the
Circumflegrea railway viaduct that connects the stations of “Quarto Centre” and
“Quarto Station” of the Montesanto—Quarto line in Naples, Italy. The viaduct
consists of forty-five simply supported spans. We considered the twenty-four meters
long span (22.60 m clear span), connecting the piers 15 and 16 (see Figs. 2 and 3).
The tracks are independent structures, with separate reinforced concrete (C25/30)
fivemeters long piers, each supporting two pre-stressed reinforced concrete (C45/55)
U-shape girders, 1.65 m height (1.42 t/m), connected to a slab of precast reinforced
concrete (C35/45) 20 cm thick and 4.90 m wide (2.00 t/m). Above the slab, there are
the 50 cm thick ballast (3.37 t/m) and the finishes (1.98 t/m). The equivalent mass
for each girder beam is 265 ton.

The structure has been modelled in a FE software [18] (see Fig. 4). The deck (i.e.,
the pair of U-shaped girders with the slab) has been modelled by one-dimensional
elements,each beamwas discretized into 24 elements to approximate the actual mass
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Fig. 2 3D view of the bridge

Fig. 3 Picture of a single span of the bridge from below

Fig. 4 Concrete FE model; lateral view with sensors placement

distribution along the deck. The material has been assumed elastic with Young’s
modulus calculated according to Eurocode 2 [5]. With the static scheme hinge-roller,
the beam longitudinal deformation was free.

Three triaxial sensors, S1, S2 and S3, were located on the extrados of the beam
at 6 m, 12 m, and 18 m from the support, respectively (see Fig. 4).
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4 ANN Prediction Capabilities

The objective of theANN is to describe the dynamic behaviour of the structure during
operational conditions, that is during the passage of the trains. More specifically,
known in s time steps the accelerations of the points where the sensors are located,
the ANN should predict the accelerations of the same points in the subsequent time
step, s+ 1. These predictions can be compared with the observed accelerations, that
are the target of prediction. The predictions can be iteratively repeated for the whole
acceleration record (excluding the s − 1time steps at the beginning of the record) so
that, predicted acceleration time-histories can be compared with the observed (i.e.,
target) acceleration time-histories.

In this application, three independent ANNs were created, one for each sensor.
To clarify this issue, Fig. 5 graphically shows the way in which the network works
for a single point of the structure: referring to a generic time of the acceleration
time-history, and assuming s equal to five (according to the following application),
the red dots in the plot identify the five input acceleration values. From these values,
the ANN provides a sixth acceleration that is the prediction of the acceleration in the
subsequent step. Thus, the prediction must be compared with the blue dot that is a
target value. It should be noted that the ANNs could also account for other data. In
the following, apart from five accelerations, as , the train velocity (assumed constant
for each train passage), v6, is also provided as an input parameter to the ANN.

Starting from Eq. (1), the predicted acceleration ao1 is defined by Eq. (2):

ao1 = f

(
5∑

s=1

wo
s,1 · ahs + wo

6,1 · vh6 + bo
)

(2)

Fig. 5 Artificial neural network prediction
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where the apex “o” indicates the output layer consisting in one neuron and the apex
“h” indicates the hidden layer.

A prediction error, PE , can be defined according to Eq. (3) in which N is the
number of accelerations for each record, n is the generic time step ranging between
6 and N (i.e., predicted accelerations), Pn is the predicted value at time n and An is
the corresponding observed value.

PE =
√∑N

n=6(Pn − An)
2

(N − 5)
(3)

Thus, the lower is the value of PE the higher is the capacity of the ANN to predict
the structural response.

4.1 ANN Learning

In the previous section we defined the architecture of the ANN, i.e. both the network
type and the number of layers and neurons [2].An iterative network’s learning process
has been performed (see Fig. 6) that consists in defining the weights of each connec-
tion and the bias for each neuron. For such a learning process, a supervised approach
has been used adopting labelled dataset [11].

To calibrate the network, one hundred train passages in one direction were simu-
lated via linear time history analyses. For this preliminary application, the train is
modelled as a single vertical force representative of three values of the train weight
(i.e., 190, 220 and 250 kN); during each passage, the train maintain a constant
velocity that ranges, among different passages, between 70 and 80 km/h with a step
of 0.1 km/h.

For each dynamic analysis, the accelerations of the points in which the three
sensors will be located are recorded. Thus, 100 three-components accelerations time-
histories at TSHM = 0 are available for network’s learning. These data are divided in
two subsets, named 80% in Set 1 and 20% in Set 2. The first is used for the training
phase and the second for the validation phase.

Database

Set I 
Training Data

Set II 
Validation Data

Check

ANNNth-Epoch ANN

Early Stop

Weight and bias 
update

End-Training conditions

Fig. 6 Artificial neural network learning
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At each iteration, called epoch, there is the learning of the network. The perfor-
mance of the network is assessed through the evaluation of PE . Then, the validation
evaluates the predictive capacity of the network using different data with respect to
those used in the training. Through an error function gradient descent algorithm [7]
it is possible to improve the predictive capacity of the network (by updating weights
and bias) until either end-training condition (i.e., sufficient accuracy) or the early
stop (i.e., overfitting [6]) are reached. At the end of the learning, the network can be
used at full capacity (testing).

5 ANN Application for Damage Detection

In the framework adopted in this paper, the ANN, trained at TSHM = 0, is adopted
to identify any modifications on the dynamic behaviour of the structure. With this
aim, accelerations time-histories recorded at time TSHM > 0 are analysed by the
ANN. Thus, the values of PE associated to data recorded at TSHM = 0 and TSHM > 0
are compared. Significant differences in the PE values are considered as a proxy of
structural damage: the values of PE computed for the damaged structure are expected
higher than those computed for the healthy structure (i.e., a threshold of PE associated
to damage is not established).

To quantify the values of PE that can be representative of structural damage, a
damage scenario is artificially introduced in the FEmodel via the modification of the
constraint conditions (i.e., restrained longitudinal displacements at both supports),
which could occur due to (i) hammering effects between adjacent beams or (ii)
damage to the support, with a consequent increase in frictional forces.

First, the vertical accelerations of the studied monitored points of the structure are
considered. Figure 7 shows the values of PE computed on the original model, named
as Healthy because representative of the undamaged structure, and those computed
on themodifiedmodel, representative of the damaged structures, named asDamaged.

Fig. 7 Prediction errors using vertical acceleration
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Fig. 8 Prediction errors using horizontal acceleration

The values of PE are obtained considering one direction of train passage and they
are plotted as a function of the train velocity. Moreover, imaging that more data are
available at TSHM = 0, results for three different values of the train weight (i.e. 190,
220, 250 kN) are considered and the envelope of computed PE is represented via
the grey band. On the other hand, data from the damaged structure are computed
for a single value of weight equal to 190 kN and represented by the black line (the
grey line represents the corresponding weight, namely 190 kN, for the undamaged
structure).

The comparison of predicted errors shown in the figure suggests that two of the
three sensors allow to detect an anomaly, with negligible intersection between the
errors computed for the damaged and healthy structure, whereas the sensor closer to
the damage, S3, provides unclear results.

Figure 8 shows the same comparison referring to longitudinal accelerations, i.e.,
parallel to the direction of the kinematism that is modified by the anomaly. The ANN
shows greater damage detection capabilities for all sensors. Thus, in this case, it is
more useful to monitor acceleration in the direction in which the anomaly strongly
changes the response of the structure than acceleration in the direction of the applied
load. Therefore, when designing the sensor network, foreseeing the use of tri-axial
sensors seems useful to record data that well identify the different damage scenarios
that may occur.

6 Limitations

The previous section showed some promising results. The aim of this section is
to understand if introducing some differences between the load conditions during
learning and those observed during the structural life may reduce the capabilities of
the network. The differences refer to the load distribution (i.e., number of traveling
forces) and the direction of the traveling force.
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6.1 Load Distribution

While the learning of the ANN was performed modeling a single travelling force,
the recorded data are here computed considering that the travelling parallel forces
are two spaced 1.0 m or four spaced 0.5 m; in both cases, the forces result in the
same total load adopted for learning (i.e. 190 kN). This variation may represent the
introduction of new trains that are characterized by the same total mass but different
mass distribution.

Figure 9 shows the results of the ANN trained on the single force load configu-
ration, when a single force is travelling: gray dashed lines refer to the undamaged
structure at TSHM = 0while black dashed lines is for the damaged structure at TSHM >
0. The same panel shows results computedwhen two forces (blue lines) or four forces
(red lines) are travelling; note that in the last two cases, no damages are introduced
in the model (i.e.,Healthy in the legend). In accordance with Fig. 7, the values of PE

are plotted against the train’s velocity. As shown, the values of PE calculated in the
case of two forces and four forces are often higher than the values of PE calculated
for one force, even if the latter refers to the case of damaged structure. In other words,
according to the proposed framework, the ANN would detect a “false” damage on
the structure, because the structure is undamaged and the dynamic of the structure is
anomalous since load conditions are changed with respect to the phase of training of

Fig. 9 ANN results for different load configuration

Table 1 Prediction errors
(average on three sensors) for
different load configuration
on healthy and damaged
structure

Load Structural condition PE (m/s2)

F Undamaged 0.009

F Damaged 0.012

2F Undamaged 0.011

4F Undamaged 0.015
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the ANN. To summarize the results of Fig. 9, Table 1 lists the values of PE , averaged
over the different trains’ velocity and different sensors.

6.2 Traveling Direction

So far, all the considered travelling loads moved in the same direction (left-to-right)
in both learning and testing phases. This section shows the effect of considering
both load travelling directions during the ANN learning, to evaluate the prediction
capability of the network once the data recorded by the passage of the train in the
opposite direction is used.

Therefore, the structure was considered without damage for both the learning and
the testing. The analysis was conducted only for the load F = 190 kN, with moving
directions left-to-right and right-to-left, named LR and RL, respectively.

Four scenarios were considered:

• (1a) both learning and testing performed with data obtained with load moving in
LR direction, i.e. benchmark;

• (1b) learning performed with data obtained with load moving in LR direction,
and testing performed with data obtained with load moving in RL direction;

• (2a) learning performed with 66% of data obtained in LR direction and 34% of
data obtained in RL direction, and testing performed with data obtained in LR
direction;

• (2b) learning was performed as for the scenario 2a, while data obtained in RL
direction were used for testing.

Table 2 shows average values of PE for each scenario. In scenario 1b, the value of
PE is about doubles with respect to the scenario 1a and, hence, the ANN prediction
capability is affected by the load moving direction. When data for both directions are
considered for learning (scenarios 2), the ANN has best performance (i.e., lower PE)
when data for testing are in accordance with the highest percentage of load moving
in the same direction (i.e., scenario 2a). This result, although intuitive, is useful to
underline the importance of resizing the prediction error for the definition of the
warning threshold.

Table 2 Prediction error (average on three sensors) on healthy structure varying the load moving
direction in learning and testing phases

Scenario Moving direction during learning Moving direction during testing PE (m/s2)

1a 100% LR LR 0.0102

1b RL 0.0228

2a 66% LR LR 0.0114

2b 34% RL RL 0.0136
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7 Conclusion

The proposed methodology for structural health monitoring is based on a machine
learning approach, belonging to the class of ‘data driven’ methods. Hence, the
approach ismodel-free, i.e. it can be appliedwithout creating amodel of the structure,
since it is based on the data recorded by sensors.

The procedure has been preliminary applied to an ideal case with data simulated
as if recorded on real structure. The results are promising but also highlight some
limitations. The method is valid even if the operational loads are unknown, provided
that their values are included in the variability considered during the learning, while
variations in the load configuration could be incorrectly recognised as anomaly by
the ANN. Also, the direction of the load path is significant during the learning, and
homogeneous data set is preferable. Since different acceleration component can be
used for damage detection, it is important to highlight that, for structural applications,
the most effective direction of the acceleration could be completely different (e.g.,
orthogonal) to the direction of the action applied on the structure.

The methodological application to the case study will be assessed on actual data
recorded on a similar full-scale bridge in the framework of the GRISIS research
project.

Exogenous environmental factors—and their effects—such as temperature, wind,
humidity, etc., that can alter measurements and generate false positives, should also
be contemplated in the learning algorithm to improve the forecast robustness.
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Assessment of the Applicability
of DInSAR Techniques for Structural
Monitoring of Cultural Heritage
and Archaeological Sites

Luisa Berto, Andrea Doria, Anna Saetta, Alberto Stella, and Diego Talledo

Abstract Structural health monitoring (SHM) practices have become increasingly
important in the field of vulnerability assessment and risk mitigation of cultural
heritage, especially after the past strong seismic events. The monitoring practice
of monumental buildings and archaeological sites could be really expensive using
traditional on-site techniques. In recent years, many steps towards have been taken in
the development of Differential Synthetic Aperture Radar Interferometry (DInSAR)
techniques, which allow monitoring huge areas both in ordinary maintenance situ-
ations and post-emergency conditions. This work aims to analyse the applicability
of recent DInSAR techniques for the structural monitoring of buildings belonging
to cultural heritage and archaeological sites. After a literature review highlighting
the most relevant applications in this field, two case studies from the built cultural
heritage are examined to evaluate the major issues occurring in the use of DInSAR
data and their reliability formonitoring the health status of these structures. COSMO-
SkyMed data relative to the urban area of Rome in the period 2011–2019 are used for
the analyses. The small baseline subset (SBAS) processing technique was employed
to obtain interferometric displacement measures.
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1 Introduction

Recent collapses and damages of socially relevant structures had once more high-
lighted the need for monitoring and maintenance practices in order to avoid massive
social and economic losses. Damages on buildings and infrastructures can be caused
by several phenomena. Among these, ground rotations or differential settlements of
few millimetres per year at structure basements can induce cracks, local damages
and collapses of portions of the structures. A particularly relevant class of vulnerable
structures is represented by buildings belonging to cultural heritage and archaeolog-
ical sites. These objects are present in several European and Mediterranean coun-
tries, and many of them are subjected to ageing, low maintenance issues, ground
settlements and structural damages. Although established structural health moni-
toring (SHM) techniques [1] have been widely employed for the monitoring of the
built cultural heritage, the huge costs for their application on complex buildings
and wide archaeological sites still represent one of their major limitations. Satellite
remote sensing performed using Differential Synthetic Aperture Radar Interferom-
etry (DInSAR) [2] could be an effective tool to improve the structural monitoring of
archaeological sites andmonumental buildings. By using this technique, it is possible
tomonitorwide areas over a relatively long period in order to detect anomalous trends
or unexpected movements. However, even though this approach has been success-
fully employed to measure land subsidence, few attempts have been made in using
DInSAR data to monitor buildings or parts of them, e.g. [3, 4]. Nowadays, X-band
satellites provide a high-resolution sampling of the Earth’s surface, which allows
monitoring wide areas with a high detail level [5]. Although, satellite data still need
to be validated and integrated with in situ measurements. This paper illustrates some
preliminary results of a study whose aim is to analyse the effective applicability of
recent DInSAR techniques for the structural monitoring of cultural heritage build-
ings and archaeological sites. First, a literature review of relevant past applications is
presented. Then, a brief description of DInSAR data used in this study is provided.
Two case study objects belonging to the cultural heritage of the city of Rome are
studied, namely, the San Michele building at Ripa Grande and the Aqua Claudia
(Claudian Aqueduct). Some preliminary results and observations are presented.

2 Overview of Past Applications of DInSAR
for the Monitoring of Cultural Heritage Buildings
and Archaeological Sites

During the last decade, some studies have been devoted to the application of
DInSAR techniques for the structural monitoring of archaeological sites and build-
ings belonging to the cultural heritage. The pioneering works of Tapete et al. [6–8]
explored the capabilities of DInSAR monitoring applied to this kind of objects,
considering case studies located in Tuscany and in the centre of Rome, in areas
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subjected to landslides or where previous instabilities have been recorded. Satellite
and on-ground radar interferometry were employed to study deformation processes
at site scale and at the single monument scale, respectively. Using satellite data from
ERS-1/2,RADARSAT-1/2 andENVISAT, somepast collapses havebeen recognized,
and early-stagewarning procedures have been developed.Other relevant applications
have been reported by Tang et al. [9], Alberti et al. [10] and Bonano et al. [11], who
analysed deformations and instabilities in the cultural heritage sites of the Summer
Palace, Petra, and Pompei, respectively.

For its unique cultural and conservation history, the city of Rome includes several
world-recognized archaeological sites and cultural heritage buildings nowadays. A
detailed study on the deformation of the historic centre of Rome has been performed
by Cigna et al. [12] using COSMO-SkyMed data. The study showed the innovative
possibility to detect motions at a single-building scale.

3 DInSAR Data Used for the Analyses

The present study is developed using COSMO-SkyMed StripMap HIMAGE data
relative to the period 2011–2019, processed by the National Research Council of
Italy (CNR-IREA) using the small baseline subset (SBAS-DInSAR) technique [13].
The SRTM 1 arc-sec [14] digital elevation model (DEM) is used to remove the topo-
graphic phase component [13]. For a set of measurement points, traditionally called
persistent scatterers (PSs), time-series of displacement along the satellite line of sight
(LOS) are provided, along with LOS mean deformation velocity values obtained
from linear regression of displacement histories. A positive LOS velocity value indi-
cates that the PS is moving towards the satellite. PSs are referenced with respect
to both a geographic coordinate system (GCS) and a vertical coordinate system
(VCS), so their location is fully determined. This way, PSs can be easily compared
with other geometric features such as buildings, infrastructures or the terrain. The
adopted processing technique allows obtaining spatially dense distributions of PSs.
Data obtained from both ascending (ASC) and descending (DES) satellite orbits are
provided.

4 Case Studies

The first case study examined to assess the information provided by DInSAR data
is the San Michele monumental building located near the banks of the Tiber in
Trastevere (Rome, Italy). A simplified representation of the building geometry is
obtained using data available in the Carta Tecnica Regionale Numerica (CTRN) 2014
[15]. The SRTM 1 arc-sec DEM [14] is used to describe the ground topography,
and Bing Aerial Maps [16] are employed over the DEM to represent features on
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the ground. Heights of PSs, buildings and ground points are referred to EGM96-
geoid VCS. Good correspondence of the spatial position of descending orbit PSs
with ground topography is observed, while a significant difference along the vertical
direction is noticed between ASC and DES points. In order to compare PSs from the
two orbits, a rigid vertical translation of−5m is applied to theASC points. Geometry
and location of building volumes obtained from CTRN show some discrepancy
with the DEM, so the lower part of some construction appears to be underground.
Figure 1 shows top and 3D views of PSs distribution and LOS velocity, for PSs with
a coherence value greater than 0.5, after the correction of the vertical coordinates for
ASC data. Although the number of PSs is in this case substantially the same for both
orbits, the areas where both ASC and DES PSs are available are very limited. This
fact critically affects the possibility to combine information from the two orbits. Both
ASC and DES LOS velocity maps shown in Fig. 1 evidence a different behaviour
between theN-E and the S-Wportions of the SanMichele building. In detail, it can be
observed that the S-Wportion seems tomove faster than theN-E one. Before drawing
some conclusion concerning this tendency, an in-situ survey should be performed.

The second case study is represented by Aqua Claudia (Claudian Aqueduct), an
ancient Roman aqueduct built during the first century and restored several times. It
is located in the South-Eastern rural area of Rome, Italy. As for many other elements
belonging to the cultural heritage, geometric data available in the CTRN do not allow
to build a complete geometric representation of the aqueduct. Figure 2 shows LOS

Fig. 1 Mean LOS velocity for San Michele building PSs having coherence greater than 0.5 a Top
view ASC, b Top view DES, c 3D view ASC, d 3D view DES
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Fig. 2 Mean LOS velocity for Aqua Claudia PSs having coherence greater than 0.5 a Top view
ASC, b Top view DES, c 3D view ASC, d 3D view DES

velocity of aqueduct PSs having a coherence greater than 0.5. In this case, the number
of DES PSs is very limited, implying a greater difficulty in the combination of data
from the two orbits in several parts of the structure. Figure 2c shows that PSs located
at ground level show higher LOS velocity values. This result was previously recorded
by Tapete et al. [17], and further in situ controls had already been suggested. An esti-
mation of the East–West (E-W) and vertical (U) velocity components is developed
for a zone near the top of the structure indicated in Fig. 2, where data from both ASC
and DES orbits are available. In calculating velocity components, an approximation
is adopted; namely, it is assumed that the plain which nearly contains the ASC and
DES LOS directions is orthogonal to the North–South direction. PSs positions, LOS
velocities and resulting velocity components are presented in Table 1. A slightly

Table 1 Calculation of velocity components alongwithEast-West (E-W) andvertical (U) directions

ID Lat
[ °]

Lon
[ °]

Height
[m]

Coherence
[−]

VLOS
[mm/y]

VE-W
[mm/y]

VU
[mm/y]

ASC 77948 41.84379 12.56385 77.88a 0.56 +0.58 −0.42 +0.43

DES 5173 41.84378 12.56386 77.84 0.50 +0.19

a After rigid vertical translation
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upward motion is detected, together with a horizontal component in the West direc-
tion. However, since this measure is obtained from a single couple of PSs, further
investigations are needed in order to validate it.

5 Conclusions

This work presents some preliminary results on the assessment of DInSAR moni-
toring capabilities applied to cultural heritage buildings and archaeological sites.
Case studies show that despite the number of available PSs, their location and
presence in both ASC and DES orbital data can affect the possibility of correctly
understand the structural deformation process. Further studies are currently ongoing.
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On the Dynamic Performance
of the Santa Maria Maddalena Church,
Ischia Island (Italy): Numerical
and Experimental Comparative Analysis

Claudia Casapulla , Thomas Celano , Carlo Rainieri ,
Giovanni Fabbrocino , and Francesca Ceroni

Abstract After the seismic event of August 21st, 2017 that hit the Ischia Island
(Italy), in-situ surveys were carried out on several masonry churches located in
the island in order to assess the damage induced by the earthquake. Among the
inspected churches, a very interesting case study is represented by the Santa Maria
Maddalena Church, located on the hill of Casamicciola Terme, close to the epicentre.
The church was built in 1896 with a ‘mixed’ structure, made of yellow tuff masonry
walls strengthened by iron profiles in its main body and by wooden elements in its
back part. After the seismic event, in addition to a detailed survey of the church,
thermography imaging and in-situ dynamic tests under operational conditions were
carried out. The paper describes the experimental procedures adopted during the tests
and the results in terms of experimentally identified fundamental modal parameters.
An attempt of correlating the experimental results with those obtained from a finite
element numerical model of the only church façade is carried out. The comparison
evidences some discrepancies between the dynamic features of the single façade and
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thewhole church. This confirms that the church is characterized by a ‘box behaviour’,
most likely favoured by the presence of the iron frames, and, thus, the behaviour of
the single façade cannot be considered independent of that of the whole church.

1 Introduction

The identification of the dynamic behaviour of an existing structure is a crucial
topic for the assessment of its seismic vulnerability and is more and more important
for heritage masonry structures, especially if they are characterized by complex
architectonical layouts, as in the case of historical churches. Several in-situ surveys
carried out after earthquakes have in fact evidenced how churches are sensitive to
horizontal actions [1–5], confirming the necessity of further investigation for complex
cases, e.g. by means of in-situ dynamic tests.

In the literature there are several research works focused on the updating of the
finite elementmodels of historical masonry structures bymeans of operational modal
analysis (OMA) [6–11]. Based on these works, Pellegrini et al. [12] carried out a
numerical approach to match the linear perturbation and the modal analysis of such
structures. The validation of the approach was firstly based on a masonry arch and
then, on a historical masonry structure.

More in general, the use of the OMA seems a reliable technique to update a finite
element model used to set realistic and reliable elastic numerical models of masonry
structures [13]. Moreover, the dynamic modal analysis is an important tool to assess
the integrity of such structures, even if subjected to limitations of the laws on artistic
and cultural heritage [14]. In fact, this technique is based on non-destructive analysis
of the dynamic behaviour of the structure and requires small invasive interventions
due to the insertion of different recording sensors.

It is worth noting that, although in the literature there are many research works on
themodal analysis of masonry buildings, so far there is a lack of clear and established
guidelines on their interpretation and use for the analysis of simple walls or single
parts of a structure [15]. Recent proposal appeared in the technical literature based
on novel use of parameters aimed to check the correlation between modal shapes
and to distinguish between local and global modes [16].

The assessment of the dynamicbehaviour ofmasonry structuresmaybecomemore
and more complicated in the case of masonry reinforced by means of frames and/or
braces made of different materials, such as the Italian so-called ‘baraccato’ construc-
tive technique. Examples of timber reinforced masonry (herein ‘timber baraccato’
systems) exist worldwide: from the Asian ‘Dhajji Dewari’ in Central Asia [17], to
the Turkish ‘Himis’ system [15], and the Portuguese ‘Pombalino’ [18]. Due to its
diffusion, several research studies are available on the behaviour of ‘timber barac-
cato’ systems [19–21]. A detailed description of the static and dynamic behaviour
of these ‘mixed structures’ is also reported in [22].

A very particular typology of ‘baraccato’ constructive system is present in the
Ischia Island (Italy) and has been examined by Casapulla et al. [23] with reference
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to the Santa Maria Maddalena Church. Such a mixed constructive system, herein
identified as ‘iron baraccato’ system, is represented by masonry walls encaged in
frames made of iron elements and was used in the Ischia Island after the seismic
event of 1883.

The paper firstly presents the results of in-situ surveys carried out on the Santa
Maria Maddalena Church in Ischia after the seismic event of August 2017. Attention
ismainly focussed on thermography imaging and in-situ dynamic tests realized under
environmental operational conditions. Then, the dynamic response of themain façade
of the church is examined bymeans of a finite element model. The study of the façade
is, indeed, preliminary for the future study of the whole church in order to assess the
role of the iron elements on the façade behaviour and their interaction with masonry.
Parametric analyses are presented to highlight the sensitivity of modal shapes and
eigenfrequencies to the Young’s modulus and the unit weight of masonry and to the
restraint conditions of the façade to the church.

2 The Santa Maria Maddalena Church (Ischia)

2.1 Description of the Church

After the catastrophic seismic event that hit the Ischia Island (Napoli, Italy) in 1883,
part of the city of Casamicciola Terme was destroyed and then rebuilt. In particular,
the most characteristic masonry building there rebuilt was the Church of SantaMaria
Maddalena, whose main façade is shown in Fig. 1a.

In agreement with the post-seismic recommendations provided by the munic-
ipality after 1883, the building was designed using one of the most advanced

Fig. 1 Santa Maria Maddalena Church (Ischia): a photo of the main façade of the church,
b volumetric description with different construction typologies
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earthquake-resisting systems at the time, the so-called ‘baraccato’ construction tech-
nique. A proof of the effectiveness of such a system was recently demonstrated by
the limited damage suffered by the church after the 2017 Ischia earthquake [23].

As shown in Fig. 1b, the building can be divided into three functional parts:

• the main body of the church with a Latin-cross shape (in blue);
• the back part of the churchwith two storeys (in green), where there is the canonical

house, the sacristy and the library;
• the bell tower (in red), that can be assumed as a structure independent of the other

parts of the church.

It is worth noting that the division of the church in three functional parts is also
related to the different construction systems used for each of them. In fact, the main
body of the church was realized with a rare ‘iron baraccato’ system, made of yellow
tuffmasonry strengthenedwith external thin iron frames (Fig. 2a), while the back part
was made using the more classical ‘timber baraccato’ system (Fig. 2b), characterized
by timber frames crossing the masonry walls.

Finally, it is worth noting that the bell tower was totally made of iron frames
and, since weak connections with the other parts of church were observed, it can be
considered as a light and independent structure.

The ‘timber baraccato’ system was made of timber elements with a square cross
section of 150–200mm for the vertical, horizontal, and diagonal elements. As shown
in Fig. 2b, the typical Saint Andrew’s cross configuration for the diagonal elements is
present, in which the masonry has only a filling function within the spaces left by the
frame elements. For this constructive typology, the masonrymaterial is characterized
by a less regular texture if compared with that present in the ‘iron baraccato’ system.
On the other hand, the presence of a regular pattern of diagonal elements is an
important issue since the configuration of timber elements surely influences stiffness,
capacity and ductility of the in-plane response of the walls realized with the ‘timber
baraccato’ technique.

Fig. 2 Details of constructive technique used in the Santa Maria Maddalena Church: a ‘iron
baraccato’ system, b ‘timber baraccato’ system, c bolted connection between iron profiles
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Conversely, in the ‘iron baraccato’ system, the masonry material appears to be
continuous since the external frames are arranged in special grooves realized on the
surface of the tuff blocks (Fig. 2a). In this case,more regular and repetitive yellow tuff
stones, with dimensions of 0.27 m × 0.23 m × 0.15 m, are bonded with lime-based
mortar joints and arranged according to the ‘rubble masonry’ building technique (i.e.
the commonly called ‘sacco’ technique). Such a building technique was commonly
adopted for this type of masonry and consists of two external layers of blocks, with
different or equal thickness, and an inner core filled with a mix of waste material
and mortar. In the ‘iron baraccato’ part of the church, the vertical iron elements
are T-shaped profiles, with dimensions of 100 mm × 70 mm × 10 mm, while the
horizontal and diagonal elements are simple flat plates with dimensions of 50 mm×
20 mm.

The connections of iron elements are mostly made of bolts (Fig. 2c), which repre-
sents a very rare and innovative connecting system for that time. The external iron
frames are also constrained to each other through a number of transversal flat plates,
arranged inside the walls with a vertical spacing of 1 m and aimed to realize an
iron cage where the masonry is constrained inside. The iron cage has the purpose
of avoiding local out-of-plane mechanisms and ensure a global behaviour of the
masonry building, according to the so-called ‘box behaviour’.

2.2 In-Situ Survey After the 2017 Earthquake

The earthquake that hit the Ischia Island on August 21st, 2017 [24] represents the
first significant event in the area since 1883 in terms of magnitude and severity of the
ground shaking. Due to the shallow hypocentre depth and the subsoil properties, the
observed magnitude of the ground accelerations was relatively high in the order of
the 0.27 g (g equal to 9.81 m/s2) at the IOCA station in Casamicciola. Despite such
high intensity actions, the church behaved in a positive manner since no relevant
structural damages were observed. Post-event surveys made possible the identifica-
tion of the primary effects of the ground motion and particularly demonstrated the
absence of typical damage patterns exhibited by churches with similar geometrical
configurations in case of earthquakes [4]. In particular, no mechanisms of the façade
or of the lateral walls were activated, indeed, during the event and only extensive
shallow cracks in the plaster were detected (Fig. 3a), as well as large portions of
plaster detached from the ceiling (Fig. 3b).

Moreover, where the masonry walls are confined by the iron cages, a detachment
of the plastering from the iron elements was observed (Fig. 4a). The cracks were
evidently caused by different values of stiffness between the tuff blocks and the iron
elements and by the lack of connection between plaster and iron. The in-situ surveys
also evidenced spread corrosion phenomena in the external wrought iron frames
(Fig. 4b).
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Fig. 3 a Distribution of spread shallow cracks along the longitudinal walls of the main part of the
church, b particular of the ceiling detachment

Fig. 4 a Cracks in the plaster along the iron profiles, c corrosion phenomena on the iron elements
[23]

2.3 Thermographic Non-Destructive Diagnostics
of the Masonry

As a part of survey aimed to assess technological and structural features of the
church, the in-situ inspections took advantage of the infrared thermography [25, 26].
A number of pictures was taken bymeans of a thermal imaging camera and the distri-
bution of the surface temperature in structural and non-structural components was
measured. This is a very effective and reliable way of improving the material char-
acterization in heritage construction, being the measures taken without any invasive
contact between the component of interest and the sensors. The temperature distri-
bution on the surface of interest is reported for example in Figs. 5 and 6 by means of
colour maps, based on the correlation between the magnitude of the radiated infrared
rays and its temperature.
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Fig. 5 Thermographic survey of the transect from the roof of the naves

Fig. 6 Thermographic survey of the transect from the ground floor

Depending on the environmental conditions (outdoor, indoor) and the test objec-
tives, passive thermographywas performed. Passive tests took advantage of the effect
of the daily temperature variations. The main features of the thermal imaging camera
used for tests are: 320 × 240 pixels IR image resolution, 7.5–13 μm spectral range,
thermal sensitivity <0.045 °C, 60 Hz frame rate.

The infrared thermography has provided a systematic support for the validation
of the data coming from the historical research. Despite the harsh environmental
conditions, it can be observed that passive thermography is able to guide in a reliable
way prospective the experimental insights of the masonry reinforced system. This
circumstance is confirmed by the pictures of the southern transect, whose technolog-
ical properties are detected both from a closer (Fig. 5) and a faraway (Fig. 6) view.
Clearly, some criticisms arise from the thickness of the masonry cover, guiding the
expert operator to recommend the use of active thermography whenever the masonry
is not affected by evident cracking.
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2.4 Operational Modal Analysis of the Church

2.4.1 Overall Modal Analysis of the Church

The overall dynamic response of the church has been experimentally evaluated by
means of an operational modal analysis (OMA); vibrations of the structure under the
operational conditions have been recorded and processed in order to estimate relevant
modal parameters, that are natural frequencies and modal shapes. The OMA test has
been carried on the structure affected by the cracking pattern due to the seismic
event of 2017 and described above. Sensor positions have been selected in order to
balance two different needs: (i) the observability of the modes of interest; (ii) the
accessibility of the sensor location. This led to design a two-stage modal analysis in
order to increase the total number of observed degrees of freedom and so doing to
provide a better description of the vibrational modes. In other words, two different
sensor layouts, characterised by a proper number of devices maintained at the same
location, were designed.

Figure 7 offers the view of the selected sensor locations; in particular, the first
layout was characterized by 23 sensors, while the second one consisted of 25 sensors.
Since 12 sensors were kept at the same location in both layouts, vibrations were taken
in a total number of 36 degrees of freedom. This delivered a good observability of
the most relevant modes, being the recorded degrees of freedom associated with both
to in-plane and out-of-plane vibrations.

The sensors installed on the church have the following characteristics: 0.5 g full
scale range and 10 V/g sensitivity. Vibration data were acquired by a customized
24-bit data acquisition system based on two synchronised programmable hardware
acquisition devices. 3600 s long records of the structural response under ambient
vibrations were acquired at a sampling frequency of 100 Hz for each of the two
sensor configurations.

The modal parameters of the church were estimated by means of well-established
operationalmodal analysis (OMA) procedures, such as the frequency domain decom-
position (FDD) and the covariance driven stochastic subspace identification (Cov-
SSI). Themeasurement chainwas able to resolve, as expected, the structural response
under ambient vibrations, so that additional excitations were avoided. An accurate
inspection and validation of the recorded datawas carried out in agreementwithwell-
established procedures for random data analysis. Data processing was carried out in
the frequency domain by using the Hanning windowing with a 66% overlap in the
spectrum computation. Cross-validation checks of the results obtained from different
OMA techniques ensured their reliability. Table 1 reports the natural frequencies
and damping ratio values corresponding to the first three modes, whose identifi-
cation according to the FDD method is shown in Fig. 8, where the singular value
decomposition is reported with reference to each designed layout. Accurate merging
techniques were finally used [27] in order to identify the overall modal shape of the
church according to the total number of 36 degrees of freedom mentioned above.
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Table 1 Summary of the
results of the overall modal
analysis

Mode Frequency (Hz) ξ (%)

I 2.54 1.8

II 3.74 6.0

III 3.89 2.7

Fig. 8 Singular value decomposition plots for: a first layout; b second layout
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Figure 9 summarizes the results obtained in terms of overall modal shapes and
confirms, as expected, a certain level of complexity of the dynamic response of the
structure. This is mainly associated with the lack of connections at the top of each
wall and to the reduced values of flexural and shear stiffness of the wooden panelled
ceiling, which is actually effective only in the transverse direction (see Mode I in
Fig. 9) thanks to the action of the roof trusses. The damping ratio estimates exhibit a
magnitude that is not so usual for tests carried out under environmental conditions.
However, they have been extensively checked and validated according to the state-
of-the-art methods of analysis. Anyway, it can be observed that these results refer to a
post-earthquake condition of the structure and, thus, to a widespread cracking of the
masonry panels generated by the dynamic interaction with the iron frames. It is also
worth noting that the estimated damping ratio is higher in the second mode (6%),
being this specific mode characterised by the deformation of the perimeter walls.
Such walls are the masonry elements affected by higher and more spread damage
due to the local stresses exchanged between the steel trusses and the surrounding
masonry. The reliability of the obtained results was also confirmed by cross-checks
in terms of estimates of both natural frequencies andmodal shapes. Indeed, consistent
results have been obtained. Moreover, the computation of the AutoMACmatrix [28]
provided a matrix with the main diagonal characterized by values basically equal to
the unity and the rest of the elements equal to zero.

Fig. 9 Plan view of the first three vibration modes of the church
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3 An Experimental and Numerical Insight on the Modal
Response of the Main Façade of the Santa Maria
Maddalena Church

Based on the structural characterization of the church, a numerical analysis has been
designed to study in detail the response of ‘iron baraccato’ masonry structures under
seismic actions. A gradual approach to the modelling of the entire structure has been
outlined with the aim of defining reliable tools and releasing recommendations and
guidelines on the structural analysis of similar buildings. Attention has been paid first
to the main façade of the church and detailed numerical analyses aimed at defining
its role in the development of the dynamic response of the church were carried out
and presented in the following.

3.1 Description of the Main Façade

The masonry façade of the Santa Maria Maddalena Church presents a symmetrical
geometry with a total length of 16.9 m, height of 15.9 m and a thickness of 0.58 m,
as displayed in Fig. 10a. Along the height, there is an in-plane tapering of the length
mainly due to the presence of the two side roof terraces. The gable starts from an
altitude of 13.1 m, where the top floor of the church is located, up to the highest
point of 15.9 m, corresponding to the longitudinal timber beam that connects the
floor timber trusses. The façade presents two openings: one related to the main door
and one to the rose window. The openings are an important issue in the numerical
modelling since the distribution of the masses is surely influenced by empty spaces,
as well as by the lateral reduction of the façade length.

Fig. 10 Geometrical description of: a main façade, b iron frame configuration
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Table 2 Summary of the
results of OMA for the only
façade

Mode Frequency (Hz)

I 2.53

II 3.66

III 3.72

IV 3.93

Figure 10b shows the configuration of the iron elements on the façade. A regular
distribution of Saint Andrew’s crosses is observed on both sides of the façade, starting
from the heights of 3.8 m and 9.5 m. Two diagonal elements are located between the
two openings in order to provide a shear resistance of the resultant spandrel.

3.2 An Insight of the Results of OMA Tests for the Main
Façade

The selected layout of the accelerometers combinedwith themerging of two different
sensor configurations provided the overall response of the structure. Obviously, the
sensors deployed on themain façade describe the response of this specific component
in relationwith the other components. However, based on the perspective of the study
described above, it appeared useful to pay specific attention to a single component
of the structure. This is the reason why an operational modal analysis of the data
recorded by means of the only sensors installed on the main façade has been carried
out. This type of analysis was based on the data processing of the nine degrees of
freedom allocated in the area of the main façade. Table 2 reports the results of the
OMAcircumscribed to the degrees of freedomrelated to the façade. It canbeobserved
that the values of the frequencies identified for the first three modes are basically
the same as the ones identified in the context of the overall analysis. Furthermore, a
fourth frequency with the associated modal shape has been identified.

Moreover, the data collected in Table 3 summarize the main features of the iden-
tified mode shapes and particularly show that they are characterized by a negligible
imaginary part, confirming, thus, the significance of the results. This means that there
is consistency between local and global analyses.

3.3 The Finite Element Model of the Façade

The dynamic behaviour of the isolated façade can be different from the one related
to the same façade but obtained from the global behaviour of the entire church. In
the latter case, indeed, the real distribution of the global masses and the restraint
conditions of the façade are implicitly considered, while in the model of the isolated
façade some assumptions have to be introduced, even if not exactly corresponding
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to the real behaviour. The experimental results obtained thanks to OMA for both the
whole church and the façade will represent a benchmark for assessing the possibility
of studying the façade as a single macro-element.

A refined finite element (FE) model of the church’s façade has been realized in
the DIANA FEA software [29] in order to carry out linear modal analysis for both
the unreinforced masonry (URM) and the reinforced masonry (RM) façades. The
main objective is to numerically estimate the effectiveness of the iron reinforcement
into improving the in-plane dynamic behaviour of the wall. It is worth noting that the
numerical modelling of the ‘iron baraccato’ system is dependent on the choice of an
appropriate modelling strategy of the iron profiles and on the type of their interaction
with masonry.

The modelling approach used for masonry is based on the common ‘total strain
crack model’; it assumes masonry as an isotropic, homogenous and continuum
material, characterized by a non-linear response both in tension and compression,
according to a parabolic and an exponential law, respectively. Clearly, the strengths
and the non-linear parameters of the materials are not required in the modal analysis
of the façade, but were only fixed for developing non-linear analysis at a later stage.

The refinedmeshmodel of themasonrywall is a twenty-node iso-parametric solid
brick element, CHX60, based on quadratic interpolation and Gauss integration. The
mesh size, resulted by an optimization analysis, is assumed equal to 0.20 m.

Iron is modelled assuming an isotropic material, independently of the type of
interaction with masonry, and an elastic-perfectly plastic model both in tension
and compression. A continuous interaction between masonry and iron profiles is
taken into account for the vertical and horizontal iron elements, which are modelled
as ‘beam elements’, while all the other iron elements are modelled as ‘truss’, i.e.
connected to the masonry blocks only at the nodes [30].

For the iron profiles, the Young’s modulus is assumed 153,000MPa, as suggested
in [31] and the unit weight is assumed 78.6 kN/m3. Conversely, for the tuff masonry,
several values of the Young’s modulus and unit weight have been used in order
to implement a sensitivity analysis and calibrate them based on the comparison
between experimental and numerical results, in terms of both modal shapes and
eigenfrequencies. At the first stage, the Young’s modulus and the unit weight of
tuff masonry were assumed equal to 880 MPa and 14 kN/m3, respectively, based on
previous analyses carried out by Di Napoli [32].

3.3.1 Effect of Restraint Conditions

Firstly, a very simple configuration has been considered for the façade: this is
supposed fixed at the base (ux = uy = uz = 0, where u is the generic displacement),
in order to simulate the good interaction with the foundations, and simply pinned (uy
= 0) on both lateral vertical edges in order to take into account the interaction with
the transversal walls of the church, as well as for the top point of the gable (Fig. 11).
Moreover, the self-weight of the façade is assumed as the only loading condition.
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Fig. 11 Initial restraint configuration for the façade: a geometrical model (back view), b finite
element model (front view)

The first result of themodal analysis has evidenced that such a configuration of the
restraints does not provide the same order as the experimental vibration modes, since
the out-of-plane modes result predominant with respect to the in-plane one (Fig. 12).
The firstmodes in both façade configurations are, indeed, related to local out-of-plane
displacements of the central part of the wall (Fig. 12a and Fig. 13a). Conversely, the
first vibration mode in the in-plane direction is represented by the fourth (Fig. 12b)
and the third one (Fig. 13b) for the URM and RM façades, respectively. Finally, the
second, the third and the sixth modes for the URM façade and the second, the fourth
and the sixth modes for the RM facade present a negligible modal mass because they
are mainly related to a torsion of the façade’s piers. Under these assumptions, the
numerical values of the frequencies associated to the first in-plane modes are 6.74
and 7.95 Hz for the URM and RM façades, respectively, while for the out-of-planes
modes the frequencies are 3.59 and 4.78 Hz. These values evidence, thus, that also
in terms of eigenvalues there is no agreement with the experimental results. Table 4
shows the results of the first modal analyses performed on the URM and RM façades.

Fig. 12 Modal shapes for the unreinforced (URM) façade: a 1st mode (Y direction), b 4th mode
(X direction), c 5th mode (Y direction)
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Fig. 13 Modal shapes for the reinforced (RM) façade: a 1st mode (Y direction), b 3rd mode (X
direction); c 5th mode (Y direction)

Table 4 Results of the first numerical modal analyses

MODE 1 2 3 4 5 6

URM f (Hz) 3.59 5.10 6.29 6.74 8.25 9.85

Part. Mass X (%) 0.0 0.0 0.1 69.7 0.0 0.0

Part. Mass Y (%) 51.3 2.0 0.0 0.0 17.3 0.0

RM f (Hz) 4.78 6.82 7.95 8.22 11.28 13.44

Part. Mass X (%) 0.0 0.0 74.5 0.0 0.0 0.0

Part. Mass Y (%) 57.5 0.6 0.0 0.0 15.3 2.4

However, before proceeding with a sensitivity analysis on the Young’s modulus
and the unitweight ofmasonry, amore accurate analysis of the restraining and loading
conditions of the façade has been carried out assuming other restraints against the
out-of-plane behaviour of the façade (uy = 0), aimed at achieving results better
matched to the experimental modal shapes.

In particular, horizontal restraints at the level of the scale, of the roof terraces,
of the internal chorus and of the rooftop have been added and vertical restraints to
account for the effects of the columns have been considered too.

Regarding the loading condition, the analyses have been performed adding to
the self-weight of the main façade the distributed masses of the rooftop (Q1 =
2.89 kN/m), the terraces (Q2 = 1.79 kN/m), and the choir over the main entrance
(Q3 = 3.36 kN/m). The values of the masses have been obtained according to the
analysis of the related diaphragms. Figure 14 shows the geometrical model of the
URM (Fig. 14a) and RM (Fig. 14b) façades evidencing the new restraining and
loading conditions assumed.

The results of the numerical modal analyses on the URM and RM façades, with
total weights of 1473 kN and 1593 kN, respectively, and considering Em = 880 MPa
and γm = 14 kN/m3, are listed in Table 5 for the first 6 modes in terms of frequencies
and participation masses, considering the translation along the three directions X, Y
and Z.
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Fig. 14 Geometrical model of the façade (back view): a URM configuration; b iron RM
configuration

Table 5 Results of the numerical modal analyses

MODE 1 2 3 4 5 6

URM f (Hz) 6.68 9.17 10.14 12.02 13.56 15.08

Part. Mass X (%) 66.15 0.00 0.05 6.90 0.34 0.00

Part. Mass Y (%) 0.00 10.20 0.46 0.00 0.33 1.30

Part. Mass Z (%) 0.00 2.10 50.90 0.01 0.00 1.02

RM f (Hz) 7.92 10.62 16.34 17.29 17.67 20.82

Part. Mass X (%) 74.33 0.00 8.57 0.01 0.00 0.01

Part. Mass Y (%) 0.00 12.66 0.00 0.00 0.13 0.00

Part. Mass Z (%) 0.00 0.00 0.07 0.02 0.00 54.43

It can be noted that, in this new configuration, the first in-plane vibration mode
(X direction) is the first one for both the URM and the RM facades, while the second
mode is always related to an out-of-plane behaviour (Y direction) of the central part
of the façade. These numerical results are now in agreement with the experimental
ones obtained by OMA.

It can be observed that the iron reinforcement increases the frequency of the first
in-plane vibration mode by 19% and the participation mass by 12%.

The second mode of the RM façade evidences an increase of frequency by about
16% in comparison with the URM one. Regarding the participation mass along the
Y direction, the iron cage increases the portion of the wall involved in the local
out-of-plane failure by about 24%.

The other vibration modes have a negligible participation mass in the in-plane
direction, since they aremainly related to local out-of-plane failures involving smaller
portions of the façade. The first vibrationmode in the vertical direction is represented
by the third and the sixth mode for the URM and RM façades, respectively, with a
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negligible difference in the participation mass (51% for the URM façade and 54%
for the RM façade) and a significant difference in terms of frequency (10.14 Hz and
20.82 Hz for the URM and the RM façades, respectively).

Figures 15 and 16 show three main vibration modes of the URM and RM façades,
respectively. It is clear that the first modes in both façade configurations are related
to a global in-plane behaviour (Figs. 15a and 16a), while the second modes are
associated to local out-of-plane displacements of the central part of the façade, with
zero inflection point of the modal shape (Figs. 15b and 16b).

Figures 15c and 16c show the first vertical vibration modes for the URM (third
mode) and the RM (sixth mode) façades, respectively.

Thus, under the initial assumption of Em = 880 MPa and γm = 14 kN/m3, the
values of the frequencies associated to the first in-plane modes are 6.68 Hz and
7.92 Hz for the URM and RM façades, respectively, and 9.17 Hz and 10.62 Hz for
the out-of-plane modes. These results evidence that in terms of eigenvalues there
is still no good agreement with the experimental values and, thus, some sensitivity
analyses have been carried out, as reported in the following.

The results of the numerical analyses have, indeed, evidenced that the restraint
conditions mainly influence the order of the vibration modes and the modal shapes,
especially with reference to the out-of-plane behaviour of the façade. Conversely,

Fig. 15 Modal shapes for the unreinforced (URM) façade: a 1st mode (X direction), b 2nd mode
(Y direction), c 3rd mode (Z direction)

Fig. 16 Modal shapes for the reinforced (RM) façade: a 1st mode (X direction), b 2nd mode (Y
direction); c 6th mode (Z direction)
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a slight effect of the restraint conditions can be observed on the eigenfrequencies
and the participation masses of the in-plane mode: they are, indeed, very similar
to the values provided in the first configuration. Also, the additional distributed
masses used in the new configuration slightly reduce the frequencies and the partic-
ipation masses associated to the first in-plane vibration mode, since they are signifi-
cantly lower in comparison with the total mass of the façade. With reference to the
out-of-plane modes, the additional restraints increase by double the corresponding
eigenfrequencies and reduce, clearly, the masses participant to these modes.

3.3.2 Effect of Young’s Modulus and Unit Weight

Since the numerical analyses are strongly dependent on the mechanical properties
used to model the materials behaviour, a sensitivity analysis is required as a reliable
way to identify a range of possible results for themodal parameters of themain church
façade, with reference to the URM and RM conditions. To this aim, the Young’s
modulus, Em, and the specific weight, γm, are assumed as the main parameters for
masonry, while no variation in the stiffness of the iron profiles is considered, since it
slightly influences the frequencies and the mass participation of the RM façade.With
respect to the initial values Em = 880MPa and γm = 14 kN/m3, the following ranges
of variability are considered: 370–1540 MPa and 14–22 kN/m3, respectively. For
these analyses, the second configuration of the restraints is assumed since it provides
an order of the vibration modes that better reproduces the experimental one.

Table 6 reports the results of the parametric analysis, in terms of frequencies f and
participant masses M, on both the first in-plane (1) and out-of-plane (2) vibration
modes of the URM and RM façades. In all cases, the variations of the Young’s
modulus and unit weight do not change the type of modes detected in the previous
analyses.

For both facades, the increase of the Young’s modulus provides an increase of the
frequency since it affects the whole stiffness of the masonry façade. Moreover, there
is no variation in the participationmass of theURM façade, while a slight reduction is
observed for the RM façade, where the modal mass decreases from 77.5% to 72.8%
and from 13.4% to 12.4% for the first (in plane) and second (out-of-plane) vibration
mode, respectively, for a Young’s modulus varying from 370 to 1540 MPa.

On the other hand, the increase of the unit weight leads to a reduction of the
frequencies for both façades and a slight effect on the participant mass, as expected.
In particular, for the URM façade the frequencies reduce from 6.68 Hz to 5.35 Hz
and from 9.17 Hz to 7.36 Hz for the first mode and second mode, respectively, when
the unit weight increases from 14 kN/m3 to 22 kN/m3. For the RM façade there is a
reduction of the frequencies from 7.92 Hz to 6.36 Hz and from 10.62 Hz to 8.52 Hz
for the first mode and second mode, respectively.

These variations are plotted for the URM and RM façades in Fig. 17. Figure 17a
shows the sensitivity of both the first in-plane and out-of-plane vibration mode’s
frequency with the Young’s modulus of masonry. It can be noted that the range of
frequencies for the RM façade is always greater than the one for the URM, but a very



On the Dynamic Performance of the Santa Maria Maddalena … 719

Table 6 Results of the parametric analysis

Case Em (MPa) Es (MPa) γm (kN/m3) Self-Weight
(kN)

f (1)
(Hz)

M (1)
(%)

f (2)
(Hz)

M (2)
(%

URM-1 370 – 14 1473 4.33 66.1 6.55 10.2

URM-2 880 – 6.68 9.17

URM-3 1100 – 7.47 10.26

URM-4 1320 – 8.18 11.24

URM-5 1540 – 8.84 12.14

URM-6 880 – 14 1473 6.68 66.2 9.17 10.2

URM-7 – 16 1683 6.26 69.2 8.60 10.8

URM-8 – 18 1894 5.91 71.8 8.12 11.3

URM-9 – 20 2104 5.61 73.9 7.71 11.6

URM-10 – 22 2315 5.35 75.8 7.36 12.0

RM-1 370 153,000 14 1593 5.67 77.5 8.10 13.4

RM-2 880 7.92 74.3 10.62 12.7

RM-3 1100 8.66 73.7 11.43 12.5

RM-4 1320 9.32 73.2 12.16 12.4

RM-5 1540 9.93 72.8 12.83 12.4

RM-6 880 153,000 14 1593 7.92 74.3 10.62 12.7

RM-7 16 1821 7.43 74.3 9.95

RM-8 18 2049 7.01 74.4 9.40

RM-9 20 2276 6.66 74.4 8.92

RM-10 22 2504 6.36 74.4 8.52
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Fig. 17 Comparison among frequencies of URM and RM façades for the first in-plane (1) and
out-of-plane (2) modes versus: a Em and b γm
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similar trend is evident. Figure 17b shows the sensitivity analysis of the frequencies
with the unit weight; a reduction of the frequencies is observed with the increase of
the unit weight. As evidenced, the two considered parameters have same effects on
the frequencies of both the in-plane and out-of-plane vibration modes.

Results listed in Table 6 show that the minimum values of the numerical frequen-
cies for the URM and the RM facades are higher than the experimental ones for both
the in-plane and the out-plane modes. Moreover, even if the minimum value of Em

and the maximum value of γm considered in the ranges (i.e. 370 MPa and 22 kN/m3)
were assumed in the analyses, in order to make the numerical frequencies closer to
the experimental ones, they would be quite unrealistic material properties for the tuff
masonry of the church.

Finally, the analysis of the dynamic behaviour of the isolated façade by means
of a finite element model has evidenced some differences from the experimental
one, especially in terms of frequencies of the in-plane mode. Such differences can
be ascribable to the strong global box-behaviour of the church, probably further
improved by the diffuse presence of the iron frames. Thus, despite considering
different restraint conditions to simulate the connections of the façade wall with
the rest of the church, the modelling of the isolated wall is not able to catch the real
dynamic behaviour of the façade. Basically, this can be explained by considering that
its actual vibration when connected with the church does involve mass and stiffness
percentages that are not accounted in the modelling of the sole façade.

4 Conclusions

The paper deals with the study of the dynamic behaviour of a masonry church
located in the Ischia Island (Italy) and built with a very particular typology of ‘barac-
cato’ constructive system. The Santa Maria Maddalena Church was, indeed, realized
according to an ‘iron baraccato’ system made of masonry walls encaged in thin iron
frames. Such a constructive system was used in some new constructions in the Ischia
Island after the catastrophic seismic event of 1883.

The paper firstly presents the results of in-situ surveys carried out on the church
after the seismic event that hit the Ischia Island in August 2017, focussing mainly
on geometrical and damage inspections, thermography imaging, and in-situ dynamic
tests under environmental operational conditions. The latter allowed to reliably iden-
tify the main modal parameters of the churches. The first three modal shapes of the
church were reliably identified and a certain level of complexity of the dynamic was
highlighted, mainly associated with the lack of connections at the top of each wall
and with the reduced values of flexural and shear stiffness of the wooden panelled
ceiling.

The estimation of the damping ratios evidenced unusual values for this kind of
tests under environmental conditions, that could be justified by the post-earthquake
conditions of the structure and, thus, to a widespread cracking of the masonry walls.
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Then, the paper focusses on the study of the dynamic response of the main façade
of the church by both applying OMA to the only sensors located on the façade and
carrying out numerical modal analysis by means of a finite element model.

OMA evidenced that the values of the frequencies identified for the first three
modes are basically the same as the ones identified in the analysis of the overall
church. In particular, the main modal shape of the façade is in its plane. This is a
confirmation that the church behaves as a ‘box’ and there is no trend to activate local
mechanisms, as observed in the in-situ survey after the seismic event of August 2017.

A refined finite element model of the façade was realized in the DIANA FEA
software aimed to carry out linear modal analysis for both the unreinforced masonry
(URM) and the reinforced masonry (RM) façades in order to evidence the contribute
of the iron frames. Parametric analyses were developed to highlight the sensitivity of
modal shapes and frequencies to theYoung’smodulus and the unitweight ofmasonry,
to the restraint conditions of the façade with the church, and to the presence of iron
frames.

The numerical analyses evidenced that the restraint conditions mainly influence
the order of the vibration modes and the modal shapes, especially with reference to
the out-of-plane behaviour of the façade. Conversely, a slight effect of the restraint
conditions can be observed on the frequencies and the participation masses of the
in-plane mode. A reliable choice of the restraint conditions of the façade allowed,
indeed, to obtain the same sequence of modal shapes as the experimentally ones
provided by OMA.

With respect to the initial values of 880MPa and 14 kN/m3 of theYoung’smodulus
and the unit weight of masonry, respectively, the parametric analyses were performed
considering the following ranges: 370–1540 MPa and 14–22 kN/m3. For both RM
and URM facades, the increase of the Young’s modulus provides an increase of the
frequency, while there is no variation in the participation mass of the URM façade
and a slight reduction is observed for the RM façade. On the other hand, the increase
of the unit weight leads to a reduction of the frequency for both façades and a
slight effect on the participant mass. As expected, the RM façade is characterized
by higher frequencies in comparison with the URM one, i.e.+10–30% according to
the values of Young’s modulus and unit weight, but the trend of variation with these
two parameters is substantially the same as the modal shapes.

It was found that the minimum values of the numerical frequencies for the URM
and the RM facades are higher than the experimental ones for both the in-plane and
the out-planemodes.However, the values ofYoung’smodulus and unit weight, which
make the numerical frequencies closer to the experimental ones, are quite unrealistic
for the tuff masonry of the church.

Therefore, the conclusion is that the dynamic analysis of the single façade cannot
properly represent the actual behaviour of the samewall as a part of awhole, although
the connections can be simulatedwith several restraint conditions. This is because the
modelling of the single façade is not able to catch themass and stiffness contributions
activated during the vibrations of the whole church.
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These results are preparatory to the further modelling of the church, which should
account for a global ‘box’ behaviour. This behaviour reflects also the good perfor-
mance of the iron frames and, thus, the effectiveness of the ‘iron baraccato’ system
under seismic actions, preventing those local mechanisms that other churches with
similar geometries often undergo.
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Monitoring of Bridges by Using Static
and Dynamic Data from MEMS
Accelerometers

Mathieu Desbazeille, Nathalie Saguin Sprynski, Viviane Cattin,
Malvina Billères, Laurent Jouanet, and Audrey Vidal

Abstract Structural Health Monitoring methods may be divided into two major
categories depending on the type of data used during the damage identification:
static or dynamic. In this paper, it is shown that both analyses can be performed
with the same instrumentation composed only of Micro Electro Mechanical System
(MEMS) accelerometers. The latter has the capability to measure static and dynamic
data. In very low frequency, accelerometers are used as inclination sensors to estimate
static deflection. In higher frequency, accelerometers are used as vibration sensors
to perform modal analysis. Both analyses are illustrated in the case of a real foot-
bridge. Static deflections and modal flexibility-based deflections are compared in
operational conditions, including pedestrian loads and temperature changes, and in
artificially-introduced damage conditions. Very good agreements are obtained show-
ing the relevance of the two approaches. Static and dynamic analyses could be used
in a complementary way and provide additional information in order to reinforce the
confidence and the accuracy of the damage identification.

Keywords Structural health monitoring · Damage identification · Static and
dynamic data · Deflection · Modal flexibility matrix · Modal flexibility-based
deflection

1 Introduction

Structural Health Monitoring (SHM) aims at decreasing the maintenance cost and
increasing the safety level of structure. It consists in identifying abnormal state of a
structure due to damage by measuring its responses from an array of sensors.

Damage is usually defined as a stiffness decrease or flexibility increase of the
structure caused by normal aging or by accidental events. The damage identification
is decomposed into four levels [16]:
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1. detection of the occurrence of damage,
2. localization of damage,
3. quantification of the severity of damage,
4. and prediction of remaining service life of the structure.

Existing methods may be divided into two major categories depending on the
type of data used during the identification: static (deflection) or dynamic (vibration).
These two types of data may be processed to obtain damage-sensitive indicators with
or without the need of a Finite Element (FE) model of the structure. A FE model of
the structure gives a deep knowledge of the system behavior. However, a lot of effort
may be required to fit the model to the healthy or damaged state of the structure.

Static methods are based on deflection measurements. Loading tests show a long
tradition in civil engineering and are usually performed to validate design of new
bridges or to verify integrity of old bridges. Deflection of a bridge is directly related
to its stiffness. Analysis of deflections obtained from periodically loading tests or
continuous monitoring can enable to detect and localize damage [8, 11]. However,
measurement of deflection is still a challenging task. Deflection are often obtained
from Linear Variable Differential Transformers (LVDT) which require a fixed ref-
erence. This reference may be unavailable especially in the case of high bridges.
Indirect measurement of displacement from accelerometers seems to be attractive.
However, double integration of acceleration signals suffers from integration errors
especially in low frequency and when the observation time is long [19]. Alternative
methods based on GPS [21], strain or inclination [6] data are still investigated.

Dynamic methods based on vibration measurements have been extensively devel-
oped in the literature due to the simplicity of instrumentation. The dynamical charac-
teristics of a structure can be represented by its structural parameters (mass, stiffness
or flexibility and damping matrices) or its modal parameters (frequencies, mode
shapes and damping factors). Many researchers have used changes in modal param-
eters to detect damage.Modal frequencies have drawn a lot of attention from decades
because these can be measured very accurately with a limited number of sensors.
However, localization of damage is rarely possible when using only changes in
modal frequencies. The flexibility matrix, corresponding to the inverse of the stiff-
ness matrix, has attracted a lot of researchers since the pioneer work of [12]. Contrary
to the stiffness matrix, the flexibility matrix can be accurately estimated by consid-
ering only the first modal frequencies and the corresponding mode shapes providing
spatial information of the structure. Analysis of flexibility-based deflections obtained
by applying special load vectors (uniform or non-uniform) to the estimated flexibility
matrix can enable to detect and localize damage [2, 7].

It can be seen that there exists a strong relation between some of the static and
dynamic methods. Both approaches may attempt to detect and localize stiffness
reduction by estimating directly or indirectly deflections. In addition, similar fea-
tures or indicators can be extracted from these deflections as maximum deflection or
curvatures for the most known.

The aim of this paper is to show that both analyses, static and dynamic, can be per-
formed with Variable Capacitive (VC) Micro Electro Mechanical System (MEMS)



Monitoring of Bridges by Using Static and Dynamic Data … 727

accelerometers. Actually, these accelerometers, which are easy to install, inexpensive
and compact, have the capability to measure static (gravity) and dynamic (vibration)
data. In very low frequency, the accelerometer is used as inclination sensor or tilt
sensor to estimate static deflection. In higher frequency, the accelerometer is used in
its normal usage as vibration sensor to performmodal analysis and to estimate modal
flexibility-based deflection. It is believed that static and dynamic analyses could be
used in a complementary way and provide additional information. This dual analyses
is illustrated on a real application in the case of a footbridge located on CEA site in
Grenoble (France).

The main contribution of this paper concerns the use of accelerometers as tilt
sensors in the estimation of deflections for SHMapplications in civil engineering. The
use of tilt sensors in the estimation of bridge deflection has already been suggested
in previous works [6, 10]. The former, only developed in a theoretical point of
view, requires the knowledge of analytical mode shape functions which may be a
limitation in the case of real structures. The latter approximates the deflection curve
with a polynomial function. Estimation results may be affected by the choice of the
polynomial order in some applications. The proposed method, inspired by previous
works of CEA in shape reconstruction [18] and monitoring of flexible risers in the
oil and gas industry [17], is based on spatial integration and does not require any a
priori information of the structure.

This paper is organized as follows. The first part is devoted to the theoretical
background. The estimation of deflections from inclination data and the estimation of
modal flexibility-based deflections fromvibration data are presented. The second part
presents the results of the experimental application. Sensitivity of both approaches
to an artificially introduced damage and natural thermal effect are analyzed.

2 Theoretical Background

2.1 Deflection Estimation from Static Acceleration Data

Deflection estimation from static acceleration data is mainly composed of two steps:

– Estimation of inclination angles
– Estimation of deflection

For a sake of clarity, the proposed method is illustrated in the case of a simply
supported beam of length L under Euler-Bernoulli theory as shown in Fig. 1. This
simple model has been extensively used in the monitoring of civil buildings such as
bridges. It gives a first good estimate of the dynamical behavior of many structures.
Tri-axial accelerometers are regularly placed along its main axis. g is the gravity of
earth. y(x, t) and θ(x, t) are respectively the vertical deflection and the rotation of
the beam function of position x and time t . Ẍ(xi , t) and Ÿ (xi , t) are respectively the
longitudinal and the vertical components of accelerometer i located at position xi .
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Fig. 1 Simply supported
beam

The lateral component Z̈(xi , t) is not of interest and is deliberately omitted. In the
case of small deflections, the following approximations are valid:

cos(θ) = 1

sin(θ) = θ

∂ y(x, t)

∂x
= θ(x, t) (1)

Estimation of inclination angles In static or quasi-static situation, the longitudinal
and vertical components of accelerometer i have the following expressions:

{
Ẍi (t) = −gθi (t)
Ÿi (t) = −g

(2)

The inclination angles is directly obtained from the longitudinal component:

θi (t) = − Ẍi (t)

g
(3)

In static and dynamic situation (general case), additional terms caused by the ver-
tical and angular acceleration of the beam are superimposed to Eq.2. The estimation
of inclination angles by using Eq.3 is only possible after removing the additional
terms by applying a low-pass filter to the acceleration data. The estimation of incli-
nation angles is restricted to the low frequency. Therefore, only static or quasi-static
deflections can be estimated. The choice of the cut-off frequency fc is a complicated
task strongly depending on the application. Its choice is a compromise between signal
and noise reduction.
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Estimation of deflection At each time step tn , the deflection of the beam can be
estimated by spatial integration of the inclination angles from 0 to x or from L to x
with similar results in noise-free condition:

y+(x, tn) =
x∫

0

θ(u, t)du (4)

y−(L − x, tn) =
x∫

L

θ(u, t)du (5)

These integrals are approximated by simple numerical integration schemes such as
the trapezoidal rule. Inclination angles are only known at a limited number of points.
Interpolation with spline functions as a preliminary step is strongly recommended
in order to reduce numerical integration errors.

Estimation of errors Accelerometer outputs are contaminated by additive ramdom
noise. Errors are mainly caused by the process of integrating this noise. Errors due
to interpolation and integration approximation are considered as secondary sources
of errors for the followings reasons: First, spatial sampling of the beam is assumed
to be sufficient. Secondly, static or quasi-static deflections of beams are correctly
approximated by smooth functions such as splines.

Noise in MEMS accelerometers comes from many sources and can be modelled
by a combination of random processes [14]. In this work, it is only considered the
Gaussian white noise process whose integration leads to random walk process. It is
worthwhile to say that this simple random process does not model for the bias drift
of MEMS accelerometers.

At each time step tn , the estimated deflection can be considered as the sum of two
contributions:

ŷ(x, tn) = y(x, tn) + b(x, tn) (6)

y(x, tn) is the true deflection. b(x, tn) is the error term corresponding to the spatial
integration of a low-pass filtered white noise. Its variance is given by the following
expressions:

σ 2
b (x) =

⎧⎪⎨
⎪⎩

psd22 fc
L

(N − 1)
x int. 0 → x

psd22 fc
L

(N − 1)
(L − x) int. L → x

(7)

psd is the power spectral density of the noise expressed in g/
√
Hz that is usually

given in datasheets of accelerometers. N is the number of accelerometers regularly
placed along themain axis of the beam.Variances increasewith the spatial position x .
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In the special case of a simply supported beam (zero deflection at the two ends),
the best estimator in the maximum likelihood sense is given by:

ŷ(x, tn) = (L − x) ŷ+(x, tn) + x ŷ−(L − x, tn)

L
(8)

with variance

σ 2
b (x) = psd22 fc

L

(N − 1)

x(L − x)

L
(9)

More confidence is given to y+ from x = 0 to x = L/2 because its variance is
lower. Reciprocally, more confidence is given to y− from x = L/2 to x = L because
its variance is lower.

2.2 Flexibility-Based Deflection Estimation from Dynamic
Data

Operational modal analysis Operational Modal Analysis (OMA) consists in iden-
tifying modal parameters of a structure by only analyzing its responses under natural
excitations such as wind and traffic. This is made possible by assuming that unknown
forces are random and uncorrelated. OMA offers advantages compared to the tradi-
tional ExperimentalModal Analysis (EMA). Among these, OMA is well appropriate
in the monitoring of structures. It may be performed continuously without immobi-
lizing the structure as EMA usually requires during dynamical tests. On the other
hand, OMA suffers from a few limitations. First, the number of identifiable modes
is often low because of the low-frequency contents of the natural excitations. More-
over, estimation accuracy of the modal parameters decreases with increasing mode
order. Secondly, the modal identification is incomplete. Only unscaled mode shapes
can be identified. However, mass normalized mode shapes are needed in many SHM
applications. Solutions have been proposed in the literature such as the mass change
method [13] but the latter is often not applicable in the case of large structures. In this
work, mode shapes will be scaled by using the mass matrix of a finite element mod-
eling of the structure as suggested by [1]. The technique is based on the assumption
that the differences between the experimental and the finite element mass matrices
are small.

Manymodal identification algorithms have been developed in the literature. These
are usually classified as time and frequency methods but also as non-parametric and
parametric methods. An excellent review of most common existing methods in civil
engineering is available in [9]. The Frequency Domain Decomposition (FDD) is a
very attractive and user-friendly method that was first presented in [5]. This non-
parametric frequency domain method overcomes the limitations of the Peak-Picking
(PP) method in the case of closely spaced modes and noisy data. It is based on
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successive singular value decompositions (SVD) of spectral matrices function of
frequency. Modal frequencies are estimated by identifying peaks on the first singular
value spectrum.The latter concentrates all the information from the spectral densities.
Mode shapes are estimated by taking the corresponding singular vectors. Original
FDD algorithm does not permit the estimation ofmodal damping, the Enhanced FDD
(EFDD) was latter developed to fill this need [4]. The EFDD does not only give the
modal damping but also a better estimate of the modal frequencies.

Automation of the modal analysis Given the amount of data to be post processed in
the application of a continuous monitoring system, identification algorithms, which
always require a user interaction, have to be automated. In the case of the EFDD
algorithm, this mainly concerns the process of identifying peaks on a spectrum [3]
that is easier to automate than parametric identification algorithms which have to
deal with stabilization diagrams [15]. Automation must also be able to discriminate
noise peaks from physical peaks. This can be accomplished by computing modal
validation criteria. Structures in civil engineering are lightly damped. Damping ratio
are close to zero and mode shapes are real values. Modes that do not exhibit this
behavior may be considered as spurious modes.

Flexibility-based deflection estimation The flexibility matrix [F]N×N is computed
using the following expression:

[F] =
R∑

i=1

1

ω2
i

{Φi } {Φi }T (10)

where {Φi }N×1 and ωi are respectively the mass-normalized mode shape and the
angular frequency of mode i . N is the number of nodes. R is the number of modes
included in the computation. Contribution of the modes to the flexibility matrix
decreases as frequency increases. The flexibility matrix rapidly converges by con-
sidering only the first modes.

Damage identification couldbedonebydirectly detecting changes in theflexibility
matrix. However, it is often more complicated to deal with matrix than vector. This
is the motivation of the flexibility-based deflection method.

Flexibility-based deflection {y}N×1 is computed by applying the load vector
{u}N×1:

{y} = [F] {u} (11)

The load vector may be a distributed load (a vector only composed of non-zero
terms) or a concentrated load (a vector composedof zero terms except at one location).
Thefirst choice presents the advantageof considering all the elements of theflexibility
matrix.
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3 Experimental Application

Experimental tests were conducted on a footbridge located on CEA site in Grenoble
(France) in order to implement the above static and dynamic analyses on a real
structure. The experimental campaign started the 10th of July, 2018 (day 0) and
lasted more than one year with a few interruptions. Only post processing of data at
selected periods are presented in the present paper.

3.1 Presentation of the Footbridge

The footbridge is a steel frame structure composed of two U-shaped longitudinal
beams of length 12.7m, twelve I-shaped lateral beams of length 1.7m and a guardrail
(see Fig. 2). A monitoring system has been installed on the structure including nine
MEMS accelerometers ADXL 355 (Analog Device), a weather station and a PC
equipped with a webcam. Accelerometers are numbered from 50 to 58. The choice
of the locations is a compromise between static and dynamic constraints. Static anal-
ysis requires to install sensors atmaximum inclination angles while dynamic analysis
requires to install sensors atmaximumdeflection.When looking at the twofirstmodes
of a simply supported beam, it is clear that these requirements are in opposition. It
was decided to fix all the sensors on the same beam except one (54) on the other
one to discriminate torsion modes from flexion modes. Calibration (including ther-
mal calibration) and characterization (in terms of noise) of the accelerometers were
conducted in laboratory before installation. The psd of the sensor is 10 μg/

√
Hz

as mentioned in the datasheet of the manufacturer. Responses of the footbridge are
recorded every hours during 300s at a sampling rate of 200Hz.

A Finite Element (FE) model of the structure composed of beam elements was
constructed (see Fig. 3). Its total mass is 2530kg. The static deflection of the foot-
bridge under a pedestrian load (700N) at midspan is approximately −0.3mm. The
six first modes are shown in Fig. 4. As expected, thesemodes are very similar to those
of a simply supported beam. The first mode is the first lateral flexion of the structure
located at 3.1Hz. Many modes in the frequency range [20, 21] Hz corresponding
to the modes of the guardrail were disregarded as this work focuses on the main
structure.

For safety reasons, it was not permitted to modify the stiffness of the structure.
Artificial damages were introduced by adding some mass. Sandbags were added at
midspan next to the guardrail (see Fig. 2) as follows:

– 100kg (4 % of the total mass of the structure) from 2018/09/25 17h30 (day 77) to
2018/09/28 8h30 (day 80),

– and 50kg (2 % of the total mass of the structure) from 2018/09/28 8h30 (day 80)
to 2018/10/01 09h30 (day 83).

Increasing the mass instead of decreasing the stiffness has a quite similar impact
on the structure behavior.
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(a) Location of the sensors

(b) Location of the sensors (c) Addition of mass

Fig. 2 Footbridge

3.2 Deflection Analysis

Alignment of the sensor frames with the structure frame is almost impossible during
installation. Only relative deflections and not absolute deflections can be estimated.
This requires the choice of an arbitrary zero-deflection reference.
Deflection under pedestrian load Fig. 5 shows the quasi-static deflection obtained
on one complete recording. Inclination angles were obtained by low-pass filtering the
longitudinal acceleration datawith a cutoff frequency equal to 0.125Hz. The crossing
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(a) Model composed of beam elements

(b) Static deflection of the footbridge under a load of 700 N at midspan
(×104)

Fig. 3 Finite element modeling of the footbridge

time of a pedestrian is approximately 8 s (1/8 = 0.125). A lower cutoff frequency
may lead to serious signal information loss. The first seconds of measurement were
used as zero-deflection reference. According to Eq.9, the accuracy is approximately
± 30 μm (± 3σb). Four events happened during the 300s of recording. 6, 5, 3 and 2
pedestrians successively crossed the bridge. As expected, deflections increase with
the number of pedestrians. Maximum deflections up to 1mm are recorded. These
values are in the same order of magnitude than those given by the FE model. It is
observed that the structure does not come back to its rest position after each loading
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Fig. 4 First modes of the footbridge model; LF: lateral flexion, VF: vertical flexion, T: torsion

during the observation time. This behavior that could be caused by clearances in the
structure still have to be investigated.

Figure6 shows the monitoring of the maximum deflection of the footbridge under
pedestrian load during five days from day 251 to day 255. Points with plus markers
correspond to measurements during which at least one pedestrian crossed the bridge.
Points with cross markers correspond to noise measurement. As expected, these
points are very close to the ± 30 μm margins represented in dashed lines.
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Fig. 5 Quasi-static deflection of the footbridge under pedestrian load
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Fig. 6 Monitoring of the maximum deflection of the footbridge under pedestrian load from
2019/03/18 (day 251) to 2019/03/22 (day 255). Points with plus markers correspond to measure-
ments during which at least one pedestrian crossed the bridge. Points with cross markers correspond
to noise measurement. The corresponding deflection curves of three points (green, red and mauve)
are shown.

Deflection under temperature changeFig. 7 shows the evolution of the static deflec-
tion of the footbridge during one week from day 426 to day 432. Inclination angles
were obtained by averaging the longitudinal acceleration data on the 300s of each
recording. The first measurement (2019/09/09 00h00mn)was used as zero-deflection
reference. Temperatures measured by the weather station are also shown on the same
period. It can be observed that the footbridge is strongly sensitive to temperature
change. Maximum deflections up to 2mm are recorded. These values are higher than
those obtained under pedestrian load. The structure tends to lift up when the temper-
ature increases, especially in mid-afternoon when it is exposed to solar radiation (the
footbridge is exposed south-west). This could be caused by thermal expansions of
the different parts of the structure that induce bending known as thermal bowing or
buckling [20]. In SHM applications, these variations, which may mask the changes
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Fig. 7 Static deflection of the footbridge under temperature change from 2019/09/09 (day 426) to
2019/09/15 (day 432)

caused by structural damages, are not desirable however a direct correlation between
deflections and ambient temperatures is not straightforward. The ambient temper-
ature seems not to be the only meteorological input parameters responsible of this
behavior.
Deflection in damage condition Fig. 8 shows the static deflections of the footbridge
during one week from day 77 to day 83. As previously, inclination angles were
obtained by averaging the longitudinal acceleration data on the 300s of each record-
ing. The first measurement (2018/09/25 00h00mn) was used as zero-deflection ref-
erence. Only deflections from 00h00mn to 06h00mn (color crosses and color lines)
are represented because meteorological conditions are more appropriate in the night-
time: temperature more stable and no radiation from the sun. It can be observed three
clusters of deflections corresponding to the normal condition and the two artificially
introduced damage conditions. High variations are observed in each condition that
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Fig. 8 Static deflection of the footbridge in damage condition from 2018/09/25 (day 77) to
2018/10/01 (day 83). Only deflections between 00h00mn and 06h00mn (color crosses and color
lines) are represented with 50kg added mass in mauve, 100kg added mass in red at midspan and
no added mass (reference) in blue

may be attributed to noise and temperature changes. Nevertheless, damage detection
can be performed very simply by monitoring the maximum deflection.

3.3 Flexibility-Based Deflection Analysis

OMA Fig. 9 shows the monitoring of the ten first natural frequencies from day
426 to day 432 by using the automated modal identification algorithm described in
Sect. 2.2. OMA was not performed during pedestrian crossing. Additional harmonic
response caused by pedestrian excitation may disturb the identification process. Ref-
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Fig. 9 Monitoring of the first natural frequencies from 2019/09/09 (day 426) to 2019/09/15 (day
432)
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Table 1 Comparison between estimated and observed natural frequencies

Estimated (Hz) Observed (Hz) Error (Hz) Error (%)

FL1 3.1 4.0 −0.9 −22.5

FV1 6.8 8.2 −1.4 −17.0

T1 7.0 9.0 −2.0 −22.2

FL2 7.9 8.8 −0.9 −10.2

FL3 15.1 14.6 0.5 3.4

FL4 24.5 27.9 −3.4 −12.2

T2 26.2 28.9 −2.7 −9.3

FV2 26.9 23.4 3.5 14.9

FL5 45.8 37.0 8.8 23.8

erencemodeswere previously definedwith an arbitrary set ofmeasurements.Missing
points in the figure are due to either an inopportune shutdown of the PC or a non-
identification of the corresponding modes. It can be observed that the first mode FL1
is strongly correlated to the ambient temperature. This correlation is less evident for
modes in higher frequency because of more estimation inaccuracies. Table1 shows
a comparison between simulated and observed natural frequencies. Although differ-
ences in natural frequencies are quite significant, it is expected that the FE model
gives a reasonable estimate of the mass matrix of the real structure.

Flexibility-based deflection in damage condition Fig. 10 shows the flexibility-
based deflections of the footbridge during one week from day 77 to day 83. The
three first vertical modes of the structure (FV1, FV2 and FV3) were considered in
the computation of the flexibility matrix. Modes in higher frequency have very low
contribution. Mode shapes were first scaled by using a lumped mass matrix approx-
imation of the FE model. Deflections of the footbridge were obtained by applying
a uniform load equivalent to its own weight and were smoothed by using cubic
spline interpolation. The first measurement (2018/09/25 00h00mn) was used as zero-
deflection reference. Only deflections from 00h00mn to 06h00mn are represented.
Figures10 and 8 show very similar deflections in terms of shapes and magnitudes
with a good separation between the normal and the damage conditions.

3.4 Comparison

Figures8 and 10 show that very similar information related to the structure condi-
tion can be extracted from static data (via static deflections) and dynamic data (via
modal flexibility-based deflections). A comparison is now presented between both
approaches.

Static deflections enable to estimate true deflections relative to a reference condi-
tion without any knowledge of the structure. On the contrary, modal flexibility-based
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Fig. 10 Flexibility-based deflection of the footbridge in damage condition from 2018/09/25 (day
77) to 2018/10/01 (day 83). Only deflections between 00h00mn and 06h00mn are represented with
50 kg added mass in mauve, 100kg added mass in red at midspan and no added mass (reference)
in blue

deflections enables to predict deflections only if the mass distribution of the structure
is known to scale the mode shapes and the load vector.

Static deflections are more sensitive to thermal effects. Actually, these correspond
to the measured responses of the structure to thermal and mechanical loads whereas
flexibility-based deflections correspond to the simulated responses of the structure
to only mechanical load. In the first case, both the excitation and the structure are
temperature dependent. In SHM applications, sensitivity to thermal effects is often
not desirable because thismay lead to false damage detections. On the other hand, the
response of the structure under thermal effectsmay be desirable in some applications.
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Fig. 11 Monitoring of the mean values on 80days of recording

Estimation of static deflections is less accurate in long-term applications. MEMS
accelerometers are affected by randombias instability. This very low-frequency noise
that is negligible during short period of time (several days) becomes more significant
when the observation time is longer (several weeks). In the case of this application,
high drifts, up to ± 0.05 mg per day, were observed on few sensors leading to non-
physical deflections (see Fig. 11). Stability over time is a very important parameter
especially in the case of SHM applications where long periods of observation are
considered.

4 Conclusions

In this paper, it was shown that static and dynamic analyses can be performed with
the same instrumentation composed only of VCMEMS accelerometers. It is believed
that both analyses provide additional information and could be used in a complemen-
tary way in SHM applications. Accelerometers may be used either as inclinometer
sensors for the estimation of static deflections or traditional vibration sensors for
the estimation of modal parameters. A strong relation exists between some of the
damage identification methods using static and dynamic data. These are based on
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direct or indirect estimation of deflections. This dual analyses was illustrated in the
case of the monitoring of a footbridge. Calculated deflections using static data and
predicted deflections using dynamic data were compared in artificially-introduced
damage conditions with well agreement. Both approaches enable to identify the
damage conditions reinforcing the confidence in the damage detection. In the case
of this application, it was shown that flexibility-based deflections are less sensitive
to thermal effects. Using accelerometers as inclinometers enables to estimate true
deflections relative to a reference condition without any knowledge of the structure
but still faces some issues. These sensors are strongly affected by random bias insta-
bility, which may lead to inaccurate deflection estimation in long-term applications.
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Realization and Testing of Textile
Reinforced Concrete Panels Sensorized
with Distributed Fiber Optic Sensors

Paolo Corvaglia, Eriselda Lirza, Michael Brancato, Marco Nucci,
and Vincent Lanticq

Abstract The paper presents the realization and testing of Textile Reinforced
Concrete (TRC) panels sensorized with distributed Fiber Optic Sensors (FOS).
Proper procedures for fastening the sensor to the textile before its insertion as panel
reinforcement, as well as for protecting the sensor during and after concrete casting
were investigated. Two samples were then realized, one reinforced with traditional
steel mesh, one reinforced with sensorized textile mesh. FOS and reference electrical
strain gages were applied to both. The panels were tested in flexure up to failure,
in order to investigate the effect of mesh substitution and of strain monitoring by
means of the embedded distributed FOS, interrogated with Brillouin technique with
enhanced spatial resolution. The paper discusses the samples preparation and the test
results, which confirm the feasibility of the proposed set-up, though evidencing the
need of few enhancements to the sensor embedding technique.

Keywords Textile reinforced concrete (TRC) · Fiber optic sensors (FOS) · Strain ·
Monitoring · Brillouin

1 Introduction

Textile Reinforced Concrete (TRC) has emerged in recent years as a new and valu-
able construction material [1]. It can be categorized as a strain-hardening cement
composite, made by a continuous textile fabric incorporated into a cementitious
matrix consisting of a cement binder and small-size aggregates.

TRC technology is particularly promising for realizing durable and slender
concrete structures, thanks to several factors:
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• High corrosion resistance of the non-metallic fibres;
• Enhanced crack control, characterized by multiple cracking upon loading;
• Fibres corrosion resistance, allowing thin-walled lightweight structures;
• Possibility to align the yarns in the direction of expected tensile stresses, enhancing

effectiveness in load-carrying capacity;
• Textile formability, allowing complex freeform geometries.

On the other hand, monitoring of structural behavior can detect anomalies in due
time, thus enhancing safety level and enabling maintenance and repair actions to be
implemented more efficiently, directly impacting on the reduction of operating costs.

In the present work the TRC technology is implemented and further enhanced
by studying textile sensorization, so potentially providing structural self-monitoring
capability to the components, enabling its in-service integrity monitoring from the
interior.

Fiber Optic Sensors (FOS), serving as both sensor and data conduit, are particu-
larly interesting for the long-termhealthmonitoring of civil structures [2]. FiberOptic
sensing canbe implementedwith two types of approach in termsof spatial distribution
of measures, namely discrete and distributed measurement. While discrete measure-
ment approach is usually preferable in terms of accuracy, resolution and dynamic
behavior, distributed measurement is the cheapest and winning strategy when one
does not know in advance where critical conditions can take place. Nevertheless, in
distributed sensing the main challenge is to achieve an acceptable spatial resolution
on sufficiently long distances [3]. The solution investigated in the present work is a
truly-distributed sensing based on Brillouin scattering, which allow monitoring on
several kilometers length, and on the application of a post-processing algorithm for
the enhancement of spatial resolution.

Proper procedures for fastening the sensor to the textile before its insertion as panel
reinforcement, as well as for protecting the sensor during and after concrete casting
were preliminarily investigated. Two samples were then realized, one reinforced
with traditional steel mesh, one reinforced with sensorized textile mesh. FOS and
reference electrical strain gages were applied to both samples.

The panels were tested in flexure up to failure, investigating the effect of mesh
substitution and of strain monitoring by means of the embedded distributed FOS.

The obtained results confirm the feasibility of the proposed set-up, though
evidencing the need of few enhancements to the sensor embedding technique.

2 Textile, Sensor and Integration Procedure Definition

The first stage of the work led to the definition of the most suitable textile material
and FOS and of a suitable procedure for integrating these two components.

Based on TRC literature analysis, specific requirements were set for the choice
of the fiber material (in terms of alkali resistance) and the textile structure (in terms
of tensile strength, fabric structure, mesh stability and size, yarn straightness, degree
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of orthotropy, finishing). A set of suitable commercial textile products were then
selected and compared on the basis of the trade-off they can offer on such set of
requirements (Table 1). This process eventually led to select the AR 640 TEXTILE
produced by Kast, made of AR-glass fibers, sewed with a leno weave structure
and coated with SBR finishing. The textile presented a tensile strength of 58 × 65
(kN/m) × (kN/m) and a mesh size of 3.45 × 3.45 cm × cm (the two figures refer to
longitudinal and transverse directions).

With reference to the sensor cables, the choice was made on the basis of their
robustness (to survive concrete casting) and capability to provide adequate shear
strain transfer from concrete. On this basis, distributed sensors produced by Solifos
AG (hereinafter referred to as SOL sensors) and by Smartec SA (hereinafter referred
to as SMA sensor) were selected, based on single-mode fiber and allowing two
different temperature compensation strategies. More in detail, the SOL system
consists of two different cables, a strain-sensitive one (trade name BRUsens DSS
3.2 mm V9 grip) and a strain insensitive one (trade name BRUsens DTS STL PA),

Table 1 Compared textile products

Kast FTS Alpe Adria
textil

Alpe Adria
textil

Extreme
materials

Kerakoll

Trade
name

-AR 640
-AR 720

370 GM2 Arter® GTS
G 50-50

Multitexco
A-type and
B-type
geogrid

N.A. ARV 100

Fabric
structure

Leno
weave

Plain wave
(plus steel
fibers)

Weft
insertion
warp-knitted

Weft
insertion
warp-knitted

Leno
weave

Leno weave

Fibre
material

AR-glass Basalt E-glass E-Glass PP or
glass

AR-glass plus
aramid

Finishing SBR Thermo-fixing
+ coating

EVA/AC
coating

EVA/AC
coating

To be
defined

Alkali-resistant
coating

Aerial
weight
(g/m2)

−340
−450

370 194 300 300 for
PP

250

Tensile
strength
(kN/m)×
(kN/m)

58*65
94*89

N.A. 50*50 N.A. N.A. 49*60

Mesh
size
(cm×
cm)

3.45*3.45
3.26*3.47

1*1 3*3 3*3 1*1 1.5*1.8

Notes High
stability

Steel fibers
not suitable

Low crimp
degree

Low crimp
degree

No basalt
or
AR-glass
options

Low stability
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Fig. 1 Tested solutions for sensor-textile integration: gluing (left), stitching (center), weaving
(right)

while the SMA systems is a single multi-fiber cable containing both strain insensi-
tive and strain sensitive fibers (trade name SMARTProfile). The SOL sensors have
round-shaped cross-section with radius of 3.2 and 3.8 mm, respectively, while the
SMA sensor cross-section is rectangular, with dimensions 8 × 4 mm. In terms of
external surface, all the sensors present a polymeric sheat, which is roughened in the
case of the SOL strain sensor in order to guarantee a more effective strain transfer.

Different solutions (see Fig. 1) for integrating the sensor inside the textile
were evaluated and tested, including gluing, stitching and weaving (i.e. embedding
during the textile production). Stitching was successfully implemented but eventu-
ally discarded because, in order to properly house the cable onto the textile warp,
it was necessary to insert a ribbon between the sensor and the textile, which could,
in principle, induce some bonding defects to the concrete-textile-sensor chain. On
the other hand, proper weaving resulted unfeasible due to thickness and stiffness of
the selected sensor cables. Continuous gluing by means of hot melt EVA was tested
to quantify the shear adhesion strength between the sensors and a 15 cm portion
of a single textile warp. An average adhesion strength of 2.1 and 3.1 kg/cm was
found, respectively with SMA and strain-sensitive SOL sensor, which eventually led
to select such solution for integrating the sensor.

3 Samples Design and Preparation

Two middle-scale sensorized concrete samples were designed and produced, both in
panel formwith overall dimensions 250× 90× 10 cmand equippedwith lateral curbs
made of steel bars: Sample A (reinforced with traditional welded steel mesh), used
as reference, and Sensor B (reinforced with textile mesh). The reinforcing meshes
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were placed on the lower (tensile) edge. The two panels were designed in order to
have the same flexural stiffness, applying the semi-competitive method to the Limit
States in compliance with the current Standards and in agreement with the current
Italian guidelines [4]. Both the samples were equipped with FOS and different types
of reference electrical strain gages, as shown in Fig. 2.

Sensors were glued to the textile and their egress points from concrete were
protected by including them in corrugated plastic ducts (Fig. 3). Textile reinforcement
straightness during casting was guaranteed by clamping it on a perimetral steel rebar,
serving also to fasten four steel hooks for panel demolding and handling. It’s worth
mentioning that sample B showed a crack already before testing, likely due to an
impact during handling.

After sensors installation and concrete casting, a bracket with standard optical
connectors was applied to both ends of each cable, followed by connection and cable
integrity testing by means of light source and power meter. Testing showed that all
the FOS sensors survived both the processes of sensor fastening to the net and of
concrete panel production, with acceptable optical losses.

Fig. 2 Overview of the FOS and electrical strain gages and of their relative positions (drawing not
to scale)
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Fig. 3 Some steps of samples preparation

4 Mechanical Testing

4.1 Test Set-up

The loading scheme is that of a simply supported beam loaded to flexure in one point,
implemented as shown in Fig. 4.

Fig. 4 Experimental set-up
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Neoprene pads were interposed between the panel and the supporting structures,
in order to allow free rotation without stress concentration. Load was applied quasi-
statically by means of two hydraulic jacks, anchored to ground and pulling down an
IPE steel beam, able to evenly distribute load along the panel width. The jacks were
controlled in parallel by a hydraulic pump.

The goal of the mechanical tests was two-fold, namely (a) Check reliability of the
strain-measuring system bymeans of FOS and (b)Assess the structural performances
of the textile reinforcement.

The usedDataAcquisitionUnit (FEBUSG1-R) implements, for the determination
of the Brillouin Frequency shift, the so called “parabolic fitting” algorithm. Such
algorithm is generally the fastest and most accurate way to determine the Brillouin
shift but it can lead to poor results in zones of very high strain gradient, due to the
lack of spatial resolution (1 m). Therefore, Febus provides an alternative algorithm
for it, namely the “Spatial Resolution Enhancement” one, which allows obtaining an
enhanced spatial resolution value of 25 cm.

4.2 Results

4.2.1 Assessment of the Measuring Behavior

General considerations

Figures 5 and 6 report the strain curves for Samples A and B, respectively, measured
by the FOS, at increasing load. It’s worth recalling that the sensors are all connected
in a row along the same channel. Though all the sensors were able to read data up to

Fig. 5 Data obtained along the single FOS channel—Sample A
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Fig. 6 Data obtained along the single FOS channel—Sample B

samples failure, the SMA sensors presented more irregularity at higher loads, likely
due to sliding of the cable inside concrete due to its smooth surface.

Moreover, the strain-insensitive sensors, at higher loads, show strain values which
are too high for being due to only thermal effects. This is likely due to fusion splicing,
which provokes some small tension on the fibre and which, on the relatively small
length of the tested sample, does not vanish. Hence, thermal compensation is unre-
liable in such situation; for this reason, taking also into account that temperature is
nearly constant in a short time test and uniform along the panel, no thermal compen-
sation was carried out in the present data analysis. It’s worth stressing, however, that,
in real applications, where much higher lengths are monitored, the possible small
tension due to splicing should vanish along the length, so that thermal compensation
can be correctly implemented.

Strain profile from FOS at increasing loads
Data from sensors M-SOL-S1 (for Sample A) and S-SOL-S (for Sample B) are

reported in Figs. 7 and 8, respectively. It can be noted that the curves at low load are
quite irregular, showing also unphysical negative values, which probably means that
the sensor system is still settling,with the sensors recovering some initial compression
state. This finding leads to the suggestion to apply a slight pre-tension to the FOS. On
the other hand, at the highest load values the strain pattern is again irregular, likely
due to cracking.

Strain comparison between FOS and electrical strain gages

M-SOL-S-1 and S-SOL-S are considered, respectively for Sample A and Sample B.
As these sensors were bonded, respectively, to steel bar and to longitudinal textile
thread, the corresponding strain gages considered for benchmark are the E2 ones,
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Fig. 7 Strain profile from M-SOL-S-1 at different load values (in kg)—Sample A

Fig. 8 Strain profile from S-SOL-S at different load values (in kg)—Sample B
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Table 2 Strain comparison between FOS and electrical Strain Gages (SG)

Sample Load (kg) Strain (µm/m)

FOS SG FOS/SG ratio (%)

A 647 215 1404 15

1000 545 1828 30

1960 2556 4070 63

B 706 317 411 77

941 810 1986 41

1529 2059 1887 109

2078 2735 2055 133

2666 3870 1982 195

which are bonded onto the same elements. Results are shown in Table 2, where strain
values at low load levels are not reported due to their unreliability, as explained in
previous section.

The above results confirm that FOS and strain gages provide strain values which
are comparable, as order of magnitude. Nevertheless, a not negligible results scat-
tering is observable. This finding must be interpreted taking into account, first of all,
that the two sensors have very different gage length: about 1 cm for the strain gages,
25 cm for the FOS (spatial resolution). This means that the two values are not fully
comparable, in principle. Moreover, at high loads concrete is cracked, then tension
(hence strain) is released in the cracked concrete, while it is increased in the rein-
forcement, so assuming a very localized behavior. As a consequence, local values
measured by strain gages are already scattered on their own. In this framework, it
was hard to expect much closer results than observed.

4.3 Assessment of the Structural Behavior

Figure 9 reports the load-deflection curves obtained in the flexure tests, which allows
us taking some conclusions in terms of global stiffness, ductility and ultimate load
of the two systems.

In terms of stiffness, two different regions can be identified:

• Region I: Different initial stiffness, likely due to the pre-existing crack in Sample
B, which makes it less stiff than Sample A;

• Region II: Same stiffness, according to design, where both panels are in post-
cracking stage.

After Region II the stiffness is still comparable but not perfectly superimposable,
due to diffused cracking.
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Fig. 9 Load-deflection curves

Table 3 Ultimate loads of
the tested samples

Sample A (kg) Sample B (kg)

Theoretical value 2200 2780

Experimental value 2300 3200

In terms of ductility, Sample B shows a significant enhancement (ultimate
deflection 56 mm vs. 43 mm of the Sample A).

Table 3 reports the ultimate load of the two specimens, in terms of design and
experimental values.

It can be observed that Sample B attains a significantly higher (39% experimental,
25% theoretical) ultimate loadwith respect toSampleA,when thepanels are designed
for the same stiffness. In terms of difference between theoretical and experimental
values, a slight increase is obtained for both samples, as expectable taking into
account that design models are precautionary.

Finally, cracks appear more diffused in Sample B (Fig. 10), though it is hard to
discriminate whether this is due to the different reinforcing materials (glass instead
of steel) or to the different spatial arrangement of the reinforcing nets (more closely
spaced in textile).
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Fig. 10 Crack patterns of the tested samples (details on the right are referred to top and bottom of
Sample B)

5 Conclusions and Acknowledgements

A study on design, implementation and testing of TRC panels sensorized with two
different types of distributed FOS is presented in this paper. The potential of such a
solution relies in the easiness of realizing a structural health monitoring system on
site, namely by simply connecting each component to the adjacent one by means
of fiber optic patch cords and by plugging the last one to the data acquisition unit.
Moreover, this solution can enable in-service integrity monitoring from the interior
of the component.

Two samples, one of which reinforced with traditional steel mesh, used as refer-
ence, were realized and tested in flexure, investigating the FOS performances in
strain monitoring and the structural performances of TRC.

The main conclusions drawn from the research are reported in the following.
Regarding the FOS measuring capability:

• All the FOS sensors survived both sensor fastening to the net and concrete panel
production;

• The sensors were able to read data up to advanced cracking stage;
• The SMA tested sensors evidenced some sliding at higher loads, unlike SOL strain

sensors;
• Fusion splicing introduces a slight tension on the optical fibre, which makes

unreliable thermal compensation at higher load level in short-length tests;
• It is important to apply a slight pre-tension to the FOS at installation stage;
• At high load levels FOS and strain gages provided comparable strain values, in

the limits of the inherent differences between the two sensor types.

Regarding the load-carrying capability:
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• The two samples exhibited the same stiffness in the post-cracked phase, according
to the design;

• The TRC sample showed a more diffused crack pattern and enhanced ductility
and ultimate load with respect to the steel-reinforced panel designed for the same
stiffness.

The work was carried out in the framework of the Research Project EnDur-
Crete, (New Environmental friendly and Durable conCrete, integrating industrial by-
products and hybrid systems, for civil, industrial and offshore applications) funded
by the EU’s H2020 Framework Programme, under G.A. n. 760639. The Project is
still ongoing and currently in the field demonstration phase.
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Abstract Extreme weather conditions, climate change, damages to the infrastruc-
ture (caused by natural and man-made hazards) and traffic impediments negatively
impact the reliability of mobility solutions. Risk analysis, adaptation measures and
strategies that enable minimizing the impact of both natural and man-made extreme
events on seamless transport operation, protect the users of the transport network
in case of extreme conditions, as well as provide optimal information to operators
and users of the transport infrastructure, need to be developed. Road transport is
vulnerable to extreme weather events, while bridges and tunnels are among the most
critical land transport structures. A large number of bridges and tunnels have been
in operation for more than 50 years and there are widespread signs of deterioration.
They need inspection, vulnerability assessment and, when needed, appropriate inter-
ventions. Inspection, though, in inaccessible areas, or structures with high volumes
of traffic, is expensive, time-consuming, and potentially dangerous. At the same
time, structural/vulnerability assessment is also a lengthy process which is espe-
cially painful after extreme events. The overall goal of RESIST (RESilient transport
InfraSTructure to extreme events) a RIA H2020 project funded by the EU commis-
sion with grant number 769,066 is to increase the resilience of seamless transport

K. Bouklas (B) · A. Amditis
Institute of Communication and Computer Systems, Athens, Greece
e-mail: kostas.bouklas@iccs.gr

R. Weilharter · F. Fraundorfer
Technische Universitaet Graz, Graz, Austria

V. Ramesh
Johann Wolfgang Goetheuniversitatfrankfurt Am Main, Frankfurt, Germany

M. Á. T. Soto
Fundacion Andaluza Para El Desarrollo Aeroespacial, Seville, Spain

G. Heredia
Universidad de Sevilla, Seville, Spain

L. Belsito
Consiglio Nazionale Delle Ricerche, Bologna, Italy

S. Camarinopoulos
Risa Sicherheitsanalysen GMBH, Berlin, Germany

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2021
C. Rainieri et al. (eds.), Civil Structural Health Monitoring, Lecture Notes in Civil
Engineering 156, https://doi.org/10.1007/978-3-030-74258-4_48

761

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-74258-4_48&domain=pdf
mailto:kostas.bouklas@iccs.gr
https://doi.org/10.1007/978-3-030-74258-4_48


762 K. Bouklas et al.

operation to natural and man-made extreme events, protect the users of the Euro-
pean transport infrastructure and provide optimal information to the operators and
users of the transport infrastructure. In the context of RESIST, robotics for visual
and contact inspection of structures, structural vulnerability assessment, infrastruc-
ture risk management as well as mobility continuity applications considering stress
levels of the drivers are being developed towards a high level of resilience of the
transport infrastructure.

Keywords Extreme events · Risk management · Resilience · Prevention ·
Response ·Mitigation · Seamless mobility · Bridges · Tunnels

1 Introduction

1.1 The RESIST EC Project

The overall goal of RESIST is to increase the resilience of seamless transport opera-
tion to natural andman-made extreme events, protect the users of the European trans-
port infrastructure and provide optimal information to the operators and users of the
transport infrastructure. The projectwill address extreme events on critical structures,
implemented in the case of bridges and tunnels attacked by all types of extreme phys-
ical, natural and man-made incidents, and cyber-attacks. The RESIST technology
will be deployed and validated at 2 pilots in real conditions and infrastructures.

1.2 Challenge and Requirements

Road transport is the most vulnerable mode to extreme weather events while bridges
and tunnels are among the most critical land transport structures. A large number of
bridges and tunnels have been in operation for more than half a century and there are
widespread signs of deterioration. They need inspection, vulnerability assessment
and, when needed, appropriate interventions. Inspection, though, in inaccessible
bridge/tunnel areas, or structures with high volumes of traffic, is expensive, time
consuming, potentially dangerous and frequently traffic interrupting, while struc-
tural/vulnerability assessment is also a lengthy process which is especially painful
after extreme events.

The private and public expenditure directed every year at inspecting and assessing
the vulnerability of transport structures to extreme events are highly inadequate.

Aerial robotics can revolutionize inspection and physical vulnerability assessment
for critical structures in all transport modes because they can dramatically reduce the
required cost and time, increase the safety of workers and limit disruptions avoiding
bottlenecks. Their impact can be even more dramatic after a damaging incidence
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when the decrease in required time to assess damage and structural safety can save
lives.

2 Robotic Actors

The RESIST robotic actors will be aerial robots carrying the sensors needed for the
inspection of the bridges and tunnels, which will be presented in Sect. 3. There will
be two types of aerial robotic actors in RESIST, the visual inspection robot and the
contact inspection robot.

2.1 Visual Inspection Robots

The main purpose of the visual inspection robot (see Fig. 1) is to autonomously take
pictures of the bridge and tunnel in order to find and classify visual defects. The main
capabilities this robot will have are:

• Autonomous navigation in GNSS denied environments where the satellite signal
is poor or inexistent. Avoiding the use of a total station is possible for at least
the bridge use case, minimizing in this way the cost of the system for a possible
future exploitation.

• Localization of the camera during thewhole flightwith respect to a global common
coordinate system defined by a total station.

Fig. 1 Visual inspection aerial robot
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• Robust and precise localization fussing the pictures localization with photogram-
metry software. The software processing commands have been automated.

• Integration of the camera system developed by TUG.

This visual inspection robot has been the result of the hardware and electric inte-
gration of commercial components, such as the LIDAR, computers, and professional
stabilization system. Furthermore, additional designs to cover the electronics and to
protect the propellers during the flight are in process to be tested.

2.2 Contact Inspection Robots

The contact inspection robots are responsible for all the measurements that need
physical contact of the sensor with the surface of the bridge or tunnel, including the
ultrasonic sensors and the radiometric sensor. The contact inspection robots will also
be in charge of installing the permanent vibration sensor modules on the surface of
the bridges and tunnels. After studying the very different working and environmental
conditions when flying inside a tunnel and around a bridge, two designs have been
decided, each one adapted to the special conditions of tunnels and bridges.

A bridge contact inspection aerial robot has been developed. This aerial robot
is coming from the FADA-CATEC technological base of aerial robots with contact
capabilities. This new robot (see Fig. 2) changes vastly the previous version with the
objective to increase its Technology Readiness Level (TRL). The main changes are:

• Weight and size reduction of a 40%.

Fig. 2 Bridge contact inspection aerial robot
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• Change in the flying configuration to a standard widely used one (Octo-quad).
• The use of commercial autopilot with more robustness and reliability.
• Multiple changes on the contact design allows robust contact with relative control

of the orientation of the robot for even curved surfaces, much easier operation,
etc.

The main objective of this aerial robot is to be able to push against the bridge the
sensors that need to be in contact as, for example, the ultrasonic sensors, which need
to be held against the concrete with a certain force, and the vibration module, that
has to be hold pushing while the glue curates.

The tunnel contact inspection robot has been developed considering that it has
to be smaller and more compact to be able to operate inside the confined space of
a tunnel. It adapts the concept of operation of the bridge contact inspection robot
(Fig. 2) with the experience of the tests performed during the initial steps of the
project with a first prototype developed in RESIST, the FAIR aerial robot [3] (see
Fig. 3-left), and the design of the ARBI robot [4], developed in the AEROBI project
(see Fig. 3-right). In this way, the design exploits the benefits of establishing a full
contact condition with the bridge similar to how ARBI did, using an articulated
docking system which also acts as a landing gear mounted on the top of the aerial
platform and helps to establish the contact between the tunnel and the aerial robot. It is
also able to inspect horizontal, vertical and tilted surfaces using amechanism inspired
in the bridge constant inspection robot. The aerial robot will also have a Cartesian
manipulator embedded in the docking device which mounts the radiometric sensor
and also allows repositioning the sensor and taking measurements of several points
of the workspace.

Fig. 3 (left) ARBI (aerial robot for bridge inspection) developed in the AEROBI project; (right)
FAIR (fully-actuated inspection robot) first proof of concept for RESIST con-tact inspection
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2.3 Ground Control Station

The development of the Ground Control Station (GCS) is reaching its end and after
that, the final integration with the modular aerial robotics system will be performed

The GCS has been developed considering the following characteristics:

• It can be executed in multiple devices as a standard laptop
• As it can be installed in a laptop, its transportation is really easy.
• It can be deployed in very short time due to its programming and short use of

computer requirements.
• Theuser interface is adapted to the different roles of people operating it providing a

complex interface for an engineering role, a friendly interface for a not experienced
user focused on the sensors, and a simple but powerful interface for the pilot.

The GCS is providing the exact and right information to each type of operator.
So, two different and complementary ground control stations have been developed,
one for the pilot, and the other for the sensors and mission management. At the same
time, this last GCS could be divided in two in case that the mission and the sensor is
not managed by the same operator.

For the pilot GCS, we developed an interface to allow the pilot flying close to the
structures even without looking directly to the aerial robot. For that reason, essential
information as, the distances to obstacles, the drone control references, a frontal
camera image and the photographic camera, plus some other important information
as the battery and signal are detailed. As it is shown in Fig. 4, the information is
presented in a visual form so it is perceived in a fast way, being this critical for this
type of operation.

Finally, the mission interface (see Fig. 5), allow the operator to generate inspec-
tion missions in a friendly way. At the same time, it provides numerous detailed
information. This information is not needed to be easy and fast to read, as the role

Fig. 4 Pilot GCS on the left figure. Detail of the mission GCS at the right
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Fig. 5 Mission interface of the ground control station

of this user is to have as much information as possible of the status of the complete
system.

3 Contact and Visual Inspection Sensors

3.1 Vision Inspection

As ameans for visual inspection, theRESIST systemdeploys a high-resolution stereo
camera sensor. The sensor is a custom fit for the RESIST requirements utilizing two
12 Megapixel sensors with an 11 cm baseline and lenses with a focal length of 8–
12 mm. This setup allows for an estimated depth uncertainty as low as 0.5 cm at an
expected working distance of 2 m.

Captured images are stored directly on the drone mounted sensor but are trans-
ferred to a separate laptop in the field for the next step. An external Graphics
Processing Unit (GPU) enables the use of Convolutional Neural Network (CNN)
techniques for depth estimation which could not directly be run on the drone. The
reason for the utilization of CNNs is two-fold: (1) latest CNN algorithms show
exceptional accuracy onwell-known benchmarks [1, 2]. (2) Throughmassive parallel
processing on theGPUadepth image can be calculatedwithin a second,whereas clas-
sicalmethodsmight take up to severalminutes per image [3, 4]. The latter is especially
valuable for the RESIST application where time can be of utmost importance.

The software pipeline, which is running on the laptop, takes as input the stereo
image pairs and their respective camera positions and outputs a detailed depthmap for
each pair aswell as an overview point cloud of the observed structure. For the detailed
inspection an adapted version of the Hierarchical Stereo Matching CNN (HSM) [5]
is used, while for the overview point cloud generation a newly developed multi-view
stereo (MVS) CNN is deployed. The MVS network exploits multiple images for
better consistency and a more appealing 3d model with a wider depth range through
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the use of a larger, variable baseline. Furthermore, a 3d model generated by a MVS
CNN tends to be much better in terms of completeness [6].

In tests, the newly developed software is able to calculate a depth image from a
high-resolution imagewithin 0.5 swhile also keeping theGPUmemory requirements
quite low (i.e. < 5 GB). It is one of the first networks that is able to process 12
Megapixel images in such an efficient way.

3.2 Cognitive Computer Vision System

Our cognitive vision system design builds upon model-based and data-driven strate-
gies to address both small-data and big-data scenarios. It focuses on transparency,
explainability of design, ability to work with small amounts of data based on models,
ability to leverage generativemodels in simulation, and exploit modern deep learning
(data-driven) techniques for classification.

Our architecture is inspired by human-like cognition, which uses parallel
hypotheses-generation threads for defect detection in the field:

• Topology based analysis (TPE): the essence of TPE is the design of a multi-
scale nonlinear filter that checks whether anomalies with respect to appearance
and geometry exist. For instance, in the case of cracks, this is a connected fractal
like geometry with pit-like structure on the texture level in only few directions,
and flat intensity in the remaining homogenous areas.

• Geometric (3D) data analysis on point clouds: we leverage transformed depth
information given by the stereo camera. In defect-free areas, we cannot assume
a uniformly distributed, but locally planar, depth structure of the surface. There-
fore, we denoise the depth structure locally through a robust transformation. By
assuming cracks and sharp discontinuities are outliers, the transformed output
should separate cracks from background.

• Data driven deep learning methods: training of data driven feature extrac-
tion with deep neural networks is used as a complementary approach to above
expert designed models. The aim is to capture difficult to model defect cate-
gories with extensive expected variability in appearance. Specifically employed
trainingmethods build upon prior state-of-the-art work onmeta-learning of neural
networks for defect classification [12] and leverage auxiliary virtual training data,
generated with our custom generative model to render images with defects using
computer graphics simulation tools. The former is additionally extended with
means to assess neural network prediction uncertainty for detection of unknown
data. For the latter, we make use of the automatically obtainable ground-truth
information from simulation to learn a multi-modal neural network, which we
have coined Multi-Unet. As an extension to the popular neural Unet architecture,
this allows for simultaneous learning of semantic crack segmentation, with joint
prediction of depth and surface normal.
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This three-fold parallel processing allows to capture diverse application contexts.
The parallel hypotheses with subsequent voting allow for robustness and false alarm
reduction, while maintaining high sensitivity/detection rates. The hypotheses are
finally fused to detect defects and mensuration is performed on these defects. Results
can be finetuned further by controlling high-level module parameters. By using
system uncertainty assumptions determined by the RESIST hardware setting, the
mensuration pipeline can additionally estimate defect property uncertainties for
robustness improvements.

The computer vision analysis runs together with the vision inspection analysis
software on the same hardware. GPU-supported hardware is used to reduce compu-
tational time of our analysis. To address environment of low transmission capacity,
annotated images which are generated during our analysis are compressed before
sending to the RESIST platform.

3.3 Contact Inspection

The deployment of UAV platforms equipped with contact sensors for monitoring
operation could provide the technological basis for a revolutionary way to implement
inspection tasks of difficult-to-access structures’ areas. In order to perform depth
and width measurements of emerging cracks in concrete and steel structures, two
independent ultrasonic systems have been designed to be easily integrated on the
Resist platform and performance measurements with high resolution and accuracy.
By exploiting a custom high voltage electronic readout, the crack depthmeasurement
is realized by using simultaneously an ultrasound emitter and a detector placed in
contact with the concrete or steel structure under examination at a known distance d
from a crack and by measuring the ultrasound time of flight between the ultrasound
generation and detection, Fig. 6 (left).

In fact, once generated by the emitter, the ultrasound waves propagate through the
material, reach deepest point of the crack and they are scattered by its tip toward the
surface before being detected from the receiver. The crack depth is then derived by
the propagation time once the velocity of sound is measured as well [1]. By using a
time to digital converter with high resolution and accuracy in the custom electronic

Optoacoustic detectorsGenerator

CrackConcrete
Concrete Crack

DetectorGenerator

Fig. 6 Crack depth (left) and width (right) measurements
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Fig. 7 Pulser/receiver unit for the crack depth measurements (left) and crack width measurement

readout developed for the measurement, the Time of Flight (ToF), and then the crack
depth, can be measured with really high precision. The crack width measurement
(Fig. 6 right) is instead performed by using an opto-acoustic MOMS (Micro Opto
Mechanical Systems) sensor arraymounted on a fan-out connector and put in contact
with the surface of the concrete or steel specimen across the surface opening of the
crack, with the sensor array oriented transversally with respect to it [2]. In this way,
some of the opto-acoustic sensor pixels are in contact with concrete or steel (those
outside the crack surface opening) and some other are not in contact with it (those
inside the crack surface opening). The crack width measurements technique is based
on the difference between the ultrasonic signals detected by the sensor pixels in these
two situations. In order to generate the signal, a traditional 54 kHz piezoelectric
transducer is utilized on one side of the crack and the measurement resolution is
obviously dependent on the pixel pitch space.

The prototype of the two measurement systems to be integrated on the Resist
platform are finally shown in Fig. 7.

The pulser/receiver unit used in the crack depthmeasurement has overall weigh of
90 g and size of 12× 5× 5 cm3, also including the package. It assures frequency and
amplitude tunability of the emitter pulse voltage, allowing driving transducers with
different resonance frequencies and powerful. Thewidthmeasurement system,which
is constituted by several components (it requires the use of a tunable laser source, an
optical switch, an optical circulator, a photodiode and, finally, the electronics needed
for the ultrasonic wave generation), is instead 17 × 10 × 6 cm3 in volume, with a
weight of approximately 700 g.

By exploiting the end effector degrees of freedom of the Resist platform, the
contact sensors can be displaced in every point of interest located on the beam’s and
piles’ surface under monitoring, both in vertical and horizontal directions, reaching
precisely the emerging crack and performing the contact ultrasonic measurements
(Fig. 8).
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Fig. 8 RESIST mobile application

4 Structural Vulnerability and Risk Management

Exclusively based on robotic measurements RESIST can assess the probability of
structural failure and damage for the transport structure of interest under extreme
loading that includes, severe earthquakes, explosions, fire, landslides, high winds
and scouring in tandem with adverse climatic conditions that accelerate material
deterioration. Then, based on damage, impacts are being assessed, including casual-
ties, environmental loss and direct and indirect economic impacts, with and without
protection measures and the risk is being determined. Finally, a protection measure
is selected that minimizes the risk and is cost effective (the cost of the protection
measure is less than risk reduction it produces).

The work has been implemented in three case studies involving bridges and
tunnels. Table 1 shows some of the results from the case study involving bridge T9 on
the Egnatia Highway network in Northern Greece, however, they are representative
of the other case studies as well.

From the above it is clear that the duration of the reinstatement dramatically affects
costs and that indirect costs are a multiple of direct costs.

Inspecting the damaged bridge is difficult, dangerous and slow. It has been
assumed that this inspection is performed by the RESIST RPAS that will provide all
the requiredmeasurements for structural assessment and that this will save 20 days in
the pre-construction process. Table 2 shows the monetary implications of the above.

5 Mobility Continuity

The mobility continuity module takes into consideration the highway users (i.e.
drivers) needs and the overall interaction between drivers and infrastructure
managers. With that in mind, a mobility continuity module has been developed that
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Table 1 Monetarised consequences of damage due to a severe earthquake without protection
measures

Type of cost Cost if average no. of vehicles
are on the bridge at the time of
the incident (e)

Cost if max. no. of vehicles are
on the bridge at the time of the
incident (e)

Reconstruction 2,100,000 2,100,000

Local traffic safety measures 66,000 (12 months ×
5500 e/month)

66,000
(12 months × 5500 e/month)

Loss of revenue because the
bridge is out of service

10,399,489 10,399,489

Total direct cost 12,565,489 12,565,489

Fatalities/injuries (3 of the
severely injured people died)

19,110,000

Fatalities/injuries (2 of the
severely injured people died)

9,213,750

Damaged vehicles 85,000 185,000

Travel delay cost to road
users due to detours

2,241,145,260
(6,140,124e/day × 365 days)

2,241,145,260
(6,140,124e/day × 365 days)

Total indirect cost 2,250,444,010 2,260,440,260

Total cost 2,263,009,499 2,273,005,749

Table 2 Monetarised consequences of damage due to a severe earthquake without protection
measures and with the RESIST RPAS performing the inspection of the damaged bridge

Type of cost Cost if average No. of vehicles
on the bridge at the time of the
incident (e)

Cost if Max. No. of vehicles on
the bridge at the time of the
incident (e)

Reconstruction 2,100,000 2,100,000

Local traffic safety measures 62,333
((11 months + 1/3 Month) ×
5500e/month)

62,333
((11 months + 1/3Month) ×
5500e/month)

Loss of revenue because the
bridge is out of service

9,829,654 9,829,654

Total direct cost 11,991,987 11,991,987

Fatalities/injuries (2 of the
severely injured people died)

17,290,000

Fatalities/injuries (1 of the
severely injured people died)

7,393,750

Damaged vehicles 85,000 185,000

Travel delay cost to road
users due to detours

2,118,342,780
(6,140,124e/day x345days)

2,118,342,780
6,140,124e/day x345days)

Total indirect cost 2,125,821,530 2,135,817,780

Total cost 2,137,813,517 2,147,809,767
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includes a mobile application, a road operator user interface and a road traffic simu-
lation environment. The mobile application will assist the highway driver to select
a route as well as provide alternative routes in case of an event leading to closure
or road capacity reduction. The same mobile application will also be the means
of dissemination of personalized messages via behavioral analysis based on data
provided by the user during the registration process and sentiment analysis through
a social media interface. The road operator user interface will be accessed via the
RESIST platform and will be coupled by a simulation environment where the road
operator will be able to run scenarios based on specific parameters and forecast the
traffic flow and effect of an event.

6 Conclusions

RESIST project is right now in the phases of integration and testing producing very
exciting results and innovations. It will provide a holistic approach to the increase of
resilience in the transportation sector with the use of robotics and ICT tools allowing
for a closer connection between the infrastructure managers/owners and the actual
users of the infrastructure (i.e. the drivers). The actual integrated system will be field
tested in 2 pilots taking place in real, operational infrastructure namely the T9-T11
bridge in Greece (Metsovo area) and the St Petronilla tunnel and Millaures Viaduct
in Italy. The 1st pilot (Metsovo area) will see the testing of the whole system in a
landslide scenario in the T9-T11 bridge. The aerial robots will take measurements,
both visual and contact, whichwill be transmitted to the vulnerability and risk assess-
ment modules for analysis. On the same time the ability of the mobility continuity
module will be tested on live conditions to see the ability to reroute traffic and prop-
erly disseminate information to users of the road. In the second pilot, the GPS denied
capabilities of the drones will be testing by operating them within the tunnel and the
vision system will be tested in damage detection of steel sections.
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Possibilities of Composite Distributed
Fibre Optic 3DSensor on the Example
of Footing Pulled Out from the Ground:
A Case Study
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Katarzyna Zuziak , and Sławomir Labocha

Abstract Distributed fibre optic sensing (DFOS) provides breakthrough possibili-
ties in the field of structural health monitoring (SHM) in comparison to conventional
spot measurements. It allows the measurements to be registered over the entire
measuring length, not only in one point of the structure. That is why this tech-
nology is becoming more and more attractive for geotechnics and civil engineering
applications, providing both technical and economic benefits. However, to utilize
all advantages of distributed sensing it is necessary to apply appropriate sensors,
which will be able to accurately reflect the real structural behaviour. This paper
discusses in situ application of unique (patented) composite DFOS displacements
sensors (3DSensors), which were embedded into the ground layers and compacted
around the footing. The research was conducted to observe the potential slip plane
generated during the vertical pulling of the footing out of the ground. Distributed
measurements were performed to obtain vertical displacement profiles around the
footing within the selected ground layers with a spatial resolution of 1 cm. Finally,
special visualization of ground deformation in 3D space was performed to analyze in
detail the physical changes between the footing and the surrounding ground. No other
techniques are currently able to obtain such information, as their application inside
the ground layers would disturb its behaviour. The operational rules of displacement
DFOS sensor, way of installation, course of the study as well as the exemplary results
are discussed hereafter.
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1 Introduction

1.1 Structural Health Monitoring (SHM)

Nowadays, Structural Health Monitoring (SHM) Systems are an essential and indis-
pensable tool for obtaining information on the operational behaviour of engineering
[1] and geotechnical structures [2]. Such systems are usually operated on the basis
of automatic sensors installed in real in situ conditions.

The knowledge acquired this way is very important for optimal decision making
[3, 4] and improving the safety of critical infrastructure while generating financial
savings. These savings should be considered in the context of the entire lifecycle
of the structure [5]. Additional in situ measurement information should be used
for optimization the designing procedures and standards, calibration of numerical
models, verification of theoretical assumptions, controlling the structural behaviour
during long-term operation with changing external conditions and finally managing
the maintenance of the structure (including renovation strategies)—see the scheme
in Fig. 1.

The need for performing in situ measurements results from many factors,
including the construction law and standard requirements [6, 7], but the most
important are the physical ones related to uncertainties arising from:

Fig. 1 The simplified scheme of the structural health monitoring process
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• material’s heterogeneity and associated random variations in its physical and
mechanical parameters (e.g. strength, elasticity modulus, coefficients of thermal
expansion, etc.),

• geometrical imperfections and tolerances (deviations from design, idealized
assumptions),

• random actions and loads (there is always a probability of occurring over-standard
values),

• time-dependent effects (e.g. creeping, shrinkage, fatigue), which are very difficult
to predict with required certainty,

• cyclic loads and changing external conditions (e.g. temperature, ground humidity,
barometric pressure, etc.),

• assumed theoretical simplifications and idealizedmodels applied duringdesigning
stage,

• the pressure of time and money that usually accompanies the investments
and increases the risk of human error at every stage of the process (design,
construction, exploitation and maintenance).
It is worth to underline that the number of the above factors are particularly
important for geotechnical structures, where uncertainties regarding the ground
parameters are much higher than in standard (cubature, overground) civil engi-
neering applications. The ground parameters may differ significantly depending
on their location and what is more, they are changing over time with the changing
external conditions (e.g. the humidity).

1.2 Distributed Fibre Optic Sensing (DFOS)

Due to the increasing number of applications in the field of structural health moni-
toring systems and taking into account the complexity of this problem resulting from
the above-mentioned factors, the new measurement solutions are constantly being
sought. Themain goal is to provide comprehensive and reliable structural information
while keeping the system cost-effective. The newly-designed solutions should focus
on early detection of local damages or defects [8], which could bring measurable
financial savings and improve safety.

Nowadays, one of the most promising technologies in this context is distributed
fibre optic sensing (DFOS) [9], which, in contrast to spot measurements, allows to
performmeasurements in geometrically-continuouswayalong the entire length of the
optical fibre (see Fig. 2).When using conventional spot sensors, there is always a high
uncertainty about what is happening between them and even advanced mathematical
models are not able to compensate for this uncertainty. On the other hand, the use of
multiple spot sensors at the same time (quasi-distributed measurements) is usually
economically and technically not justified. Thus, distributed sensing over distances
from several millimeters [10] to even hundreds of kilometers [11], can be considered
as a completely breakthrough solution.
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Fig. 2 The scheme of the measurements: spot (left), quasi-distributed and distributed (right)

The optical sensor, in which measuring element is the optical fibre, can replace
thousands of conventional spot sensors, depending on the applied spatial resolution
and measuring distance (usually from 100 to 5 measuring points per one meter of
the sensor). This creates completely new possibilities for the assessment of technical
condition of different types of engineering and geotechnical structures.

Performing measurements of selected physical quantities (usually strains or
temperature) in a distributed way is possible thanks to utilizing different optical
phenomena, like Rayleigh [12], Brillouin [13] and Raman [14] scattering. Each
approach is characterized by its own advantages and disadvantages and should
be chosen individually depending on the requirements of a given installation. For
example, Rayleigh scattering, due to its high spatial resolution, is adequate for precise
measurements with localized events over the length of tens of meters, while Bril-
louin scattering is usually applied for km-range measuring distances, but with worse
spatial resolution.

Another important aspect is the appropriate construction of the sensor itself, which
should allow to utilize all benefits of the DFOS technology. Appling the sensor which
is susceptible to plasticity effects or which is constructed with layers (analogously
like cables) causing the debonding or slippage effects, may invalidate the correct
measurements and lead to wrong decisions.

The concept and implementation of the monolithic, composite DFOS sensor (the
3DSensor) dedicated for measuring displacements (changes in shape) is presented
and discussed hereafter. The article describes the practical application of this solution
within the geotechnical field research, where the footing foundations were pulled-out
from the ground.

1.3 Research Problem

Research work was carried out within the framework of the project realized
by ENPROM Sp. z o.o. [15], NCBIR No. POIR.01.01.01-00-0789/17, entitled
“Elaboration of the new series of types of transmission towers 400 kV and suitable
for them foundations, in this of foundations to the use on grounds about particularly
disadvantageous geotechnical parameters”. This project used 400 kV transmission
towers and varying shallow foundations with increased pull-off capacity. During
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Fig. 3 The cross section and plan view of the exemplary footing investigated during research

the realization of the project, different types of footing foundations were investi-
gated (see example in Fig. 3), including prefabricated special overlay plates, hybrid
monolithic-prefabricated special footings strengthened with anchoring micropiles.
The uniqueness and usability of the performed research results from the fact that tests
were carried out on a full-scale (1:1) objects, in relation to foundations currently used
within 400 kV lines.

The project was led in cooperation with the Institute of Roads and Bridges, the
Faculty of the Civil Engineering of theWarsaw University of Technology. The struc-
tural solutions used in the project were patented and implemented during construc-
tion of new important 400 kV transmission lines in Poland, including the lines of the
relation Mikułowa-Czarna and Piła-Plewiska-Krzewina.

Another innovative aspect implemented during research was the application of
distributed fibre optic sensing for advanced analysis of the cooperation between the
footing and the surrounding ground. One of the aims was to observe the ground
deformations generated during the vertical pulling the footing out of the ground.
Thanks to the application of dedicated 3DSensors, it was possible to determine
vertical displacement profiles around the footing within the selected ground layers
with a spatial resolution of 1 cm. No other techniques are able to obtain such detailed
information, as the presence of traditional sensors inside the ground layers would
disturb its behavior and invalidate the results. The operational guidelines of the
displacement DFOS sensor, manner of installation, course of the study as well as
exemplary results are discussed hereafter.
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2 DFOS Measuring System

2.1 Construction of 3DSensor

The basic physical quantity measured with distributed sensing approach is axial
strain (με) in the optical fibre. There are number of solutions available on the market
(e.g. sensing fibres, cables or DFOS strain sensors) which are dedicated for this
purpose. However, in many engineering and geotechnical applications, it would be
very favorable to obtain the knowledge about displacements (mm) in the planes
perpendicular to the sensor’s axis. These displacements represent the change in shape
of the monitored structure.

The possibility of converting themeasured axial strains into the three-dimensional
displacements with practical and reasonable accuracy was investigated in some
publications [16–18]; however, their commercial application is very limited. In the
research described within this article, the patented (US and PL patents) solution
was applied in the form of the composite displacement sensor called 3DSensor.
This unique measuring tool was elaborated by SHM SYSTEM company [19]
during realization of the research project entitled “Development of the new fibre
optic sensor allowing for the determination of the vertical and horizontal displace-
ments of the studied objects at the distances of up to 120 km”. This project was
funded by the grant won at the National Centre for Research and Development
within the framework of Intelligent Development Operational Program 2014–2020
(POIR.01.01.01-00-0550/15).

During the design stage, the inventors of the 3DSensor were able to avoid the
main limitations and disadvantages of the widely applied DFOS sensing solutions
(usually based on the cable production technology). First of all, they did not use
plastic and steel to protect the optical fibre, due to their very limited elastic range
and plasticity effects, which disrupts the ability to take correct measurements. In
the 3DSensor’s core a special composite was applied, which allows for the use of
the fibre in a wide elastic range without fear of damage. Furthermore, there are
no intermediate layers inside the sensor, which usually would cause debonding and
slippage effects, not allowing for the appropriate strain transfer.Within the 3DSensor,
optical fibres, in their primary coatings, are fully integrated with the composite core
during production (pultrusion) stage, creating amonolithic cross-section. Exemplary
view of the laboratory and in situ version of 3DSensor are presented in Fig. 4a, b
respectively.

The main idea of the 3DSensor solution is to determine the displacement profile
based on axial strain measurements. For this purpose, there is a need to apply more
than one optical fibre and employ a special algorithm for data conversion (see also
Sect. 2.3).
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Fig. 4 Composite DFOS fibre optic 3DSensor for displacement (shape’s changes) monitoring:
a laboratory version; b in situ version

2.2 Optical Datalogger

Today’s market offers a wide range of DFOS devices for strain measurements, char-
acterized by many important factors such as: accuracy, resolution, distance range,
spatial resolution, frequency of measurement, price and many others. All of these
factors have to be carefully taken into account when testing innovative measurement
technologies such as the 3DSensor. In the research discussed in this paper, optical
backscatter reflectometer OBR4600 from Luna [20] was applied (Fig. 5a) to read the
3DSensors. Because a large number of optical sensors had to be read simultaneously
during tests, also optical switch operating with 15 channels was used (see Fig. 5b).

The optical backscatter reflectometer OBR is based on the Rayleigh scattering
phenomenon [21–23], which occur in every cross-section of the fibre due to the
partial structure of the matter and resulting fluctuations of the refractive index. These
imperfections cause the light to scatter in all directions, as well as backwards into the
optical device. Finally, the reflectometer determines the positions of all imperfections
and calculates their changes caused by both mechanical and thermal strains. The
positions of all local imperfections are random but constant for a given fibre and can

Fig. 5 a The view of optical backscatter reflectometer OBR4600 with the software; b the view of
the reflectometer with optical switch applied during measurements
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be compared to a unique fingerprint. By comparing the two patterns (e.g. before and
after loading), it is possible to determine strain or temperature changes, which could
be expressed by the following equation:

−�v/v = KT · �T + Kε · �ε (1)

υ mean optical frequency (Hz),
KT temperature calibration constant (°C−1),
Kε strain calibration constant (−),
ΔT temperature change (°C),
Δε strain change (με).

υ mean optical frequency (Hz),
KT temperature calibration constant (°C−1),
Kε strain calibration constant (−),
ΔT temperature change (°C),
Δε strain change (με).

It should be underlined that the final result of the measurement is a linear combi-
nation of mechanical and thermal effects. In the research described hereafter, sensors
were embedded inside the ground and measurements were performed in short-term,
thus there was no need to provide any thermal compensation. The temperature effect
could be neglected. It is also worth noting, that the temperature changes are very
important during long-term measurements of axial strains. However, the algorithm
for displacements calculation is capable of self-compensation due to temperature
changes, so even during long-term monitoring there is no need to install additional
temperature sensors.

The applied reflectometer software also allows for some measuring parameters
to be chosen during post-processing. Optical fibre can be graphically represented by
the chain of the individual spot gages as shown in Fig. 6. During data analysis, gauge
length (base of averaging the strains) as well as spatial resolution (gauges spacing)
should be defined.

Table 1 summarizes selected measuring specifications of the applied backscatter
reflectometer and shows the values of parameters chosen for further analysis.

Fig. 6 Graphical interpretation of selected parameters defined during data post-processing
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Table 1 Specifications of
applied optical reflectometer
and post-processing
parameters

Heading level Value Unit

Distance range (normal mode) up to 70 m

Strain measurement resolution ± 1 με

Individual gauge length (base) 10 mm

Spatial resolution (gauges spacing) 10 mm

2.3 Algorithm for Data Conversion

The construction of the 3DSensor, as stated before, needs to consist of more than one
optical fibre. For analyzing displacements in one plane, at least two fibres are required
and for full 3D calculations, at least three fibres. Usually, four fibres are applied to
increase accuracy and tominimize the risk of losing data through accidental breakage
of the fibre.

Let’s consider the simplest situation,were the 3DSensor is usedonly formeasuring
vertical displacements, which is the most important factor for many geotechnical and
engineering applications (e.g. settlement of embankments, bridge span deflections).
The key feature enabling the precise calculation is the very accurate arrangement of
the fibres around the neutral axis of the composite core.

The 3DSensor could be represented analogously by the chain of individual gauges
(see Fig. 7); however, each individual gauge is now represented by the geometry
of trapezoid. This trapezoid is defined by the distance between the optical fibres
(approximately equal to the height of the composite core), the spatial resolution and

Fig. 7 Graphical representation of the 3DSensor divided into individual trapezoidal gauges
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Fig. 8 Trapezoidal geometry of the individual gauge within the 3DSenor

measured strain profiles, causing the elongations and shortenings of the trapezoid
bases—see Fig. 8. It is worth noting, that the proposed approach excludes from
the analysis all axial effects causing the same changes of the lengths of trapezoid
bases. This means that for shape calculations only bending effects are important.
Mechanical axial force as well as temperature changes are compensated for by the
algorithm.

Finally, the calculated vertical displacement profile depends on the measured
strain profiles at the bottom and top surfaces of the composite core, the distance
between the fibres (height of the composite core), spatial resolution of applied
reflectometer and assumed boundary conditions (“Eq. 2”).

uv(x) = f (εB(x), εT (x), H, r, bc) (2)

uv(x) vertical displacement profile (mm) over length,
εB(x) strain profile (μE) over the bottom surface of the sensor,
εT (x) strain profile (μE) over the top surface of the sensor,
H distance between the bottom and top optical fibre (mm),
r spatial resolution (mm) (base length and spacing of individual gauges),
bc boundary conditions.

uv(x) vertical displacement profile (mm) over length,
εB(x) strain profile (μE) over the bottom surface of the sensor,
εT (x) strain profile (μE) over the top surface of the sensor,
H distance between the bottom and top optical fibre (mm),
r spatial resolution (mm) (base length and spacing of individual gauges),
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bc boundary conditions.

The boundary conditions should be defined depending on the way of installation.
For a free-supported beam, displacements within the supports are assumed to be
equal to zero. For the cantilever scheme the displacements and rotation at the first
node are equal to zero. In practice, usually the knowledge about displacements in
any two points along the sensor is required, which could be obtained from geodetic
surveys or through installation the sensor in the areas free from any deformations.

3 Installation and Location of the 3DSensors

The installation process of 3DSensors in ground layers around the analyzed footing
is quite fast and comfortable due to their lightweight and easy operation rules. The
sensors must be simply placed in the designed positions and covered with the earth,
which is further compacted according to standard procedures. There is no need to
provide a perfect bonding between the sensor and the surrounding ground—this is
one of the main differences between the DFOS strain and displacement sensors. The
slippage between the sensor and surroundingmediumwill significantly disturb strain
measurements, but still the shape of the sensor will reflect correctly the shape of the
medium. In other words, there is no need to provide bonding between the sensor and
the ground for correct displacement measurements.

During research, two measuring layers (planes) were arranged (see spatial visual-
ization inFig. 9, compare alsoFig. 3). The sensorswere placedparallel to the footing’s
edges at 80 cm and 160 cm from the footing’s base. The photo from the installation
stage, showing the arrangement of the sensors within the second measuring layer, is
presented in Fig. 10. The sensors pigtails were protected with the special tubes and
led to the mobile measuring station.

4 Experimental Research

4.1 Course of the Study

Altogether, three tests for different types of footings were investigated and this article
presents exemplary results in order to discuss the measuring possibilities. However,
all the tests had a similar course. The footing was pulled out from the ground through
specially designed stand (Fig. 11). The optical measurements were performed step
by step with the increasing force (with its fixed values).



786 R. Sieńko et al.

Fig. 9 The spatial visualization of the 3DSensor’s arrangement within the ground layers around
the analysed footing

Fig. 10 The view of the 3DSensor’s arrangement within the second layer: installation stage

4.2 Measured Strain Profiles

In each measuring step, strain profiles at the bottom (lower) and top (upper) surface
of the composite core of the sensor were measured with the resolution of ± 1 με.
The spatial resolution was set to 10 mm and it means that there were 100 measuring
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Fig. 11 The view of the stand for pulling the footing out from the ground

points defined over one meter of sensor. Including all sensors, one can state that
during one measurement session almost 10,000 individual gauges were analyzed.

Exemplary raw strain data from the 3DSensor no. S03 are presented in Fig. 12
both for the lower and upper surface. The shape of these plots indicates that both the
axial and bending effects influenced the senor’s behaviour. Axial tension was caused
in this case by the force generated due to the sensor’s restrain (friction) caused by
the surrounding ground during bending. In the long-term structural monitoring, axial
effects are also caused by temperature changes.However, for the shape’s change anal-
ysis, only bending effects are important, while axial effects can be simply neglected
(see Fig. 13).

Fig. 12 Exemplary raw strain data from the lower and upper surface of 3DSensor no. S03 coming
from both bending and axial effects
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Fig. 13 Exemplary strain data from the lower and upper surface of 3DSensor no. S03 coming from
bending effects (with the axial effects excluded)

4.3 Calculated Displacement Profiles

The strain profiles at the lower and upper surface are the input data for the displace-
ment algorithm described in Sect. 2.3. The assumption about boundary conditions
was that the vertical displacements at the beginning and at the end of the measuring
length are equal to 0. Results are expressed directly in millimeters. Vertical displace-
ments profiles from exemplary measuring stage (at fixed values of pull-out force)
are presented in Fig. 13 (top view, plots projected onto the measuring plane) and in
Fig. 14 (spatial visualization).

It should be noted that no other reference techniques were applied due to their
infeasibility or economical limitations. The presence of massive spot sensors or other
methods could significantly disturb the ground behaviour, while flexible composite
3DSensors are do not disturb (reinforce) the ground in any way.

Despite the lack of a reference technique, the accuracy of the proposed solution
was verified during a number of laboratory tests and other in situ installations (these
will be the subjects of the authors’ upcoming publications). For example, the refer-
ence horizontal inclinometer system, installed together with the 3DSensor along the
road embankment, indicated that themean difference between these two independent
techniques was less than 0.5 mm over a distance of 50 m. The results of the tests
performed under laboratory conditions are even better.

5 Discussion and Conclusions

The article presents and discusses the new measurement solution based on DFOS
technology and the unique and patented 3DSensor. This solution allows to determine
displacement profiles based on the measured strain profiles and is directly dedicated
for geotechnical and engineering applications. It could be successfully applied for
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Fig. 14 The view of the exemplary vertical displacement profiles in both layers projected onto the
measuring plane: top view

Fig. 15 The view of the exemplary vertical displacement profiles: spatial visualization
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bridges, dams, embankments, slurry and retaining walls, roads, highways, pipelines,
landslide areas and many others structures. The proposed solution is also suitable for
experimental researches, both in the laboratory and in situ conditions.

This relatively simple approach to displacement calculation is based on the chal-
lenging production technology of the sensor itself, where the optical fibres are fully
integrated into the composite core at the production stage. The key to the innovative
technology is the precise position of the fibres in reference to the neutral axis of the
composite core. Excessive deviations in position, could cause that the final accuracy
of the method to be negatively affected in practical applications. The accuracy of the
3DSensor is guaranteed by an appropriate production regime and quality control.

It is worth noting, that the parameters of the sensor are adjustable depending on
the requirements of a given project. For example, the corematerial and itsmechanical
properties such as elasticity modulus can be modified (the lower the modulus, the
lower the impact of the sensor on the structural behaviour of the monitored specimen
or structural member). Another example could be the geometry of the composite
core: the higher the sensor’s cross-section, the more sensitive the sensor to small
vertical displacements.

In this article, world’s first unique research was described, showing the proposed
measurement solution successfully being applied in a structural test setting. The full-
scale footings applied as foundations of 400 kV transmission towers were prepared in
a special research field and placed under physical stress. Effects on the surrounding
ground layers were studied using the patented 3DSensor technology. One of the aims
of the research was to propose an optimal structural solution, which will provide
appropriate level of safety and economical benefits at the same time. Distributed
fibre optic displacement measurements significantly contributed to this challenging
task.

The development of DFOS techniques andmeasuring tools have resulted in a clear
increase in applications in this field in recent years. DFOS displacement monitoring
systems were installed in Poland e.g. within:

• industrial, reinforced concrete tower,
• steel and composite bridges,
• innovative smart bridge deck panels,
• road embankments,
• road (asphalt) layers,
• gas pipelines,
• slurry walls and concrete piles (as an alternative for conventional inclinometer

system),
• prestressed-concrete slabs and girders,
• composite collectors, and
• other structures.
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It should be noted, that the number of the installed displacements monitoring
systems is still much lower than the number of systems dedicated for strain measure-
ments. Despite the successfully implemented examples, there are still some chal-
lenges that need to be addressed, e.g.: remote and automated measurements within
structural healthmonitoring, clear anduseful software for data processing, data acqui-
sition, final accuracy for longer distances and poor spatial resolution (for Brillouin-
based systems), long-term stability including the resistance to environmental factors.
However, the potential benefits coming from DFOS displacement measurements
clearly indicate that this technology will continue to be dynamically developed in
the near future.
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Multidisciplinary Investigations
of a Steel–Concrete Composite Bridge

Lorenzo Benedetti, Paolo Borlenghi, Manuel D’Angelo,
Alessandro Menghini, Giacomo Zonno, Francesco Ballio, Marco Belloli,
and Carmelo Gentile

Abstract The paper presents the results from the multidisciplinary investigations
performed on Baghetto Bridge. The structure, built in 1966, crosses the Adda
river between the Municipalities of Castello dell’Acqua and Chiuro. It consists
of three steel–concrete composite girders of different lengths supported by stone-
masonry piers. The research program involved several investigations: (i) docu-
mentary research, (ii) ambient vibration testing, (iii) hydraulic study, and (iv) FE
modelling and updating. After a concise review of the bridge history and a brief
description of the structure, the hydraulic study based on existing topographic surveys
is presented. This latter analyses allowed the estimation of hydraulic actions as well
as the evaluation of possible hydro-geomorphologic scenarios. Subsequently, the
complete results of the experimental tests are described and discussed. The modal
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parameters identified from the dynamic survey allowed validation of the numer-
ical model, together with a more in-depth interpretation of the actual behaviour
of the bridge. Moreover, the overall investigation allows to sound the presented
multidisciplinary approach for the structural assessment of existing bridges.

Keywords Bridge monitoring · Operational modal analysis ·Model updating ·
River bridge · Scouring

1 Introduction

Bridges and infrastructure networks play an essential role in the development and
economic growth of a country. In Italy, numerous bridges were designed before the
70s according to codes and regulations that today are considered outdated, making
their structural assessment of increasing interest. Furthermore, these structures are
exposed to several causes of damage: ageing ofmaterials, increase of traffic loads and
vibrations, and natural hazards. Particularly, river bridges are threatened by floods;
different statistics [1–3] indicate that the most frequent causes of bridge failures are
attributed to floods. As a consequence, the integration of the investigations focused
on the structure and on the hydraulic aspects, in a multidisciplinary context, is crucial
to perform a complete safety evaluation for river bridges.

Within a recent collaboration between Politecnico di Milano and Regione
Lombardia, several bridges in the north of Italy were studied. The main objective
of the project was the definition of criteria and guidelines for the maintenance and
management of roadway infrastructures. Firstly, a risk-based prioritization method-
ology at a regional scale was adopted, and, subsequently, recommendations for the
implementations of Structural Health Monitoring (SHM) systems were provided. In
addition, nine bridges were selected for the validation and the practical application
of the proposed approach.

The paper describes the multidisciplinary investigation performed on one of the
selected structures: the Baghetto bridge (Fig. 1). The Baghetto bridge was built in
1966 over the Adda river, and it still represents today a node for the local vehicular

)b()a(

Fig. 1 The Baghetto bridge: view from the upstream (a) and downstream (b) side
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traffic. It has a steel–concrete composite deck with stonemasonry piers, a total length
of about 50 mand three spans of different lengths. The selected SHM strategy for
this structure was the periodic ambient vibration testing (AVTs). As known from
the scientific literature [4–9], vibration-based techniques are particularly suitable
for existing bridges allowing the estimation of the modal parameters of the struc-
ture in operational conditions. According to the recent Italian Guidelines for the
Management and Monitoring of Bridges [10], the AVTs will be repeated every four
months.

The paper is structured as follows: Sect. 2 presents the documentary research and
the detailed description of the bridge; Sect. 3 focuses on the hydraulic study; Sect. 4
describes the first dynamic survey performed in July 2020; Sect. 5 presents the FE
modelling and the results of the updating procedure. Conclusions are then proposed
in Sect. 6.

2 The Baghetto Bridge: Description and Documentary
Research

The Baghetto Bridge (Fig. 1) is a three-span steel–concrete composite bridge built
in 1966 over the Adda river. It carries the route SP23 between the municipalities of
Chiuro and Castello dell’Acqua, about 10 kmfrom the city of Sondrio, in the north
part of Lombardy (Italy).

The structure is approximately 50 m long, and it is composed of three simply
supported girders. The steel–concrete composite girders have different lengths, equal
to 19.06, 17.22 and 13.40 m, and have a free span (i.e. the distances between the
supports) respectively equal to 18.76, 16.62 and 13.10 m. The carriageway has a
width equal to 4.5 m providing an alternating one-lane. The piers and one abutment
are in roughly cut stone masonry with a concrete strengthening in the upper part,
while the other abutment is in reinforced concrete. Regarding the geometry, piers
and abutments have a height—starting from the foundation level—of about 7 m. The
piers have an approximately rectangular section (2.30 m × 5.50 m) with rounded
edges. The longitudinal and plan views of the bridge are shown in Fig. 2a.

The metallic part of the cross-section consists of three identical steel I-girders
spaced of 1.5 m, connected by intermediate cross-bracings (double channel sections)
and diagonals (angular sections). The upper part of the cross-section consists of a
reinforced concrete slab with an height of 0.18 m. The detailed dimensions of the
cross-section are shown in Fig. 2b. According to [11], the collaboration between the
concrete slab and the steel beam is obtained by welded stud connectors (Fig. 2b).
Regarding the layout of the metallic bearing supports, they restrain transverse and
longitudinal displacements on one side of each span, while allowing longitudinal
translations on the opposite side (flat-sided roller bearing typology).

The documentary research revealed the presence of the original design documents
in the archives of theLocalAuthority responsible for the routemaintenance.As stated
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Fig. 2 Original blueprints of Baghetto bridge: a plan and longitudinal section; b detail of the
steel–concrete composite deck

)b()a(

Fig. 3 a View of the right embankment to access the bridge; b detail of rust signals
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in the design report [11], the investigated bridge was built in 1966 in substitution of
an older timber structure. The older bridgewas designed in 1877 by Francesco Polatti
and built by the “Stabilimento Nazionale di Costruzioni in ferro Pietro Bizzarini”
[11]. The project of the newer bridge involved the substitution of the deck with the
aforementioned steel–concrete composite structure, the construction of a new abut-
ment in reinforced concrete and the strengthening of the existing piers and abutment,
involving mainly the use of inclined and vertical micro-piles for the foundations.

In summary, the bridge underwent different phases of maintenance and recon-
struction works that are herein listed:

• 1877—Construction of the original timber bridge;
• 1966—I-girders bridge construction (actual structure) and strengthening of stone

masonry piers and abutment;
• 2016—Maintenance of the steel girders with sandblasting and powder coating.

Nowadays, the structure exhibits a fairly good state of preservation with only a
few signs of rust expansion, generating the deformation of some diagonal members
of the girder (Fig. 3).

3 Hydraulic Investigations

Hydraulic processes on a bridge can develop at different spatial and temporal scales.
For this reason, a hydraulic study on a bridge considers processes at the local scale
of the bridge up to the river basin scale.

In general, for hydraulic actions on bridges three main categories are usually
considered: (i) the hydraulic force on the structure, intended as the lateral load on the
piers and the deck; (ii) the erosion of the riverbed at the base of the piers (foundations)
that can provoke changes in the structural behaviour of the bridge or even lead to
a structural failure; (iii) erosion of the abutment and asportation of the access road
embankment due to lateral migration of the river.

3.1 Definition of the Hydraulic Scenario

Hydraulic modelling based on the existing topographic surveys of the river and the
basin was performed to evaluate the hydraulic actions (i) and (ii) on the Baghetto
bridge.

Figure 4 shows the flow field in the area around the bridge in case of a 200-year
flood (the reference event in the Italian code). Adda river runs with a subcritical
current and very variable speed depending on the topographic conditions (up to
3.7 m/s). On the left the flow is bounded by the steep valley side, while it can freely
expands on the right side,which is not protected by levees or embankments, to occupy
part of the agricultural and natural floodplain with water depths up to 2.0 m and low
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                  (a) (b)

Fig. 4 a View from upstream of Adda river crossed by the bridge. The blue rectangle highlights
the 2Dmodel domain of figure (b). The arrows indicate the direction and the intensity of the current
velocity up to 3.7 m/s for the event T = 200 years. Note the expansion of the river in the right
floodplain

speeds (<1.0 m/s). Therefore, the right access road to the bridge, that crosses the
floodplain perpendicularly is submerged: embankment is covered in stonemasonry,
so that it appears little vulnerable to direct erosion by the flow, at least in a first-level
evaluation. A further threat for the right embankment (and shoulder) may come from
lateral shift of the riverbed (action (iii)): however, by observing historical aerial and
satellite images since 1954, no evident signs of bank erosion—that induces the lateral
migration of the river—were noted; lateral erosion may be, therefore, considered as
little probable.

The presence of a weir, 150 m downstream of the bridge, used for the exploitation
of a hydroelectric power plant, influences the morphology and the hydraulic regime
of the river upstream. The main result from the simulation is that the bridge is hit by
the current at the level of the deck with a water depth equal to 5.6 m (with respect
to the lowest point of the riverbed at the bridge) and a depth-averaged-flow velocity
equal to 2.63 m/s. Therefore, the bridge results to be inadequate with respect to
the Italian code, which states that the distance between the water surface and the
deck must be not lower than 1 m. Moreover, in case of debris transport (trees’ logs,
shrubs, etc.), the vegetation would increase the hydrodynamic force on the structure
by hitting the deck or occluding one or more spans. The observation of historical
series of satellite images and the visual inspection carried out at the bridge did not
show evidence of frequent debris accumulation at the bridge. However, the same
may not be valid in case of extreme events.
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3.2 Hydraulic Actions on the Bridge

In this section hydraulic actions on the structure are estimated from a quantitative
point of view.

Loads on deck and piers. Both hydrostatic and hydrodynamic force act on the
bridge, due to the difference of water depths between upstream and downstream of
the structure. The hydraulic force is calculated singularly for each structural element
(the piers and the deck).

The two piers have equivalent hydraulic conditions. Assuming a drag coefficient
equal to 1.33 [12] on each pier, the total hydraulic force along the river current direc-
tion is equal to 93kN (45 and48kN for the hydrostatic andhydrodynamic component,
respectively), as shown in Fig. 5a. Note that the static component weighs about half

Fig. 5 Hydraulic actions on the bridge for a 200-year event: a plan view of the total lateral force
acting on one pier (yellow) and on the deck (green); b longitudinal view of the buoyancy force
acting on one pier and of the maximum estimated scour depth
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of the total. Considering that the static component is approximately proportional to
the difference in water level between upstream and downstream, there is a consid-
erable uncertainty in the calculation of this value. In fact, the water level difference
is approximately equal to the energy losses at the bridge, in turn governed by the
concentrated loss coefficients. These coefficients represent an element of significant
arbitrariness in the hydraulic calculation. For example, a variation from the standard
values for a bridge (m1 = 0.3; m2 = 0.5) to the typical values of the most abrupt
transitions (m1 = 0.5; m2 = 0.8), produces an increase of 29% to the total force
calculated for the 200-year event.

For the calculation of the lift component, only the buoyancy force has to be
considered. The up-thrust corresponds to a reduction of 10 kN/m3 of the specific
weight of the submerged part of the structure.

For the calculation of the hydraulic force on the deck, it was assumed a surface of
impact A= 22.31m2 (L= 50.70m; h= 0.44m) and a current velocity V= 3.16m/s,
increased of the 20% with respect to the depth-averaged velocity, according to the
typical vertical velocity profile. The total force along the river current direction is
equal to 493 kN (123 and 370 kN for the static and dynamic component, respectively).

Drag coefficient is chosen according to Parola et al. [13], indicating the value Cd
= 1.9 as the upper envelope of the coefficient for a rectangular prismatic obstacle.

For what concerns the vertical component of the force, the static component
depends on the submerged volume of the deck. In the most extreme condition, when
the air is entrapped between the beams, the buoyancy force can reach 1000 kN. Few
experiments exist for the evaluation of the lift dynamic coefficient of a submerged
deck. Relying on Malavasi and Guadagnini [14], it was calculated a negative lift
force (downward direction) of the same order of magnitude of the buoyancy force.

To have better perception of the lateral hydraulic loads, it is possible to compare
it to the lateral wind load acting on the deck, although it was not considered in the
design loads of the bridge. For a column of trucks that occupies the bridge in length
and 3 m in height (to be added to the thickness of the deck, equal to 1 m) and wind
speed equal to 25 m/s, the resulting force is equal to 155 kN.

Erosion processes on foundations. The erosion of the riverbed, reducing the level of
the ground around the foundations of the piers and abutments, can affect the stability
of the entire structure.

Erosion is a cyclic process that can develop at different spatial and temporal scales.
Whereas the processes are characterized by very distinct spatial scales, their effects
remain separate and can simply be added. The general degradation of the river bed
at the largest scales (both spatial and temporal) can be excluded due to the presence
of the weir, which stabilizes the topographic longitudinal profile of the riverbed. At
smaller scales, local and contraction erosions around the piers may arise during an
extreme event. Local erosion is due to the presence of the pier which creates vortices
at their base. On the other hand, contraction scour is caused by the increase of velocity
generated by the constriction of the cross-section area of the riverbed at the bridge.

In the literature there are several models that estimate the maximum scour depth
that may develop at pier foundations in case of flood. The local scour was calculated
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through CSU equation [15] and Melville model [16]. Both approaches estimate a
maximum scour depth of approximately 5 m. Contraction scour, calculated through
Larsenmodel, is equal to 2m. In this case study, local and contraction scour processes
act at similar spatial scale. Thus, it seems more appropriate to consider only the most
severe of the contributes, and not the sum of the two (Fig. 5 b). However, a post-event
survey of the riverbed should verify the likelihood of this estimate, which is mainly
based on laboratory tests.

The evaluation of the resultant bearing capacity of the foundation in case of
extreme event was not assessed in this paper. According to the original blueprints, a
pile cap with a group of piles support the piers 7 m below the ground. A 5m lowering
of the riverbed elevation could therefore threat the stability of the structure.

4 Ambient Vibration Testing and Modal Identification

In order to evaluate the dynamic characteristics of the bridge in operational condi-
tions, an ambient vibration test (AVT) was performed on July 20th, 2020. During
the test, the vertical and transverse structural response was measured: three cross-
sections for each span were instrumented for a total of eighteen measuring positions.
24-bit resolution DAQs and high sensitivity (10 V/g) piezo-electric accelerometers
and servo accelerometers were used during the tests. The structural responses to
ambient and operational excitation were recorded at a sampling frequency of 200 Hz
and datasets of 3600 s were collected.

The modal identification was carried out applying the Frequency Domain
Decomposition (FDD) technique [17].

Only the vertical dynamic characteristics are herein discussed. Figure 6 shows
the results of the data processing in terms of the largest singular value (SV) lines for
each span in the range of 0–26 Hz. Four vibration modes are identified by the local
maxima of the first SV line for the longest spans S1 and S2 (Fig. 6a, b), whereas two
vibration modes are identified for the shortest span S3 (Fig. 6c). The corresponding
mode shapes are reported in Fig. 7: the mode shapes follow the expected sequence
of bending (B) and torsion (T) modes of first and second order.

5 FE Modelling and Updating

The 3D numerical model of the bridge (Fig. 8) was developed withMIDAS software.
In particular, the three main girders, as well as the diagonals and transverse trusses,
are simulated by frame elements with appropriate cross-sections. The concrete deck
is modelled through 4-noded rectangular shell elements and the connection between
the shell elements and the main girders is performed with rigid links with the rotation
along the vertical direction released. The connection between the bracings and the
chords was assumed as an ideal hinge.
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Fig. 6 Largest singular value (SV) lines and identification of natural frequencies (FDD): a Span
S1, b Span S2 and c Span S3
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(a) 
Mode B1S1: fFDD = 5.322 Hz Mode T1S1: fFDD = 8.203 Hz

Mode B2S1: fFDD = 16.55 Hz Mode T2S1: fFDD = 20.95 Hz

(b)
Mode B1S2: fFDD = 5.908 Hz Mode T1S2: fFDD = 9.033 Hz

Mode B2S2: fFDD = 20.95 Hz Mode T2S2: fFDD = 23.83 Hz

(c) 

Mode B1S3: fFDD = 9.326 Hz Mode B1S3: fFDD = 12.65 Hz

Fig. 7 Vibration modes identified from AVT: a Span S1, b Span S2 and c Span S3

Fig. 8 FE model of the Baghetto bridge with the indication of the calibrated parameters
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(a) 
Mode B1S1: fFEM = 5.00 Hz Mode T1S1: fFEM = 8.15 Hz

Mode B2S1: fFEM = 16.76 Hz Mode T2S1: fFEM = 21.70 Hz

(b) 
Mode B1S2: fFEM = 6.07 Hz Mode T1S2: fFEM = 9.30 Hz

Mode B2S2: fFEM = 20.27 Hz Mode T2S2: fFEM = 25.29 Hz

(c) 

Mode B1S3: fFEM = 9.26 Hz Mode B1S3: fFEM = 13.20 Hz

Fig. 9 Vibration modes of the updated model: a Span S1, b Span S2 and c Span S3

In total, a relatively large number of elements were employed to obtain a regular
distribution of masses, a good description of geometrical details and to avoid
frequency sensitivity to mesh size. Overall, the numerical model consists of 816
elements, 6441 nodes and an average mesh size of 0.7 m (Fig. 8).

Once the geometry of the numerical model is established, the selection of the
structural parameters to be updated is the next key issue. Broadly speaking, the
following aspects should be always considered to prevent the ill-conditioning of the
inverse problem and to improve the robustness of the updated parameter estimates:
(i) consider a smaller number of updating variables than experimental parameters
used as targets; (ii) update only the uncertain structural parameters; (iii) check the
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Table 1 Comparison between experimental and numerical frequencies

Mode Id Exp Base model Manual tuning

f FDD (Hz) f FEM (Hz) DF (%) f FEM (Hz) DF (%)

B1
S1 5.32 4.94 −7.11 5.00 −6.08

T1
S1 8.15 7.91 −2.89 8.15 0.02

B2
S1 16.55 16.59 0.26 16.76 1.25

T2
S1 20.95 21.24 1.36 21.70 3.58

B1
S2 5.90 6.10 3.35 6.07 2.79

T1
S2 9.03 9.40 4.08 9.30 3.03

B2
S2 20.95 20.34 −2.90 20.27 −3.23

T2
S2 23.83 25.48 6.91 25.29 6.13

B1
S3 9.33 9.30 −0.36 9.26 −0.69

T1
S3 12.70 13.33 4.92 13.20 3.93

DFave(%) 3.42 3.07

DFmax(%) 7.11 6.13

sensitivity of natural frequencies to the selected parameters and avoid low-sensitivity
structural parameters. In addition to the latter considerations, the following assump-
tion were adopted for the Baghetto bridge: (a) the effect of soil-structure interaction
was neglected, (b) all the materials were considered isotropic with constant mass
density (γ s = 7850 kg/m3; γ c = 2400 kg/m3) and Poisson’s ratio (νs = 0.3; νc =
0.2), (c) the concrete deckwas assumed 0.18m thick based on the original blueprints,
(d) a mass per unit area of 200 kg/m2 was applied on the concrete slab to account
for the non-structural masses (i.e. asphalt and curbs).

An initial FE model (Base model) was developed to check the similarity between
experimental and numerical modal parameters. The initially adopted elastic modulus
of steel and concrete was set equal to 205 GPa and 32 GPa, respectively. The results
in term of natural frequencies are shown in Table 1: the sequence of vibration modes
corresponds to the observed one while the frequency discrepancy (DF = f FEM/f FDD
− 1) between experimental (f FDD) and numerical values (f FEM) exhibits an acceptable
correspondence, with the major difference being equal to 7% for the first bending
mode of the first span.

In order to improve the quality of the match between numerical and experimental
frequencies, a manual tuning procedure was performed considering the structural
parameter that is mostly affected by uncertainty, namely the elastic modulus of the
concrete deck (Ec). As shown in Fig. 8, the parameter Ec was considered separately
for each span.

The manual tuning procedure involved the variation of the selected parameter in a
constrained range until a minimum in the average discrepancy function (DFave) was
found. For the first span (S1) the best solution was obtained with Ec being equal to
35 GPa, while for the other two spans (S2 and S3) the minimum was obtained with
Ec being equal to 31 GPa. As shown in Table 1, the correlation with the experimental
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natural frequencies have been increased, achieving a preliminary validation of the
numerical model with a discrete accuracy (Fig. 9).

6 Conclusions

The paper focuses on the multidisciplinary investigations performed on the Baghetto
bridge (Sondrio Province, Italy), within a recent collaboration between Politecnico
di Milano and Regione Lombardia, aimed at the definition of criteria and guidelines
for the maintenance and management of roadway infrastructures.

The investigations on the Baghetto bridge included documentary research,
hydraulic study, ambient vibration testing, FE modelling and updating. From the
attained results, the following conclusions can be drawn:

(1) The hydraulic load on the bridge and the maximum scour depth in case of flood
event were estimated, with some uncertainties, through the hydraulic study;

(2) During the AVT, performed with the bridge fully open to traffic, 10 vertical
vibration modes (4 modes for spans 1–2 and 2 for span 3) were identified in
the frequency range of 0–26 Hz;

(3) The identified natural frequencies allowed the manual tuning of the elastic
modulus of the concrete deck—the structural parameter affected by the higher
uncertainties—obtaining a preliminary calibration of the model (DFave =
3.07%, DFmax = 6.13%).

The adopted SHM strategy for Baghetto bridge, namely periodic dynamic testing,
involves the execution of other AVTs in the next months, also including the analysis
of the lateral modal behaviour. In addition, to conclude the structural evaluation of
the bridge, the estimated hydraulic loads and the scour depth, and the updated FE
model will be used to predict the expected variations in the modal parameters of the
structure.

Acknowledgements The support of Regione Lombardia is gratefully acknowledged. Sincere
thanks are due to G. Cazzulani, PhD (MECC, Politecnico di Milano) who assisted the authors
in conducting the field tests.
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Data Management in Structural Health
Monitoring

Elia Favarelli , Enrico Testi , and Andrea Giorgetti

Abstract With the advent of 5G and the future 6G communication systems, the
number of devices interconnected to the networkwill increase exponentially, offering
unprecedented monitoring capability. The autonomous structural health monitoring
(SHM) of many structures and bridges represents an important application that can
exploit such capability; however, generating a considerable amount of data that must
be elaborated and managed. In such a scenario, this paper proposes a set of machine
learning (ML) tools to detect anomalies in a bridge from vibrational data. The pro-
posed framework starts from the first two fundamental frequencies extracted through
operational modal analysis (OMA) and clustering, followed by a density-based time-
domain tracking algorithm. The fundamental frequencies extracted are then fed to
one-class classification (OCC) algorithms that perform anomaly detection. Then, the
effect of reducing the number of sensors used to monitor the network, the number
of bits used to quantize the accelerometric measurements, and the observation time
is reported, with the purpose to reduce the amount of data stored without degrad-
ing the damage detection capability of the system. As a case study, the Z-24 bridge
is considered because of the extensive database of accelerometric measurements in
both standard and damaged conditions. In numerical results a widely comparison of
OCC algorithms is reported; more in detail, principal component analysis (PCA),
kernel principal component analysis (KPCA), Gaussian mixture model (GMM) and
one-class classifier neural network (OCCNN)2 are tested and their robustness is eval-
uated. In many cases, OCCNN2 algorithm increases the performance with respect to
classical anomaly detection techniques in terms of accuracy. Moreover, it is observed
that only three sensors are sufficient to accomplish the anomaly detection task and
that the number of bits and the observation time can be reduced considerably without
affecting the algorithms performance.
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Keywords Anomaly detection · Dimensionality reduction · Modal analysis ·
Neural network · Structural health monitoring · Vibration measurement.

1 Introduction

Nowadays, structural health monitoring (SHM) represents a fundamental research
field in a society where historical and modern infrastructures coexist harmoniously.
In this scenario, despite replacing the existing infrastructures, buildings, and bridges
with functionally and economically costly solutions, it is preferred to maintain and
protect the existing structures [1]. This preservation can be achieved through appro-
priate monitoring.

As far as bridges are concerned, some statistics highlight the relevance of the
problem. For example, currently, in Italy there are almost 2, 000 bridges that require
special monitoring; in France, 4, 000 bridges need to be restored, and 840 are consid-
ered in critical conditions; in Germany, 800 bridges are reputed critic; in the United
States of America, among the 600, 000 bridges, according to a conservative estimate,
at least 1% of them is considered deficient. In this sense, SHM offers numerous solu-
tions for anomaly detection [2–4].

In literature, numerous damage detection and localization strategies have been
presented and tested [5, 6]. Part of them focuses on the extraction of the most signif-
icant damage-sensitive features of the structure under analysis. Such techniques can
be divided into model-free and model-based: in the former, information is gathered
by measurements (e.g., acceleration, temperature, position), while in the latter, data
comes from measurements and prior knowledge of a model of the structure [7].

Since the whole procedure results complex and requires a specific fine-tuning
of several parameters that depend on the structure under analysis, the adoption of
machine learning (ML) techniques to detect changes in the damage sensitive features
received increasing interest recently [8–12].

In this work, we attempt to investigate strategies to detect anomalies in bridges
and structures with a reduced number of sensors, samples, and resolution bits, to find
low-cost solutions and reducing the data storage requirements, with the aim to extend
this strategy to an extensive set of infrastructures. The proposed framework starts
from the fundamental frequencies extraction from the accelerometer measurements
through stochastic subspace identification (SSI), cleaning, and clustering [7, 8, 14–
18] and then performs modal frequencies tracking in the time domain [11]. The first
two fundamental frequencies are then considered as a feature space used to train one-
class classifiers to perform damage detection. In particular, the main contributions
are the following:

• We compare several ML algorithms performance for the anomaly detection task.
• We propose strategies to reduce the amount of data stored to detect anomalies in
structures.

• We investigate the effect of sensor failure on algorithm performance.
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• We evaluate the effects of reducing the number of samples on the classification
accuracy.

• We consider the effect of resolution bits to account for low-cost sensors unavoid-
able in large-scale monitoring.

The performance of the proposed solution is investigated on a real dataset using
the accelerometric data available for the Z-24 bridge [19, 20]. The proposed anomaly
detection algorithms principal component analysis (PCA), kernel principal compo-
nent analysis (KPCA), Gaussian mixture model (GMM), and one-class classifier
neural network (OCCNN)2 are compared in terms of accuracy.

Throughout the paper, capital boldface letters denote matrices and tensors, low-
ercase bold letters denote vectors, (·)T stands for transposition, || · || is the �2-norm
of a vector, and 1{a, b} is the indicator function equal to 1 when a = b, and zero
otherwise.

The paper is organized as follows. In Sect. 2, a brief overview of the acquisition
system, the accelerometers setup, and the monitoring scenario is presented. The
fundamental frequencies extraction technique adopted is rapidly revised in Sect. 3.
A survey of anomaly detection techniques is reported in Sect. 4. The traffic generated
by the acquisition system and some possible strategies to reduce it are presented in
Sect. 5. Numerical results are given in Sect. 6. Conclusions are drawn in Sect. 7.

2 System Configuration

The Z-24 bridge was located in the Switzerland canton Bern. The bridge was a
part of the road connection between Koppigen and Utzenstorf, overpassing the A1
highway between Bern and Zurich. It was a classical post-tensioned concrete two-
cell box girder bridge with a main span of 30m and two side spans of 14m. The
bridge was built as a freestanding frame with the approaches backfilled later. Both
abutments consisted of triple concrete columns connected with concrete hinges to the
girder. Both intermediate supports were concrete piers clamped into the girder. An
extension of the bridge girder at the approaches provided a sliding slab. All supports
were rotated with respect to the longitudinal axis that yielded a skew bridge. The
bridge was demolished at the end of 1998 [19]. During the year before its demolition,
the bridge was subjected to long-term continuous monitoring to quantify the bridge
dynamics’ environmental variability. Moreover, progressive damage tests took place
over a month, shortly before the complete demolition of the bridge, alternated with
short-termmonitoring testswhile the continuousmonitoring systemwas still running.
The tests proved experimentally that realistic damage has a measurable influence on
bridge dynamics.
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Fig. 1 Data acquisition setup along the Z-24 bridge: the selected accelerometers, their positions,
and the measured acceleration direction [13].

Fig. 2 Block diagram for signal acquisition, processing, feature extraction, tracking, and anomaly
detection

2.1 Data Collection

The accelerometer’s position and their measurement axis are shown in Fig.1. In
this work, we considered l = 8 accelerometers, identified as 03, 05, 06, 07, 10,
12, 14, and 16, which are present in both long-term continuous monitoring phase
and in the progressive damage one.1 The accelerometer orientation is highlighted in
Fig. 1 with different colors, red, green, and blue, staying respectively for transversal,
vertical, and longitudinal orientation. Every hour Ns = 65, 536 samples are acquired
from each sensor with sampling frequency fsamp = 100Hz which corresponds to an
acquisition time Ta = 655.36 s. Since the measurements are not always available,
there are Na = 4, 107 acquisitions collected in a period of 44 weeks.

2.2 Data Pre-processing

The block diagram depicted in Fig. 2 represents the sequence of tasks performed for
the fully automatic anomaly detection approach presented in this work.

Some pre-processing steps have been applied to the data to reduce disturbs, the
computational cost, and thememory occupation of the subsequent elaborations. First,
a decimation by a factor of 2 is applied to each acquisition; hence the sampling fre-
quency is scaled to fsamp = 50Hz. Such sampling frequency is considered sufficient
because the Z-24 fundamental frequencies fall in the [2.5, 20]Hz frequency range

1 Some accelerometers that experienced failures during the long-termmonitoring have been avoided.
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[19]. After decimation, data are processed with a finite impulse response (FIR) band-
pass filter of order 30 with band [2.5, 20]Hz, to remove disturbances outside the
band of interest.

At the end of the decimation step, the amount of samples for each acquisition
Ndec is already halved (Ndec = Ns/2 = 32, 768) and that represent a first important
step in the data management process.

3 Frequency Extraction and Data Partitioning

The fundamental frequencies extraction chain is depicted in Fig. 2; from the vibra-
tional data the fundamental modesμ(a,n)

p are extracted through the widely known SSI
algorithm [7], where p represent the pth mode, a stays for the acquisition index, and
n represent the model order varied in the range n ∈ [2, 160] (with step 2) [11]. The
resulting modes can be cleaned up by the spurious ones though classical mode selec-
tion methods (i.e., modal assurance criterion (MAC), mean phase deviation (MPD),
complex conjugate poles check, and damping ratios check) [15, 17, 18, 21] and
clustered with the K -means algorithm [8, 14]. The residual modes after selection are
represented with μ̄(a,n)

p , and the modes after clustering with μ̄(a)
p . The results of this

approach applied for all the acquisitions are the blue points depicted in Fig. 3. After
that, a density-based mode tracking algorithm is proposed to track the fundamental
frequencies; firstly the algorithm is initialized evaluating 200 acquisition to detect
the number of tracks s and their starting position, after that trough a Gaussian kernel
evaluation their position is update step-by-step for each acquisition [11]. At the end
of the tracking algorithm the first two fundamental frequency tracks fs = {

f (a)
s

}Na

a=1
with s ∈ {1, 2} are extracted and stored in the following matrix (see also Fig. 3b)
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Fig. 3 On the left, fundamental frequencies extracted throughSSI for eachmeasurement on the right
first two natural frequencies estimation after the density-based tracking algorithm. Blue and green
backgrounds highlight the acquisitionsmade during the bridge’s normal condition, used respectively
as training and test sets, while the red background stands for damaged condition acquisitions used
in the test phase
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Fig. 4 Examples of feature transformation due to the effect of a low number of sensors, a low
number of bits, and a low number of samples with respect to the standard measurement condition
reported on the left
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At this point, the fundamental frequencies extracted must be divided into train-
ing, test in standard condition, and test in damaged conditions sets. As described
in [19], the damage is introduced at the acquisition a = Nd = 3, 253, correspond-
ing to the installation of a lowering system. Therefore, from now on, the matrix
X̄ = F1:2Nd−Na−1,: contains the training points (blue background in Fig. 3b), Ȳ =
F2Nd−Na:Nd−1,: contains the test points in standard condition (green background in
Fig. 3b), and Ū = FNd:Na,: contains the test points in damaged condition (red back-
ground in Fig. 3b). The three subsets of acquisitions that correspond to training, stan-
dard test, and damaged test points are, respectively, Ix = {1, . . . , 2Nd − Na − 1},
Iy = {2Nd − Na, . . . , Nd − 1}, and Iu = {Nd, . . . , Na}.

Let us define the offset x̂ as the column vector containing the row-wise mean of
the matrix X̄, and the rescaling factor xm = maxa,s |x̄a,s − x̂a|. Before proceeding
with the anomaly detection, the matrices X̄, Ȳ and Ū are centered and normalized
subtracting the offset x̂ row-wise and dividing each entry by the rescaling factor xm.
The resulting data matrices are X, Y and U, of size Nx × D, Ny × D, and Nu × D,
respectively, with D = 2 features. The result of this procedure is depicted on the left
of Fig. 4.

4 Survey of Anomaly Detection Techniques

In this sectionwe briefly reviewPCA,KPCA,GMMwhich are often adopted for one-
class classification (OCC) and introduce OCCNN2, a neural network based approach
recently presented [22–26].
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4.1 Principal Component Analysis

This technique remaps the training data from the feature space RD in a subspace RP

(where P < D is the number of components selected) that minimizes the Euclidean
distance between the data in the feature space and their projection into the chosen
subspace [27]. To find the best subspace to project the training data, the evaluation
of the D × D sample covariance matrix

Σx = XTX
Nx − 1

(1)

is needed. The sample covariance matrixΣx can be factorized by eigenvalue decom-
position as �x = Vx�xVx

T, where Vx is an orthonormal matrix whose columns are
the eigenvectors, while �x is a diagonal matrix that contains the D eigenvalues.
The eigenvalues magnitude represents the importance of the direction pointed by the
relative eigenvector. In our setting we select the largest component, hence P = 1,
therefore the best linear subspace of dimension one is vP, which coincides with the
eigenvector related to the largest eigenvalue of Σx. The projection into the subspace
is obtained multiplying the data by vP, i.e., xP = XvP, yP = YvP, and uP = UvP.

The error is evaluated reconstructing the data in the original feature space, i.e., X̃ =
xPvTP , Ỹ = yPvTP , and Ũ = uPvTP . After the reconstruction, it is possible to calculate
the error as the Euclidean distance between the original and reconstructed data.

Unfortunately, PCA is usually ineffective whit a low number of monitoredmodes;
moreover, the variability of the frequencies estimated due to environmental effects
can affect the PCA performance [28]. This is because PCA can find only linear
boundaries in the original feature space; hence it is recommended when the problem
dimensionality of the problem is high and the boundaries between the classes can be
considered linear.

4.2 Kernel Principal Component Analysis

Due to the inability of PCA of finding non-linear boundaries, here we propose KPCA
as an alternative [29]. KPCA firstly maps the data with a non-linear function, named
kernel, then applies the standard PCA to find a linear boundary in the new feature
space. The kernel function, applied to the linear boundary, makes it non-linear in the
original feature space. A delicate point in the development of KPCA algorithm is the
kernel function choice. In [30], where the data distribution is unknown, the radial
basis function (RBF) kernel is proposed as the right candidate. Given a generic point
z that correspond to a 1 × D vector, we can apply the RBF as

K (z)
n = e−γ ||z−xn ||2 , with n = 1, 2, . . . , Nx (2)
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where γ is a kernel parameter (which controls the width of the Gaussian function)
that must be set properly, xn is the nth row of X, and K (z)

n is the nth component
of the point z in the kernel space. Overall, the vector z is mapped in the vector
k(z) = [K (z)

1 , K (z)
2 , . . . , K (z)

Nx
]. Remapping all the data in the kernel space, we obtain

the subsequent matrices Kx of size Nx × Nx for training, Ky of size Ny × Nx for
validation, and Ku of size Nu × Nx for test, respectively.

Applying now the PCA to the new dataset, it is possible to find non-linear bound-
aries in the original feature space.

4.3 Gaussian Mixture Model

Another well-known data analysis tool, named GMM, has been used to solve OCC
problems in literature [31]. This approach assumes that data can be represented by a
mixture of M multivariate Gaussian distributions. The outputs of the algorithm are
the covariance matrices, Σm , and the mean values, μm , of the Gaussian functions,
withm = 1, 2, . . . ,M. The GMM algorithm finds the set of parameters Σm and μm

of a Gaussian mixture that better fit the data distribution through iterative algorithms
like stochastic gradient descent or Newton-Raphson [8, 9].

4.4 One-Class Classifier Neural Network2

This algorithm exploits the flexibility of the standard feed-forward neural network
(NN) in an anomaly detection problem. It is based on the OCCNN paradigm [24] that
provide to generate artificially anomalous points with a spatial density proportional
to the one inferred by the Pollard’s estimator [32]. Such anomalous points will be
used during the training to estimate the class boundaries. This procedure is repeated
several times to refine the edges step-by-step. Unfortunately, Pollard’s estimator
may exhibit accuracy degradation when the dataset points distribution deviates from
Poisson. Based on these considerations, the OCCNN2 share the same strategy of
OCCNN but the first boundary estimation is made by an autoassociative neural
network (ANN) that provide good boundaries estimation also with non-Poisson data
distributions [11].

5 Data Management

This section analyzes the amount of data that must be stored to perform anomaly
detection on the vibrational waveforms and some strategies that can be implemented
to reduce such volume of data. Considering a network of l = 8 synchronized sensors
interconnected to a coordinator that stores the accelerometric measurements, it is
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easy to observe that if each sensor collects Ns = 65, 536 samples each acquisition
with Nb = 16 resolution bits, the total amount of data stored by the coordinator is
Mt = NsNbNal � 32Gbit = 4GB for Na = 4, 107 acquisitions. This considerable
amount of data has been stored in an year of non continuous measurements, where
the actual acquisition time is Tt = TaNa � 44, 860m � 448 h. The volume of data
in a continuous measurement system in a year would be around 47GB. To reduce
the mass of data the first step is decimation. Considering that in this application the
fundamental frequencies of the bridge fall in the interval [0, 20]Hz, to comply with
the sampling theoremwith a guard band of 5Hz a sampling frequency fsamp = 50Hz
is enough to capture the bridge oscillations. Since the measurements are acquired by
accelerometers with fsamp = 100Hz, a decimation by factor 2 can be adopted so that
data volume is halved:Md = Mt/2 � 2GB. Starting from the decimatedwaveforms,
three other tunable parameters can be modified to reduce the volume of data without
deteriorating the performance of the OCC algorithms significantly:

• The number of sensors l; this also reduces the network costs.
• The number of samples Ns or equivalently the acquisition time Ta; this has benefits
also on the energy consumption and network lifetime in battery-powered sensors
[33, 34].

• The number of bits Nb; this also reduces the accelerometer cost.

All these possibilities will be analyzed and widely discussed in the next section.
In Fig. 4 some working points of the system are reported and compared with the
reference working condition after decimation (l = 8, Nd = 32, 768, Nb = 16).

6 Numerical Results

In this section, the proposed algorithms are applied to the Z-24 bridge dataset to
detect anomaly based on the fundamental frequencies estimation [7, 35, 36], and
a reduced number of features. The performance is evaluated through the accuracy,
considering only the test set:

Accuracy = TP + TN
TP + TN + FP + FN

(3)

where TP, TN, FP, and FN, represent respectively true positive, true negative, false
positive, and false negative predictions. Such indicators are obtained comparing the
actual labels [ζ (1), . . . , ζ (Na)], with those predicted by the OCC [̂ζ (1), . . . , ζ̂ (Na)].
In this application, labels are 0 for normal condition and 1 for anomaly condition,
respectively. Therefore,

TP =
∑

a∈Iu

1
{
ζ (a), ζ̂ (a)

}
and TN =

∑

a∈Iy

1
{
ζ (a), ζ̂ (a)

}
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with FN = Nu − TN, and FP = Ny − TP. In the case of unbalanced classes in the
test set, the F1 (function 1) score represents a more reliable metric to evaluate the
performance regarding accuracy: it is the harmonic mean of precision and recall; a
perfect model has an F1 score equal to 1.

The feature space has dimension D = 2, and the three dataset used for training,
test in normal condition, and damaged condition, have cardinality Nx = 2, 399, Ny =
854, and Nu = 854, respectively. For PCA, the number of components selected is
P = 1. For KPCA, after several tests the values of P and γ that ensure the minimum
reconstruction error are P = 3 and γ = 8. For GMM the order of the model that
maximize performance isM = 10. Regarding the OCCNN2 the first step boundary
estimation is made by a fully connected ANN with 7 layers of, respectively, 50, 20,
10, 1, 10, 20 and 50 neurons, with ReLU activation functions, and a fully connected
NN with 2 hidden layers with L = 50 neurons each one for the second step. All the
NNs are trained for a number of epochs Ne = 5, 000 with a learning rate ρ = 0.05.
The error adopted to evaluate the points displacement in the feature space from the
original position due to the different configurations is the root mean square error
(RMSE), defined as

E f = 1√
NaNs

√√√√
Ns∑

s=1

Na∑

n=1

( f (n)
s − f̄ (n)

s )2 (4)

where Ns is the number of features (Ns = 2), f (n)
s is the sth feature of the nth

acquisition in the initial configuration, and f̄ (n)
s is the relative data point in the

modified configuration.

6.1 Sensors Relevance

Before evaluating the effect of reducing the number of sensors, it is informative to
evaluate each one’s importance in the modal frequencies estimation. It is widely
known in the literature that the sensor position strongly affects the mode estimation
[7]. To verify the sensors’ relevance, we removed sensors one-by-one and evaluated
the error resulting in the feature space points with respect to the standard condition.
The error is calculated as the RMSE defined previously. As can be seen in Fig. 5, sen-
sor S10 generates the most significant error in the fundamental frequencies extraction
when removed. With this technique it is possible to sort the sensors from the most
relevant to the less one as follows: S10, S03, S16, S14, S05, S12, S06, S07. To evaluate
the performance with respect to the number of sensors used to extract fundamental
frequencies, the sensors will be removed in the same order, to consider always the
worst condition with the given number of sensors.
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6.2 Number of Sensors

Now that the sensor relevance is defined, we are able to verify the performance
by varying the number of sensors used on the structure to derive the fundamental
frequencies with low error. As we can see in Fig. 6 the accuracy of the algorithms
remains almost the same as long as the number of sensors available is greater than
2, as the error present a significant increase in correspondence of the gap between 2
and 3 sensors. Thus we can deduce that the minimum number of sensors that must
be used to monitor the Z-24 bridge is equal to 3. In this configuration it is easy to
notice that the amount of data stored is reduced to Msen = NsNbNa3 � 0.8GB.

6.3 Number of Samples

To evaluate the effect of the acquisition time on the anomaly detection performance,
we progressively reduced the number of samples used to extract the structure’s fun-
damental frequencies. As we can see in Fig. 7 the performance of the algorithms
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Fig. 7 Error varying the
number of samples
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Fig. 8 Error varying the
number of bits
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remain almost constant as long as the number of samples Ns is greater than 600, that
corresponds to an acquisition time of 12 s with a sampling frequency fsamp = 50Hz.
Reducing drastically the acquisition time, we achieve a significant reduction of the
data occupation, that in this configuration is Msam = 600NbNal � 0.04GB, without
performance degradation.

6.4 Number of Bits

he number of bits can also be dropped to reduce the volume of data stored and the
accelerometer cost. To test their impact on the performance,weprogressively reduced
the number of bits used to encode the waveforms extracted from the accelerometers
as reported in Fig. 8. As we can see, the error remains contained as far as the number
of bits used to encode the samples is greater than 6; likewise, the accuracy of the
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algorithms remain high as long as the error remains contained. Several low-cost
accelerometers are available on themarketwith a resolution Nb = 8, and these results
show that this type of sensor could accomplish the anomaly detection task. In this
case, the data occupation is Mbit = 8NsNal � 1GB. This relevant reduction of the
number of resolution bits is possible because of the anomaly detector capability to
cope with the error introduced in the modal frequencies estimation (depicted in red
in Fig. 8) caused by quantization.

7 Conclusion

In this paper, we presented a SHM system that aims to extract damage-sensitive
features with the minimum amount of resources necessary for anomaly detection
with high accuracy. An overview of some widely used anomaly detection algorithms
is provided. Three different approaches are proposed to reduce the volume of data
stored and limit sensors and network infrastructure costs. When the goal is to reduce
the amount of data stored, it is good practice to reduce the observation time and use
several high-resolution sensors; when the target is tominimize the sensor cost, a good
practice is to adopt several low-resolution sensors combined with long observation
time; when the objective is to contain the network infrastructure cost, few high-
resolution sensors and long observation time can be considered. To evaluate the error
introduced by these strategies and the performance of the algorithms, the RMSE and
the accuracy are used as metrics, respectively. The results show that these strategies,
when properly designed, can be adopted without significant loss of performance; in
fact, all the algorithms except the PCA, ensure an accuracy greater than 94% in all of
the proposed configurations, with the maximum performance reached by OCCNN2

whose accuracy never goes down below 95%.
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Distributed Fibre Optic Sensing
for Long-Term Monitoring of Tunnel
Inner Linings in Anhydrite

Fabian Buchmayer, Christoph M. Monsberger, and Werner Lienhart

Abstract Tunnels are civil engineering structures with a very long design lifetime of
100years ormore. In order to assess their long-term integritymonitoring systemswith
high robustness, long-term stability and high accuracy are required. Furthermore,
monitoring should not disturb the operation of the traffic since tunnel closures are
costly. This article discusses the design, installation and first results of a distributed
fibre optic monitoring system installed in the inner lining of a railway tunnel. Five
individual cross sections in an anhydrite area were equipped with the fibre optic
monitoring system. Anhydrite regions can cause problems over a long time as water
ingress causes anhydrite material to swell, which increases loads acting on the tunnel
lining. All instrumented cross sections are connected to the central communication
network of the tunnel and measurements can be conducted without interfering with
the tunnel traffic. The developed approach focuses on long-term monitoring, which
comprises special challenges regarding hardware, data processing and independent
verification measurements to evaluate the long-term stability of the measurements.
Additionally, issues such as cable bites by animals or forced changes of computer
operating systems must be considered to guarantee the suitability of the monitoring
system over decades.

Keywords Distributed fibre optic sensing · Long-term tunnel monitoring · Strain
distribution · Anhydrite area

1 Introduction

Nowadays civil engineering structures like railway tunnels are designed with a life-
time of more than a century. To ensure such long lifetimes, monitoring is important
not only during, but also after the construction phase. Sufficient and well-developed
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monitoring approaches increase safety and provide the basis for predictive mainte-
nance. However, it must be considered that monitoring results have to be delivered
also at times when limited or no access to the tunnel is possible.

Furthermore, the number of tunnels which have to bemaintained andmonitored is
constantly increasing. In Austria alone, three long tunnels (Semmering Base Tunnel,
Koralm Tunnel and Brenner Base Tunnel) with a total length of about 115 km are
currently under construction (see Fig. 1). In total, 440 railway tunnels with a total
length of 548 km exist in Austria [1]. These numbers show the potential and the need
for reliable monitoring systems in the future.

After the construction of a tunnel, the main monitoring program is finished and
only limited monitoring operations take place from time to time (e.g. every five
years). Possible are conventional methods like total station measurements, which
are commonly used also during construction to measure displacements of geodetic
targets mounted on the tunnel surface [3]. In geotechnical fault sections, different
geotechnical sensors are used to measure displacements, strain, and pressure [4].
Examples for such sensors are vibrating wire sensors (VWS), extensometers, incli-
nometers or pressure cells. These sensors give information about a specific location
and usually utilize one cable per sensor. Hence, the number of installed sensors in
one cross section is limited and the deformation behaviour of the structure must be
well known before the installation to select the right sensor positions. If the estimated
deformations are different and strains occur at locations where no sensors are placed,
important structural deficiencies may remain undetected. Many common geodetic

Fig. 1 Overview of three biggest tunnels currently under construction in Austria (after: [2])
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and geotechnical sensors additionally require a person to access the tunnel every
time a monitoring takes place. Since railway tunnels, especially in alpine regions
like Austria, are often bottlenecks, closures must be reduced to a minimum. There-
fore, new monitoring technologies are required, which reduce the need to access
the tunnel on the one hand, but also raise the number of the observed regions. The
present study intends to fill this gap, with a monitoring system based on distributed
fibre optic sensing (DFOS).

DFOS enables strain and temperature measurements along an installed sensing
cable. Hence, only one single cable is needed to collect measurements every 0.5 m
or 1 m up to a total cable length of 50 km or even 100 km. With DFOS, it is
possible to realise hundreds of measurement points inside one tunnel cross section.
By connecting several cross sections to one measurement chain, an analogy to the
neural system of a human body can be drawn. One measurement instrument together
with an appropriate software (the “brain”) can observe thousands of points directly
within the object, without any direct access to the monitoring section itself. Since the
instrument can be outside, e.g. in the service building, the tunnel can be monitored
and used for transportation at the same time.

This paper gives an overview of the practical realisation of a long-term moni-
toring system of tunnel inner linings based on DFOS. Since the monitored area is
within an anhydrite geological fault section, the geotechnical model predicts that
the deformation process will not be finalised in a few years after the construction
is completed. Rather, the section will continue to deform for 40, 50 years or even
longer. Therefore, all parts of the monitoring systemmust be selected with a focus on
long durability. In the following, the used measurement system (chap. 2), the geolog-
ical background of the monitored section and the installation process (chap. 3) are
introduced. Finally, first results (chap. 4) are presented and challenges of long-term
monitoring are discussed (chap. 5).

2 DFOS Measurement System

Fibre optic sensors become more and more popular in recent years in different appli-
cations, e.g. oil industry, military, medicine, automobile industry, air- and space
industries and many more. They can be basically divided into three different sensor
types: single point sensors (usually interferometric sensors like Fabry-Pérot and
SOFO (Surveillance d‘Ouvrages par Fibres Optiques)), quasi distributed sensors
(Fibre Bragg Gratings—FBG), and distributed sensors (Rayleigh, Raman and Bril-
louin). All of them are advantageous compared to conventional electrical sensing
techniques, since large distances between the reading unit and the sensors can
be realised using optical signals only. Due to the designed lifespan of more than
100 years, this is a real benefit, since no power supply and, therefore, no electrical
components are required directly at the monitoring locations.

Moreover, distributed fibre optic sensing provides the advantage that the sensing
cable can be directly embedded into structures (e.g. concrete) and the deformation
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behaviour can be obtained without a direct line-of-sight between the sensor and the
measurement unit.

In general, distributed sensing uses natural backscattering, which occurs when
light is injected into glass fibres. Depending on the method, intensity (Raman
and Rayleigh) or frequencies (Brillouin) are measured. This backscattering light
is affected by temperature and strain changes acting on the glass fibre and, hence,
it is possible to capture these physical quantities. The different measurement tech-
niques enable either only temperature (Raman) or a combination of temperature and
strain measurements (Rayleigh and Brillouin).

2.1 Sensing Principle

The presentedDFOS installation is based on theBrillouinOptical FrequencyDomain
Analysis (BOFDA), which requires an injection of the light on both sides of the fibre
for an improved signal to noise ratio. The achievable measurement precision ranges
from 2 to 10 μm/m (see e.g. [5]) for long distances of up to several ten kilometres.
BOFDA uses the so-called Stimulated Brillouin Scattering (SBS). On one side of
the cable, an amplitude modulated pump light is injected into the fibre (see Fig. 2).
At the same time, a continuous wave (CW, probe light) is injected into the other

Fig. 2 BOFDA principal (after [6])



Distributed Fibre Optic Sensing for Long-Term Monitoring … 829

side of the fibre. At the location, where these light waves meet inside the fibre, the
intensity increases and the glass begins to tremble. This generates an Acoustic Wave
(AW), which travels through the fibre with high frequency. The AW itself disturbs
the propagation of the light and, hence, also backscattering.

The backscattered light meets the incoming light, which increases the AW even
further. This self-amplifying effect increases the backscattering. The condition,
whichmust be fulfilled to generate this effect is, that the frequency of the two injected
light waves is not equal. Instead, the frequencies have to have a certain offset, which
is equal to the speed of sound in the glass fibre. In order to determine the right
Brillouin Frequency Shift (BFS), the instrument tunes the offset until the maximum
backscattering is found. Since temperature and strain are directly proportional to the
acoustic speed, it is possible to measure these quantities [6]. The distance informa-
tion, where temperature or strain changes occur, is calculated from the run time of
the light.

The two-sided measurement principle implies that measurements are no longer
possible, if the fibre breaks somewhere along the line. In that case, an instrument
based on the Brillouin Optical Frequency Domain Reflectometer (BOFDR) can be
used, where the light pulse is injected into the fibre at one side of the cable only
(see [7] and [8]). Since the natural backscattering is low, the signal to noise ratio
is decreased. Nowadays, commercially available instruments provide measurements
in both BOFDA and BOFDR mode. Therefore, it is not only possible to measure
with higher precision in loop configuration, but also to continue the monitoring with
lower precision if the fibre breaks along the sensing path.

TheBrillouin frequency shift�ν at every position along the fibre can be calculated
with the formula

�ν = ±2nνa

λP
(1)

where n is the refractive index, νa the acoustic speed and λP the wavelength of the
pump light. The BFS is the frequency difference between the peak of the Brillouin
Gain Spectrum (probe light) and the pump light [9]. Usually the BFS is between 10
and 13 GHz [10]. If the BFS changes between two measurement epochs, this implies
a change in temperature and/or strain.

2.2 Sensing Cables

As already discussed, Brillouin sensing units are sensitive to strain and temperature.
Therefore, when deriving strain values, temperature effects must be considered. In
practice, this is realised by installing two sensing cables next to each other.

The strain cable (blue cable in Fig. 3) used in the presented application is manu-
factured by SOLIFOSAG (see [11] for datasheet). This BRUsens V9with a diameter
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Fig. 3 Used fibre optic sensing cables: (a) strain cable BRUsens V9 and, (b) temperature cable
BRUsens TEMP

of 3.2 mm, where the outside is made of polyamide coating (IV) with a structured
surface, which enables a solid connection with the surrounding concrete. The next
two layers are a special metal tube (III) and an interlocking multi-layer (II). The
inmost part of the cable is the fibre (I) itself. All protection layers and the fibre
itself are properly connected with each other, hence, the strain is transferred from
the outside to the sensitive fibre.

The temperature sensing cable BRUsens Temp (red cable in Fig. 3), as well from
SOLIFOS AG (see [12] for datasheet), consists of several outer protection layers.
The cable is 3.8 mm thick and provides a special wired stainless-steel armouring
(III) for protection, which is surrounded by a polyamide outer sheath (IV). Inside,
a stainless-steel loose tube (II) filled with gel ensures that no strain is transferred to
the fibre (I) itself.

The measured BFS �ν consists of temperature changes (�T) and strain changes
(ε)

�ν

ν
= C∈ ∈ +CT�T (2)

where Cε and CT are the sensitivity coefficients and ν is the central frequency of
the measurement. Typical values of the linear sensitivity coefficients are around
500 MHz/1% for strain and 1 MHz/1 °C for temperature readings. Although cable
manufacturers often list default literature values for these coefficients, it is recom-
mendable to reliably determine these calibration parameters to avoid errors of up to
some percent [13–15].

The coefficients vary depending on different cable structures, or even on the
individual manufacturing process of each cable batch. Furthermore, slight variations
might occur between different Brillouin sensing units. Therefore, we developed our
own calibration facility at the Institute of Engineering Geodesy and Measurement
Systems—IGMS to perform fully automatic calibrations of strain transducers with
lengths of up to 30 m. The reference length is measured by a high-resolution laser
interferometer system. Detailed information on the calibration facility can be found
in [16].
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3 Geological Background and Installation

The installation of the fibre optic sensing cable took place in the years 2018 and
2019 in the tunnel “Langer Berg” in Austria. Together with one other tunnel and an
open construction part, the tunnel will have a total length of 6.1 km and is one part of
the so-called “Koralm Bahn”. The “Koralm Bahn” is a combination of newly built
railway tunnels and existing railway routes to shorten the travel time between the
cities Klagenfurt and Graz from more than 3 h to 50 min.

3.1 Geological Background

The sectionwhere themonitoring system is installed is challenging from a geological
point of view. The area is crossed by a 90m long anhydrite section [17], whichmakes
it necessary to implement extensive construction methods to increase the stability
and durability of the tunnel. Anhydrite is a swellingmineral, comparablewith plaster,
and swells when it encounters water.

Usually in areas without anhydrite, the forces acting on the tunnel are be around
200–300 KN/m2. This is about 20–30 tons, equivalent to 20–30 small cars. If there is
anhydrite in the soil, these forces increase to around 2000–5000 KN/m2, thus, up to
500 tons, which is comparable to an airplane. This is why enormous reinforcement
constructions are necessary when tunnels are built in anhydrite areas. Hence the
stability of the tunnel must be strengthened with enormous reinforcement to be able
to withstand these forces [18].

3.2 Installation Process

In order to reliably detect strain changes at an early stage, five cross sections in this
anhydrite area were equipped with the fibre optic sensing system. The construction
of the inner tunnel lining was carried out in two steps: First, the tunnel invert, and
a few months later, the tunnel vault was constructed. In each measurement cross
section, the sensing cables were installed in two layers. The first layer is closer to
the mountain and the second one is next to the tunnel cavity. A detailed overview of
the cable routing in the first construction step can be seen in Fig. 4. The temperature
sensing cable (red) was mounted at one side of the reinforcement, the strain sensing
cable (blue) next to it on the other side (see Fig. 4 in left upper corner) and hence,
reliable temperature compensation of the measured strain values can be guaranteed.

Since the sensing systems always requires a loop configuration for highly precise
measurements, the fibre optic installation also had to be separated into two parts.
Therefore, a temporary box was mounted in the invert (on the left side in Fig. 4),
which protected the remaining cables between the two installation stages. The cable
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Fig. 4 Installed fibre optic sensing cable in invert section

itself was guided along the reinforcement of the inner lining and fixed with cable ties
to be at the desired position during the concreting.

To assign coordinates to strain and temperature changes measured along the
installed sensing cables, selected position along the cables are measured with a total
station. The resulting 3D coordinates are used to transfer the cable routing to the 3D
tunnel coordinate system.

In addition to the spatial allocation of the fibre optic sensing signal, laser scans
of the instrumented cross-sections were performed to enable further analysis of the
potential deformations. Figure 5 depicts a laser scan of a cross section. The sensing
cables are shown in blue. Furthermore, the box with the connectors on the right side
can be seen. The red dotted line separates the two construction steps.

After the cables were installed in the vault, the second construction step was cast
in place using a moving formwork platform, Fig. 6.

Since the presented DFOS approach was designed for the long-term monitoring
over decades from the beginning, all individual cross sections were equipped with a
connection box. Starting from these connection boxes, the individual sensing lines
were connected to one total sensing line to form a fibre optic sensing network (see
Fig. 7).

At the current construction status, epoch-wise measurements of all cross section
are performed at the first connection box. Later, monitoring will be carried from
outside the tunnel without interrupting the tunnel traffic, which, however, requires
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Fig. 5 Laserscan of one measurement cross section with sensing cable (blue line)

further installation steps. As soon as the service building at the tunnel portal is
constructed, fibre optic supply fibres will be introduced in an already prepared empty
conduit. The connection cable with a length of about 1000 m can be used to link the
sensing cables to the measurement unit, but also to measure potential temperature
changes along its entire length. If the fibre optic instrument were installed perma-
nently at the service building, it would be possible to use it as a detector for e.g.
water penetration, since the temperature around the connection cable would change
in such cases.

4 First Results

The fibre optic sensing network is designed for long-term monitoring, where first
significant deformationswill only arise after years, or even decades. Therefore epoch-
wise measurements are performed on a quarterly basis at the beginning. Later, they
are carried out once to twice per year.

Figure 8depicts temperature-corrected strain profiles of one selectedmeasurement
cross section. The strain changes are relative to the zero measurement, which was
made on February 20th, 2019 immediately after the vault section was concreted. The
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Fig. 6 Formwork platform made of steel for the construction of the concrete inner lining

Fig. 7 Schematic overview of DFOS network
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Fig. 8 Temperature
corrected strain results of
measurement cross section

strain changes of the first two measurement epochs are up to around −50 μm/m.
Between these two measurements and the following three epochs there was just
minor changes. The total strain changes are up to −180 μm/m and homogenously
distributed along the entire lining. This indicates that the structural integrity of the
anhydrite is not affected at the current state.

5 Challenges and Outlook

Although such projects are planned and organized before the installation in detail,
unexpected incidents can never be ruled out completely. One incident happened
during one of the first measurement epochs after the installation. All cables had been
protected after the installation either through their embodiment inside the concrete
or inside empty conduits without any gaps. Nevertheless, the cables were found at
this epoch as depicted in Fig. 9a. A mouse or some other rodent had walked 1000 m
inside the empty conduit, which was already gaplessly installed from the outside of
the tunnel to the connection box. The connection box became the new “home” for this
little animal. Luckily, the mouse only destroyed one cable, which could be repaired.
To make all boxes inside the measurement cross sections and the connection box
safer, every entry inside the boxes was additionally sealed with a metal grid (see
Fig. 9b).

Another challenge are the hardware and software components of such a long-term
monitoring system. Nowadays, new operating systems come onto the market every
few years, and new security breaches are detected. The implemented monitoring
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Fig. 9 Connection box after mouse incident (a), and after protection (b)

system should be able to detect strain changes over decades, which means that every
step must be considered also from a temporal point of view. Some parts are already
designed in a special way to be prepared for a long durability. For example, the
file formats are transferable and no specific software is required, which might not
exist anymore in a few years. Hardware components, e.g. the fibre optic laser or the
entire measurement unit, might also be exchanged after decades, but can be reliably
calibrated in the IGMS laboratory.

Although all these upcoming challenges, the introduced DFOS installation repre-
sents an innovative monitoring concept for big infrastructure projects. Distributed
measurements can be performed without any access to the tunnel over decades,
which will hopefully lead to a better understanding of the structural behaviour and a
strengthening of predictive maintenance steps.
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Long-Term Monitoring Using GNSS:
Lessons Learned and Experiences
from 20 years of Operation

Caroline Schönberger and Werner Lienhart

Abstract Global Navigation Satellite Systems (GNSS) like GPS, Galileo,
GLONASS and Beidou are used for monitoring of civil structures and natural
phenomena since the 1980s. However, most of the implementations were either
short term or realized in a very controlled environment. In this article we report
about the experiences of more than 20 years of GNSS based monitoring of a large-
scale object. In 1999 the GNSS monitoring system was developed and installed
at a deep-seated gravitational mass movement in Austria and it is still operating.
The system gradually evolved during the years of operation to maintain a reliable
operation and to take new developments of information and communication tech-
nology (ICT) into account. This included the change from radio communication to
UTMS and continuous maintenance of the hardware (revision of GNSS stations,
revision of solar collectors, exchange of batteries) as well as software maintenance
(Firmware updates of GNSS receivers, software updates, change to new operating
systems). Especially the constant changes in the used software system results in
maintenance time, which is often underestimated. From these experiences we derive
lessons learnedwhich can be a guideline for other long-termGNSS basedmonitoring
systems.

Keywords GNSS monitoring system · ICT · Landslides · Long-term monitoring ·
Mass movement · Early warning system

1 Introduction

Since the 1980s Global Navigation Satellite Systems (GNSS) are used for the moni-
toring of civil structures and natural phenomena. The advantages of GNSS to other
geodetic techniques are independency of weather, the determination of deformations
in 3D and its economic efficiency due to the automated operation.
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Fig. 1 GNSS Monitoring using one or more static reference stations (REF) and several rovers on
moving objects (based on Lienhart and Ehrhart [5]). Note: exemplarily the required measurements
to at least 4 satellites are shown for one reference station and 3 rovers

Therefore, GNSS was used in monitoring projects in different fields: suspension
bridges [1], super-tall buildings [2], ships [3], landslides [4] andmanymore. Figure 1
shows the versatility of GNSS monitoring.

In 1999 a global GNSS measurement system was developed for the deformation
monitoring of a deep-seated gravitational mass movement in Austria. Previously,
traverse measurements, were carried out after a catastrophe in 1965/1966 [4]. The
improvementwith theGNSSmonitoring systemwas seen in a continuous observation
all year long, with minimum yearly maintenance work. This concludes to a better
time resolution of the monitoring object with less working hours.

Chapter 2 gives an overviewof themonitoring object and the aimof themonitoring
system. Its development, from manual measurements to the current system with a
24/7 operation with online presentation and early warning, is described in Chap. 3.
Chapter 4 takes a closer look to the current system and to challenges that are faced in
the long-term operation on the engineering side, where Chap. 5 focuses on additional
challenges.

2 Mass Movement Gradenbach

The mass movement Gradenbach is located in the south of Austria. Over the last
20 years, the behavior of the movement was observed via GNSS monitoring. The
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GNSSmonitoring system consist of 2 reference sites on stable ground. One is located
on the mountain ridge (R1) and the other one on an opposite hill (R2). With a large
height distance of about 800 m, correct handling of atmospheric influence is crucial
to achieve high accuracy of the position of the monitoring points. Gassner et al.
[6] demonstrated a point precision of around 7 mm can be achieved with specially
developed algorithms for the tropospheric modelling. An overview of the location is
shown in Fig. 2.

As seen in Fig. 2 there are 5 monitoring sites in the deformation area. Since 2012,
the sites MA and MC are monitored continuously. Those two sites were chosen,
because they are easy to reach, show large deformations and are at different heights.
The other monitoring sites are observed epoch wise.

The time series of the of the slope movement recorded by the monitoring stations
is shown in Fig. 3. It can be seen, that there are years with steady low movement
(~0.4 cm/month) and years with accelerated movements (up to 2 cm/day), where
accelerating phases start in spring, during the snowmelting season, and stop in the end
of summer. However, additional acceleration phases can also occur [7]. Especially
2018 was a year with a lot of movement (more than 40 cm for MC), which shows the
importance of the still ongoingmonitoring in this area.With the distribution of GNSS
sites, the behavior of the slope can be observed and an early warning system for the

Fig. 2 Monitoring object: mass movement Gradenbach. Image taken from location of reference
site R2
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Fig. 3 Time series of the monitoring stations in the main direction of slope movement

local community, based on empirical data, is provided. Furthermore, the impact of
counter measures like an additional drainage system can be assessed.

3 System Development

The system development can be divided into three main stages, starting from
manual measurements to a continuous monitoring system over the summer to the
current system of a continuous operation with online presentation. Table 1, shows
an overview of the used hardware and software over the years. Remarkably, the
GNSS Antennas are still working after more than 20 years and the receiver hard-
ware has only been upgraded once. However, a significant amount of labor went
into the constant upgrade to the latest operating systems which was necessary due to
IT-security reasons and drivers for peripheral devices like modems.
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Table 1 Timeline of the system development

3.1 Manual Measurements

From 1999 to 2002 measurements were carried out for 72 h, two times a year, one
in spring and one in autumn. The whole equipment had to be carried by foot to the
measurement locations and the data was stored on the laptop and on the internal
memory of the receivers, Fig. 4. Calculations were carried out manually after the
measurement with GRAZA, a software from GPSoft developed at the University of
Calgary. This first era was also used to develop and implement algorithms for an
improved multi-path elimination and height dependent tropospheric corrections [6].
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Fig. 4 First manual measurements

3.2 Continuous Measurements

In the second phase, data was collected during the whole summer and the data
collection changed to a real time transfer over radio link to a calculation center in
the valley, were coordinates were calculated with KFrun, a program developed at the
Institute of Engineering Geodesy and Measurement Systems (IGMS) of TU Graz.,
see Fig. 5. Those improvements could be established with the use of solar panels
which continuously charge back-up batteries for an uninterrupted power supply to the
instruments. Furthermore, this era laid the foundation for the current system. First,
tests with different receivers and antennas lead to usage of the current hardware.
Second, license agreements with the land owners for operating the sites a whole year
were contracted [8].

3.3 Yearlong Measurements

In the current state of the system the stations are not dismounted anymore, Fig. 6.
Once a year in spring, maintenance work is done at all sites. Especially the snow in
the winter damages the stations, or moves their center point away from the marker
point. This maintenance work is therefore essential. The data transfer was changed
to a Universal Mobile Telecommunications System (UTMS) connection, so the data
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Fig. 5 Continuous measurements with data transfer over radio link, left: radio antenna at a site,
right: radio antenna at the calculation center

Fig. 6 Current system with data transfer over UTMS
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is sent directly to Graz, where it is processed automatically and then added to an
online presentation tool [9]. This system is explained in more detail in Chap. 4.

4 Current System

As mentioned in Chap. 2, the monitoring system consists of the data collection at
the monitoring sites and the data processing, which is carried out at IGMS, in Graz.

Figure 7 shows the systems at both places. The left side shows a photo of the
reference site R1, with its equipment, on the top of the hill in around 2100 m. The
right side is a drawing of the data processing computer in Graz. The data transfer is
done via Universal Mobile Telecommunications System UMTS.

4.1 Monitoring Site

For a better understanding of the setup at a site Fig. 8 shows a photo of a site
and 3 colors are used to distinguish between the Parts: Data Acquisition (blue),
Communication (green) and Infrastructure (red).

Infrastructure. The infrastructure part, consisting of a tripod, solar panel,
batterie, fence and a box for lightning protection, is very important for operating
functional.

The fence is needed to keep cows and sheep away from the stationwithout harming
them. It is made out of wood and barbed wire, which both suffer under the weather
conditions during winter. This is why it is very important to repair it every spring
before the animals come back to the slope, since a broken or not properly tensioned
fence may harm animals. Besides animal suffering, an incident may also have an
impact on the relation to the land owner resulting in a termination of the land-use
license agreement. Fortunately, vandalism has not been a problem so far.

Fig. 7 Current system, left: Photo of a site, right: Data processing in Graz, Data Transfer via UMTS
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Fig. 8 Equipment at a site

Also, the tripod, made out of wood, needs to be checked for functionality during
maintenance work and, in case of malfunction, replaced.

The electricity circle containing the solar panel, the solar control and the battery are
checked every year. Batteries should be changed every 5–10 years for environmental
reasons.

Data Acquisition For GNSS data acquisition every site is equipped with a GNSS
antenna, a receiver, a data logger and the needed cable connections. Currently the
GNSS antennas used at the sites are choke ring antennas with radons and used since
the beginning of the GNSS measurements. They work totally fine, and no problems
have been detected so far. There was one change of GNSS receivers in 2009 to
upgrade to receivers with lower power consumption and more satellite channels.
Since then, the receiver needed one firmware update, because of an early Global
Positioning System (GPS) week roll over in 2017. Because the system is supposed to
run without permanent intervention, themissing firmware update was not recognized
immediately leading to a loss of data for a fewmonths. Because of End of Life (EOL)
notifications for our receivers, no more updates will be available, and in case of a
severe error, new receivers need to be purchased [10].
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Fig. 9 Data processing in Graz with its main tasks and programs

Communication For the communication part, a modem with a SIM card and a
UMTS antenna is needed. So far, the modems work properly, but there are no digital
drivers available to access them.For accessing themodem, aWindowsXPnotebook is
used. Furthermore, there is also anEOLnotification,whichwill lead to a replacement,
in case of severe errors. The UMTS antenna is exposed to all weather conditions,
which are very harsh in this area. Therefore, it has to be changed every now and then.

4.2 Data Processing in Graz

Figure 9 covers the data processing inGraz. It uses the programs: Perl, Batch, Bernese
GNSS Software [11], with built in tropospheric modelling algorithms by IGMS,
Windows Task Scheduler and Canary Systems (ML Web v.2019.1.0.46, [12]) to
cover the whole data processing part from importing data to an online presentation
of the coordinates.

Hardware and Operating System The computer is a Windows Computer with a
high-end server mainboard from 2011. Until the end of 2019Windows 7 was used as
an operating system, but with the end of the support forWindows 7 in the early 2020,
the system needed to be upgraded. Some programs could not run with Windows 10
anymore. Another disadvantage with Windows 10 is the constantly installed updates
and reboots of the computer. Those updates could result in compatibility problems
with the monitoring system. All in all, it is not a high-end computer anymore, and
because of the constant data writing and access to the hard disk, it suffers in speed
and capacity.

Software Focusing on the software of the computer, the data process contains
different software packages accessed by various programming languages and coor-
dination tools to get all necessary additional data (orbit correction data, ionospheric
data) and to calculate coordinates. This system is therefore dependent on the IT-
infrastructure of institutions that provide the data and updates in their IT-environment
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Fig. 10 Notification for FTP server address change on the website: http://www.bernese.unibe.ch/

Fig. 11 Notification for FTP access change on the website: https://cddis.nasa.gov/

result in updating the data processing scripts. Adaptation can be e.g. the change of
domain names from servers (Fig. 10) or change of the way of accessing servers, e.g.
FTP to FTP-SSL (Fig. 11) and are mainly caused by enhanced security standards.
Additionally, some files for Bernese GNSS Software expired in 2020 and had to be
created again (planetary ephemeris).

Online Presentation The system need only little supervision and changes like those
mentioned before can be left unseen for some time, which results in manually repro-
cessing old data. With the current Online Presentation Platform, those changes are
detected earlier and it is possible to react timely.

For the online presentation we use the program Canary System, where limits
can be set and automatic e-mail notification is sent. (Screenshot in Fig. 12), in case
of exceeding limits or if no data is available to import. It also includes a security

Fig. 12 Screenshot of an automatic E-Mail Notification after reaching a set limit

http://www.bernese.unibe.ch/
https://cddis.nasa.gov/
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protection. Our previous self-programed Version in PHP & HTML was online from
2012 to 2016, but then hacked and spammails were sent from this server. This should
not happen with our current online presentation tool.

Communication Furthermore, our mobile operator changed the IP addresses of the
modems to private IP addresses, which resulted in the impossibility to access them.
This problem has already been solved from our mobile provider by resetting to a
public IP address.

5 Additional Challenges

The engineering part of a monitoring system is challenging, but especially in a
long-term project other challenges occur.

One of those problems is that the peoplewho accepted license agreements ofmoni-
toring systems leave and their successors are not interested anymore. This constant
change over time also occurred at our institute, which highlights the importance of
an excellent documentation.

In Chap. 3, harsh winters are mentioned. Those tones of snow results in trees
bursting, danger of avalanches and closed roads during the winter. After the winter,
the roadmust be cleared from the fallen trees and the road is often not accessible until
early summer. This phenomenon of massive snowfall happened both in November
2019 and in December 2020 (Fig. 13).

Fig. 13 Massive snow, closed roads and fallen trees during winter
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6 Summary

For over 20 years now a GNSS monitoring system was developed, improved and
maintained on a mass movement in the Austrian alps. The system evolved from
manual epoch measurements to a full-automatic monitoring system with a data
transport over UMTS and an online presentation.

In those 20 years the IT-infrastructure of the system changed and needed to be
modified to keep operational. Security reasons were the major part of those adap-
tations. Nevertheless, those changes need to be detected and a very important tool
to spot them is the online presentation of the data. If no data is updated, there is
something wrong with the system.

Modifications in the engineering hardware are rarer, but therewon’t be a support of
aging hardware anymore. Especially in the rural area with a lot of snow, maintenance
work has to be done every spring, to keep the system operative.

Never forget a good documentation, especially on long-term projects.

7 Conclusion and Outlook

A long-term monitoring system will run through a lot of changes, that need to be
faced. Those can occur in various fields. Obviously, a steady development takes place
in hardware and software and in the way of communication, but also changes in
responsibilities or extreme weather will occur. These variations need to be addressed
so supervision and maintenance time is always required.

On the other hand, with a data series of more than 20 years conclusions on the
long-term behavior of the mass movement can bemade, which are very important for
an early warning system and the impact of counter measures like additional drainage
systems can be assessed.

This article focuses on the long-term monitoring using GNSS. However, satellite
measurements are only one part of the deformation measurements at the Graden-
bach mass movement. Additionally, terrestrial total station measurements are avail-
able since 1968, fiber optic strain measurements are performed since 2007 and wire
extensometer data is available since 1999. Furthermore, the measurement program
is constantly upgraded, taking new technology developments into account. Recently,
corner cube reflectors for satellite based interferometric synthetic aperture radar
(InSAR) were installed to complement the GNSS measurements.
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Assessment of Similar Reinforced
Concrete Arch Bridges by Operational
Modal Analysis and Model Updating

Giacomo Zonno and Carmelo Gentile

Abstract Results of themultidisciplinary activities carried out on the different spans
of a historic RC arch bridge are presented in the paper. The bridge, completed inMay
1917, crosses the Adda river between the small towns of Brivio and Cisano Bergam-
asco (about 50 kmNorth-East ofMilan) and represents a crucial node for the regional
vehicular traffic. The investigation program included: (i) documentary research in
the archives of Brivio town hall and National RoadwayAuthority (ANAS), (ii) visual
inspection and geometric survey of the arches intrados, (iii) ambient vibration tests,
(iv)mechanical characterizationof the concretematerials, (v) finite elementmodeling
of each span and vibration-based model tuning. The present paper, after a concise
summary of the multidisciplinary investigation carried out on the different spans
of the bridge, is mainly focused on structural modeling and vibration-based model
updating. In order to take advantage of the similarity of the different tied arches, a
simple system identification technique was used to update the models. The appli-
cation of this technique provided optimal models that accurately fit the identified
modal parameters of each span; in addition, the identified structural parameters are
in good agreement with the available characterization of the materials.

Keywords Arch Bridge · FE Modeling and Updating · Non-Destructive Testing ·
Operational Modal Analysis · Reinforced Concrete

1 Introduction

The ageing of existing Italian bridges and viaducts, often dating back to the fifties
and the sixties, as well as the almost constant increase in the service loads have
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highlighted the need to prioritize the maintenance of bridges in the national agenda
and to assess their state of preservation [1].

Within this context, a joint research between Lombardy Region and Politecnico di
Milano is ongoing to defineguidelines for the assessment andmaintenanceof regional
key infrastructures and the historicBrivio bridge [2]was selected for a comprehensive
investigation and the installation of a monitoring system. The bridge, built between
June 1913 and May 1917 [2], crosses the Adda river between the municipalities of
Brivio andCisanoBergamasco (about 50 kmNorth-East ofMilan) and still represents
a crucial node for the regional vehicular traffic. The bridge consists of three tied arch
spans, which are in principle perfectly equal.

The paper summarizes the main results of the dynamic-based assessment of the
bridge spans. The investigation includes documentary research in the archives of
Brivio town hall and National Roadway Authority (ANAS), visual inspection and
geometric survey of the arches intrados, physical tests on few cored samples carried
out to evaluate the Young’s modulus and the strength of the concrete in arches and
hangers, ambient vibration tests, FE modeling of each span and model updating.

In the theoretical part of the study, a base FE model was firstly developed and the
distribution of the Young’s modulus over each arch span was updated [3]. In order to
limit the number of parameters in the structural identification procedure and to solve
a well-conditioned inverse problem, each bridge was divided in 4 regions, with the
concrete Young’s modulus being assumed as constant within each zone.

In order to take advantage of the similarity of the structures, the simple tech-
nique proposed in [4] was used to update the models. According to this approach,
the approximate dependence of each modal parameter of the model on the updating
parameters is firstly approximately determined; afterwards, the same set of approxi-
mating functions was compared to its experimental counterpart of each arch span in
a minimization algorithm to provide the optimal estimate of the structural parame-
ters. The application of [4] provided optimal models accurately fitting the identified
modal parameters of each arch; in addition, the identified parameters turn out to be
in good agreement with the available characterization of the materials.

The paper is structured as follows: (a) Sect. 2 describes the main characteristics
of the bridge; (b) Sect. 3 describes the experimental tests; (c) Sect. 4 describes the
implemented FE models and model updating of each span and (d) Sect. 5 concludes
the paper.

2 Description of the Bridge

The Brivio bridge (Figs. 1 and 2), crossing the Adda river about 50 km North-East
of Milan, is 132.0 m long and consists of three reinforced concrete (RC) tied arches
spanning about 44.0 m each. Each span is in principle symmetric with respect to its
middle longitudinal and transverse planes.

The three spans are supported by two piers, whose foundations are built in the
riverbed, and two end abutments. The tapered concrete piers present a maximum
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Fig. 1 General arrangement of the Brivio bridge (dimensions in cm)

Fig. 2 Construction phases of the Brivio bridge

dimension at the base of 12.8 m (transverse direction) and 3.8 m (longitudinal direc-
tion). The piers rest on RC piles driven into the riverbed for a depth ranging between
13 and 16 m.

The deck of each arch bridge is about 9.05 m wide (Fig. 1), for two traffic lanes
and two pedestrian walkways, and consists of a cast in place RC slab supported
by: (a) two main longitudinal girders (0.45 m × 1.26 m, with 22φ44 steel bars of
reinforcement); (b) two minor longitudinal girders (0.20 m × 0.40 m) and (c) 16
transverse floor beams. The deck suspension is performed by 16 RC hangers (0.31 m
× 0.65 m), per each side of each span.

It should be mentioned that the bridge underwent several maintenance and
strengthening interventions during its lifetime, so that its current geometrical config-
uration exhibits some remarkable differences with respect to the original drawings
[2]. Themost significant variations involve: (a) the height of the arches cross-section,
that was originally (Fig. 3) varying between 1.25 m (crown) and 1.50 m (springers)
and is nowadays ranging between 1.32 m (crown) and 1.65 m (springers); (b) the
width of the arches cross-section, that was increased from 0.60 to 0.65 m; (c) the
height of the hangers (Fig. 4) that is slightly reduced due to the increase in the vertical
dimensions of both arches and deck slab; (d) the deck slab, now including one layer
(14 cm) of concrete (conceivably dating back to the original construction, Fig. 3)
and a further layer (about 26 cm thick) of lightweight concrete.
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Fig. 3 Original design drawings of the Brivio bridge [2]

Fig. 4 On site survey of the heights of the hangers on upstream side (i.e. of the arches intrados)
and arch axis according to the original drawings [2]

According to the documents and the geometric survey available in the archives of
ANAS [5], it seems that the previously described variations date back to a strength-
ening intervention performed in the ‘80 s; further maintenance were carried out at
the end of the ‘90 s (substitution of the bearings) and in 2014 (strengthening of one
pier).
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An upstream view of the bridge is shown in Fig. 1. The Brivio (Lecco) side is on
left bank, whereas the Cisano Bergamasco (Bergamo) side is on the right bank. In
this paper, the Lecco-side span is identified as Span 01, whereas the central span and
the Bergamo-side span is denoted to as Span 02 and Span 03, respectively.

3 Documentary Research, Geometric Survey and On-Site
Testing

After the strengthening of the pier supporting spans 2 and 3 (Fig. 1), performed in
2014, documentary research in the archives of Brivio and a first series of ambient
vibration tests was carried out [6]; furthermore, the FE model of one span was
developed [6] by assuming that the geometry of the model corresponded to the
original drawings.

More recently (March 2020), several other activities took place: documentary
research in the ANAS archives, on-site measurement of the dimensions of all hangers
and of some cross-section of the arches to verify the information collected in themore
recent geometric survey of the structure [5], mechanical sampling of materials and
a second series of dynamic tests.

3.1 Documentary Research and Geometric Survey

As previously stated, the bridgewas built between the end of 1913 andMay 1917, and
was designed by the Italian engineer Giuseppe Banfi [2]. Almost complete informa-
tion on the bridge design was found during the documentary research in the archives
of Brivio town hall, including original drawings, static calculation of the arches,
structural details of reinforcement and foundation system, construction materials
and code regulation adopted in the bridge design.

On the other hand, the bridge underwent severalmaintenanceworks during its life-
time and the documentary research recently performed in theANASarchives revealed
that the current geometrical configuration of the bridge exhibits some differences [5]
with the original drawings. The subsequent (March 2020) on-site geometric survey
of the arches intrados and of the dimensions of hangers confirmed a substantial reli-
ability of the variations observed in the last available geometric survey [5], in terms
of dimensions of the hangers (Fig. 4) and cross sections of the arches.
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3.2 Mechanical Characterization of the Concrete Materials

The mechanical characterization of the concrete materials was performed by coring
arches, hangers and deck in 24 different positions (Figs. 5 and 6). As shown in
Fig. 5, the samples were homogeneously distributed along the structure to obtain an
approximate representation of the mechanical properties of the different structural
elements of each span. In particular, 10 samples (from H01 to H10 in Fig. 5) were
drilled into the hangers, 11 samples into the arches (from A01 to A11 in Fig. 5) and
3 samples on the deck (D01, D02 and D03 in Fig. 5).

The 3 samples obtained from the deck (Figs. 5 and 6) were mainly aimed at
verifying the current height and stratification of the concrete slab.

Span 01 Span 02 Span 03 

A06

A01

D01 A07

A02

A08 A09

A03 A04

A10

A05

A11H08

H02 H03H01

H09

H04 H05

H10

H06 H07

D02 D03

Fig. 5 Samples location for the mechanical characterization of the concrete materials

Fig. 6 Coring samples from arches, hangers and deck
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The samples extracted from arches and hangers (Figs. 5 and 6) were subjected
to ultrasonic investigations and compression tests aimed at estimating the compres-
sive strength and the elastic modulus. Table 1 summarizes the dimension of each
specimen, the mass density, the ultrasonic pulse velocity and the compressive
strength.

Inmore details, 27 cylindrical specimenswere obtained from the 21 cored samples
from arches and hangers and—after the cutting, grinding,weighing andmeasurement

Table 1 Results of the mechanical characterization

Speci-menId Diameter Height Mass density Ultrasonic
pulse velocity

Compressive
strength

(mm) (mm) (kg/m3) (m/s) (N/mm2)

Span01 A01 99 95 2446 4481 59.24

A02a 99 196 2336 4424 31.44

A02b 99 100 2353 4354 48.33

A06 99 196 2246 4475 32.22

A07a 99 198 2361 4377 32.74

A07b 99 104 2345 4177 41.05

Span02 A03a 75 155 2405 4220 39.61

A03b 75 152 2390 4364 44.59

A08 99 207 2421 4759 49.89

A09 99 99 2437 4576 58.20

Span03 A04 99 196 2429 4663 35.34

A05a 99 208 2410 4538 49.11

A05b 99 104 2452 4483 57.55

A10a 99 103 2268 3941 29.75

A10b 99 203 2227 4079 28.71

A11a 99 197 2348 4298 35.21

A11b 99 177 2311 4407 39.62

Span01 H01 75 150 2277 3903 19.69

H02 75 151 2184 3946 18.33

H03 75 153 2382 4211 23.99

H08 99 201 2344 4382 28.58

Span02 H04 75 153 2411 4791 28.75

H05 75 156 2327 4112 15.39

H09 99 200 2365 4471 29.88

Span03 H06 75 140 2352 4074 25.35

H07 75 152 2334 4149 28.07

H10 99 201 2378 4238 20.92

Specimens a, b are extracted from the same core drilling
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operations—the ultrasonic pulse velocity was firstly evaluated in accordance with
the EN 12,504–4: 2004 standard [7]. Three measurements were carried out for each
specimen and the average results are listed in Table 1. The ultrasonic pulse velocity
values, ranging between 3903 and 4791 m/s, suggest a relatively good degree of
homogeneity of the concrete materials.

Subsequently, all the specimens underwent compression test according with the
EN12,390–3: 2019 standard [8] and6 specimenswere subjected to controlled loading
ramps to determine the modulus of elasticity, as established by the EN 12,390–13
standard [9]. The values of the compressive strength are summarized in Table 1,
whereas the following average values were obtained for the Young’ modulus:

Span 01 Arches EA = 34.77GPa
Hangers EH = 28.09GPa

Span 02 Arches EA = 33.34GPa
Hangers EH = 36.00GPa

Span 01 Arches EA = 36.46GPa
Hangers EH = 25.07GPa

3.3 Ambient Vibration Tests

Two series of ambient vibration tests (AVTs) were carried out to study the dynamic
behaviour of the bridge.

As previously pointed out [6], the first series of tests was performed on June 2014
(Span 01 and Span 02) and September 2015 (Span 03), with the air temperature
ranging between 30 and 35 °C. In this AVT, the structural response to ambient and
operational excitation was collected in 16 vertical measuring positions, according to
the sensors layout shown in Fig. 7a. In particular, data were acquired in two set-ups,
considering two sensors as reference transducers (the blue arrows in Fig. 7a). For
each set-up, 10 piezoelectric accelerometers (WR 731A, 10 V/g sensitivity and ±
0.50 g measuring range, Fig. 7b) and a multi-channel acquisition—with NI 9234
data acquisition modules (24-bit resolution, 102 dB dynamic range and anti-aliasing
filters) —were used. The acceleration time-histories were recorded for about 7200 s
at a sampling frequency of 200 Hz.

The second series of AVT was carried out more recently, on March 3–4 2020, by
adopting the same experimental procedures of the previous test (in terms of number
and position of instrumented points, number of set-ups, sampling frequency and
length of the collected timewindows) but different sensors. In particular, the dynamic
sensing system was based on tri-axial SARA SS45 seismometers (electro-dynamic
velocity transducers).

It should be noticed that the electro-dynamic transducers exhibit technical char-
acteristics—such as high sensitivity (78 V/m/s−1), no need for powering and very
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Fig. 7 Ambient vibration tests: a Sensors layout; b Views of the devices used in the first test
(WR731A accelerometers and WRP31 amplifiers)

good performance in the low frequency range (f ≤ 100 Hz)—making those sensors
very attractive for the application in vibration testing [10] or monitoring of civil
engineering [11] structures.

During the test of March 2020, the air temperature was lower than in previous
tests and approximately varying between 12 and 15 °C.

Before the application of the modal identification tools, the collected data (accel-
erations and velocities) were low-pass filtered—using a classic 7th order Butterworth
filter with cut-off frequency of 20Hz—and decimated 5 times, reducing the sampling
frequency from 200 to 40 Hz.

The modal identification was carried out applying the Frequency Domain
Decomposition (FDD) technique [12]. For example, the first four singular value
(SV)

Lines obtained by applying the FDD to the data collected on Span 03 in the first
test are shown in Fig. 8: 7 vibration modes are generally identified for each span and
for each AVT in the frequency range 0–20 Hz. The dynamic characteristics of the
various spans identified in the different tests are summarized in Table 2.

The results presented in Table 2 suggest the following comments:

• 7 vibration modes were identified from ambient vibration tests in the frequency
range 0–20 Hz for each span and the dynamic characteristics of the 3 spans are
very similar;

• 4 bending modes (Bi, i = 1,…, 4) and 3 torsion modes (Ti, i = 1,…, 3) clearly
characterize the dynamic behavior of each tied arch span;

• The results of the two tests, performed in different temperature conditions, suggest
that natural frequencies tend to increase with decreased temperature. It is further
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Fig. 8 Span 03: singular value lines (SV) and identification (FDD) of resonant frequencies
(accelerometer data collected on September 2015)

noticed that just two tests were performed, so that no more information can be
extracted on the environmental effects on natural frequencies;

• No remarkable difference in terms of mode shapes are detected between the two
tests.

It is worth mentioning that the use of tri-axial seismometers in the second series
of AVTs confirmed that the transverse modes are not excited by operational and
ambient excitation.

4 Structural Modeling and Vibration-Based Model
Updating

In order to assess the health state of the structure, a numerical 3Dmodel of the Brivio
bridge was developed (Fig. 9).

Due to the geometric arrangement of the bridge and the similarity of the investi-
gated spans, an uniquemodelwas established for the three spans. Themodel includes:
(a) 1980 beam elements to represent the longitudinal girders and the transverse beams
of deck, arches and vertical hangers and (b) 1184 shells to simulate the concrete slab.

Concerning the boundary conditions, the model was considered as ideally
supported in the transversal direction, whereas vertical springs were added at both
ends of each span to simulate the vertical deformability due to presence of piers and
abutments. In addition, longitudinal springs were added on one end to account for
the possible interaction between contiguous spans.

The model was formulated using the following assumptions: (i) the weight per
unit volume and the Poisson’s ratio of the reinforced concrete was assumed equal to
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Table 2 Vibration modes identified from AVT (FDD) for the 3 spans of Brivio bridge

Mode Id Span 01 Span 02 Span 03

f 2014
(Hz)

f 2020
(Hz)

f 2014
(Hz)

f 2020
(Hz)

f 2015
(Hz)

f 2020
(Hz)

Mode B1
3.821 3.821 4.126 4.138 3.772 3.796

Mode B2
6.018 6.018 6.055 6.189 6.030 6.152

Mode T1
7.178 7.324 7.471 7.581 7.019 7.275

Mode B3
7.666 7.766 7.813 8.057 7.874 8.032

Mode T2
9.009 9.143 9.399 9.558 8.972 9.204

Mode B4
13.06 13.28 13.55 13.82 13.10 13.42

(continued)
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Table 2 (continued)

Mode Id Span 01 Span 02 Span 03

f 2014
(Hz)

f 2020
(Hz)

f 2014
(Hz)

f 2020
(Hz)

f 2015
(Hz)

f 2020
(Hz)

Mode T3
17.02 17.33 17.61 18.05 17.21 17.54

Fig. 9 3D FE model of the spans of Brivio bridge

25 kN/m3 and 0.20, respectively; (ii) the stiffness of vertical springs was assumed
equal 0.85 × 106 kN/m.

Assuming that the geometry of the structures is well described and represented,
a sensitivity analysis confirms that the dynamic characteristics of each span signifi-
cantly depend on the elastic properties of the concrete and to the stiffness of longitu-
dinal springs. Hence, the distribution of the Young’s modulus was updated. In order
to limit the number of parameters in the structural identification procedure and to
have a well-conditioned updating problem, the set of uncertain parameters involve:

• The Young’s modulus of arches (EA) and hangers (EH);
• The Young’s modulus of the deck lattice grid (EDG) and deck slab (EDS);
• The stiffness kL of the longitudinal springs.

In order to take advantage of the similarity of the investigated structures, the
structural parameters of each model were determined, by minimizing the difference
between theoretical and experimental natural frequencies, through the procedure
proposed in [4]. According to [4], each natural frequency of the model is approxi-
mated by a simple polynomial expression f i*(X), depending on the uncertain param-
eters collected in the vectorX. After a fewFE runs needed to evaluate the polynomials
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Table 3 Optimal values of
the updating parameters and
comparison with the available
mechanical characterization

Updating
parameter

Span 01 Span 02 Span 03

EA (GPa) 34.00(1) 37.00(3) 35.12(5)

EH (GPa) 31.97(2) 32.00(4) 28.48(6)

EDG (GPa) 28.51 27.26 29.77

EDS (GPa) 25.07 29.50 26.83

kL (kN/m) 1.70 × 106 1.25 × 106 1.26 × 106

From tests on cored
samples

(1) EA = 34.77
GPa

(2) EH = 28.09
GPa

(3) EA = 33.34
GPa

(4) EH = 36.00
GPa

(5) EA = 36.46
GPa

(6) EH = 25.07
GPa

f i*(X), the updating parameters are computed byminimizing the following objective
function:

J (X) =
M∑

i=1

wi[ f EXPi − f ∗
i (X)]2 (1)

where wi (i = 1, 2,…, M) are weighting constant (which were set equal to 1 in the
present case) and f iEXP represents the i-th experimentally identified frequency. It is
further noticed that the natural frequencies f iEXP adopted in the structural identifica-
tion (1) refer to the first AVT, as those values were identified at larger air temperature
and are generally lower (Table 2) than those identified in the second AVT.

Table 3 summarizes the optimal values of the updating parameters for each span,
and the comparison with the available mechanical characterization of the materials.
It should be noticed that the optimal estimates of the Young’s modulus generally
suggest a satisfactory quality of the concrete and an acceptable state of preservation
of the bridges. Furthermore, the estimated values of the elastic modulus are generally
in close agreement with the available characterization of the materials, as indicated
in Table 3.

The stability of the results was checked either by repeating the optimization
with different starting points or by using different base values to evaluate the
approximating functions f i*(X).

However, the optimal models turned out to fit accurately the experimental modal
parameters (natural frequencies and mode shapes). The theoretical frequencies are
compared with the experimental ones in Table 4, for all the investigated systems;
it can be observed that the maximum relative error between natural frequencies
is less than 4.0, 6.9 and 2.0% for the 3 different spans, respectively. As a further
demonstration, the mode shapes of the updated model of Span 03, corresponding to
the experimental ones (Table 2), are shown in Fig. 10.
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Table 4 Correlation between experimental (f EXP) and numerical (f FEM, optimal model)
frequencies

Span 01 Span 02 Span 03

f EXP (Hz) f FEM (Hz) �f (%) f EXP (Hz) f FEM (Hz) �f (%) f EXP (Hz) f FEM (Hz) �f (%)

3.82 3.78 1.19 4.13 3.85 6.82 3.77 3.77 −
6.02 6.00 0.34 6.06 6.06 − 6.03 5.98 0.92

7.18 7.14 0.60 7.47 7.27 2.75 7.02 7.02 −
7.67 7.97 − 3.94 7.81 8.13 − 4.10 7.87 8.02 − 1.79

9.01 9.37 − 4.00 9.40 9.51 − 1.14 8.97 9.11 − 1.48

13.06 13.36 − 2.33 13.55 13.57 − 0.11 13.10 13.36 − 1.98

17.02 17.02 − 17.61 17.41 1.11 17.21 17.15 0.37

Δf = 100 × |(f EXP − f FEM) / f EXP|

fEXP=3.77 Hz            fFEM=3.77 Hz fEXP=6.03 Hz            fFEM=5.98 Hz fEXP=7.02 Hz            fFEM=7.02 Hz 

fEXP=7.87 Hz            fFEM=8.02 Hz fEXP=8.97 Hz            fFEM=9.11 Hz fEXP=13.10 Hz        fFEM=13.36 Hz 

fEXP=17.21Hz        fFEM=17.15 Hz

Fig. 10 Vertical and torsion vibration modes of the updated model of Span 03

5 Conclusions

The paper focuses on the multidisciplinary activities carried out on the different
spans of the Brivio bridge, with these activities being performed in a joint research
between Lombardy Region and Politecnico di Milano to define guidelines for the
assessment and maintenance of regional key infrastructures.

Extensive investigation was carried out, including documentary research, visual
inspection, geometric survey of the arches intrados, ambient vibration tests, mechan-
ical characterization of the concrete materials and FE modeling. Based on the results
presented in the paper, the following conclusions can be drawn:



Assessment of Similar Reinforced Concrete Arch Bridges … 867

• The mixed approach between documentary research (historic investigation of the
structures evolution along the time), visual inspection and the on-site geometric
survey have provided valuable information on structural details and on changes
occurred to the structure during its lifetime. Those information allowed the devel-
opment and validation of 3D FE models for each span, taking advantage of the
similarity of the different tied arches;

• 7 vibration modes were identified from ambient vibration tests in the frequency
range 0–20 Hz for each span and the similarity of the 3 spans was confirmed in
terms of modal parameters, as well;

• The results of two dynamic tests in operational conditions, performed in different
temperature conditions, suggest that natural frequencies of the bridges tend to
increase with decreased temperature. No remarkable difference in terms of mode
shapes are detected between the two tests;

• The application of a simple structural identification method to the investigated
bridges provided, with a very limited computational effort, stable estimates of the
updating parameters, which are also in good agreement with the available char-
acterization of the materials. In addition, the resulting optimal models accurately
fit the actual modal parameters of each bridge.
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Digital Environment for Remote Visual
Inspection and Condition Assessment
of Architectural Heritage

Ilaria Trizio , Francesca Savini , Andrea Ruggieri ,
and Giovanni Fabbrocino

Abstract The methods and the tools aimed to documenting and analysing the
historical built heritage often follow different paths according to several disciplines
involved in the knowledge process. Being aware about the importance that the scien-
tific community confers to 3D digital representation of the buildings, this tool can
play a role of a hub able to relate different data and languages. Therefore, the 3D
digital model represents the privileged tool to ensure effective management of data
derived from geometric, formal, architectural, diagnostic, archaeological and struc-
tural features, all aimed to subsequent restoration interventions. Despite the certain
advantages associated to the use of this tool, the time to produce 3D models often
conflicts with the need to document assets in emergency situations. In order to over-
come this issue, the testing of a tool, the virtual tour of the artefacts, has been carried
out; the tour is placed in a time phase between the survey and the construction of
the digital model, representing a rapid way to geolocalize, view and record data by
remote visual inspection. The virtual tour, obtained from the 360° photos deriving
from the survey campaigns with the laser scanner, properly processed, allows you
to remotely record the detected data on them, for example the damage analysis.
The virtual tour, suitably enriched with contents, therefore turns into a connecting
hub, and represents a versatile way of collaboration between various professionals,
also lending itself to visualizing and recording information that can be implemented
over time and which, if organized according to a logical and functional architecture,
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they provide a real opportunity for tracing the temporal evolution of the degradation
phenomena on the wall surfaces.

Keywords Digital survey · Image editing · Informative virtual tour · Visual
inspection · Damage detection

1 Digital Procedures for Data Management and Sharing
for Architectural Heritage Condition Assessment
and Monitoring

Most of the architectural heritage located on the Italian country is characterised by
a constructive complexity resulting from the long evolutionary history of the sites.
The historical building, like a real archive, returns this data in the form of traces of
its past. In-depth knowledge of these aspects that characterise cultural heritage is
fundamental for both material (of structures, sculptural works, decorative apparatus,
etc.) and intangible preservation (of construction techniques, empirical knowledge,
representative cultural value, etc.).

In order to achieve this goal, it is important to implement a multidisciplinary
strategy with the aim of producing useful preliminary data for the design of possible
conservation interventions for the safety and protection of the built heritage. In this
perspective, the partnership between the different expertise involved becomes crucial,
as there are many disciplines that analyse artefacts as a main and direct source of
knowledge. The architectural historian, the archaeologist, the architect-restorer and
the engineer, by recognising the stratigraphic sequences, the structural behaviour
and the type of degradation on the artefact, are able to process the data that are
indispensable for the knowledge of the historic built heritage. The common aim is
to reconstruct the evolutionary history of architectural complexes by analysing the
construction stages, life phases and post-depositional transformations. This approach
is aimed at protecting and preserving the historical heritage, therefore it is essential
to start with an understanding of the state of the artefacts. To this purpose, monitoring
techniques ranging from diagnostics to the use of several sensors are used to assess
the behaviour of the artefact and observe its response to external factors of both
anthropic and natural.

The research team, composed of scholars from different fields (structural engi-
neering, design, architecture, restoration, archaeology), has for years been asking
questions about the methods and procedures for the acquisition, recording and anal-
ysis of such data, structuring the process in steps (Fig. 1), with a view to correct
knowledge aimed at the conservation, management, use and enhancement of the
historical and archaeological built heritage.

It is clear the difficulty of integrating different data acquired in different ways
and the need to standardise formats and work with a view to constant exchange and
sharing, especially when it comes to a multidisciplinary team, but it is also worth
facing a challenge of a coral approach to the research in order to empower its impact
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Fig. 1 Methods of documenting the historical built heritage

in practical applications. This circumstance obviously requires a joint effort not only
in identifying the objectives to be achieved, but also in defining common lexicon.

3D digital models resulting from integrated survey and parametric modelling
(HBIM) are privileged tools for answering these needs as they are useful for multi-
disciplinarydatamanagement and exchange. Furthermore, themonitoringdata linked
to the parametric model is directing our research towards the definition of a Historic
Digital Twin (HDT), as well illustrated in a further paper that the team presents at this
same volume [1]. Awareness of the unquestionable efficiency of 3D digital models
is, however, combined with becoming conscious of the complexity of creating them.
Indeed, their execution is subordinate not only to the needs of the project and the
skills of the team, but also to the processing time, which is generally related to the
level of detail and reliability to be achieved by the model.

Furthermore, in order to create digital replicas of the built heritage, which reflect
the real artefact, it is important to have previously acquired and organised datasets
to carry out an appropriate semantization. It is therefore essential to find interme-
diate solutions that meet these requirements. A system that is able to integrate the
documentation of several professionals, topologically linking data to physical enti-
ties, becomes indispensable; a system that is performing with respect to a constant
exchange of information with a view to a real multidisciplinary approach and not
only final consultation.

In this context, therefore, a digital procedure for recording and exchanging data is
presented, this has been developed from the equirectangular images taken by the laser
scanner for each station point, appropriately edited with the results of conservation
status and archaeological analyses. These image post-processing operations have
been effective for recording damage and degradation in order to assess the structural
health of the historic built heritage increasing the monitoring system through the
possibility of visual inspections. The images, specially adjusted and included in
an Informative Virtual Tour, proved capable of conveying information. The Virtual
Tour has demonstrated many potentials starting from the archiving and consultation
of multiple data–structured in a multi-level mode and with different languages, to be
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used by both experts and a wider user– to the possibility of remote visual inspections
by professionals, thus facilitating the monitoring of the built heritage.

The paper shows, after a brief overview of similar studies for the digitisation of
data through digital procedures (Sect. 2), the potential of the Virtual Tour applied to
cultural heritage with particular reference to the monitoring of architectural heritage
(Sect. 3). Through the description of a case study (Sect. 4) the procedure for the elab-
oration of the Informative Virtual Tour is illustrated (Sect. 5). Finally, the discussion
of the data (Sect. 6) underlines the results achieved and the validity of the proposed
tool for the documentation andmanagement of the historical built heritage, especially
in respect to the multidisciplinary analyses carried out by the team.

2 Digitisation of Heritage Related Data, an Overview

In most of cases the innovative methods for registering and documenting the state
of conservation of the historic buildings are entrusted to methods–now widely codi-
fied [2]—mainly contemplating the use of procedures linked to a three-dimensional
visualization of the artifact. Digital 3Dmodels also allow exchanging inhomogeneus
information provided by the different specialists involved in the analysis as in the
preservation processes.

These procedures range from themapping of numericmodels derived fromTerres-
trial Laser Scanning (TLS) [3] or digital photogrammetry [4], as well as the registra-
tion of many kind of data accessible in GIS 3D [5] environment or directly by gener-
ating parametric models (HBIM) suitably prepared [6]. Each of these approaches
is clearly unique and undoubtedly useful for registering and sharing the amount of
heterogeneous data required by the activities of the heritage conservation.

Nevertheless, the choice of the method to use is often strongly influenced by the
work context and, in particular, by the time and the available budget. The generation
of 3D parametric or mathematic models, as well as the mapping of digital numer-
ical models, often requires a remarkable effort in terms of time and so of financial
resources.

To overcome those issues there are intermediate procedures of interchange, regis-
tration and visualization of the 3D data, using the Virtual Tour generated from the
equirectangular images, often borrowed from experiences linked to the use of the
Cultural Heritage [7]. Such procedures, whose workflow has been accurately devel-
oped by a research team of the University of Princeton [8] allow tomake the Informa-
tive Models usable for a series of demands such as, for instance, the ones regarding
the registration of the damage state directly on the 360° images.

This approach, allowing to the user the visualization of the data overlayed on the
equirectangular images, has been tested by the Authors in two different occasions:
for visualizing and analysing the state of conservation of valuable frescoes on an
historic masonry in one case [9], and for mapping on the 360° images the surface
degradation and archaeological analyses in the other [10].
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For what concerns the case study described in these pages, they report the main
outcomes Virtual Tour for the analysis of the structural damage and the registration
of the crack pattern, by overlaying the images of the artifact with those edited on the
base of the results of the research study, evaluating the potential in the field of the
visual inspection.

The Informative Model derived enables the overlapping of more data, with the
aim of understanding the behaviour assumed by the artifact investigated during the
2009 earthquake on the basis of some results of the archaeological analysis.

The image editing with the results of the research study allowed us to reason about
the cracks, about their position in the architectural complex ad theirmorphology. This
operation turned out to be useful for the definition of the cracks–that are collected
in a database—as well as for the realization of a photographic dataset aimed to the
automatic crack detection.

In the field of civil engineering, almost every study about digital images processing
is directed to analyse the procedures and methods integrating the image acquisition
with the computer vision techniques that, combinedwith the Artificial Intelligence—
using a proper algorithm—allow the automatic detection of damage and deterioration
on the structures, especially concrete ones. In this regard, has been made recently
an accurate review of the scientific literature in the field of the crack detection on
the concrete structures and the road pavements analysing about fifty scientific papers
about this topic [11].

Regarding instead the historic built heritage, for which the damage analysis is
usually directed to the consequent planning of restoration interventions, the crack
detection is still an underusedprocedure, although in literature there arefirst examples
related to this kind of approach [12].

3 Virtual Tour as Support to Architectural Heritage
Monitoring

The team has for some time been carrying out research studies aimed at identi-
fying common lexicons and ways of exchanging data between the different branch
of knowledge involved in documenting and analysing of the historical built heritage,
with the aim of conserving it through restoration and planned conservation, starting
with the implementation of monitoring techniques. The research carried out by the
team are outlining digital procedures that combine differentmethodologies and tools,
from integrated survey to multi-data topological linking on the 3D models. In this
respect, an important example is the already defined integrated digital system for the
analysis and monitoring of historical infrastructures, in particular masonry bridges
[13]. Furthermore, more experiments are aimed at creating 3D parametric models,
now uncontested and increasingly oriented towards of Digital Twins [14, 15], to
define procedures and workflows to develop of this HDT [1]. At the same time, the
following are being tested Virtual Reality systems applied to the management and
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access of data are being tested [16, 17] aware of the massive potentials of these
tools for virtual technical visits. As well as its undoubted capacity for communica-
tion and enhancement, Virtual Reality has potential for documenting the historical
built heritage and for managing heterogeneous data in several formats (from 2D to
3D data, from alphanumeric data to images, from text to audio files, etc.). This is
due to the ability of Game Engine platforms to use different models ranging from
photogrammetric mesh [16] to parametric models (HBIM) [18] and to link a lot of
information to these that the user can freely use. System capabilities are also useful
for structural analysis and risk management [19].

Another type of Virtual Reality, not based on polygons, is the Virtual Tour gener-
ated from images. This is a different kind of Virtual Reality with dissimilar functions,
which is widely used in the field of cultural heritage, from archaeological sites to
museums, and which has become more widespread with the Sars-Cov-2 pandemic
[20–26]. In addition, Virtual Tours can implement more complex virtual networks
[27] that allow the enjoyment of a wide range of heritage from intangible heritage
[28] to inaccessible contexts such as underwater sites [29].

The Virtual Tour, however, also has capabilities in the more technical field of
data recording and exchange since, if suitably designed, it becomes a hub capable
to store a multitude of information, also those relating to the state of conservation
of the artefact and the assessment of the damage [8, 9, 30–32]. The opportunity to
create a multilevel structure can meet the needs of different professionals, but also
of operators and administrators who are involved in the management process of the
historical built heritage in various ways.

The features of the Informative System, together with the possibility of struc-
turing it by levels, from the general one useful for the fruition of a wide public, to the
specialised one for experts, transforms the Virtual Tour into a useful digital tool for
monitoring the architectural heritage. This tool, by internal and external links, allows
the use of different types of data in a single environment: from sheets to processed
images with the results derived from multidisciplinary studies and diagnostic anal-
yses, such as thermographic images. In addition, the possibility of annotating, directly
in the virtual environment, the observations resulting from the analysis of the images
at the time of acquisition and the several data linked to them, such as sheets, histor-
ical images, catalogues and tables with the diagnostic results, makes the Virtual Tour
useful for remote visual inspection.

The main goal of the Virtual Tour, which is part of the broader field of Virtual
Reality, is to reduce the time between the detection of the pathology or damage and
the identification of the needed intervention to limit the effects of degradationwith the
subsequent decrease in the related costs. Visualisation within a virtual environment,
as well as being aimed at the virtual fruition of the digital replica, is an interesting
way of analysing the degree of knowledge of the artefact and the way in which the
data, particularly dynamic data, is managed within the model.

The most effective benefit of virtual reality as an information system for data
visualisation is the opportunity to provide information at decisionmakers and project
managers. These can be organised, according to the type of target, in a short space of
time, while also providing a range of possible scenarios and solutions. Stakeholders
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involved in this phase do not always have the necessary knowledge to analyse and
interpret the results and make the appropriate decision.

4 San Giovanni Complex, Damage and Degradation
Assessment

TheAbbey of SanGiovanni Battista (Fig. 2) is located in Lucoli, a small municipality
formed by 16 hamlets far about 15 km from the city of L’Aquila. Its quite wide
territory lies just beyond the northern boundaries of the Sirente-Velino Natural Park
and can be divided into an inhabited sub-mountain area and an uninhabited mountain
one. Nowadays, the municipality presents itself as an aggregate of small hamlets
separated by the orography of the area.

Each of these has, in its small way, very interesting historic-religious monuments:
among them, the most important is for sure the Abbey of San Giovanni Battista,
with its thousand-year history and its grandeur. Local people even today look at the
Abbey as a community symbol, just like this sense of identity had never extinguished.
Despite of the partial inaccessibility of the building, the citizens go there to pray as
to enjoy the pleasant tranquillity of the place.

The abbey—dated to 1077 [33]—was founded ex novo by Odorisio, Count of
Marsi in a typical scheme of expansion of the rural seignories [34], and has played
its part in the new foundation of L’Aquila city during the Angevin time, carried out
by all the Castles spread throughout the territory (the current hamlets in the province
of L’Aquila), to which was granted a space called locale in the area enclosed by the
city’s defensive walls. Thus, the church in the Lucolan’s locale was entitled to San
Giovanni, as the abbey in Lucoli hamlet, that also named the entire quarto (quarter),
one of the four parts in which the city is still nowadays divided.

The complex maintained its importance during the medieval times, enriched by
interventions between the XIII and the XIV century [35] and decorative works in
modern times [36]. At the end of the XX century, the abbatial church was restored
[37] as well as following the 2009 earthquake. A detailed review of the published
material produced during the restoration phase in the 90 s [36, 37], in the context of
a Ph.D. project about light archaeological drafted in 2007 [34, 35, 38, 39] and finally
a degree thesis [40] in 2020 have been accomplished as an informed approach to the
multidisciplinary survey carried out onsite [10].

The case study has been subjected of a laser scanner survey employing the phase
difference scanner Faro Focus S70, equipped with an integrated camera. The survey
has been carried out in three different campaigns, reaching a total of 77 scans. The
scanning parameters (point density, quality, HDR) were ranged depending on the
circumstances respect the dimensions of the spaces surveyed, their complexity and
the lighting conditions. Subsequent to the procedure of data acquisition, the post-
processing of the point cloud has been carried out into the software SCENE 2018
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Fig. 2 The abbey of san giovanni battista in Lucoli (AQ)
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Fig. 3 View of the point cloud

(version 2018.0.0.648) [41], finally obtaining a cloud formedby1.833.460.115points
(Fig. 3).

The deterioration analysis of the building has been recorded by image processing
on the spherical panoramas starting from the damage analysis made in situ on the
orthomosaic plans. The correct detecting of the degradation phenomena requires
experience in recognizing the different forms such as a critical attitude evaluating
them. In this direction, acts as reference the “Raccomandazioni NorMal—1/88.
Alterazioni macroscopiche dei materiali lapidei: lessico” [42].

The document reports and describes the different forms of degradation and alter-
ation, along with the causes and photographic reproductions, also with a normal-
ized graphic symbology (not adopted in this case, being not well suitable with the
image processing procedure). The unhealthier prospects are the ones facing the road
(North-East and South-East): have been detected encrustations, biological colonies
and stains on the stonework; detachment, exfoliation, erosion, stains and swelling
on the plasterwork. About the anthropic interference there’s no presence of acts of
vandalism, nevertheless, were detected the signs of inappropriate workings.

Furthermore, has been implemented a damage analysis on the cracks mainly
caused by the 2009 earthquake—that seriously affected the entire territory of
L’Aquila—as the followings, not excluding the 2016 central-Italy one. The refer-
ence in this field is the regulation about the Central Italy 2016 earthquake, specif-
ically the ordinances of the Special Commissioner for the Reconstruction [43–45].
In the present case the crack pattern does not appear so severe, but specifically in
the images here presented - regarding the inner court - there are some breakage of
structural elements (stone columns as wooden beams) as different types of cracking
typical in a post-earthquake scenario: vertical cracks at the corners pointing walls
disconnection, such as diagonal cracks as signs of shear breakage; also, damaged
floors and vaults provisionally supported by wood and steel props.
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5 Informative Virtual Tour of St. Giovanni’s Abbey: Design
and Structure of a Digital Medium

The experimentation presented in this paper is specifically aimed at testing the
validity of the Virtual Tour for recording structural damage and the state of conser-
vation of surfaces, in order to assess its effectiveness for SHM, the analysis of the
state of artefacts and visual inspection, as already demonstrated by similar works
in this field [8, 9, 30–32]. The Informative Virtual Tour has been developed with a
proprietary software 3DVista Virtual Tour Pro (release 2020.4.0). The Virtual Tour
has been designed on several levels, selectable from a drop-down menu available in
the tour home page. The first part contains general information about the Abbey and
its history, written in a popular key for a wide public, but with bibliographical details
for technicians and experts. Thanks to the structure of the project, it is possible to
view the parts of the Abbey and to access additional content such as texts and photos
using interactive buttons (Fig. 4).

From the main menu it is also possible to start the guided tour structured by
themes, from a simple tour of the complex to a tour with scientific data. The Virtual
Tour of the Abbey has been created from the images obtained for each point of the
laser scanner station during cloud acquisition. The images after being edited in their
original size using 2D graphics software to achieve the equirectangular format, they
have been imported into the software 3DVista to generate spherical panoramas. The
different spherical panoramas were then linked together within the same software,
creating a guided tour of the Abbey.

It is possible to switch from one panorama to another thanks to special hotspots
that function as teleporters or by selecting the appropriate icon on the map (Fig. 5).

Using the same system, thematic tours have been created from the previously
processed equirectangular images with the results of the research study in 2D image

Fig. 4 Multilevel structure of the virtual tour with general information and specific reference
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Fig. 5 Transporter system ensuring movement between points for the virtual visit

editing environments. For the thematic tours, it has been decided to use a black-
and-white base on which the data have been colour-coded, each having a meaning
encoded in the legend (Fig. 6). The Virtual System has been designed to allow the
user to move freely between the thematic itineraries; through specific hotspots, it is
possible to switch from one path to another, as well as simultaneously displaying
data from the research studies.

In the damage tour it is possible to display the data in different colours, which are
then shown in the legend, which can also be activated with a button. In addition, it
is possible to query the system to obtain information on the state of conservation of
the selected area and at the same time make notes for visual inspection, thanks to a
special button that links to an online shared sheet (Fig. 7).

Linking external applications allows the Virtual Tour to include references to
specific cataloguing systems, such as the SUrvey and CoNDition AssessmEnt
(SUNDAE catalogue) developed by the team. The ability to connect to this database,
which is enrichedwith data fromwebmapping and socialmedia platforms, exploiting
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Fig. 6 Virtual tour of the damage path with information hotspots and damage survey legend

Fig. 7 Annotation tool in the virtual environment

the resources offered by new technologies and crowdsensing tools, allows the Virtual
Tour to be implemented. So, this last is transformed into a complex informative
system that is useful for assessing the state of conservation of the cultural heritage
and for developing proactive programming plans based on a holistic view of the
artefact [46, 47].

In addition, through the main menu, it is possible to view the technical reports
resulting from the research and from a recently written dissertation [40]—funda-
mental for a correct analysis—and, using the dedicated buttons, download these
technical datasheets. In addition, the possibility of adding hotspots, as well as the
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Fig. 8 Link to technical documents and the Sketchfab online viewer for visualising part of the
digital models (photogrammetry and laser) of the Abbey

aforementioned references to external applications (drives, databases, videos, etc.),
allows the use of 3D objects (point cloud or mesh) in the same environment, thanks
to pop-up windows that connect with online viewers (Fig. 8).

The potential of the Virtual Tour augmented with multidisciplinary data, thus
structured as an information model, or rather as a hub capable of storing multilevel
information, is manifold. It is an effective tool for managing the documentation
of historical architectural heritage in emergency contexts and the exchange of data
between professionals. In addition, it has a key role in the subsequent stages of
heritage documentation involving the creation of 3D data and the linking of data
to this (informative photogrammetric models, 3D GIS, HBIM, Informative Virtual
Reality System), as already tested by the team [1]. The dialogue between several
professionals and research fields is facilitated by the system’s ability to overlay
different thematic readings in a single digital environment. In addition, the system
allows: the opportunity to simulate the third dimension, linking several images that
allow a complete view of the artefact; the possibility to link data and use them in the
Virtual Tour and the relative ease of creating the tour (with limited costs and time).

Finally, the possibility of access to technical documents produced with the multi-
disciplinary analyses, easily and in a way, that is overlaid on the representation of
reality, makes it a useful tool also for heritage administrators who are called upon to
protect historic buildings.
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6 Discussion and Final Remarks

The Informative Virtual Tour presented in this conference does not claim to replace
the classic survey tools (thematic survey, sheets, diagnostics, etc.) and does not want
to underestimate the effectiveness of 3D models for the analysis and management of
the historical built heritage. The main goal is to present a versatile tool for recording
multiple data related to the representation of the artefact useful for monitoring the
current condition of the asset, as well as to define the workflow developed for its
implementation (Fig. 9). Although it is a 2D representation, the ability to simulate
the third dimension offered by the spherical projection created around the user also
allows us to consider the spatiality of the artefacts under investigation.

With the experimentation, the potential of the Informative Virtual Tour has been
outlined, confirming its effectiveness for the digital documentation of the built
heritage, already positively evaluated by the team for the management of data on
the conservation of the decorative elements [9] and further highlighting its validity
for the recording of damage and deterioration. This tool becomes also useful for
visual inspection, which also allows observations and notes to be made during the
tour directly in the virtual environment, thanks to the support of several professionals
who are able to interact in this environment, reporting any critical issues in remote
mode.

The Virtual Tour also has great potentials for monitoring the state of conserva-
tion of the asset, since it is possible to capture images several times to update the
project and analyse the state of preservation over time. A Virtual Tour based on the
equirectangular images obtained from the laser survey of the architectural complex
was presented at this conference. This is not the only way of capture images, as it
is possible to obtain spherical panoramas by processing photos taken with a digital
camera placed on a tripod with a rotating head or with a special Cam360°. This
reduces acquisition time and costs and demonstrates the effective potentials of the
presented system for monitoring the historic built heritage.

The exercise achieved unexpected results in the exchange of data within themulti-
disciplinary team and directed the work towards an integration of knowledge. This
was made possible by the processing of the images, which in turn facilitated the
interpretation of the data in a truly multidisciplinary way. The strength of the tool,
as well as the short processing time, is its ability to collect data and make it available
in a single environment. Through the images elaborated from the scientific data, it is
possible to follow thematic paths (archaeological tour or damage tour).

The analysis of the Abbey of San Giovanni Battista in Lucoli (AQ), chosen as a
case study for defining theoperational procedure,made it possible to think about some
significant aspects, integrating the data from the damage survey and stratigraphic
analysis of the masonry with image editing techniques to combine several thematic
readings in a single environment. The use of heterogeneous data in an interactive
virtual environment confirmed the effectiveness of the multidisciplinary approach
and the common lexicon for a correct knowledge of the built heritage.
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Fig. 9 Operational procedure for the implementation of the informative virtual tour
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Although the aimof the paper is not to present data frommultidisciplinary analyses
[10], which have already been discussed in other contexts, in order to better clarify the
potential of the tool, some examples are given belowwhich confirm the effectiveness
of the simultaneous visualisation of the different thematic readings.

Indeed, the simultaneous availability of the data from the archaeological analysis
and the one from the study of the state of conservation has contributed to identifying
stratigraphic relationships that were not visible between the various parts of the
architectonic complex. This is especially so in cases where the layers of covering
(historical plaster or modern cement), by edging the masonry, have obliterated the
stratigraphic relationships making it difficult to reconstruct the evolutionary history
of the complex. For example, there is an injury in the southern corner of the first
floor of the inner court, which is the result of a corner fracture; this confirms the
presence of two historical walls from different periods, built on top of each other,
as hypothesised by archaeological analysis based on the relationships between the
architectural elements of two portals placed side by side (Fig. 10).

Furthermore, it has been possible to observe how some injuries present on the
masonry, consequent to the 2009 earthquake, partially follow the interfaces of the
Stratigraphic Units of Masonries (SUM), i.e. the various parts that make up the
building and that are the result of historical construction and destructive actions. This
confirms the effectiveness of the archaeological analysis of masonry in identifying
potential ‘weak points’ caused by historical interventions such as the rebuilding of a
wall following a collapse, the addition of a building to support older structures or the
opening of doors and windows not originally planned. The possibility of accessing
highly scientific, technical and popular information in different formats (text, video
and audio) makes this a very versatile tool. Indeed, the Informative Virtual Tour
structured with the layering of different topics and different levels of consultation, as
well as fulfilling technical documentation needs and being a useful tool for remote

Fig. 10 Virtual tour with overlapping thematic readings
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visual inspection by professionals, becomes a useful tool for the stakeholder, both in
terms of heritage conservation and for its enhancement and use.

The implemented Virtual Tour system not only provides access to information by
increasing the knowledge of the cultural heritage, but also improves the accessibility
of the heritage to a wide public through the possibility of a virtual, interactive and
innovative visit. The opportunity to navigate the digital space, in desktop or immer-
sive mode with pc, cardboard or VR box, places the user at the centre of the scene,
allowing him or her to enjoy the asset from both a technical and cultural point of
view, while at the same time increasing the area’s tourist offer.

In addition to the above-mentioned results, other aims have been achieved with
the experimentation, which the team is further investigating with further research.
Specifically, the InformativeVirtualTour has proved to be auseful tool for the creation
of 3D digital copies of artefacts such as informative photogrammetric models, 3D
GIS, HBIM and HDT [1].

Based on the assumption that 3Dmodels,which are undisputed in themanagement
of data and its exchange, are effective if elaborated from the results of a research
study and its interpretation, it is possible to use the Virtual Tour with the data linked
topologically to the physical entities, in the phase of realisation of the replicas.
Finally, one of the potential developments of the tool, in the broadest terms of a
collection hub, is the connection to monitoring systems for the built heritage; it is
possible to virtually place sensors in the Virtual Tour and use the monitoring data
in this environment thanks to links to external databases, confirming the enormous
potential of virtual reality for the condition assessment of historical built heritage.

Author Contributions The research presented is the result of authors’ collective work, of contin-
uous comparison and of a common discussion. Ilaria Trizio wrote Sect. 2; she also supervised the
survey phase and paper. Francesca Savini wrote Sects. 3 and 5; she also defined the Informative
Virtual Tour. Andrea Ruggieri wrote Sect. 4; he also realized the laser survey. Giovanni Fabbrocino
conceived and supervised the research. All authors wrote Sects. 1 and 6.
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Stange Overpass: Finite Element Model
Updating of an Unconventional Railway
Bridge

Emrah Erduran, Kltigin Demirlioglu, Albert Lau, Kameran Aziz,
Ian Willoughby, Endre Hyldmo, Tomislav Arsenovic, and Enzo Martinelli

Abstract Stange Overpass is a three-span railway reinforced concrete bridge on the
Dovre line that connects the cities of Oslo and Trondheim in Norway. It was built in
2002 and has been extended by 1,5m in each direction in 2004. During the extension
operation, the part of the deck that has been extended from the abutments had not
been placed on a foundation but, instead, had directly been constructed over the soil
mass. Within the context of the Intercity project that has recently been undertaken
by the Norwegian Railway Authority (BaneNOR), passenger trains that cross Stange
Overpass will be upgraded to high-speed trains. For this, the existing bridge needs to
be evaluated for the new train type. This requires a finite element model that correctly
and reliably models the dynamic behavior of the bridge under various environmental
and loading conditions. Preliminary analysis results show that the most significant
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parameter that governs the dynamic behavior of the bridge is the load-deformation
behavior of the soil that directly supports the ends of the deck that extends outwards
from the abutments. The load-deformation behavior of the soil can be expected to be
highly sensitive to the environmental conditions and the changes in these conditions
from summer toNordicwinter. To provide a reliable estimate of the load-deformation
behavior of soil as well as a reliable finite element model, an instrumentation set-
up will be installed in the bridge by Oslo Metropolitan University in collaboration
with BaneNOR. A new finite element model updating algorithm will be developed
that can not only estimate the traditional linear parameters but also the non-linear
force-deformation relationship of the soil mass that supports the bridge deck. This
article provides a summary of the project together with initial results that include
sensitivity analysis that has been conducted to quantify the effects of the soil model
on the dynamic behavior of the bridge.

Keywords Acceleration measurements · Finite element model updating ·
Railway bridge

1 Introduction

The existing railway bridge infrastructure in Norway and Europe is aging rapidly.
As of 2017, more than 35% of half a million railway bridges in Europe are over
100years old with many more on the wrong side of their 50-year design life [1]. In
addition, the bridge infrastructure is subject to ever-increasing speeds and heavier
axle loads due to the rapid advances in train technology.

Bane NOR is responsible for monitoring, maintenance and control of over 3000
railway bridges in Norway. With an increase in the design velocity and design axle
load of the trains that will be used on a specific line, Bane NOR is required to ensure
that all the bridges on that line is capable of carrying the new design loads safely and
without hindering the comfort of the passengers. This often requires detailed finite
element (FE) analysis of the bridges under generic or specific train loads [2]. The
accuracy of verification of a bridge under the changing train loads and the entailing
decision with regards to the future of the bridge depends solely on the accuracy of the
finite element model. As such, an accurate FEmodel that is capable of simulating the
actual behavior of the bridge is indispensable for the verification of existing bridges
under changing loads. However, FE models are generally created based on design
drawings and material specifications. The results obtained from these models do not
usually match the field measurements [3]. The differences are generally related to
material properties and uncertainties in boundary conditions. Therefore, calibration
of finite element models to accurately replicate the behavior of the bridge to be
evaluated is crucial. This is especially true for bridges that have unique structural
systems which potentially have significantly different behavior compared to regular
bridges.
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Stange Overpass is a bridge with such a unique structural system. It is located
near the Stange Station and spans over the Fv222 road. The bridge, which was
designed in 1999 and constructed in 2002, is part of the Dovre line (Dovrebanen)
project. The Intercity project aims to build a double-track train line between Oslo
and Lillehammer and is part of the Intercity development. As part of this project,
Stange Overpass, which was originally designed for speeds up to 200km/h, needs to
be verified for train speeds up to 250km/h. Stange Overpass, which is a set of twin
bridges that house one track each, has a unique structural system as the extensions
of the bridge from the abutments were designed as cantilevers without any contact
between the bridge deck and the abutment. The field observations show that one of
the two twin bridges indeed has such a structural system. However, the deck of the
second bridge sits on a concrete slab that covers the top of the abutment, which, in
turn, is seated on the soil mass that is filled in the u-shaped abutment.

Recently, an assessment of the bridge using sophisticated finite element models
for HSLM-A train load for speeds ranging from 30km/h to 300km/h. As a result
of this assessment, which is based on a FE model created using design drawings,
it was concluded that the bridge is far from satisfying neither the safety nor the
comfort criteria set forth by current standards. For the comfort criteria, EN 1991-
2 [2] requires that maximum accelerations should not exceed 3.5 m/s2. However,
the analysis results show that the maximum accelerations reach up to 35 m/s2. The
computed accelerations exceeded the limit by three folds even for train speeds of
30km/h. These excessive vibration levels should have led to significant displacement
in the ballast, which in turn could have led to track misalignment and derailment.
Furthermore, the acceleration levels exceeding the gravity of acceleration should have
led to between the wheel and the rail [4]. Despite the extremely high acceleration
levels computed using finite element models based on the design drawings, the trains
continue to cross the bridge several times each day without any problems or any
reported passenger discomfort. These observations suggest that the finite element
model based on the design drawings is far from providing reliable estimates of the
acceleration levels occurring on the bridge due to train traffic.

Within this context, Bane NOR and Oslo Metropolitan University (OsloMet) has
commenced on a collaborative research project (NEAR: Next Generation Finite Ele-
ment Calibration Method for Railway Bridges) that aims to develop a finite element
model updatingmethod for railway bridges that can reliably estimate the acceleration
demands under various boundary and environmental conditions and train loads. This
article summarizes the outline of the project as well as the initial results.

2 Stange Overpass

Stange Overpass is a 48m long, three-span railway bridge situated on the Dovre
line (Dovrebanen) which connects the cities of Oslo and Trondheim in Norway.
The bridge is situated right by the Stange station and is heavily trafficked by both
passenger and freight trains. The bridge is constructed as twin bridges; each one
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housing one set of tracks. The bridges were constructed in 2002 and originally both
were 9.0m shorter than their current length. The original bridges were seated at
elastomeric bearings at each end that are mounted at the top of U-shaped abutments.
In 2004, the bridgeswere extended 4.5 in each direction from both abutments. During
the extension operation, the newly constructed bridge deck have not been seated on
the wings of the U-shaped abutments but have been left as cantilevering at both sides.
The decks were then connected to the rest of the tracks with the help of transfer
plates that are seated at the edge of the deck at each end of the bridge. The bridge is
supported by two reinforced concrete circular piers. Figure1 shows the location and
overhead view of the bridge (a), a 3D rendering of the bridge with focus on one of
the abutments (b) as well as the view from the east side of the bridge (c).

The site inspection conducted by the authors revealed that the twin bridges have
significantly different boundary conditions at the ends of the bridge decks. The first
bridge is constructed as shown in the design drawings with the extended parts of the
deck cantilevering from the elastomeric bearings at each end with a clear separation
between the deck and the wings of the abutment. On the other hand, the other bridge,
which has the exact same structural configuration has been seated on concrete slabs
that are placed on the backfillmaterial that fills the abutments (see Fig. 1c). Therefore,
the two bridges can be expected to have a significantly different behavior. In addition,
the temperature difference between summer and winter, which has previously been
documented to impact the stiffness and damping of ballast and track [5], can be
expected to have an even more significant impact on the dynamic behavior of Stange
Overpass due to the unconventional boundary conditions.

Figure2 depicts the plan and the elevation views of the Stange Overpass where
the overall dimensions of the bridge along with the placement of the elastomeric
bearings are shown.

3 State of the Art, Knowledge Needs and Preliminary
Results

Calibration of finite elementmodels, also knownasFEmodel updating, is a procedure
to determine the uncertain physical properties in the FEmodel based on experimental
results to achieve a FEmodel that can represent the observed behavior of the structure
accurately. As the need for accurately assessing the existing structures under varying
conditions continue to increase, so does the need for accurate finite element models.
As such, calibration of FE models of engineering infrastructure has been gaining
attention in the last decade. Among the different type of field experiments, use of
vibration data from traffic loading remains the most useful and popular approach as
this data is readily available to harvest and process.

FE model calibration methods can be divided into two based on their approach
to the problem: (i) Direct methods and (ii) Indirect methods [3]. The first approach
directly updates the mass and stiffness matrices of the structure but it is very difficult
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(a) (b)

(c)

Fig. 1 Overview of the stange overpass

to apply to large structures with very largematrices. It can also lead to ill-conditioned
problems for very complicated models [6, 7]. The iterative methods, on the other
hand, rely on updating the physical properties behind the FE model such as material
and geometric properties. As a result, they are more flexible and efficient for large
scale structures [3].

Almost all available methods that leverage vibrations due to regular traffic on
bridges aim to accurately match either the vibration frequencies, mode shapes or a
combination of these two parameters [8]. These vibration parameters are popular
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Fig. 2 a Plan and b elevation view of the stange overpass

because they depend solely on the material and geometric properties of the structure,
i.e. independent of the loading. On the other hand, the evaluation of bridges is based
on the maximum accelerations and forces occurring on the bridge under different
train loads. So far, to the best of our knowledge, no available method tackled the
challenge of calibrating FE models to provide accurate estimates of observed accel-
erations under different loads. Furthermore, all the available methods in literature
[8] have been developed and validated for bridges that are supported by conventional
foundations at both ends. StangeOverpass provides an important challenge as each of
the twin bridges has very unconventional boundary conditions: In one of the bridges,
the deck is cantilevering 4.5m from the bearing in each direction, while in the other
bridge this portion rests on a concrete slab of unknown thickness, which, in turn,
sits on backfill material with unknown properties. Here, it should be noted that, even
though the first bridge has been described as cantilevering from the bearings, the
bridge is connected to the rest of the track by a 20mm thick concrete transfer plate at
each end. However, this transfer plate had not been designed to transfer any loads and
it has been placed on a seating on the deck that is 200mm deep and 4400mm wide;
Fig. 3. On the other hand, despite the lack of a stiff connection, the transfer plate can
be assumed to be held in place by the weight of the ballast and track impeding the
deck from behaving as a cantilever. In short, both bridges have challenging boundary
conditions that are highly likely to impact their dynamic behavior and the maximum
accelerations occurring on the bridge due to various train loads.

In order to evaluate the impact of the boundary conditions on the dynamic behavior
of the bridge, a series of preliminary analysis was conducted. For this, a detailed 3-D
model of the bridge was developed in the finite element program SAP2000. The deck
and the columns of the bridge were modeled using 8-node solid elements while the
elastomeric bearings have been modeled using elastic springs in three orthogonal
direction. An overview of the preliminary analysis model is shown in Fig. 4. This
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Fig. 3 Detail of the connection between the bridge deck, abutment and the transfer plate

Table 1 Modeling parameters used in the preliminary analysis

Parameter Value Spring stiffness

Modulus of elasticity (E),
Concrete

38,000MPa –

Modulus of elasticity (E),
Elastormeric bearing

550 MPa 815,000kN/m

Shear modulus GE),
Elastormeric bearing

0.90MPa 1500kN/m

Soil stiffness—Soft soil 16,000kN/m3 –

Soil stiffness—Stiff soil 64,000kN/m3 –

model, where the last 4.5m of the bridge deck (i.e. from the elastomeric bearings to
the edge of the deck) is working as a cantilever, was used as the baseline model. The
effect of the concrete slab seated on soil mass is then modeled using surface springs
acting at the bottom of the bridge. Since the soil properties are unknown, a range
of spring stiffnesses, that were taken from [9], has been applied to simulate various
soil conditions from soft to stiff soil. It should be noted that, the values given in
Table1 for soft soil stiffness can represent both loose sand and clayey soil with a tip
resistance lower than 200kPa while the stiff soil can represent both dense sand and
clayey soil with a tip resistance higher than 800kPa. Thus, the preliminary analysis
covers both sandy and clayey soils as the soil type is unknown. Table1 summarizes
the properties of concrete, the elastomeric bearing and the stiffness of the surface
spring that simulates the behavior of soft and stiff soil. The stiffness of the point
springs that simulate the elastomeric bearings computed using the mechanical and
geometric properties of bearings are also given in Table1.

Modal analysis have been conducted to evaluate the impact of the boundary condi-
tions on the vibration frequencies and mode shapes of the bridge. Table2 summarize
the frequencies and the modal mass participations of the first three modes in the
vertical direction for different boundary conditions. The corresponding mode shapes
are depicted in Fig. 5. Both the values summarized in Table2 and the mode shapes
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Fig. 4 Overview of the preliminary analysis model

Table 2 Frequencies and modal mass contributions of the first three modes in the vertical direction

Parameter Cantilever Soft soil Stiff soil

(k=16,000kN/m3) (k=64,000kN/m3)

First mode frequency (Hz) 14.75 16.05 16.35

First mode mass part (%) 7.0 29.1 36.2

Second mode frequency (Hz) 17.50 20.93 30.42

First mode mass part (%) 37.0 20.3 7.0

Third mode frequency (Hz) 33.72 33.90 38.69

Third mode mass part (%) 14.1 13.2 3.1

shown in Fig. 5 show that the dynamic behavior of the Stange Overpass is signif-
icantly influenced by the boundary conditions. It should be noted that, the modal
contributions of the three first vertical modes of the bridge is relatively low. This can
be attributed to the high stiffness in the vertical direction with potentially six support
points, i.e. two piers, two elastomeric bearings and two parts supported by a slab
resting on elastic foundations (Fig. 2) within a total span length of 50m. This would
lead to a higher number of modes contributing significantly in the vertical direction
and, hence, lower mass participation ratios for the individual modes. Apart from the
effect on the modal shape values at the ends of the bridge, which can be stated to
be expected, the modal mass contributions of different modes are also significantly
influenced by the boundary conditions. More specifically, the predominant mode
shape in the vertical direction in terms of modal mass contribution shifts from the
second mode to the first mode with increasing soil stiffness at the bridge ends.

The preliminary numerical analysis presented above indicate that, the boundary
conditions at the ends of the bridge is by far the most important parameter as far as
the vibrations on the bridge is concerned. Hence, accurate estimation of the boundary
conditions is of paramount importance for the calibration of the finite element model.
As the behavior of soil varies significantly with the load it is exposed to as well as the
environmental conditions, the boundary conditions of the bridge can be expected to
be dependent on the weight and the speed of the train crossing the bridge. As such,
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conventional finite element models updating methods that are based on estimating
the modal frequencies and themode shapes of the structure, which considers only the
linear behavior of the structure, cannot be expected to be sufficient for the calibration
of the finite element model of the Stange Overpass.

Fig. 5 Effect of soil stiffness on the first three dominant mode shapes in the vertical direction
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Fig. 5 (continued)

4 Open Challenges and Proposed Methodology

The conventional finite element calibration procedures rely mainly on predicting
the mode shapes identified from acceleration measurements. By their nature, modal
analysis and modal parameters are based on linear structural behaviour. However,
for the structures where soil structure interaction is expected to be significant, these
methods may not be sufficient as the behavior of soil can become nonlinear even at
relatively small strains. For structures, where nonlinear behaviour of soil is expected
to play a significant role, an improved finite element calibrationmethod that provides
reliable estimation of the nonlinear force-deformation relationship of the soil and its
interaction with the structure is required.

The NEAR project will develop a two-step iterative procedure to overcome this
shortcoming. For this, Stange Overpass will be used as the testbed as its behavior is
expected to be significantly impacted by soil-structure-interaction. Figure6 provides
an overview of the proposed methodology.

The first step of the proposed methodology will utilize the free-vibration mea-
surements and the response parameters such as the vibration frequency and the mode
shapes to calibrate the physical parameters of the finite element model. The physical
parameters to be calibrated will be selected from a large set of parameters based on
the sensitivity study carried out on the initial FE model out of a larger set. This set
will include but not be limited to Young’s modulus of the deck, Young’s Modulus
of the piers, mass of the sleepers and ballast, mass density of the bridge deck, stiff-
ness of the bearings between the abutments and the deck, stiffness of the support
springs at the two ends of the deck. The preliminary numerical analysis show that
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Fig. 6 Methodology of the NEAR project

the stiffness of the support springs at the ends of the bridge, which simulate the
behavior of the bridge deck sitting directly on soil, is arguably the most important
parameter that affects the vibrations on the bridge. Considering this unique behavior,
the methodology will have special focus on estimating this parameter accurately and
reliably by sensor clustering at the ends of the bridge, i.e., by deploying an array
of accelerometers and displacement sensors near and at the ends of the bridge. The
data from the sensor clusters will be evaluated and analyzed using various methods
including machine learning and artificial intelligence to provide an accurate estimate
of the boundary conditions under varying environmental conditions using the free
vibration data. Due to the nature of modal analysis and modal parameters, the esti-
mated structural parameters at this stage will be limited to equivalent linear values.
Therefore, one short coming of the finite element model calibrated using free vibra-
tion data in this stage will be its inability to capture the potential nonlinearity in the
soil behavior that would lead to a change in behaviour for various train loads and
speeds as well as the environmental conditions.

In order to capture the nonlinear soil behaviour, the finite element model will be
further calibrated using the recorded forced vibration data, i.e., vibrations induced
by train crossings. The linear parameters computed from the first step will be used
as the starting point of the second step in order to obtain a more reliable, accurate
and effective machine learning algorithm. The second step will focus solely on the
calibration of the nonlinear force-deformation relationship of soil that directly sup-
ports the deck at both ends of the bridge. More specifically, the structural parameters
that are expected to remain elastic such as Young’s modulus of concrete, mass of the
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sleepers and ballast, mass density of the deck will be taken directly from the first
step and will be kept constant in the second step. The linear springs that are used in
the first step will be replaced by nonlinear springs that can capture the effects of the
loading on the spring stiffness.

For the analysis of the FE model under the train load, first the train load including
the number of axles, the weight of each axle and the speed of the train will be
determined using the strain gauges placed on the rail tracks. This data will then
be combined with the information recorded at the accelerometer and displacement
sensors and strain gauges to calibrate the weight at each axle. The train loading data
will then be used as input to the finite element model and several numerical analysis
with various nonlinear force-deformations for the soil springs will be conducted in
order to create the training data for themachine learning algorithms. These numerical
analysis will be repeated under various train types and speeds. The trained machine
learning algorithmwill provide the best estimates of the nonlinear-force deformation
relationship that will emulate the behavior of the soil on which the ends of the
bridge deck rests. This second step, where the objective is to calibrate the nonlinear
force-deformation relationship for the soil springs based on the estimations of the
maximum accelerations recorded under external loads, is a novel approach to finite
element model calibration as current state-of-the art methods consider only the first
step, i.e., free vibration, which is limited to linear models.

The novel two-step calibration procedure will be repeated several times during the
project duration for different types of trains and various environmental conditions in
order to fine-tune the finite element model and to ensure that the model can capture
the effects of variations in the environmental conditions on the dynamic behavior of
the bridge.

5 Summary and Conclusion

This article summarizes the background of a collaboration project undertaken by the
Norwegian Railway Authority and the Oslo Metropolitan University. The project
aims to develop a two-step finite element model calibration methodology that can be
used to reliably and estimate the accelerations on railway bridges whose behavior
is significantly influenced by non-linear soil-structure-interaction. The methodology
will be developed based on long term monitoring of vibrations on the Stange Over-
pass. Numerical analysis conducted on initial model of the Stange Overpass reveals
that the dynamic behavior of the bridge is dominated by the boundary conditions
at each end of the bridge where the bridge deck had been extended 4.5m from the
elastomeric bearings. Through long term monitoring of the accelerations, extensive
numerical analysis and machine learning algorithms, the finite element model of
the bridge will be calibrated with particular attention to the nonlinear soil structure
interaction at the bridge ends.

The proposed method aims first to use classical finite element model calibration
methods in order to calibrate the linear structural parameters using the free vibration
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data. As the next step, the nonlinear force-deformation relationship of the springs that
represent the soil behavior will be calibrated by trainingmachine learning algorithms
so that the acceleration estimates from the numerical models will match the forced
vibration data for various train loads and speeds.
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1 Introduction

A fundamental step for the Structural Health Monitoring (SHM) is the structural
identification that, from a dynamic point of view, coalesces with the identification of
natural frequencies, damping ratios and modal shapes.

In literature there are a lot of dynamic identification methods that can be subdi-
vided into two main classes: Experimental Modal Analysis methods (EMA) and
Operational Modal Analysismethods (OMA) [1]. The first one can identify the non-
linear behavior of a structure but requires the knowledge of the structural input.
This aspect is penalizing because the artificial generation of the structural input is
complicated and very expensive in the in situ tests. On the other hand, the set-up of
the OMA methods is very cheap and simple because these methods don’t require
the knowledge, and thus the artificial generation of the structural input. Furthermore,
since the structural input in the OMAmethod is an ambient noise due to traffic, wind,
ground vibrations, use of the structure and so on, it is possible to identify the dynamic
properties in the real operative conditions and the structural input is moldable as a
white noise. For these advantages, in the last decades, the researchers focused their
attention on the OMA methods.

Another classification of the identification methods can be done considering
the domain in which they are developed, in fact OMA methods are subdivided
in: time domain methods, frequency domain methods and hybrid domain methods
[2]. Frequency domain methods in OMA, like Peak Picking and Half Power Band-
width Method (PP+HP) [3] and Frequency Domain Decomposition (FDD) [4, 5], are
usually based on the Power Spectral Density (PSD) estimation that can be performed
by using the Welch’s method [6, 7]. The estimation of the PSD with the Welch’s
method allows to have different advantages due to the decomposition of the structural
output in sub-signals to which is possible to apply time windows (Tukey, Hamming,
Hanning) and to assign an overlap length. However, the use of this method is difficult
for a non-expert user and the choice of the sub-signals length, the kind of window to
apply to every sub-signal and the overlap length can influence the results especially in
terms of damping ratios estimation. Furthermore, if themodes are very close the iden-
tification of the dynamic properties might not be very accurate [3]. There are several
time domain methods in literature, such as: Natural Excitation Technique (NExT)
[8] that, when the excitation is an ambient vibration, it requires that the analytical
form of free-vibration and the analytical form of the structural output are the same;
Stochastic Subspace Identificationmethods (SSI) [2] divided into covariance-driven
models (SSI-COV) and data-driven models (SSI-DATA); Auto Regressive Moving
Average models (ARMA) [9] that are articulated into Auto Regressive (AR) step
andMoving Average (MA) step. Hybrid domain methods can be developed in time-
frequency domain, like methods based on the Wavelet transform [10], or they can be
divided into different steps some in the time domain, others in the frequency domain.
An example of the latter is the Analytical Signal Method (ASM) [11] that profits by
the advantages due to the use of the analytical signal i.e. a high sensitivity to the
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minimum variations of the natural frequency. Due to the aforementioned advantages
the analytical signal is also used for the identification of structural damage [12, 13].

In this paper, a new OMAmethod founded upon stochastic mechanic’s principles
is proposed. It uses a Singular Value Decomposition (SVD) [14] to reproduce the
relationship between the correlation functions matrix in the nodal space and correla-
tion functions matrix in the modal space. The proposed method, called Time Domain
Analytical SignalMethod (TD-ASM) for the similaritywith the hybridmethodASM,
does not involve the difficulties due to the use of Welch’s method, in fact it is devel-
oped only in time domain. Furthermore, the analytical signals of the correlation
functions are used in order to have a high precision in the frequencies identification.

2 Proposed Method: Time Domain Analytical Signal
Method (TD-ASM)

2.1 Identification Algorithm for SDOF Systems

In this section, a novel OMA method is proposed. This method allows to iden-
tify natural frequency and damping coefficient of the SDOF structures enforced by
ambient vibration. After the acquisition of the output process X(t), its correlation
function RX (τ ) is calculated. The analytical signal of the correlation function can be
estimated by summing the correlation function to its Hilbert transform multiplied by
the imaginary unit; in fact, the analytical signal is a complex signal in which the real
part is the original function and the imaginary part is its Hilbert transform. Finally,
the dynamic properties of the structural system can be estimated from the properties
of the analytical signal: amplitude A(τ ) and phase θ(τ ). The different steps of the
proposed method for SDOF structures can be resumed in:

(1) Acquisition of the structural output process X(t);
(2) Estimation of the correlation function RX (τ );
(3) Reconstruction of the analytical signal zX (τ );
(4) Identification of the dynamic properties.

For SDOF structures the proposed method is very similar to the ASM but it is
simpler than the latter because the estimation of the PSD with the Welch’s method
is removed. In particular, the direct estimation of the correlation function allows to
overcome the difficulties introduced by the use of the Welch’s method for the eval-
uation of power spectral density; in fact, the choice of the time windows applied to
the sub-signals and the overlap length between two successive sub-signals can influ-
ence the results, furthermore the use of theWelch’s method requires high specialized
skills.

In order to introduce the proposed method in details, a linear SDOF shear-type
frame with mass m, stiffness k and damping c is used. The dynamic properties to
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identify are: the natural frequencies of the structure f =
√
k
/
m/(2π) and the

damping ratio ζ = c
/

(4πm f ).
When the signal of the input force is not acquired and the excitation source is due to

ambient vibrations, the key hypothesis of OMA is that the structure can be considered
as excited by a white noise process, defined as in [15–18], and, consequently, the
stochastic differential equation governing the structural motion is

Ẍ(t) + 2ζω0 Ẋ(t) + ω2
0X(t) = W (t) (1)

where ω0 is the circular frequency that is equal to 2π f . Adding the initial condition
to the Eq. (1), the structural response process X(t) can be obtained.

The correlation function RX (τ ) of the output response process X(t) can be
estimated as

RX (τ ) = E[X(t)X(t + τ)] − μ2
X (2)

where μX is the mean of the process X(t). Since X(t) is a zero-mean process the
Eq. (2) coalesces with

RX (τ ) = E[X(t)X(t + τ)]. (3)

The Hilbert transform R̂X (τ ) of the correlation function RX (τ ) is, for definition,
the convolution of RX (τ ) with the signal 1

/
(π τ), i.e. it is the response to RX (τ ) of

a linear time-invariant filter having impulse response 1
/

(π τ). Therefore R̂X (τ ) can
be calculated as

R̂X (τ ) = 1

π
℘

∞∫

−∞

RX (τ̃ )

τ − τ̃
d τ̃ (4)

where ℘ is the principal value.
The analytical signal is calculated as

zX (τ ) = RX (τ ) + i R̂X (τ ) (5)

and, can be written in polar form as

zX (τ ) = A(τ )ei θ(τ ) (6)

where A(τ ) is the amplitude

A(τ ) =
√
R2
X (τ ) + R̂2

X (τ ) (7)
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and θ(τ ) is the phase

θ(τ ) = arctan

[
Im[zX (τ )]

Re[zX (τ )]

]
= arctan

[
R̂X (τ )

RX (τ )

]
. (8)

Taking into account the Euler’s formula, the analytical signal in Eq. (6) can be
expressed in the form

zX (τ ) = A(τ ) cos(θ(τ )) + i A(τ ) sin(θ(τ )). (9)

The correlation function of a SDOF structure enforced by a white noise can be
approximated, for τ > 0, as

RX (τ ) = Qe−2π f ζ τ cos
(
2π f̄ τ

)
(10)

and thus its Hilbert transform can be expressed as

R̂X (τ ) = Qe−2π f ζ τ sin
(
2π f̄ τ

)
(11)

where f̄ = f
√
1 − ζ 2 is the damped frequency and Q is a constant equal to the

variance of the structural response.
Replacing Eqs. (10) and (11) in the Eq. (5) it leads to

zX (τ ) = Qe−2π f ζ τ cos
(
2π f̄ τ

) + i Qe−2π f ζ τ sin
(
2π f̄ τ

)
(12)

and thus, using Eqs. (12) and (9) is clear that

A(τ ) = Qe−2π f ζ τ (13)

and

θ(τ ) = 2π f̄ τ. (14)

The instantaneous damped frequency can be calculated performing the first
derivative of the phase and dividing by 2π, i.e.

f̄ (τ ) = 1

2π

d

dτ
[θ(τ )]. (15)

By performing the average of the instantaneous damped frequency it is possible
to obtain the damped frequency of the structure like

f̄ = E
[
f̄ (τ )

]
. (16)
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The damping ratio can be obtained from the logarithm of the amplitude that has
a linear form as it can be seen from the following equation

ln[A(τ )] = ln[Q] − 2π f ζ τ = c2 + c1τ. (17)

From the linear form of the Eq. (17) it is clear that the angular coefficient of the
amplitude’s logarithm is related to the structural damping ratio; in particular, the
damping ratio is obtained as

ζ = − c1
2π f

. (18)

Since only the damped frequency is identified, we need to take into account that

f = f̄
/√

1 − ζ 2, and thus the Eq. (18) reverts to

ζ =
√

c̄21
1 + c̄21

(19)

with c̄1 = c1
/(

2π f̄
)
.

2.2 Identification Algorithm for MDOF Systems

The proposed method, introduced in the previous section, requires another step if
applied to the MDOF systems. As a matter of fact, the components of the correlation
functions matrix are “multi-component” functions and then they have a not well-
behaved Hilbert transform. Therefore, it needs a “mono-component” correlation
function, such as the modal correlation function, to restore the efficiency of the
Hilbert transform. In light of the above, the identification method forMDOF systems
can be resumed as:

(1) Output processes X(t) acquisition;
(2) Correlation functions matrix RX(τ ) estimation;
(3) Singular Value Decomposition of RX(0) and modal shapes identification;
(4) Calculation of the correlation functions matrix in the modal space RY(τ );
(5) Reconstruction of the analytical signals of the auto-correlation functions in the

modal space;
(6) Frequencies and damping ratios estimation.

In order to extend the proposed method to a MDOF system, a shear-type MDOF
frame with mass matrix M, stiffness matrix K and damping matrix C is used. The
dynamic properties to be identified are: the modal matrix �, the natural frequencies
fi and the damping ratios ζi where i = 1, 2, . . . , N and N is the number of degree
of freedom of the system. In this case the differential equations system that governs
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the structural motion is

MẌ(t) + CẊ(t) + KX(t) = −MVW (t) (20)

where V is the influence vector. The correlation functions contained into the
correlation functions matrix are estimated as

RXi X j (τ ) = E
[
Xi (t)X j (t + τ)

] − μXi μX j (21)

whereμXi andμX j are respectively the averages of the i-th and j-th response process.
As it is well known, the differential equation system in Eq. (20) can be expressed

in the modal space pre-multiplying for the modal matrix � and taking into account
the modal transformation

X(t) = �Y(t) (22)

whereX(t) is the response process in the nodal space andY(t) is the response process
in the modal space. The Eq. (20) expressed in the modal space thus becomes

Ÿ(t) + �Ẏ(t) + �Y(t) = −�TMVW (t) (23)

in which � = �TK� is a diagonal matrix containing the squares of the circular
frequencies of the system and � = �TC� is, for classically damped system, a
diagonal matrix that have the i-th term on the diagonal equal to 2ζiωi .

The auto-correlation functions contained into the diagonal of the correlation
functions matrix expressed in the modal space are

RYiYi (τ ) = E[Yi (t)Yi (t + τ)] − μ2
Yi (24)

where μYi is the average of the i-th response process in the modal space.
Since themodal matrix� is unknown, the proposedmethod takes into account the

relationship between the correlation functions matrix expressed in the nodal space
RX(τ ) and the correlation function matrix expressed in the modal space RY(τ ) [14],
i.e.

RX(τ ) = �RY(τ )�T . (25)

In order to decompose RX(0) in the product of three matrices is possible to use a
SVD as it is reported in the following equation

RX(0) = USVH . (26)

In Eq. (26) S is a diagonal matrix that contains the singular values of RX(0), U
and V are unitary matrices that contain respectively the left singular vectors and the
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right singular vectors of RX(0); and the apex H denote the conjugated transpose. If
RX(0) is a normal matrix, i.e. if it is square and (RX(0))HRX(0) = RX(0)(RX(0))H ,
then U = V. Since RX(0) is a normal and real matrix, Eq. (26) becomes

RX(0) = USUT . (27)

If the frequencies are well separated, then RY(0) is almost a diagonal matrix and
thus S ≈ RY(0) and U ≈ �. In light of the above, the modal matrix � is estimated
performing a SVD of RX(0) and the correlation functions matrix in the nodal space
can be calculated with the inverse formula of Eq. (25), i.e.

RY(τ ) = �TRX(τ )� (28)

The analytical signals zi (τ ) of the auto-correlation functions in the modal space
are calculated as

zi (τ ) = RYiYi (τ ) + i R̂Yi Yi (τ ) (29)

where R̂Yi Yi (τ ) is the Hilbert transform of RYiYi (τ ).
For each degree of freedom of the system, the frequencies and the damping ratios

can be estimated with the same procedure proposed for SDOF system. In particular,
applying Eqs. (7) and (8) is possible to calculate respectively the amplitudes Ai (τ )

and the phases θi (τ ) of the analytical signals, by using Eqs. (15) and (16) the damped
frequencies f̄i can be estimated and, finally, Eqs. (17–19) can be used to estimate
the damping ratios ζi of the system.

3 OMA: From Research to Engineering Applications

As regards, the paper’s contribution is to provide a user friendly method, that can be
used by people who have little to no knowledge of signal processing and stochastic
analysis such as those who are responsible for the maintenance of a city’s historical
buildings. To aim at this, all the aforementioned steps have been implemented into
an algorithm in MatLab environment reported in the Appendix.

Specifically, this algorithm only requires as input the time vector and the recorded
structural outputs, then automatically returns all steps necessary to provide the
dynamic properties of the structure. In sequential order the aforementioned algorithm
estimate: the correlation functions matrix in the nodal space, the modal shapes, the
correlation functions matrix in the modal space, the analytical signals of the auto-
correlation functions in the modal space, the amplitudes, the phases, the damped
frequencies and the damping ratios. To assess the reliability of the method and the
algorithm, several numerical simulations and an experimental test are reported as it
follows.
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3.1 Validation of the Proposed Algorithm Through a SDOF
System

In order to prove the reliability of the identification algorithm for SDOF system, a
numerical simulation on a linear SDOF shear-type framewas performed for different
values of the damping coefficient ζ . In particular, the SDOF structure has a natural
frequency f = 30 Hz and the damping ratio is variable between 0.01 and 0.10 with a
step equal to 0.01. The structural inputW (t) has been generatedwith the Shinozuka’s
formula [19] and the number of the generated samples is equal to 1000. Every sample
has a duration of 100 s with sampling frequency 1000 Hz. The instantaneous damped
frequency f̄ (τ ) and the logarithm of the amplitude A(τ ) are depicted respectively
in Figs. 1 and 2 for ζ = 0.02.

The results obtained by using the proposed method and PP + HP are reported,
with the relative discrepancies ε%, in Tables 1 and 2. These results suggest that both
methods are reliable for the estimation of the natural frequency and damping ratio
in a SDOF system. However, the proposed method has less discrepancy than PP +
HP, both in terms of damped frequency estimation and in terms of damping ratio
estimation. In this section the proposed method is compared only with PP + HP
because other automated algorithm in MatLab environment, like FDD.m [20] and
SSICOV.m [21], can be used only for MDOF systems.

Fig. 1 Instantaneous damped frequency for f = 30 Hz and ζ = 0.02
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Fig. 2 Amplitude’s logarithm for f = 30 Hz and ζ = 0.02

Table 1 Comparison among the exact damped frequency and the estimated damped frequency

Damping ratio Exact
frequency

TD-ASM
frequency

Discrepancy
ε%

PP + HP
frequency

Discrepancy
ε%

0.0100 29.9985 29.9999 0.0046 29.9900 0.0283

0.0200 29.9940 29.9967 0.0090 29.9700 0.0800

0.0300 29.9865 29.9901 0.0121 29.9500 0.1217

0.0400 29.9760 29.9798 0.0125 29.9500 0.0867

0.0500 29.9625 29.9647 0.0074 29.9500 0.0416

0.0600 29.9460 29.9434 0.0087 29.9500 0.0135

0.0700 29.9264 29.9130 0.0447 29.9400 0.0454

0.0800 29.9038 29.8694 0.1152 29.9400 0.1209

0.0900 29.8783 29.8064 0.2405 29.9400 0.2067

0.1000 29.8496 29.7173 0.4433 29.5600 0.9703

3.2 Validation of the Proposed Algorithm Through a MDOF
System

In order to prove the reliability of the identification algorithm for MDOF systems,
a numerical simulation on a linear 3DOF shear-type system was performed at
various values of the damping coefficient ζ1. In particular, the range of variation
of the first damping ratio is ζ1 = 0.05 ÷ 0.10 with a step equal to 0.01. ζ2 and
ζ3 are calculated considering a Rayleigh damping. The shear-type 3DOF frame
used for the numerical simulations has mass m j = 794 kg for j = 1, 2, 3 and
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Table 2 Comparison between the exact damping ratio and the estimated ramping ratio

Exact damping
ratio

TD-ASM
damping ratio

Discrepancy ε% PP + HP damping
ratio

Discrepancy ε%

0.0100 0.0100 0.3102 0.0104 3.6540

0.0200 0.0200 0.0063 0.0202 1.1639

0.0300 0.0300 0.0623 0.0299 0.4492

0.0400 0.0400 0.0485 0.0394 1.4300

0.0500 0.0500 0.0157 0.0492 1.5617

0.0600 0.0599 0.1252 0.0595 0.7978

0.0700 0.0698 0.2866 0.0703 0.4566

0.0800 0.0796 0.5158 0.0795 0.6002

0.0900 0.0908 0.8370 0.0886 1.5493

0.1000 0.1013 1.2787 0.1022 2.2490

stiffness k j = 6.18 × 106N
/
m for j = 1, 2, 3 and thus the natural frequen-

cies are f1 = 6.2489 Hz, f2 = 17.5091 Hz, f3 = 25.3014 Hz, and the modal

shapes are φ1 = [
0.328 0.591 0.737

]T
, φ2 = [

0.737 0.328 −0.591
]T
, φ3 =[

0.591 −0.737 0.328
]T
. The results in terms of damped frequencies (for each value

of ζ1 = 0.05 ÷ 0.01) evaluated by using the proposed method are compared with
those obtained by SSI-COV [21] and FDD [20], as reported in Table 3.

From these results it is apparent that all methods are performing very well, in
particular the SSI-COV results have the least discrepancy, but SSI-COV is not direct
as the proposed method TD-ASM, since it requires the knowledge of a parameter
related to the first frequency, that is a priori unknown. This means that it needs at least
a Fourier Transformof the signal to get this value,while the proposedmethod does not
require any preliminary information of the unknown characteristics. Further, results
in terms of damping ratios are compared with SSI-COV only, since the algorithm
FDD.m does not allow the damping ratios’ evaluation. Also in this case the proposed
method gets satisfactory results as shown in Table 4 (for each value of ζ1 = 0.05 ÷
0.01).

As regards the modal shapes, Fig. 3 reports the discrepancies of results obtained
with the proposedmethod, FDD and SSI-COVwith respect the exact ones at different
values of damping ratios. Also in this case, the proposed method and SSICOV (both
developed in the time domain and based on the correlation function) are more precise
than FDD (developed in the frequency domain and based on the PSD) especially for
the first modal shape that gives the major contribution to the total structural motion.
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Table 3 Comparison between the exact damped frequencies and the estimated damped frequencies

ζ1 Mode Exact TD-ASM ε% FDD ε% SSI ε%

0.05 1 6.2411 6.2363 0.0770 6.1646 1.2261 6.2433 0.0356

2 17.4872 17.4529 0.1961 17.8833 2.2650 17.4595 0.1584

3 25.2522 25.0554 0.7794 25.3296 0.3065 25.2753 0.0916

0.06 1 6.2376 6.2262 0.1823 6.1646 1.1713 6.2426 0.0802

2 17.4776 17.4344 0.2472 17.8833 2.3213 17.4334 0.2529

3 25.2305 24.9680 1.0405 25.3296 0.3926 25.2255 0.0201

0.07 1 6.2335 6.2255 0.1290 6.1646 1.1065 6.2381 0.0734

2 17.4662 17.4128 0.3060 17.8833 2.3880 17.4147 0.2950

3 25.2049 24.7680 1.7334 25.3296 0.4947 25.1682 0.1455

0.08 1 6.2288 6.2223 0.1042 6.1646 1.0315 6.2353 0.1036

2 17.4531 17.3857 0.3858 17.8833 2.4652 17.4209 0.1844

3 25.1753 24.3554 3.2568 25.3296 0.6129 25.0907 0.3362

0.09 1 6.2234 6.2133 0.1625 6.1035 1.9271 6.2361 0.2033

2 17.4381 17.3575 0.4626 17.8833 2.5528 17.3813 0.3257

3 25.1417 24.2051 3.7254 25.3296 0.7473 25.1235 0.0723

0.10 1 6.2175 6.2222 0.0761 6.1035 1.8326 6.2377 0.3251

2 17.4215 17.3323 0.5117 17.8833 2.6510 17.3420 0.4562

3 25.1041 24.1537 3.7860 25.3296 0.8982 25.1216 0.0698

3.3 Validation of the Proposed Algorithm Through
Experimental Test

In order to prove the reliability of the proposed method on real structures, an exper-
imental test was performed on a three-story frame. The set-up of the experimental
test is reported in Fig. 4. In particular, the structure was excited by a broad-band
noise from 0.01 to 80Hz through an electro-magnetic shaker APS-ELECTRO-SAIS.
The input and the output signals were recorded using piezo-electric accelerome-
ters Brüel&Kjaer 4507 002 connected to the acquisition unit NI PXIe 1082. Some
tests of 240 s with sampling frequency equal to 1000 Hz were performed and the
proposed algorithm was used to obtain the modal shapes, the frequencies and the
damping ratios of the structure. Since the tests are performed on a real system that
has unknown dynamic properties, is impossible to report a discrepancy between the
exact properties and the identified properties. However, the results obtained by the
used methods are reported in Tables 5 and 6.

From these results, it is clear that all the used algorithms well identify the same
frequencies and that the differences between the damping ratios identified with the
proposed algorithm and SSICOV.m are very low.
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Table 4 Comparison between the exact damping ratios and the estimated damping ratios

ζ1 Mode Exact TD-ASM ε% SSI ε%

0.05 1 0.0501 0.0519 3.6703 0.0481 3.9291

2 0.0500 0.0493 1.2739 0.0521 4.2302

3 0.0623 0.0623 0.0697 0.0646 3.6640

0.06 1 0.0601 0.0607 0.9509 0.0582 3.2513

2 0.0600 0.0597 0.3966 0.0629 4.8558

3 0.0748 0.0746 0.2821 0.0739 1.1238

0.07 1 0.0702 0.0727 3.6792 0.0666 5.0789

2 0.0699 0.0699 0.1102 0.0726 3.8543

3 0.0872 0.0824 5.5115 0.0858 1.6690

0.08 1 0.0802 0.0838 4.5188 0.0757 5.5309

2 0.0799 0.0793 0.7807 0.0850 6.3065

3 0.0997 0.0915 8.2092 0.1034 3.6762

0.09 1 0.0902 0.0953 5.6554 0.0848 6.0208

2 0.0899 0.0894 0.5921 0.0926 2.9736

3 0.1122 0.1038 7.4214 0.1106 1.4040

0.10 1 0.1002 0.1046 4.3784 0.0935 6.7502

2 0.0999 0.1004 0.4290 0.1015 1.6203

3 0.1246 0.1081 13.2609 0.1215 2.5302

Fig. 3 Discrepancy of results obtained with the proposedmethod TD-ASM (circular marker), FDD
(hexagram marker) and SSICOV (diamond marker) with respect the exact ones at different values
of damping ratios: first mode a, second mode b, third mode c
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Fig. 4 Experimental set-up

Table 5 Comparison betweenTD_ASM.m,SSICOV.mandFDD.m in terms of damped frequencies
and damping ratios

Mode Frequencies Damping ratios

TD-ASM FDD SSICOV TD-ASM FDD SSICOV

1 2.1438 2.2125 2.1511 0.0853 – 0.0717

2 6.0719 6.0730 6.0868 0.0075 – 0.0080

3 8.7321 8.7280 8.7285 0.0013 – 0.0016

Table 6 Comparison between TD_ASM.m, SSICOV.m and FDD.m in terms of modal shapes

TD-ASM FDD SSICOV

φ1 φ2 φ3 φ1 φ2 φ3 φ1 φ2 φ3

1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000

1.7306 0.3794 −1.2784 2.0377 0.3328 −1.4188 1.9186 0.7549 −1.4351

1.9751 −0.8388 0.6139 2.5393 -0.7784 0.7477 2.3581 −0.8516 0.7672

4 Conclusions

This paper introduces an innovative ambient identification method based on the
Hilbert Transform to obtain the analytical representation of the system response in
terms of the correlation function. It leads to identify the modal shapes performing a
SVD of the correlation functionmatrix in τ = 0, the frequencies by the phase of each
analytical signal of the auto-correlation functions in themodal space and the damping
ratios by the amplitude of each analytical signal of the auto-correlation functions in
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the modal space. The numerical simulations prove that for SDOF structures the
proposed method can identify the dynamic properties better than the PP+HP and
for MDOF structures the proposed method TD-ASM can identify very well the
dynamic properties of the structural systems, especially in terms of the damping
ratios. The performed experimental tests prove that the dynamic properties identified
with the proposed method are similar to the properties identified by other automated
algorithm and that the proposed algorithm have some advantages compared to the
others. However, the greatest advantage of TD-ASM is that it is user friendly, in
fact the developed MatLab function requires only the time vector and the recorded
outputs and can be used also by a not-expert user. As a concluding remark, the
authors wish that this approach could open the pathway for a monitoring system
that is user friendly and can be used by people who have little to no knowledge of
signal processing and stochastic analysis such as those who are responsible for the
maintenance of a city’s historical buildings.

Acknowledgements S. Russotto, A. Di Matteo, C. Masnata and A. Pirrotta gratefully acknowl-
edge the support received from the Italian Ministry of University and Research, through the PRIN
2017 funding scheme (project 2017J4EAYB 002 - Multiscale Innovative Materials and Structures
“MIMS”).

Appendix

The proposed algorithm, entirely reported in this appendix, requires as input only the
output signals (X) and the time vector (time). It calculates automatically the frequen-
cies (fid), the damping ratios (Z_ID_LOG) and the modal shapes both normalized
with respect to the first component of each mode (PHI_IDNN) and not-normalized
(PHI_ID). The entire developed MatLab function, called TD_ASM.m, is shown
below.
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In this code only two kind of interactions with the user are requested. The first
one is the organization of the input data i.e. the time vector that is a row vector and
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Fig. 5 Interactive graphic interface of TimeStopSelection.m: for frequency estimation a, for
damping ratio estimation b

the structural output process that is a three-dimensional array. The second one is
a step of the function TimeStopSelection.m that is contained into TD_ASM.m and
that requires the choice of the time interval to be used to perform the average in
Eq. (16) and to identify the coefficient c1 in Eq. (17). In order to simplify this step,
TimeStopSelection.m has an interactive graphic interface that allows to choose, with
few clicks, the aforementioned time intervals as reported in Fig. 5a, b respectively
for frequency identification and damping ratios identification.
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Time-Domain Damage Detection
of Structures with Complex Modes Under
Variable Environmental Conditions
Using Bayesian Virtual Sensors

Jyrki Kullaa

Abstract A time-domain algorithm for damage detection is introduced. It is based
on hardware redundancy inwhich the number of sensors is greater than the number of
excited modes plus the number of environmental variables. Therefore, for a structure
with complex modes, the minimum number of sensors is expected to be higher
than that of the same structure with real modes. A two-step detection algorithm is
proposed. First, the accuracy of each sensor is increased by Bayesian virtual sensing.
Second, the signal of each sensor is estimated using the remaining sensors utilizing
a correlation model of the training data under different environmental conditions.
The residual is used to detect damage. The algorithm was studied in a numerical
experiment of a frame structure having a discrete damper element, which resulted
in complex mode shapes. A comparison was made with the same structure having
real modes due to proportional damping. The performance of damage detection was
higher with real modes and virtual sensors outperformed the raw measurements.
Damage localization was also relatively successful revealing the region close to the
actual damage.

Keywords Complex modes · Virtual sensing · Environmental effects · Damage
detection · Hardware redundancy · Time-domain structural health monitoring

1 Introduction

Structural health monitoring (SHM) utilizes sensor data to get an early warning of
structural failure. Vibration-based SHM is a non-destructive technique, in which
damage can be detected remotely from the sensors. Damage detection can be
approached using time-domain or feature-domain techniques. In this paper, time-
domain data analysis is studied. It is assumed that a sensor network is installed on
the structure. Training data are needed from an undamaged structure under different
environmental or operational conditions. With the proposed approach it is possible
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to take into account the influences of the environmental or operational variability [1].
The excitation or the environmental or operational variables are not measured.

In the data analysis for damage detection, each sensor reading is estimated using
the data from the remaining sensors. Therefore, the sensor network has to be redun-
dant. The required number of sensors in the network depends on the number of active
modes as well as the number of environmental or operational variables. Generally,
the mode shapes are complex due to viscous damping. Only in a special case of
proportional damping the modes are real.

For under-critical damping, at each natural frequency there exist two complex
conjugate modes. The response can be expressed using mode superposition. This
means that the response, which is a real number, is expressed with twice the number
of terms compared to the case with real modes.

A two-step algorithm is proposed for damage detection [2]. First, noise reduction
is performed applying Bayesian virtual sensing to the measurement data. This is an
important step, because according to detection theory, the probability of detection
depends on the signal-to-noise ratio (SNR) [3]. The result of the first step is virtual
sensors that are more accurate than the corresponding physical sensors. Second,
applying a correlation model of the training data, each (virtual) sensor is estimated
using the remaining (virtual) sensors in the network resulting in a residual vector. The
residual is the difference between the (virtual) sensor reading and the corresponding
estimate and its increase beyond a threshold is an indication of damage.

This paper is organized as follows. Complex modes are introduced in Sect. 2.
Bayesian virtual sensors are derived in Sect. 3. The proposed algorithm for damage
detection is presented in Sect. 4. A numerical experiment comparing damage detec-
tion with real or complex modes using either physical or virtual sensors is studied in
Sect. 5. Finally, concluding remarks are given in Sect. 6.

2 Complex Modes

Complex modes occur if damping is non-proportional. Then, the real modal matrix
cannot diagonalize the damping matrix and the equations of motion remain coupled.
Highly complex modes can occur for example, if there exist discrete damper
elements.

Starting with the second order equation of motion

mü + cu̇ + ku = f(t) (1)

where m, c, and k are respectively the mass, damping, and stiffness matrix of the
structure, u = u(t) is the displacement vector, f(t) is the load vector, and t is time.
Equation (1) can be written in a state space form, resulting in a first-order differential
equation
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}
=
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0

f(t)

}
(2)

or

Mẋ + Kx = F(t) (3)

where x(t) = [
u u̇

]T
is the state vector andM,K, and F(t) are defined by the above

equations. The objective is to derive a truncated mode superposition solution to
Eq. (3) and study the vector space of the response. The eigenvalue analysis of Eq. (3)
is first performed resulting in eigenvalues λr that are complex for underdamped
modes, and negative real numbers for overdamped modes. Also the mode shapes
are complex for underdamped modes, and real for overdamped modes. The complex
eigenvalues andmode shapes exist in conjugate pairs, because the response x(t) must
be real. Therefore, for each natural frequency, there exist twomodes. The eigenvalues
are related to the natural frequencies ωr and modal damping ζ r by

λr = −ωrζr ± iωr

√
1 − ζ 2

r (4)

Equations (3) can be made independent with the transformation

x(t) =
2N∑
s=1

φsqs(t) ≈
2n∑
s=1

φsqs(t) (5)

where N is the number of degrees-of-freedom (DOF) in the finite element model,
n � N is the number of active modes, φs is the mode shape vector, and qs(t) the
modal, or generalized, coordinate of mode s.

Substituting Eq. (5) into Eq. (3), multiplying with φT
r from the left, and taking

into account the orthogonality of the eigenvectors [4], results in

φT
r Mφr q̇r (t) + φT

r Kφrqr (t) = φT
r F(t) (6)

or

mr q̇r (t) + krqr (t) = φT
r F(t) (7)

which is the equation of motion for mode r, where mr = φT
r Mφr is the modal mass

and kr = φT
r Kφr is the modal stiffness, which are generally complex. There are

2 N such single-degree-of-freedom equations, one for each mode. In the truncated
model, it is assumed that only the 2n lowest modes correspond significantly to the
response. The solution qr (t) for Eq. (7) can be found analytically or numerically.

Let us assume that solution qr (t) is available. It depends on the loading and the
initial conditions. In the underdamped case, the solutions exist in complex conjugate
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pairs, for example for the first two modes:

q1(t) = q1R(t) + q1I (t)i

q2(t) = q̄1(t) = q1R(t) − q1I (t)i (8)

Their contribution to the physical response according to Eq. (5) is

x(t) = φ1q1(t) + φ2q2(t)

= φ1q1(t) + φ̄1q̄1(t)

= φ1[q1R(t) + q1I (t)i] + φ̄1[q1R(t) − q1I (t)i]

= (φ1 + φ̄1)q1R(t) + (φ1 − φ̄1)q1I (t)i

= 2Reφ1q1R(t) − 2Imφ1q1I (t) (9)

which shows that the solution x(t) lies in a space spanned by vectors Reφ1 and Imφ1.
Therefore, the dimension of the vector space is two. In other words, two basis vectors
are needed to describe the physical response if the active mode is complex.

On the other hand, if damping is zero, the eigenvalues and modes are purely
imaginary, resulting in response

x(t) = −2Imφ1q1I (t) (10)

In this case the solution x(t) lies in a space spanned by vector Imφ1 only. The
dimension of the vector space is one.

With overdamped modes, the eigenvalues and modes are real, and the response is

x(t) = φ1q1R(t) (11)

In this case the solution x(t) lies in a space spanned by vector φ1 only. The
dimension of the vector space is one.

3 Bayesian Virtual Sensing

Virtual sensing (VS) gives an estimate of a quantity of interest using the available
measurements. The objective of this study is to design virtual sensors that are more
accurate than the hardware [1]. Empirical virtual sensing is applied, and no mathe-
matical model of the structure is needed. In addition, the excitation is not measured
or estimated. Hardware redundancy is assumed with a sufficiently large number of
sensors measuring the response of the structure.

Consider a sensor network measuring p simultaneously sampled responses y =
y(t) at time instant t. The measurement y includes a measurement error w = w(t):
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y = x + w (12)

where x = x(t) are the true values of the measured degrees of freedom. The objective
is to find an estimate of the true values x utilizing the noisy measurements y from
the sensor network. Equation (12) can be written in the following form at each time
instant t [5].

{
x
y

}
=

[
I 0
I I

]{
x
w

}
(13)

For simplicity but without loss of generality, assume zero-mean variables x and
y. The partitioned covariance matrix is:

� = E(

{
x
y

}[
xT yT

]
) =

[
�xx �xy

� yx � yy

]

=
[
I 0
I I

]
E(

{
x
w

}[
xT wT

]
)

[
I 0
I I

]T

=
[
I 0
I I

][
�xx 0
0 �ww

][
I I
0 I

]

=
[

�xx �xx

�xx �xx + �ww

]
(14)

where E(·) denotes the expectation operator and the measurement error w is assumed
to be zero mean Gaussian, independent of x, with a (known) covariance matrix
�ww. The covariance matrix �xx is not known, but �yy can be estimated from the
measurement data, and if the noise covariance matrix can be approximated, then the
following estimate applies: �xx = �yy – �ww. In this study, the measurement errors
are assumed uncorrelated between sensors resulting in a diagonal noise covariance
matrix. In addition, because �xx must be positive definite, an upper bound of the
noise level in each sensor can be derived [1].

A linear minimum mean square error (MMSE) estimate for x|y (x given y) is
obtained by minimizing the mean-square error (MSE) [5]. The expected value, or
the conditional mean, of the predicted variable is:

x̂ = E(x|y) = �xx (�xx + �ww)−1y = �xx�
−1
yy y (15)

and the estimation error is

cov(x|y) = �xx − �xx (�xx + �ww)−1�xx = �xx − �xx�
−1
yy �xx (16)
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4 Damage Detection

Residual generation is an integral part of damage detection. The residual can be
defined as a difference between the actual and estimated data:

r = y − ŷ (17)

where y represents either the physical or virtual sensors, ŷ is the estimate of the
sensor reading obtained as follows.

Each sensor in turn is estimated using the remaining sensors in the network by
applying the MMSE estimation [2]. The measured response y is partitioned into
observed variables v and estimated variables u (typically a single sensor u):

y =
{
yu
yv

}
(18)

For simplicity but without loss of generality, assume zero-mean variables y. The
data covariance matrix �y is estimated using the training data consisting of several
measurements under different environmental or operational conditions.

� y = E(yyT ) =
[

� y,uu � y,uv

� y,vu � y,vv

]
(19)

Similarly to the previous section, a linear minimum mean square error (MMSE)
estimate for the conditional mean of yu | yv is obtained by minimizing the mean-
square error (MSE):

ŷu = E(yu |yv) = � y,uv�
−1
y,vvyv (20)

and the MSE is

cov(yu |yv) = � y,uu − � y,uv�
−1
y,vv� y,vu (21)

The residual for the sensor u is then generated:

ru = yu − E(yu |yv) (22)

Once damage occurs, the correlation structure does not fit the experimental data
producing a larger residual, which will then trigger an alarm.

Residuals are standardized according to the training data. Principal component
analysis (PCA) is applied to all data, and the first principal component (PC) is only
retained indicating the direction with the largest change in the data space. The one-
dimensional PC score vector of the residuals is then subjected to statistical analysis.
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The PC scores are divided into batches of d data points. Extreme value distribu-
tions are estimated both for the block minima and block maxima of the training data
[6, 7]. The extremevalues are plotted on a control chart [8]with corresponding control
limits. The control limits are computed for a specified probability of exceedance. In
the present study, the subgroup size of d = 100 and the probability of exceedance
of 0.001 were used. If the plotted data points exceed the control limits, an alarm is
triggered indicating possible damage.

5 Numerical Experiment

Anumerical experimentwas performed to investigate damage detection of a structure
having real or complex modes.

The structure was a two-dimensional steel frame (Fig. 1) with a height of 4.0 m
and a width of 3.0 m. Both columns were fixed at the bottom. The frame was also
supported with a horizontal spring and a discrete viscous damper at an elevation of
2.75 m with a spring constant of k = 2.0 MN/m and viscous damping coefficient of c
= 11 kNs/m. For the structure with real modes, the discrete damper was absent. The
frame was modelled with 44 simple beam elements with equal lengths of 250 mm
and a square hollow section of 100 mm × 100 mm × 5 mm.

The lowest natural frequencies and the corresponding damping ratios of the
undamaged structure with real or complex modes under nominal environmental
conditionwere computed using Eq. (4) and are listed in Table 1. Notice that all modes
were underdamped and in the case of complex modes there were two complexmodes
for each natural frequency. Modal damping was the only source of damping for real

Fig. 1 Steel frame

k c

F3(t)

F2(t)

F1(t)

2 m

1 m

1 m

3 m

2.75 m

100 mm

100 mmt = 5 mm
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Table 1 Seven lowest natural frequencies and damping ratios of the two structures

Mode number Real modes Complex modes

f n (Hz) ζ f n (Hz) ζ

1 13.9257 0.0100 14.2361 0.0828

2 37.3384 0.0100 39.0230 0.0453

3 50.2279 0.0150 54.3517 0.3515

4 59.8129 0.0200 58.6689 0.0322

5 112.6560 0.0200 110.0559 0.2782

6 120.1176 0.0200 113.0101 0.0209

7 167.8757 0.0200 166.2691 0.0317

modes, whereas for the complex modes damping was composed both of the discrete
damper and modal damping.

Horizontal random loading was applied to the right column at elevations of 4 m,
3 m, and 2 m (Fig. 1). The loads F1(t), F2(t), and F3(t) were mutually independent.
The maximum frequency of the excitation was 50 Hz.

Steady state analysis with modal superposition was applied to compute the
response of the structure. Periodic pseudorandom excitations in the frequency range
between 0 and 50 Hz with random amplitudes and phases were generated [9], and
the analysis was performed in the frequency domain [4]. Seven lowest modes were
included in the analysis.

The analysis period was 4.096 s with a time increment of 4 ms resulting in 1024
data points. Transverse accelerations were measured with 43 sensors located at the
nodes of the FE model. Gaussian noise was added to each sensor. The average SNR
was 30 dB and noise standard deviations were equal in all sensors. For validation
and comparison, exact transverse accelerations were also recorded.

A relatively complex environmental model was applied. The temperature of the
left corner, T 17 varied randomly between −25°C and +40°C. The subscript 17 indi-
cates the node number. The temperature of the other end points varied randomly: T 29

= T 17 ± 5°C; T 1 = T 17 ± 3°C; and T 45 = T 29 ± 3°C. Temperature variation between
the aforementioned points was linear. The relationship between temperature and the
Young’s modulus, E, was stepwise linear as shown in Fig. 2a. Sample distributions
of the Young’s modulus in the elements are plotted in Fig. 2b. Within each short
measurement, the distribution did not change.

Due to the temperature effect, the natural frequencies varied between measure-
ments. Figure 3a shows the frequency variation for the structure having real modes,
while Fig. 3b shows the frequency variation for the structure having complex modes.
The data points to the right of the dashed vertical lines are from the damaged struc-
ture. Visually, it is difficult to detect damage from the frequency changes due to the
strong environmental effect.

Damage was removal of material inside a beam element due to corrosion. The
damaged element was located at the bottom of the left leg. Five different damage
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Fig. 2 a Young’s modulus versus temperature, b sample distributions of the Young’s modulus
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Fig. 3 Variation of the seven lowest natural frequencies due to temperature and damage for the
structure with a real modes and b complex modes

levels were considered with the wall thicknesses of 4.5, 4.0, 3.5, 3.0, and 2.5 mm.
Notice that as the material was removed, both the stiffness and mass were decreased.

The first 40 measurements were taken from the undamaged structure and each
damage level was monitored with two measurements. Training data were the first
20 measurements. The extreme value statistics (EVS) control charts were designed
using the same training data.

5.1 Dimensions of the Data Space

Studying first the noiseless response in a single measurement with constant environ-
ment, the data matrix consisted 1024 data points from 43 accelerometers. The rank
of the data matrix was 7 if the modes were real, and 14 if the modes were complex.
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These observations support the discussion in Sect. 2. When noise was present and
several measurements were included with different environmental conditions, full
rank data matrices resulted with either model. Even in a noiseless case, the data
matrix had a full rank, because the complex relationship between temperature and
Young’s modulus could not be completely eliminated using linear MMSE.

5.2 Damage Detection

Figure 4 shows the SNR of each physical sensor and the corresponding virtual sensor
for bothmodels. It can be seen that the SNRs of the virtual sensors were always larger
than those of the hardware. Due to different acceleration levels at different regions
of the structure, the SNRs varied considerably. In particular, damage was located in
a region with a low SNR (closest to sensor 1).

The residuals were first subjected to principal component analysis. The first PC
scores were only retained, and the PC scores of the training data were used to identify
the probability density functions (PDF) of the extreme values. Separate PDFs for the
minima and maxima (or negative maxima) were identified using a subgroup size of
100. The histograms of the minima and negative maxima for the complex mode case
are plotted in Fig. 5 together with the fitted PDFs. It can be seen that the theoretical
PDFs closely agree with the data. Similar results were obtained for the real mode
case.

EVS control charts for the first PC scores of the residual with a subgroup size of
100 are shown in Fig. 6 for real modes and in Fig. 7 for complex modes. Control
charts were plotted both for the actual measurement data (left) and virtual sensor
data (right). The leftmost vertical line corresponds to the end of training data, and
the other vertical lines indicate the five damage levels. It can be seen that the virtual

Fig. 4 SNR of raw data and
the corresponding virtual
sensors from the structure
with real modes or complex
modes
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Fig. 6 Damage detection for the structure with real modes: a raw data, b virtual sensors
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Fig. 7 Damage detection for the structure with complex modes: a raw data, b virtual sensors
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sensors were capable of detecting smaller damage than the physical sensors in both
models. This is because virtual sensors had a larger SNR than the physical sensors.

For the structure with real modes, three largest damage levels were detected using
the physical measurements, whereas with virtual sensors, all five damage levels
could be detected. For a structure with complex modes, damage detection missed
all damage levels if physical measurements were used, whereas with virtual sensors,
the four largest damage levels could be detected. Damage detection with complex
modes was therefore more difficult than with real modes in this particular case.
Similar results were obtained if damage was located at the bottom of the right leg.
Quite surprisingly, the results were similar also in the case with no environmental
effects. The noise effect was probably more significant compared to the remaining
environmental influences that could not be eliminated.

5.3 Damage Localization

Damage was assumed to locate in the vicinity of the sensor with the largest Maha-
lanobis distance (MD) [10] of the residual, Eq. (22). The MDs of the residuals for
each sensor are plotted both for the structure with real modes (Fig. 8a) and complex
modes (Fig. 8b). In both cases, damage was localized to sensor 3 that was relatively
close to the actual damage location. The closest sensor was sensor 1. The inaccuracy
in damage localization was probably due to the low SNR of sensors 1 and 2, which
were closer to damage than sensor 3.

Sensor Identified: 3

0 5 10 15 20 25 30 35 40
Sensor number

0

0.5

1

1.5

2

2.5
Sensor Identified: 3
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1.5
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Fig. 8 Damage localization using virtual sensors: a real modes, b complex modes. The actual
location of damage was close to sensor 1



Time-Domain Damage Detection of Structures … 933

6 Conclusion

Damage detection of structures having complex modes was studied. Data analysis
was made directly in the time domain. A redundant sensor network with a large
number of sensors was assumed. Detection performance was compared using phys-
ical or virtual sensors. In addition, the same structure with real modes was analyzed.
It was shown that virtual sensors outperformed the corresponding hardware, because
the SNR of the virtual sensors was higher than that of the physical sensors. Damage
detection was easier for a structure with real modes than for a similar structure with
complex modes. The main conclusion is that for the same detection performance in
the time domain, a structure with complex modes must be equipped with a larger
number of sensors than the same structure having real modes. Damage localization
performance was similar in both cases revealing the region where inspection could
be concentrated. The localization did not, however, result in the closest sensor to
damage. An experimental study is still needed to verify the findings made in this
paper.

Acknowledgements This work was supported by Metropolia University of Applied Sciences.

References

1. Kullaa J (2018) Bayesian virtual sensing in structural dynamics. Mech Syst Signal Process
115(2019):497–513

2. Kullaa J (2019) Robust damage detection using Bayesian virtual sensors. Mech Syst Signal
Process 135(2020):

3. Kay SM (1998) Fundamentals of statistical signal processing. Detection theory. Prentice-Hall,
Upper Saddle River, NJ

4. Clough RW, Penzien J (1993) Dynamics of structures, 2nd edn. McGraw-Hill, New York
5. Scharf LL (1991) Statistical signal processing: detection, estimation, and time series analysis.

Addison-Wesley, Reading, MA
6. Coles S (2001) An introduction to statistical modeling of extreme values. Springer, Bristol
7. Worden K, Allen D, Sohn H, Farrar CR (2002) Damage detection in mechanical structures

using extreme value statistics. In: SPIE proceedings, 9th annual international symposium on
smart structures and materials, San Diego, CA, vol 4693, pp 289–299

8. Montgomery DC (1997) Introduction to statistical quality control, 3rd edn. Wiley, New York
9. Brandt A (2011) Noise and vibration analysis: signal analysis and experimental procedures.

Wiley, Chichester; Hoboken, N.J
10. Bishop CM (2006) Pattern recognition and machine learning. Springer, New York



Use of Sar Satellite Data in Bridge
Monitoring with Application to Urban
Areas

Luca Sartorelli, Mattia Previtali , Pier Francesco Giordano ,
Maria Pina Limongelli , Francesco Ballio , and Andrea Uttini

Abstract In the last 20 years, SAR sensors installed on satellites have been increas-
ingly used to monitor large scale phenomena such as subsidence, uplifting, or land-
slides. Recently several research groups started to investigate the use of remote
sensing for damage detection in civil infrastructures. This technique presents in prin-
ciple several advantages, not least the possibility to monitor a network of structures
using the same sensor. However, its implementation for civil engineering projects
is still at its infancy and a limited number of applications can be found in litera-
ture. The goal of this paper is to investigate the feasibility of using InSAR data for
structural health monitoring of bridges with reference to a number of case studies.
Data measured by radar satellites with different spatial and temporal resolutions
and different frequency bands are processed to extract bridge displacement data
and analyzed to identify possible structural damages. The SqueeSAR technique is
used to extract displacement time histories from SAR images acquired by radar
sensorswith different spatial and temporal resolution (TerraSAR-X andRADARSAT
1–2). Displacements are then processed to identify anomalies possibly related to
damage. Results show that high-resolution radar data enable the detection of very
small structural displacements due to environmental changes, such as temperature
variation.
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1 Introduction

Bridges, which are critical elements of transportation networks, are subjected to
several degradation phenomena, such as aging, fatigue, and chemical attacks. Insuf-
ficient maintenance interventions, joined with increased traffic loads with respect to
the design values as well as effects connected with climate change, often accelerate
materials deterioration. Over the last decades, global warming has led to a growth in
intensity, frequency, and duration of extreme natural events that exacerbate the effect
of deterioration, often leading to conditions not accounted for in the original design
standard [1]. Currently, a large percentage of road and railway bridges in Europe
needs urgent rehabilitation due to structural damages. A considerable number of
Italian infrastructures were designed and constructed over 50 years ago and they
need maintenance to avoid serious and dramatic consequences. It has been estimated
[2] that tens of billions of euro are needed to preserve the Italian bridges’ health.

Visual inspections are traditionally used to collect information about the bridge
conditions and to support maintenance planning. These operations are time-
consuming, strongly subjective, and above all, they do not provide real time infor-
mation able to support prompt decisions for maintenance management. To fill this
gap, in the last two decades, Structural Health Monitoring (SHM) techniques, based
on the extraction of information through the processing of data collected by sensors,
have been developed [3–6]. Traditional sensors are installed on the monitored struc-
ture to record its response. However, the acquisition and processing of data can lead
to high costs that network owners may not be available to or cannot sustain.

In the last 20 years, due to technological advances in radar sensing and data
processing, Synthetic Aperture Radar (SAR) satellite data have been increasingly
used for monitor purposes in earth sciences. In particular, Interferometry Synthetic
Aperture Radar (InSAR) is a remote sensing technique that allows to detect displace-
ments with sub-centimetric accuracy over large areas. The InSAR feasibility to
measure displacements related to large-scale events such as landslides or subsi-
dence has been assessed for the past two decades. Recently, with the increase of
radar spatial resolution, the use of this technique to monitor displacements of civil
structures, such as bridges, has become feasible.

The goal of this paper is to report some preliminary results of an investigation
aimed to assess the possibility to use SAR data to monitor the evolution of the
structural health of bridges. In particular, a procedure to extract information from
satellite radar data is presented with reference to several case studies in the Milan
urban area. Interferometric data acquired by high and low spatial resolution sensing
devices—namely TerraSAR-X and RadarSAT-1/2—are used to extract displacement
and to verify the capabilities of the two types of sensors. InSAR data are processed
using the multi-interferogram SqueeSAR® technique [7].

The paper is structured as follows. Section 2 contains a short literature review
analysis on the application of InSARmonitoring to bridges. Section 3 briefly presents
the SqueeSAR technique and the features of two sensing systems and of the data used
in the paper. Section 4 describes themethodology implemented to extract preliminary
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information about the bridge condition from displacement time series. The case
studies and the discussion of results are described in Sect. 5 and Sect. 7 concludes
the paper.

2 Related Work on the Use of InSAR for Bridges

In the last decades, the InSAR technique has been increasingly used to monitor
large scale phenomena such as subsidence, uplifting, or landslides [8–11]. Recently,
thanks to the improved spatial resolution of radar satellites, its use to monitor civil
structures has been developing, leading to several applications. One of the main
advantages of remote sensing is that it can offer a look back in time over the study
area. In several papers, it is highlighted how the analysis of InSAR displacements
could have provided useful information about impending structural failures months
before the collapses. Sousa and Bastos [12] showed that the use of multi-temporal
InSAR techniques might have foreseen the collapse of the Hintze Ribeiro centennial
bridge in Portugal. Based on this observation the authors propose an early warning
system triggered by the exceedance of a displacement alarm threshold. Selvakumaran
et al. [13] showed that the partial collapse of the Tadcaster Bridge due to scour could
have been predictedwithin onemonth by an automatic outliers identificationmethod.
Recently, Milillo et al. [14] studied the evolution of the configuration of the Morandi
bridge over a period of about 15 years before the failure, although their results have
been questioned by other authors [15].

SAR satellites have a constant revisiting time ranging from weeks to months
thereby they can be used to follow the evolution of the structural condition during all
life phases of a bridge, from the design to the construction and operational phases.
Pigorini et al. [16]. showed as Persistent Scatters InSAR (PSInSAR) could have
been applied in the preliminary design of the new Venice-Trieste railway to study
the behavior of the study area. In Pigoriniet al. [16] and Koudogbo et al. [17], InSAR
is used as a monitoring survey during the construction and operational phases of the
Scianina-Tracoccia tunnel and Grand Paris Express metro network respectively.

Several authors highlighted that the effect of environmental factors in InSAR
displacements monitoring must be properly taken into account to avoid false or
missing indications when these data are used to assess the structural health. Besides,
InSAR data can be used to study the effect of environmental factors (such as
temperature and water action) on a specific infrastructure.

In literature, the correlation between temperature and displacements measured by
SAR data at different radar bands (C and X) has been extensively investigated. Both
Fornaro et al. [18] and Lazecky et al. [19] demonstrated the high level of correlation
between temperature and displacement acquired by X-band, while Huang et al. [20]
studied the correlation between displacement from C-band scenes and temperature
for the metal Nanjing Dashengguan Yangtze River bridge. Other authors studied the
correlation between InSAR displacements and other environmental conditions. In
References [12, 13], the authors highlighted that SAR can detect changes correlated
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to water actions, such as scour and changes in flow rates during flooding, in riverine
bridges. Zhang et al. [21] used SAR to study the performance of the Donghai bridge,
which is located in a very rough sea environment, and suggested that the InSAR
displacements could be correlated to seasonal winds and tide. Another phenomenon
that might be studied using SAR data is bridge settlements due to soil consolidation,
as presented by Del Soldato et al. [22].

The effect of environmental factors on bridge displacements may hinder the
correct identification of damage if not properly accounted for. In this respect, Huang
et al. [23] developed a damaged detectionmethod based on the removal of the thermal
effect from the detected displacements.

The comparison between information provided by satellite images and in-situ data
is an important factor to prove the InSAR capability in structural damage detection.
Despite a large number of civil structures such as dams [24–26], buildings [27],
and historical monuments [28] monitored using InSAR techniques, the validation of
results using data collected directly on bridges is seldom performed, as highlighted
by Cusson et al. [29].

3 Extraction of Bridge Displacements from InSAR Images

In this section, a brief description of the interferometric technology is presented to
make the paper self-contained.

SAR is a radar satellite measurement system that provides images stored as
matrices of complex numbers that represent amplitude and phase values of the
reflected radar signal. Interferometry is the technique that is used to derive displace-
ment time series from the radar data by detecting phase differences through time
[17]. Differential interferometric SAR (DInSAR) relies on the processing of two
SAR images acquired over the same area at different times, using the same acquisi-
tion geometry, and measures possible phase variations induced by surface displace-
ments [27]. The main drawback of DInSAR is that phase differences may not
only be induced by displacements. Indeed, temporal and geometric decorrelation
phenomena, as well as atmospheric effects may have an impact on the signal phase,
thereby reducing the quality of DInSAR results. In the late nineties, new, multi-
interferometric, techniques were developed, aiming at identifying individual pixels
exhibiting stable radar returns (now referred to as Persistent or Permanent Scat-
terers—PS). Multi-image algorithms can improve significantly any DInSAR anal-
ysis, allowing one to increase the sensitivity and the quality of the results. InSAR
requires the processing of long time series to remove the atmospheric component
which varies slowly in space and is not correlated in time. Persistent Scatterer InSAR
(PSInSAR) was the first multi-temporal technique exploiting pointwise PS [30].
About ten years later, to overcome the limits of PSInSAR, mainly related to the
low PS density in non-urban areas, a new multi-interferogram InSAR algorithm was
developed [7]. This new technique allows one to identify Measurement Points (MP)
belonging to two groups: i.e. Persistent Scatterers (PS) and Distributed Scatterers
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(DS). The PS are discrete point-wise radar targets characterized by high signal-
to-noise values and stable radar signature (i.e. high reflectivity and coherent phase
values) in time. PS are slightly affected by temporal and geometric decorrelation
as is the case of points lying on buildings, poles, rocky outcrops and man-made
structures. The DSs are patches of ground exhibiting lower but homogenous and
consistent radar returns. DSs can be exploited only if they form sufficiently large
homogeneous groups of pixels sharing the same scattering mechanism: In these
conditions statistical analysis can be used to reduce noise effects.

SqueeSAR needs a dataset of at least 15–20 SAR images, acquired over the same
area with the same acquisition mode and geometry, to identify MPs on the Earth
surface. For eachMP, this technique provides the ground target’s position (inWGS84
coordinates), the ellipsoidal elevation (referred to the ellipsoid WGS84), the annual
average displacement rate along the Line-of-Sight (LOS) and its standard deviation
(expressed in mm/year), displacement time series (in mm) measured along the LOS,
and other MP features, such as coherence and average seasonal components. The
precision of SqueeSAR displacement measurements mainly depends on the quality
of the processed dataset and of the estimation of the atmospheric contributions. The
former relies on: the number of processed SAR images, the length of the period
time analysed, temporal continuity of acquisition and correctness of phase unwrap-
ping. The atmospheric noise intensity depends on the tropospheric conditions at the
time of the acquisitions, the acquisition geometry and the distance from a reference
point (REF) used for calibration [25]. Overall, SqueeSAR has an accuracy of about
1 mm/year and a precision for the single measurement around 5 mm, for a MP
located less than 1 km away from the REF and considering a dataset of at least 30
SAR images covering 2-year period [7].

The data used for the investigation reported in this paper are acquired by
RadarSAT-1/2 (RSAT) and TerraSAR-X (TSX) and processed through SqueeSAR.
The features of the dataset are reported in Table 1.

For both datasets, the displacement time series and annual displacement rate are
measured along the LOS of the descending orbit trajectory. Since one satellite geom-
etry is used in this paper (namely the descending one), it has not been possible to
retrieve the displacement components in vertical and horizontal (East–West) direc-
tions [31]. Hence, a negative displacement corresponds to MP movement away from
the satellite, while a positive one is directed towards the satellite.

4 Analyses of Displacement Data

This section describes the procedure adopted to process the LOS displacements
provided by the SqueeSAR technique and to extract preliminary information about
the bridge health. The workflow represented in Fig. 1 was followed.

Firstly, MP selection is carried out by using the software QGIS Desktop 3.10.6
[32] that allows one to superimpose the MPs to the orthophoto of the study area,
downloaded by Geoportale Regione Lombardia [33]. The MPs located on the bridge
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Table 1 Comparison between two datasets: TerraSAR-X and RadarSAT-1/2

TerraSAR-X RadarSAT-1/2

Space agency DLR (Germany) CSA (Canada)

Radar band X C

Wavelength λ (cm) 3.11 5.66 (RSAT1)–5.55 (RSAT2)

Spatial resolution (m2) 3 × 3 20 × 5

Elevation precisiona (m) ±1.5 ±1.5

Revisiting time (day) 11 24

Acquisition period 31/08/2009–23/02/2020 13/10/2003–23/10/2017

N° images 267 198

Satellite geometry Descending Descending

Sensor Mode SM010 (StripMap) S3 (Standard)

aTypical precision value of MP, located less than 1 km from the REF and a dataset of at least 30
SAR images, associated with the UTM coordinate of MP at mid-latitudes

Fig. 1 Analysis of
displacement data workflow

deck are selected and furtherly processed to infer bridge displacements and prelimi-
nary information about the bridge’s health. The remainingMPs are used to investigate
the displacements affecting the area near the bridge.

The second step consists in data cleaning which is applied to each bridge dataset
to identify possible outliers and remove them from the datasets used for further
processing. Two types of outliers are considered, namely: MPs erroneously located
on the bridge deck due to inaccuracies in the overlap of the SqueeSAR outcomes to
the orthophoto, and MPs exhibiting anomalous values of the annual displacement
rate. The first type ofMPs is identified by comparing their elevationwith the elevation
of the bridge deck and accounting for the positioning accuracy of the two satellites
(Table 1). For example, the limits shown in Fig. 2, which are related to the Via
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Fig. 2 An example of detection of the first type outlier for Via Lodovico il Moro bridge 2. Red
lines are the bridge elevation limits, so the dots out of the red lines are considered outliers

Lodovico ilMoro bridge 2 (see Sect. 5.2), correspond to the lower and upper elevation
of the bridge deck above theWGS84 ellipsoid (between 154 and 162 m) considering
the precision of satellite radar. The second type of outliers are those with values of the
displacement rate outside the confidence interval of two standard deviations relevant
to the dataset including the annual displacement rate of all the MPS located on the
bridge. Under the assumption that the MP displacements are normally distributed,
this assumption corresponds to a probability of 5% to wrongly discard an MP that is
actually located on the bridge.

In the following data normalization phase, the two datasets are normalized to allow
comparison. Indeed, the two datasets, TSX and RSAT, have different acquisition
times (see Table 1). To allow the comparison of datasets, an overlapping period is
selected (RSAT-1/2: 18/08/2009—23/10/2017 and TSX: 31/08/2009—18/10/2017),
and themean of the displacementsmeasured during the first two-years is subtracted to
the displacement time series of eachMP. Moreover, a moving average over 4 months
of the displacement time series is applied to filter some oscillations due to noise.

Finally, data analysis is carried out to detect trends and patterns that may provide
preliminary information about bridge health. This analysis entails several operations
on the displacement dataset, as follows:

a. Identification of regions of the bridge deck that may be assumed to behave
as rigid bodies and relevant clustering of the dataset. These regions can be
identified based on the analysis of the geometry of the bridge such as, for
example, influence zones of the piers or regions separated by expansion joints.
More details will be given in the case study sections.

b. Identification of a Representative Displacement (RD) for each cluster of data.
In the analysis reported in this paper, the mean displacement computed for each
epoch over the cluster MP displacements is assumed as RD.
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c. Comparison of the RD of each cluster with the displacements of the area
surrounding the bridge. This is aimed to discard in the damage detection analysis
large scale displacements that affect the entire region surrounding the bridge,
thereby causing only rigid body motions of the entire structure.

d. Analysis of the correlation between RDs and environmental changes (i.e.
temperature). This is performed through the analysis in the frequency domain
of the displacement time history and the computation of the Pearson correlation
coefficient between the displacement and the temperature time histories.

e. Validation of the trends identified in the previous step through information
collected on-site or through documents and reports relevant to maintenance
interventions performed on the bridge.

5 Case Studies: Railway and Road Bridges in Milan

The procedure outlined in the previous section was applied to several bridges in
the Milan urban area crossed by a wide transportation network of roads, highways,
and railway. One of the aims of the analysis was to compare interferometric data
acquired by sensors with different spatial resolution. Data acquired by TerraSAR-
X (high resolution) and RadarSAT-1/2 (low resolution) were available for slightly
different portions of the Milan urban area, thereby the analysis was carried out only
for bridges located in the overlapping region between the tiles relevant to the two
satellites. Bridges spanning more than 20 m were selected since the RSAT spatial
resolution is limited to about 20× 5 m2. So, bridges with a span smaller than 20 may
result in having aMPs density insufficient for a fair and meaningful comparison with
TerraSAR-X. In this paper, the results obtained for four bridges, detailed in Table 2
and Fig. 3, are reported and discussed.

5.1 Large Scale Analysis of the Milan Urban Area

The large-scale analysis of the study area highlighted a peculiar trend of the LOS
displacementsmeasured along the railway infrastructure. These displacements are all

Table 2 Studied bridges

Bridge Long. (°) Lat. (°) Length (m) Type MP/m2 (TSX)

Via Farini 9.182400 45.487175 150 Vehicular +
Tramvia

0.03

Viale Monza 101 9.219933 45.497004 26 Railway 0.06

Viale Monza 119 9.220472 45.498395 28 Railway 0.07

Via Lodovico il
Moro 2

9.1566659 45.447836 45 Railway 0.05
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Fig. 3 Location of the case studies

directed away from the satellite highlighting a global settlement of this infrastructure.
This is very clearly shown by Fig. 4, where the annual displacement rates along the
LOS are reported for the considered area: The location of the MPs with higher
velocity follows exactly the path of the railway. These displacements are attributed

Fig. 4 Annual displacement rate along LOS (descending trajectory). Long red lines, made byMPs,
are observable. They correspond to railway tracks
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Fig. 5 The mean displacement between MPs belonging to the railway areas in proximity of Via
Lodovico il Moro 2 and the two Viale Monza bridges

to gradual settlement of railway ballast due to repeated loading cycles during the
usage.

Figure 5 displays the average displacement of the MPs located on the railway in
proximity of the Lodovico il Moro 2 and the two VialeMonza bridges. Indeed, in it is
evident that railway areas are subject to a decreasing trend in the displacement time
series. During the analysis of InSAR data, these displacements might be wrongly
interpreted as structural displacements and thereforemust be carefully accounted for.
Herein, in order to remove this possible source of errors in the study of the bridge
condition, the MPs located in proximity of the railway are not considered in the
analysis.

5.2 Via Lodovico Il Moro 2 Bridge

Via Lodovico il Moro 2 bridge crosses the Channel Alzaia Naviglio Grande and is
one of the longest metal railway bridges in the study area. It is a steel truss bridge
that lays on two lateral concrete piers.

The analysis of bridge displacements was carried out using the two available
datasets, RSAT and TSX. The MPs detected on the bridge by the two satellites are
visible in Fig. 6. In this case, all theMPs were supposed to be part of the same cluster
and the average displacement was considered as the reference displacement for the
bridge.

Figure 7 reports the RDs retrieved from TSX and RSAT data. Both time series
oscillate around the zero displacement and show a certain periodicity.

The correlation coefficient betweenRSAT and TSXdisplacements is equal to 0.43
which indicates a low but not negligible correlation between the two displacement
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Fig. 6 Via Lodovico il Moro 2: MPs on the bridge acquired by TSX and RSAT

Fig. 7 Via Lodovico il Moro 2 bridge: Comparison between RDs time series provided by TSX and
RSAT

datasets. However, the magnitude of the displacements of the two datasets are quite
different. This difference is likely due to the different acquisition geometries (both the
incidence and the azimuth angles are not identical), as well as the sensor parameters
of the two radar systems, which in turn identify two distinct families of radar targets.
The ratio between themean values of the displacement measured by the two satellites
is (on average) equal to 2, a value close to the ratio (1.8) of the two radar wavelengths.
However, there is no reason that should be the case. Again, the PS from the two data-
sets correspond to different sections of the bridge and different objects on ground,
which can have different thermal dilation effects along the satellite line of sight.,

For all the case studies considered, the correlation between the displacement
and the minimum daily temperature [34] is investigated. The minimum value is
considered for the daily temperature because both satellites pass over the study area
at around 05:30 AM, when temperature values are at their minimum.

Figure 8 reports the time histories of the temperature and of the displacement
extracted from the two datasets. The Pearson correlation coefficient [35] between
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Fig. 8 Via Lodovico il Moro 2 bridge: Representative Displacement (blue) and temperature (red)
time series for TSX (above) and RSAT (below) datasets

the two time series is respectively 0.68 and 0.60 for TSX and RSAT. This trend
highlights the strong correlation between the two series indicating that for this bridge
the structural displacements aremainly due to thermal variations.A further indication
is given by the displacement Fourier spectra (see Fig. 9) which presents a sharp peak
at the yearly frequency of the temperature cycle.

The comparison between the displacements of the bridge and those of the
surrounding area show that there are not significant relative displacements between
the two. The bridge displacements are mainly due to thermal variations thereby
structural damages do not seem to have occurred in the observation period.

Fig. 9 Via Lodovico il Moro 2 bridge: Fourier spectra of displacement time series
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5.3 Via Farini Bridge

Via Farini bridge spans around 200 m with a hyperbolic profile. The southern span
is simply supported on the piers whereas the northern spans form a continuous beam
on three supports. The MPs provided by both the TSX and the RSAT are all located
on the eastern and western sides of the deck thereby ten MPs clusters were identified
on the regions delimited by four transversal and the longitudinal central joints (see
Fig. 10a). Since the RSAT dataset contains a lower number of MPs with respect to
the TSX dataset (as should be expected), their comparison was possible only on the
six clusters represented in Fig. 10b by the hatched areas. For this case study, the data
retrieved by the two different satellites are not comparable in terms of displacement
magnitude, as highlighted in Fig. 11.

The Pearson correlation coefficients between the temperature and the RDs
extracted from the TSX dataset are shown in Fig. 12 for each of the 10 clusters.
The dataset is relevant to the period between September 2009 and February 2020
whenmaintenance works were initiated on the bridge. For the blocks showing higher
coefficients ρ, also the linear regression line is displayed.

The analysis of these datasets shows (see Fig. 12) that the displacements of the
central blocks (indicated as B1E, B2E, B3E, B2W, and B3W in Fig. 10b) are linearly
correlated with the temperature, while very low values of correlation is shown by the
displacements of the clusters close to the abutments (B0E, B0W, B4W and B4E, and
B1W). The RDs of the central-eastern blocks (1E, 2E, 3E) have a positive correlation
with the temperature, while the central-western blocks have a negative correlation.
This displacement pattern, with displacements of central-eastern blocks specular

Fig. 10 Via Farini bridge: a MPs detected (before the data cleaning) by TerraSAR-X in blue and
RadarSAT in red, separated by the joints in yellow; b MP clusters: Hatched areas where both
TerraSAR-X and RadarSAT MPs are detected
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Fig. 11 Comparison between RD of TSX and RSAT datasets for the 10 clusters

with respect to those of the central-western side, is consistent with the longitu-
dinal expansion and shrinking at the longitudinal central joint, induced by thermal
variations.

The eastern and western sides of the three blocks B0, B1 and B3move in opposite
directions in time (Fig. 13). Furthermore, from the maintenance reports, it is noticed
that these blocks were recently impacted by important maintenance works such as
enlargement of the loading piers, reinforcement of the abutment, and strengthening
of the supporting structures. The anomalous behaviour of the blocks and the fact
that maintenance works have been carried out leads to suppose that the displacement
trends were due to damage.
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Fig. 12 ViaFarini bridge: TRXdisplacements versusminimumdaily temperature plots andPearson
correlation coefficients (ρ) for all TSX blocks. For the blocks showing higher coefficients ρ, the
linear regression line D(T) is displayed

5.4 Viale Monza 101 and 119 Bridges

Viale Monza 101 bridge is a 26 m long railway bridge that crosses a road (Viale
Monza). The deck is supported by two high concrete columns. The nearby Viale
Monza 119 bridge is a 28 m long railway bridge that crosses the same road (Viale
Monza) 150 m further North (see Fig. 14). The double-deck structure rests on two
long concrete columns. Both bridges are surrounded by buildings of similar height
over the ground level. This condition makes the selection of the MPs located on the
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Fig. 13 Via Farini bridge: TRX displacement time histories at the West (W) and East (E) of the
deck for possibly damaged blocks

Fig. 14 Viale Monza 101 and 119 bridges: A view from above with MPs detected by RSAT and
TSX datasets
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Fig. 15 Viale Monza 101 and 119 bridges: Displacement time series of bridges’ RP and the
surrounding area

bridge more challenging. Moreover, due to the short length of the bridges’ span,
the RSAT dataset contains a very limited number of MPs after the preprocessing of
data. For this reason, the comparison between the high and low spatial resolution
datasets was not possible. The analysis of the InSAR data is carried out using only
the TSX dataset available for the period between September 2010 and the beginning
of January 2019 when maintenance interventions were carried out on both bridges.

In this case, all the MPs were supposed to be part of the same cluster and the
average displacement was considered as the reference displacement for the bridge.

The mean LOS displacement of the area surrounding the two bridges has been
calculated considering the MPs in a range of 200 m around the bridge. Over the
observation period (about 10 years), a total displacement of about 3 mm was
measured.

The RDs of the two bridges are compared in Fig. 15 with the mean displacement
of the surrounding area. The relevant Pearson correlation coefficients are equal to
0.97 (Viale Monza 101) and 0.98 (Viale Monza 119) for the two bridges which lead
to attribute the displacements of the two bridges to a slow settlement of the soil.

For these two case studies, as expected for reinforced concrete bridges, the
correlation between LOS displacements and temperature is negligible.

5.5 Discussion of Results

The analysis of InSAR data carried out according to the procedure outlined in Sect. 4
allowed to investigate the correlation of bridge displacements with thermal varia-
tions, with settlements of the area surrounding the bridge, and to highlight anomalies
possibly related to structural changes.
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The comparison of the results that can be obtained using high- or low- spatial
resolution datasets shows that the use of the former enables not only to measure
displacements with a higher resolution but, more importantly, to apply the InSAR
technique to acquire information about short bridges that are prevalent in urban areas.

In the case studies considered, the comparison between low and high spatial
resolution satelliteswas not always possible due to the lower number ofMPs obtained
with low resolution satellites. For the cases where the comparison was possible,
results were not always consistent. As an example, for the bridge in Via Lodovico il
Moro 2, the low and the high-resolution radars detect a similar seasonal pattern of
displacement, but with a significant difference in the magnitude of the deformation.
This is likely due to the fact that the two families of measurement points identified
by the two radar systems are not identical and correspond to different objects on
ground.

The use of InSAR in urban areas is also challenged by the presence of construc-
tions around the bridge that might not only impede the radar beam to reach the
bridge surface thereby reducing the number of MPs over the bridge deck, but can
also prevent to distinguish the MPs located on the bridge deck from those located
on the surrounding constructions. High spatial resolution and X-band satellites suite
better for the monitoring of urban bridges since they ease and provide higher accu-
racy in MPs detection and positioning on the bridge. Furthermore, the presence of
obstacles (such as buildings) and inhomogeneous distribution of natural reflectors
might determine the presence of a smaller number of MPs in some portions of the
bridge with respect to others. Concerning the impact of such inhomogeneous distri-
bution on the analysis we can observe that Viale Monza 101/119 and Via Lodovico
il Moro 2 bridges can be considered as single blocks from the structural point of
view, as confirmed by the high correlation between the displacements of the MPs. In
this situation, the discretization of the bridge with a single element (a single cluster
of MPs) is justified. On the contrary, in case of a low correlation, a more in-depth
analysis should be carried out. This entails the discretization of the bridge in a higher
number of clusters as for the case of Via Farini bridge.

The availability of high-resolution data also provides information about the influ-
ence of thermal variations on displacements and to study the relevant movements of
the bridge when these are not negligible with respect to the accuracy of the sensor
on the satellite and the InSAR technique. The results obtained for the case studies
confirm a higher sensitivity of the X-band radar to temperature variation. However,
for the case ofViaLodovico ilMoro 2, alsoC-band enables to catch the displacements
of the steel bridge induced to temperature variation.

6 Conclusion

This paper reports the outcomes of a study aimed to investigate the potentiality of
the InSAR technology to detect anomalies in urban bridges. A procedure to process
displacement data provided by this technique is proposed and applied to four bridges
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located in theMilan urban area using both high and low-spatial resolution radar data.
Results show that high-resolution data enable to identify displacements correlated to
thermal variations and trends in displacement time histories correlatedwith the settle-
ment of the soil at a large scale or to anomalies in specific portions of the same bridge.
This outcome provides interesting information to run possible screening procedures
over large areas, aiming to select bridges requiring more in-depth investigations. It
should be noted that the dataset available in this study contained only data acquired
along “descending orbits”. In general, the availability of both acquisition geometries
(corresponding to ascending and descending acquisitionmodes) allows the computa-
tion of the displacements in the vertical and horizontal planes thus enabling a clearer
interpretation of the structural behavior.

Further analysis will investigate how the integration of information from InSAR
data with information from other sources, such as contact sensors, visual inspections,
and design plans can improve the assessment of the structural condition and possibly
allow the definition of displacement thresholds to use for the setup of an alarm
procedure at large scale triggered by the InSAR data.

An interesting finding of this study is that MPs located in proximity of the railway
show large negative displacements, which are attributed to movements of the railway
ballast. These MPs should be carefully considered during the analysis since they
might be wrongly associated to structural displacements.

The results reported in this paper show that the selection of MPs on the bridge is
a crucial operation. The availability of a Dense Digital Surface Model (DDSM) that
enables an accurate 3D spatial description of the sensed object could help to improve
the assignment of the MPs to the monitored structure.

As a general comment, the use of the InSAR technology with high spatial resolu-
tion data can provide information useful to perform a large-scale survey on a large
number of bridges, that may enable to detect anomalies. This information enables to
trigger more refined investigations, carried out for example through visual inspec-
tions or non-destructive tests, on selected bridges for which an alert is provided by
the InSAR data. It is worth recalling that the resolution and the temporal frequency
of acquisition of satellite data is increasing steadily and sub-meter radar imagery, so
far used for intelligence and security applications only, has now become available
for commercial projects and civilian applications.
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Expeditious Dynamic Tests
for the Estimation of Infill Masonry Wall
Stiffness

Vanni Nicoletti, Davide Arezzo, Sandro Carbonari, and Fabrizio Gara

Abstract The importance of assessing the overall behaviour of buildings consid-
ering the contribution of non-structural infills has been nowadays widely recognised.
Indeed, infills can trigger fragile mechanisms of structural members preventing the
evolution of dissipative mechanisms and can play an important role in the verifica-
tions at damageability limit states, especially in the case of strategic structures for
which often high performance levels are required, including the full operativity (i.e.
absence of damage to both structural and non-structural members) after severe earth-
quakes, in order to guarantee the building occupancy during the emergency manage-
ment. With reference to a case study, the paper presents a simplified approach for
estimating the stiffness of masonry infill walls through expeditious dynamic impact
tests on infills. The case study is constituted by a laboratory real-scale mock-up for
which a complete dynamic identification is carried out before and after the realization
of infill masonry walls. The adopted procedure is then validated through results from
a refined finite element model of the mock-up in which infills are modelled adopting
stiffnesses obtained from the proposed approach.

Keywords Impact load tests · Ambient vibration tests · Experimental modal
analysis · Operational modal analysis · Infill masonry wall stiffness · Model
updating
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1 Introduction

The role of infill masonry walls in characterizing the dynamic behavior of buildings
is nowadays widely recognized by the overall scientific and technical communities.
Indeed, both the stiffness and strength of infill non-structural elements may signifi-
cantly affect the global behavior of buildings and must be considered in numerical
models for the design or assessment of infilled frame structures, especially in earth-
quake prone areas [1–4]. Furthermore, when results of dynamic tests have to be
interpreted, it becomes crucial to reproduce the real behavior of buildings through
refined numerical models and this requires infills to be included in the modelling.
Such refinedmodels can also be useful to design and develop Structural HealthMoni-
toring (SHM) systems that can be used as important support to control the status of
the building during its life, with particular interest after seismic events [5–8].

Many researchers studied the in-plane and out-of-plane behavior of infills
subjected to static and cyclic loads with the target of providing drift capacity models
but only few works focused on the investigation of the infill dynamic properties
[9, 10].

In this paper, a procedure based on experimental dynamic tests and finite element
modelling is adopted to estimate an equivalent elastic modulus for the infill masonry
walls of a real-scale laboratory mock-up. The combined experimental and numer-
ical procedure requires the execution of Impact Load Tests (ILTs) on the wall that
has to be investigated, and through which the infill out-of-plane modal parameters
are identified, and the wall finite element modelling for the elastic modulus cali-
bration. The reliability of the adopted procedure is assessed through the comparison
between numerical and experimental modal parameters of the whole structure, which
is derived from dynamic tests on the whole structure.

2 The Laboratory Mock-up

The laboratory mock-up displayed in Fig. 1 is a steel-concrete composite structure
composed by a one-storey two-bay moment-resisting frame with height of 3.00 m
and span length of 4.20 m. The composite deck is obtained with 0.12 m thick r.c. slab
casted on a collaborating steel sheet, connected to beams by means of Nelson studs.
To simulate the presence of non-structural and imposed loads, 9 concrete blocks are
added over the slab. Two light infill masonrywalls (IMW1 and IMW2)with thickness
of 6 cm are built filling only one bay for each longitudinal frame. The hollow clay
bricks adopted have dimensions of 0.25 x 0.25 x 0.06 m. More details about the case
study and the infill properties can be found in [11].
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(a) (b)

IMW2

IMW1

Fig. 1 Laboratory mock-up: a plan scheme with added masses and infills, b picture after infill
construction

3 The Experimentation

Two types of dynamic tests are performed in order to identify both the infill out-
of-plane and the mock-up modal parameters. Tests are carried out in three crucial
stages of the mock-up construction: (i) bare frame, (ii) mock-up with infills before
the plaster and (iii) after the plaster realization.

For the infill dynamic investigation, ILTs are performed on the two mock-up
walls; tests consist in exciting the panels with hammer blows applied in the direction
orthogonal to the wall plane, and in recording the time histories of the impulses and
those of the accelerations produced in the same direction. Impulses are provided in a
set of points on the panel; spatial resolution of the points depends on the desired accu-
racy in reproducing the infill mode shapes. For this reason, the masonry panels are
dividedwith grids of 25 points (Fig. 2a) and 2 uniaxial shear piezoelectric accelerom-
eters (S1 and S2) for each panel are placed in different grid points. Two sensors in
different positions are employed instead of one in order to identify with redundancy
a significant number of modes, and, moreover, to allow the identification of also
those modes that have null value of the modal displacement in proximity of one of
the two sensors. Hence, preliminary tests were performed to evaluate the best sensor

(a) (b)
Uniaxial accelerometerUniaxial accelerometer

S1
S2

Fig. 2 Dynamic test layouts: a ILTs, b AVTs
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Table 1 Identified natural frequencies for both tested infills without and with plaster

Mode name Frequency values [Hz]

IMW1 IMW2

No plaster Yes plaster No plaster Yes plaster

1,1 16.80 17.30 17.90 18.10

2,1 27.47 31.60 29.53 32.15

1,2 40.10 49.00 48.00 49.97

3,1 46.55 49.40 45.35 50.50

2,2 57.54 63.88 59.20 64.50

4,1 63.07 66.50 66.85 68.10

5,1 76.85 120.71 78.93 119.90

3,2 79.79 85.98 76.10 82.67

2,3 / 105.30 / 107.13

4,2 104.98 113.75 104.40 127.30

3,3 117.77 131.19 119.40 133.20

5,2 132.28 143.93 139.10 155.90

5,3 177.60 198.85 175.24 212.50

placement to better capture the first modes of the infills. All the tests were carried out
at a nearly constant temperature so that no influence of it on the results is expected
[12].

The out-of-plane modal parameters of the walls (natural frequencies and rele-
vant mode shapes) are identified through the “Line-Fit” algorithm [13], which is
a S-dof methodology working in the frequency domain. In Table 1 the identified
resonant frequency values for both walls without and with plaster, are listed. Each
vibration mode is named with a couple of number (n,m) which represent the number
of semi-waves present in the mode shape along the horizontal and vertical direc-
tions, respectively. The mode 2,3 is not found for non-plastered walls. By comparing
frequency values obtained without and with the plaster, a general increase emerges
in the range between 2 and 22% (with a mean value of about 14%), excepting for
mode 5,1, for which an increase of about 60% is observed. In Fig. 3 the mode shapes
inherent to all the identified vibration modes of IMW1 with plaster are shown; those
relevant to IMW2 are qualitatively the same and are not reported for the sake of
brevity.

Together with ILTs on infills, also ILTs and Ambient Vibration Tests (AVTs) on
the mock-up are carried out to identify the global dynamic behavior of the structure.
Six uniaxial piezoelectric accelerometers are deployed over the composite slab, three
measuring in transverse and other three in longitudinal direction (Fig. 2b). This high
number of sensors allows the identification of the overall dynamic behavior of the
frame, including possible in-plane floor deflections due to the aspect ratio of the floor
(characterized by a slender rectangular shape).
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1,1 2,1 1,2 3,1 2,2 4,1 5,1

3,2 2,3 4,2 3,3 5,2 5,3

Fig. 3 Identified mode shapes after plastering for IMW1

For the ILTs, the input is given through hammer blows provided in a corner of the
composite slab (to excite both translational and torsional modes), while for AVTs the
input is provided by the surrounding environment (ambient vibration). To identify
the structure modal parameters, the Numerical algorithm for Subspace State Space
System IDentification (N4SID) [14] input-output technique and the Covariance-
driven Stochastic Subspace Identification (SSI-COV) [15] output-only technique are
adopted, starting from impact and ambient vibrationmeasurements, respectively. The
identified natural frequencies for all the considered construction stages are reported
in Table 2, while the relevant mode shapes are shown in Fig. 4. It can be observed that
the transverse vibration mode of the mock-up remains almost the same after the infill

Table 2 Mock-up experimental natural frequencies at different construction stages

Mode Mode type Frequency values [Hz]

Bare frame Frame+infill (no
plaster)

Frame+infill (with
plaster)

SSI N4SID SSI N4SID SSI N4SID

1 Longitudinal 2.95 2.95 16.32 16.38 17.69 17.63

2 Transverse 8.42 8.42 8.40 8.41 8.37 8.38

3 Rotational 11.62 11.60 12.72 12.77 13.39 13.38

Longitudinal Transverse

Rotational

Bare frame

Transverse Rotational

Longitudinal

Frame + infills (no plaster) Frame + infills (yes plaster)

Transverse Rotational

Longitudinal

1st 2nd

3rd

1st 2nd

3rd

1st 2nd

3rd

Fig. 4 Mock-up mode shapes during the construction
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construction and after plastering, both in terms of frequency and mode shape since,
as expected, the infill stiffness contribution in the transverse direction is negligible.
Moreover, it can be noted a decreasing trend in the frequency values after the infills
construction, probably due to the mass increase. On the contrary, resonant frequency
values of the longitudinal and rotational modes sensibly increase.

4 Infill Elastic Moduli Estimation

Starting from results of above tests the following issue is considered: determining
the infill stiffness to be used in the finite element modelling of the mock-up able to
provide the modal experimental parameters of the whole infilled structure.

Despite masonry infills are generally characterized by an orthotropic behavior, the
adopted strategy stems from the idea that the dynamic behavior of infills subjected to
low input excitations can be well captured through homogenous isotropic elastic thin
plates. The term equivalent incorporates the aforementioned simplified assumptions,
as well as a geometric issue relevant to numerical modelling practices; indeed, the
estimated moduli define the material of the elements that are used to fill-in the
bare structure, neglecting thicknesses of structural elements. This aspect is better
addressed in [11] with reference to a real infilled building application.

The procedure starts modelling the infills within a refined mock-up finite element
model (Fig. 5) preliminarily calibrated on the basis of the AVTs and ILTs results on
the bare frame. The mock-up finite element model is developed with a commercial
software [16] where shell elements are used for all the structural members. The
shear connection between the steel beams and the composite slab is modelled with
elastic links of suitable stiffness. The infills are modelled with shell elements with
their real thickness and assuming as mass density an estimation based on the adopted
construction materials. The Poisson’s coefficient is assumed to be constant and equal
to 0.25 [17]. Whereupon, a tentative elastic modulus E0 for the masonry panel is
estimated through the closed-form expression (1) [18] for clamped rectangular plates
based on the fundamental frequency of the wall f1,exp, the plate mass per unit area ρ,
the plate thickness t, the Poisson’s coefficient ν and the plate geometric dimensions
(a and b).

The terms m and n are the numbers of ½ waves in the mode shapes in the two
principal directions, while �m and �n are the so-called “edge effect factors” that

Fig. 5 Mock-up refined
finite element model

3-D view
Transverse view
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can be expressed as a function of the mode number and the plate dimensions; details
are available in [11].

E0 = 48
(
1 − ν2

)

π2t2
f 21,exp

[(
m + �m

a

)2

+
(
n + �n

b

)2
]−2

(1)

Then, resonant frequencies and mode shapes that characterize the out-of-plane
response of the investigated infills are determined numerically through eigenvalue
analyses and the equivalent elastic modulus E of the infills is iteratively adjusted
in order to minimize differences between the experimental and numerical modal
parameters of the infills. Focusing on both frequency values and mode shapes, the
following convergence criteria are considered:

∑N
i=1

1
i

∣∣∣ fi,exp− fi,num
fi,exp

∣∣∣
∑N

i=1 1/ i
≤ δ f (2a)

1 −
∑N

i=1
MACi

i∑N
i=1 1/ i

≤ δs (2b)

where fi,exp and fi,num are the experimental andnumerical values of the i-th frequency
andMACi is theModal Assurance Criterion index [19];N is the number of vibration
modes onwhich the calibration is basedwhile δ f and δs are the admissible percentage
errors in the comparisons of frequencies (f ) and mode shapes (s); in this work, δ f =
5% and δs = 25% are assumed. The latter is deemed to be good to capture the correct
mode shape, considering local differences between numerical and experimental data
at the measuring points due to the intrinsic inhomogeneity of the real wall. The
iterative procedure stops when both convergence criteria (Eq. (2a) and (2b)) are
satisfied. An automated approach is adopted in this work.

The procedure is performed twice considering the wall without and with plaster
and the relevant estimated elastic moduli E for each panel are reported in Table 3.
The four elastic modulus values are around 5000 MPa, which is a reasonable value
for this infill typology, as reported in [20], where values from 2500 to 10,000 MPa
are found.

To verify the reliability of the wall stiffness estimation and the modelling effec-
tiveness on the overall structural dynamic response, the numerical modal parameters
of the whole structure are compared with the experimental ones. Here, for brevity,

Table 3 Estimated elastic
moduli E for both walls
IMW1 and IMW2

Wall Elastic modulus [MPa]

No plaster Yes plaster

IMW1 4700 4900

IMW2 5340 5360
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Table 4 Comparison between experimental and numerical mock-up natural frequencies

Mode Mode typology Frequency values [Hz]

Bare frame Frame+infill without
plaster

Frame+infill with
plaster

OMA NUM OMA NUM OMA NUM

1 Longitudinal 2.95 2.96 16.32 16.38 17.69 17.71

2 Transverse 8.42 8.40 8.40 8.40 8.37 8.38

3 Rotational 11.62 11.67 12.72 12.94 13.39 13.08

Fig. 6 MAC indexes between experimental and numerical mock-up mode shapes

only the AVTs results are considered, since those relevant to ILTs are almost the
same.

The comparison in terms of frequency values is reported in Table 4, while those
relevant to the mode shapes, in terms of MAC indexes, are displayed in Fig. 6.

A very good agreement between experimental and numerical results is observed
for both frequencies and mode shapes, proving that the infill stiffness estimation is
realistic, and the proposed procedure is reliable.

5 Conclusions

Starting from a wide set of data of experimental dynamic tests on a laboratory real-
scale infilled mock-up, an approach to estimate the infill masonry wall stiffness has
been presented in this paper. The adopted approach furnishes a practical and expe-
ditious tool which can be suitably used to reduce uncertainties in the finite element
modelling of framed buildings when infills must be included. This is fundamental
when the results of ambient vibration measurements have to be interpreted with
a refined finite element model of the structure and when these models are used
as a support for the structural health monitoring development or for the design of
seismic retrofitting systems and devices. The adopted procedure has the advantage
of requiring fast and non-invasive dynamic tests on infills; thus, it can be executed
in new or existing buildings. The procedure revealed effective for estimating the
stiffness of infills for the investigated case study and led to the development of a
numerical model able to predict resonance frequencies and mode shapes with good
accuracy.
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Field Evaluation of Sensing Sheet
Prototype Exposed to Cracking

Vivek Kumar , Levent E. Aygun, Mattew Gerber, Campbell Weaver,
Sigurd Wagner, Naveen Verma, James C. Sturm, and Branko Glisic

Abstract Reliable crack detection and characterization is challenging. Sparsely
spaced discrete strain sensors are insensitive to cracks if placed at even modest
distances from damage. Improving spatial density of sensors significantly improves
reliability in crack detection and characterization, but also significantly increases the
costs associated with hardware, sensor installation, and data analysis and manage-
ment. In the case of very large structures, one-dimensional distributed fiber optic
sensors can be applied with reasonable costs, and while they significantly improve
reliability in crack detection and characterization, they still cover only one dimen-
sion of a structure. In order to address the above challenges, two-dimensional sensor,
called sensing sheet, have been developed. It consists of dense array of discrete
sensors patterned over thin-film substrate, with integrated computational and power
management circuits. The aim of this paper is to present field test performed on the
sensing part of sensing sheet and evaluate its performance in crack detection and
characterization in real-life settings. Two prototypes of sensing sheet were manufac-
tured and tested. Each of them consisted of eight discrete full-bridge resistive strain
sensors. One prototype was installed on the underside of the superstructure of a
deck stiffened arch and the other over existing shrinkage cracks on the foundation of
Streicker Bridge. The behavior of the sensors was observed under daily temperature
change. The test confirmed applicability of sensing sheet in real-life settings and its
excellent performance in crack detection and characterization.

Keywords Crack monitoring · Sensing sheet · 2D Quasi-distributed sensor ·
Full-bridge strain sensor · Prestressed concrete bridge

1 Introduction

Theaging infrastructure ofUnitedStates is in dire needof improvement interventions.
The ASCE in its 2017 report card grades the current infrastructure at D+ with an

V. Kumar (B) · L. E. Aygun ·M. Gerber · C. Weaver · S. Wagner · N. Verma · J. C. Sturm ·
B. Glisic
Princeton University, Princeton, NJ 08544, USA
e-mail: vivekk@princeton.edu

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2021
C. Rainieri et al. (eds.), Civil Structural Health Monitoring, Lecture Notes in Civil
Engineering 156, https://doi.org/10.1007/978-3-030-74258-4_62

967

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-74258-4_62&domain=pdf
http://orcid.org/0000-0001-9214-3479
mailto:vivekk@princeton.edu
https://doi.org/10.1007/978-3-030-74258-4_62


968 V. Kumar et al.

expected requirement of $4.6 trillion in repairs and maintenance [1]. The bridges
thoughgraded slightly better atC+are still in critical condition.According to the same
report, around 188 million trips are made on structurally deficient bridges. Structural
Health Monitoring (SHM) provides a cost-effective option for extending the useful
life of structures through real-time information about the structure’s performance
[2, 3]. This information can be used for condition monitoring of the structure and
timely intervention. Conditionmonitoring reduces the life-cycle cost of the structure,
making it possible to redirect the resources to more critical projects [4–6].

Damage to the structure results in the changes in local and global parameters such
as strain, acceleration and natural frequency, just to name a few. An SHM system
monitors these parameters and detects changes. These changes are used as indicators
for identifying damage [7] through data analysis. However, the capability of a sensing
system to identify these changes depend on the density of the sensors on the structure.
Changes in environmental conditions such as temperature and humidity could result
in large variation of these parameters over days and months, and these effects need
to be removed while identifying damage. In the case of strain sensing, it has been
shown that sparsely placed sensors cannot detect damage more than a meter away
from the sensor locations due to low signal-to-noise ratio (SNR) [8]. Even though
one-dimensional distributed fiber-optic sensors have been installed at reasonable
cost to identify damage over civil structures, they still cover only one-dimension of
these structures. In the last ten-fifteen years there has been an increased focus on
design and development of two-dimensional sensors for improved spatial coverage
to obtain two-dimensional information about the structure. A variety of sensors such
as carbon-nanotube based [9, 10], piezoelectric based [11], and soft-elastomeric
capacitance based [12, 13], have shown promise for such applications. Researchers
at Princeton University have developed a novel thin-film dense array of resistive
strain sensors for damage detection and localization [14] called “Sensing Sheet”.
These sensing sheets are based on the principles of large area electronics (LAE)
and enable sensor-to-sensor communication through CMOS ICS. Previous works
have demonstrated capabilities of (i) Communication [15], (ii) AI-enabled intelligent
spaces [16, 17], (iii) Static and dynamic strain measurements [18, 19] and (iv) fatigue
measurement [20]. The Sensing Sheet has the potential to be low cost (~$100 per
m2) solution for two-dimensional monitoring of the structure. All the above works
show promise for damage detection but have yet to be characterized for the same.
This work addresses the question of performance of these upcoming technologies
for real-life applications to civil structures and characterization of two-dimensional
sensors exposed to cracking.

In a recent published work [21], the authors demonstrated the capability of the
sensing sheet to (i) measure the strain changes on a real-life bridge (ii) measure the
crack opening and closing in a pre-existing shrinkage crack due to diurnal thermal
changes. The work addresses the issue of scalability of the sensing systems to the
size of civil structures. In this paper, we present those results of real-life application
of two-dimensional sensors.
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2 Methodology

To demonstrate the damage detection and localization potential of sensing sheet
two real-life tests were conducted. In this section, a brief detail of the working of
the sensing sheet prototype is presented. This is followed by the description of the
two-field experiments conducted to establish the strain measurement, and damage
detection and localization capability of the sensing sheet.

2.1 Sensing Sheet Prototype

Sensing Sheet prototype consists of a flexible substrate on which 8 sensing elements
are fabricated. The 2D prototype used in the experiments measures 19.6 cm× 7.8 cm
and were manufactured by a commercial PCBmanufacturer [22]. The prototype and
the three layers comprising Sensing Sheet are shown in Fig. 1.

Each sensing element is a full-bridge resistive strain gauge, i.e., it consists of four
resistors forming Wheatstone bridge, as shown in Fig. 2.

Fig. 1 Left: the sensing sheet prototype; right: the three layers of the sensing sheet with dimensions

Fig. 2 A view to single sensing element and its schematic (left and middle) and general schematic
of Wheatstone bridge (right)
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Electrical resistance of metal changes under mechanical strain and for a given
gauge factor (GF) [11], the sensitivity to strain of a single resistor is given as:

GF = �R/R

�L/L
= �R/R

ε
(1)

where R is the initial resistance (before strain is applied), L is the initial length of the
resistor,�R is the change in resistance due to strain ε and�L is the change in length
of resistor. Wheatstone bridge transforms the strain induced resistance change to a
voltage difference which can be measured. The ratio of the output to input voltage,
called voltage ratio Vr is given by Eq. 2.

Vr = Vout

Vin
= R4

R4 + R2
− R3

R3 + R1
(2)

The sensing system measures this change in voltage ratio to determine in the
uniaxial strain using the relation given in Eq. 2, which is derived taking into account
that two resistors are oriented in one direction and two others in perpendicular
direction (refer [11] for derivations).

ε = 2Vr

GF[(1+ ν) − (1− ν)Vr ]
(3)

where ν is Poisson’s ration of the metallic traces used in the resistor. It is important
to note that a full Wheatstone bridge design was chosen as it automatically provides
temperature compensation. In case of a temperature change each of the resistor
experiences the same change in resistance and hence Vr is equal to 0V (as �R1 =
�R2 = �R3 = �R4). This temperature sensitivity was studied in detail by previous
work [11]. Further, the orientation of the crack with respect to the resistors can affect
the sensitivity of the change in resistance, and bi-directional orientation of resistors
in the full-bridge sensing element helps improve the sensitivity to damage [7].

2.2 Real-Life Testing

For the field test of sensing sheet, the pedestrian bridge on Princeton University
campuswas chosen. StreickerBridge is locatedover theWashingtonRoad connecting
the east and west side of the campus. The bridge consists of a deck-stiffened arch and
y-shaped columns. The testing of the sensing sheet was per-formed at two locations
using two different prototypes. The first prototype was glued on the underside of the
deck at location P12 as shown in Fig. 3. The strain measured using the sensing sheet
was compared with that measured with the embedded fiber-optic sensors (see Fig. 3)

The second prototype was glued over a pre-existing shrinkage crack on the foun-
dation of the bridge. The foundation has two beam elements connected to it, one
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Fig. 3 a View to part of Streicker Bridge equipped with fiber-optic strain sensors and location of
sensing sheet prototype for the first field test; b view to cross-section P12 and location of fiber-optic
sensors and sensing sheet; adapted from [22]

vertical and one at an angle. The initial crack opening was less than 1 mm (least
count of the ruler used), The sensing sheet was glued over the crack in a way that
sensors numbered 1–4 do not overlap over the crack and only sensors 5–8 cover the
crack (see Fig. 4). The sensors 1–4 hence acted as control group experiencing the
same temperature change. Since the size of the cracks could only be influenced by the
temperature of the concrete, it was important to have a control group to differentiate
the effect of crack opening from the thermal effects.

3 Results

The real-life measurements shown in Figs. 5 and 6 (modified from [22]). Figure 5
shows that extrapolated values of the fiber-optic strainmeasurements to the surface of
the deck compare well with the measurements of the sensing sheet over the five-hour
period. Because of a problem in connectors between the sensing sheet and readout
circuitry, only six out of eight of the sensors were recorded. Figure 6 shows the results
of the crack opening and closing test performed on the pre-existing shrinkage crack.
The strain measurements correlate well with the air-temperature after accounting for
the lag due to delayed heating or cooling of concrete. The thermal expansion of the
concrete resulted in differential movement in the parts of foundation left and right
from the crack. The negative sign indicates that the crack was closing with increase
of temperature due to thermal expansion of two sides. Based on the previous works
[11], the maximum crack closure can be computed as 24 μm. It is interesting to note
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Fig. 4 The pre-existing shrinkage crack on the foundation (left), the sensing sheet glued to the
crack (center), the setup of field experiment (right)

Fig. 5 Comparison of strain measurement using sensing sheet and fiber-optic sensors in the first
field test. Adapted from [22]
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Fig. 6 Strain measurement of 6 sensors over the shrinkage crack in second field test. Adapted from
[22]

the difference in strain measured by the sensors 6, 7 and 8. The lower value of strain
measured by sensor 7 is attributed to minimal contact of the resistors with the crack.
Sensor 8 measures lower value of the strain as it is further down from the top surface.
The wedge like crack opening means that the lower locations would measure smaller
strain values. This can be intuitively thought of measuring zero opening where the
foundation meets the ground and maximum at the top surface. As the temperature
decreases in the evening the strain measurements return to their original baseline
values. The experiment was ended at the evening due to safety concerns.

4 Conclusion

This paper presented field-tests to evaluate the performance of the sensing sheet
exposed to cracking. These tests demonstrate that the crack initiation and growth
(referring to crack opening here) can be reliably captured. The dense array of sensors
further allows to localize the damage as the sensors away from the crack do not
register significant change in strain measurements. The field measurements further
validate the sensing sheet capabilities in real-life setting including the automatic
temperature compensation. The sensing sheets hence provide a real solution as a two-
dimensional sensing system capable of monitoring civil engineering sized structures.
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Long-Term Vibration Monitoring
of the Sultan Ahmet Mosque in Istanbul

Eser Çakti and Kökcan Dönmez

Abstract The 400-year-old Sultan Ahmet Mosque, aka the Blue Mosque, is one of
Istanbul’s most prominent historical structures. The primary structural system of the
mosque consists of themain dome, fourmain arches and four semi-domes supporting
the main dome; four pendentives, four main pillars and the secondary arches and
piers that support the semi-domes. The structural health monitoring system in the
Sultan Ahmet Mosque was installed in 2012. It consists of ten three-component
accelerometers deployed at four different levels within the structure. Istanbul is in
a seismically active region of Turkey. Istanbul shores are at about 20 km to the
north of the segments of the North Anatolian Fault within the Marmara Sea. The
mosque was damaged during the two M7+ earthquakes in 1766 and also in the M7.0
1894 earthquake. Since the deployment of the structural health monitoring system
in October 2012, more than 200 earthquakes with local magnitudes varying from
2.1 to 6.6 have been recorded by the sensors in the structure. This paper is about
the time-domain and frequency-domain analyses of this data set with the aim of
identifying dynamic response characteristics of the structure, its modal frequencies
and their dependence on time, earthquake magnitude and ground motion amplitude.

Keywords Structural health monitoring · Modal analysis · Historical structures ·
Sultan ahmet mosque

1 Introduction

The Sultan Ahmet Mosque is one of Istanbul’s most prominent historical structures
(Fig. 1). It is included in the World Heritage List of UNESCO as part of ‘Historical
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Fig. 1 The general view of the Sultan Ahmet Mosque, June 2006 (Wikimedia Commons)

Areas of Istanbul’. Sultan Ahmet Mosque was constructed between 1609 and 1617
and is the last example of the classical period of Ottoman architecture.

The primary structural system of the mosque is crowned by the main dome,
which reaches a height of 43 m and is 23.5 m in diameter. Four main arches, four
semi-domes and four pendentives symmetrically support the main dome. Further
down, four main pillars, six buttresses, eleven exedra domes, secondary arches and
colonnade systems provide support to the upper structure (Fig. 2). The main pillars
have a diameter of 5 m each and are surmounted by octagonal and hollow weight
towers. The prayer hall’s interior can be defined as a nearly square area inside the
sidewalls with dimensions of 53.50 m by 49.47 m. In terms of structural materials,
all domes are of brick masonry, while the main pillars and arches were built of cut
stone [1]. Individual columns are of Marmara marble.

Istanbul is in a seismically active region of Turkey. Its shores are at about 20 km
to the north of the segments of the North Anatolian Fault in the Marmara Sea. The
mosque, located in Istanbul’s historical peninsula, experienced many earthquakes in
its history. Among them, three earthquakes are of particular importance: the May
22nd and August 5th earthquakes in 1766 and the July 10th, 1894 earthquake. It is
reported that there were several slight cracks in the main dome as a result of twoM7+
earthquakes in 1766. The semi-domes, exedra domes, corner domes and the main
arches were also damaged. It is impossible to differentiate the damages sustained
during these events. Yet it appears that the damages that occurred in the first event
were enhanced during the second earthquake [2]. Some parts of the mosque were
damaged heavily in the earthquake of 1894.Whereabouts of damages are not detailed
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Fig. 2 Axonometric view of the Sultan Ahmet Mosque [1]

but indicated as the prayer hall and the minarets [3]. The last major earthquake in the
Marmara region occurred in 1999. There were no reported damages to the mosque
related to the Mw 7.4, 1999 Kocaeli event.

The structural health monitoring (SHM) system in the Sultan Ahmet Mosque was
installed in October 2012. It collects vibration data continuously and transmits it
in real-time to the SHM Laboratory at the Department of Earthquake Engineering
of Bogazici University’s Kandilli Observatory and Earthquake Research Institute.
The SHM system consists of ten three-component (horizontal: X and Y, vertical: Z)
accelerometers (type: Güralp CMG-5TD) deployed at four different levels within the
structure (Fig. 3a, b). Starting from the top, there are four sensors at the dome base
level (KUB 1/2/3/4). Four others are installed on the catwalk adjacent to the main
pillars at their top level (GAL 1/2/3/4). There is one sensor placed at the ground level
within the prayer hall near one of the main pillars (MUMA). The last sensor is at the
basement that extends along the qibla side of the mosque as can be seen in Fig. 3a
(HAMU). The instrument layout was designed to optimally capture themodal shapes
and general earthquake response characteristics. The sampling rate was 100 Hz until
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Fig. 3 The sensor layout; a eastern section and b plan view (modified from [1] and [4], respectively)

2014. Since then, it is set at 200 Hz. Since the deployment of the system, more than
200 earthquakes with local magnitudes varying from 2.1 to 6.6 have been recorded.
In addition to earthquakes, the system registered three explosions that took place at
various locations in Istanbul during the terrorist attacks in 2016.

In this paper, our aim is to provide a uniformanalysis of existing data and to present
preliminary interpretations of findings. Time-domain and frequency-domain anal-
yses of recordings from earthquakes of the last eight years are conducted. Dynamic
response characteristics of the structure, its modal frequencies and their dependence
on time, earthquake magnitude and ground motion amplitude are identified and
discussed.
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2 The Data Set and Data Processing

There are 209 earthquakes recorded by the Sultan Ahmet SHM system fromOctober
2012 to March 2020. All recordings were carefully checked for completeness (i.e.,
each earthquake in the data set should be recorded by all stations at dome and gallery
levels) and for signal-to-noise ratio (5 minimum). The records that did not comply
with these criteria were eliminated. There are two earthquakes that occurred in late
2020, which we found important because of their magnitudes and the response levels
they have induced in the mosque. The final data set consists of recordings from 103
earthquakes and includes the two events of late 2020.

The map in Fig. 4 shows the location and magnitudes of earthquakes included in
our data set. 9% of events are in the magnitude range of 2.0–2.9. The majority of
recorded earthquakes are in themagnitude range of 3.0–4.9 (79%),while earthquakes
having magnitudes between 5.0 and 5.9 constitute 9% of the data set. The presence
of ML6+ earthquakes is about 4%. From Fig. 4, it is evident that while earthquakes
with magnitudes <2.9 are limited to the Marmara Sea, earthquakes <3.9 cover a
large elliptical area around it. Furthermore, the majority of earthquakes (67%) took
place to the south-west of the structure’s location, meaning they are aligned more or
less with its Y-axis (Fig. 3b). About 30% of events originated from the south-east,
aligning with the X-axis of the structure.

The records were uniformly baseline corrected to remove the mean and band-
pass filtered by fourth-order Butterworth type filters. The low-pass frequency limit
was selected as 25 Hz. The high-pass filter limit was record-specific. It was decided
by changing the filter limit and visually checking the displacement time histories

Fig. 4 Locations of earthquakes in the data set
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Fig. 5 FAS (left) and TF with respect to station HAMU (right) associated with the ML6.2 Aegean
Sea earthquake in 2013 (direction: Y; signal duration: 108 s; band-pass filter: 0.1–25 Hz; smoothing
window length: 13 (FAS) and 25 (TF))

until there is no residual displacement (it is known that there are no damages to the
structure as a result of earthquakes in our data set). The high-pass filter limit varied
between 0.1 and 0.5Hz. Corrected recordswere analysed in the time domain to obtain
maximum absolute acceleration, velocity and displacement values. In the frequency
domain, modal frequencies were identifiedwith the help of Fourier amplitude spectra
(FAS) and transfer functions (TF) [5]. To ease interpretation, both FAS and TF were
smoothed as proposed by Safak [6]. FAS and TF of records from the stations of the
system associated with one of the significant earthquakes in our catalogue (ML6.2
Aegean Sea event in 08.01.2013) are shown in Fig. 5.

3 Dynamic Response Characteristics

This section presents time-domain and frequency-domain analyses to identify
dynamic response characteristics of the structure, location and earthquake specific
variations of amplitudes and earthquake and time specific variations of modal
frequencies.
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3.1 Analyses in Time Domain

We examined acceleration, velocity and displacement time histories belonging to
103 earthquakes and identified the peak values in three components at each sensor
location.

In Fig. 6, we plot peak accelerations at all sensor locations distributed over four
levels within the structure in three components: X, Y and vertical. Ten earthquakes
stand out as they led to the largest responses. They are indicated in the legend.
The variation in the level of peak accelerations across the earthquake recordings
studied, as well as among the four structural levels can be clearly observed in Fig. 6.
Stations coded by KUB are at the dome base, while stations coded by GAL are at
the level where the main arches spring from the top of the main pillars. The Sultan
Ahmet Mosque is a symmetrical structure (Fig. 2). Therefore, it should be natural to
expect a certain general regularity in structural response levels. At the dome level,
for instance, the in-plane vibration levels (i.e., axis Y at KUB1, KUB3 and axis X
at KUB2 and KUB4) should be smaller than the out-of-plane vibrations at the same
station (note that the plane in this context is the plane of a main arch). The order of
out-of-plane vibrations should be more or less similar to each other (i.e., KUB1 and
KUB3 in axis-X and KUB2 and KUB4 in axis-Y). It can be hypothesized that any
significant deviation among the peak values at a specific level and direction should
be associated with structural interventions, repairs and/or earthquake characteristics.
The general character described is observed at the sensor and component specific
peak accelerations shown in Fig. 6. However, there are some variations among the
peak values, which tend to change from earthquake to earthquake.

Thepillars,withwhichGAL1andGAL4are associated, extenduntil the basement.
The other two pillars also continue below the ground level, but their extension is
less. The peak accelerations at GAL1 and GAL4 are consistently larger than those
at GAL2 and GAL3, which is probably related to this. The vertical amplitudes at
KUB3 are particularly high. It is known that the main arches have similar geometry
and material properties. In the vertical direction, the vibration levels at their crowns
should be similar to each other and smaller than their horizontal counterparts. This
was indeed the general observation in previous earthquakes. In the 26September 2019
event, though, the vertical acceleration level was comparable to the accelerations in
the Y-direction.

Geometricmeans of two horizontal components were used to check on any depen-
dency between the earthquake magnitude and peak amplitudes. The log-linear rela-
tionship between the two variables indicates significant scatter in peak accelerations
and displacements as a function of earthquake magnitude (Figs. 7 and 8). Despite
this, a trend between the two is still evident. The fact that the scatter in the peak
amplitudes at stations HAMU and MAMU, which are the ground-level stations, is
very similar to the scatter at the upper levels suggests that a second look at the data
set is worthwhile; this time with respect to ground level amplitudes.

In Fig. 9, we plot peak accelerations at KUB and GAL stations with respect to
peak accelerations at stations HAMU andMUMA. Station HAMU is at the basement
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Fig. 6 Peak accelerations in X, Y and Z
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Fig. 7 The variation of peak accelerations as a function of earthquake magnitude

Fig. 8 The variation of peak displacements as a function of earthquake magnitude

which extends along one side of the mosque and is below the ground level at which
station MUMA is located. In some important earthquakes in our data set, either
HAMU or MUMA functioned. As these were events that produced large-amplitude
ground motions, we decided to analyse our data set with respect to both stations.
The log-log plot indicates a linear relationship between HAMU and MUMA that
closely follows the 45-degree line. It further indicates a linear relationship between
the ground level accelerations (HAMU or MAMU) and the accelerations at the
upper levels. This observation is naturally valid for the available response level
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Fig. 9 The relationship between the ground level accelerations (HAMU (left) and MUMA (right))
and accelerations at the gallery and dome levels

range. However, it strongly suggests that the upper-level amplitudes can be predicted
if the ground-level motions are known, provided that a representative data set is
available that covers a sufficiently wide range of ground motion amplitudes, i.e.,
larger magnitude earthquakes over a much longer observation period.

3.2 Analyses in Frequency Domain

The first (along axis X) and the second (along axis Y) modal frequencies were
estimated using FAS and TF by peak-picking and are shown in Figs. 10 and 11. The
most significant earthquake in our catalogue is the 26.09.2019 ML5.7 Silivri event.
It resulted in a maximum acceleration of 226.6 cm/s2 at KUB4 along the Y-axis.
At MUMA, maximum accelerations in this event were 22.1 cm/s2 and 47.8 cm/s2

along X and Y axes, respectively. A substantial frequency drop was detected in both
directions, which necessitated a closer look to understand whether the frequency
drop has recovered or not in the period following the event. For this purpose, eleven
additional earthquakes that occurred after the 26.09.2019 event were used. Station
MUMA was the reference station in transfer functions instead of HAMU because
station HAMU malfunctioned during the earthquakes after the 26.09.2019 event. In
Figs. 10 and 11, we demonstrate that there is no permanent impact of this frequency
drop on the structure. The figures show the identified first modal frequencies in two
orthogonal directions over the observation period. In the period following September
2019, the frequencies seem to recover their previous levels.

We know that a tension ring was installed at the base of the main dome in August
2018. The time is marked in Figs. 10 and 11. The intervention does not seem to have
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Fig. 10 Time-variation of the first dominant frequency in the X-direction (the date of application
of the tension ring is indicated with a dashed line)

Fig. 11 Time-variation of the first dominant frequency in the Y-direction (the date of application
of the tension ring is indicated with a dashed line)
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Fig. 12 The annual/seasonal change of the first dominant frequency in the X-direction

any impact as no clear change in identified frequencies could be detected looking at
recordings of late 2018, 2019 and 2020. This could also be related to the design of the
tension ring. Displacement and acceleration levels experienced were probably lower
than those assumed as the design criteria. Analysis of modal shapes and particle
motions could provide further clues about this point.

In Fig. 12, the first modal frequencies identified from recordings of an eight-year
period are plotted against the day andmonthof the earthquake they are associatedwith
whereby ignoring the year. The figure suggests no seasonal variation of frequencies.
Therefore, no clear correlation between temperature and modal frequencies seems
to exist.

The variation of modal frequencies of a structure is affected by the ground motion
levels and the duration of strong shaking, the increase of which results in a drop of
natural frequencies of vibration. When we plot identified frequencies in two direc-
tions as a function of ground-level acceleration (Fig. 13), the order and character of
the drop become clearer. In the majority of recorded events, the ground-level accel-
erations were below 1 cm/s2. Events producing larger ground accelerations in the
mosque are relatively rare, and if this is the case, there is a tendency in frequencies
to drop sharply. From Fig. 13, two regions become evident. The first region (accel-
erations less than 1 cm/s2) is identified by a slight linear drop in frequencies. In the
second region, the drop becomes distinctly sharper.
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Fig. 13 The change of the first dominant frequencies with mean accelerations of MUMA (ML5.7
Silivri event is indicated within circles)

4 Conclusions

This paper collates our first observations on the dynamic response characteristics of
the Sultan Ahmet Mosque in Istanbul, which are made using a catalogue consisting
of earthquakes collected by an SHM system installed on the structure.

The Sultan Ahmet Mosque has a symmetrical architectural and structural layout.
There are differences between the structural response levels along X and Y axes,
which need to be analysed further and explained in more detail. The observations we
can cite here are related to the main pillars on the qibla side of the structure and the
excessive vertical response of the main arches, particularly during the 26.09.2019
Silivri earthquake.

Taking advantage of the extensive data set compiled, we showed that a significant
correlation between the ground level accelerations and accelerations at upper levels
exist, which suggests that the structural response can be predicted when observations
over extended periods of time and of larger magnitude earthquakes are made. Within
the limitations of the present data set (i.e., recordings from earthquakes ≤6.6 and
ground-level peak accelerations less than about 48 cm/s2), we observed that the
response at upper-level stations is almost linearly proportional to the excitation at the
ground and/or basement levels. The data vaguely hint a slight reduction in response
amplitudes at relatively higher excitation levels, which is an expected finding and
could be attributed to non-linearity. Further modelling (data modelling and structural
analysis) and more importantly recordings of larger earthquakes are needed for the
confirmation of this observation.

We identified the first two modal frequencies of the structure by FAS and TF.
We showed that the decrease of modal frequencies was related to the increase in
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excitation amplitudes. We were able to identify two zones in which two different
mechanisms of non-linearity might be effective.

No convincing evidencewas found to show that themosque is affected by seasonal
temperature variations.

We also investigated the impact of the tension ring that had been implemented at
the dome base in 2018 and could not detect any significant difference in structural
response before and after its installation.A closer look at the effect of this intervention
in the time domain, in particular, is needed, and we intend to further our research in
this regard.
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Experimental Evidence for Structural
Damage During the 30.10.2020
Samos-Sığacik Earthquake by Laser
Vibrometry

Eser Çakti and Sefer Ömercan Ertürk

Abstract The Mw 6.9 earthquake of 30.10.2020 that took place to the immediate
north of the island of Samos in the Aegean Sea was an important event. It was widely
felt in the surrounding areas of both Turkey and Greece. It was an almost pure normal
earthquake and recorded by a significant number of strong motion stations deployed
in the region. The event caused a small-scale tsunami that led to some damage in
the shores of Sığacık, a neighbourhood of the Izmir province to the north of the
earthquake source zone. Regional distribution of structural damage was parallel to
the ground motion levels. However, the city of Izmir, the third largest city of Turkey
and about 60 to 70 km to the north of the epicentral area was severely affected.
117 lives were lost and more than 500 buildings either collapsed or received heavy
damage. The majority of collapses and casualties were in the Bayraklı district of
İzmir, known for its poor site conditions. This paper reports on a survey that we
carried out soon after the earthquake in central Izmir. It relies on laser vibrometry,
which was used to measure the dominant frequencies of a series of buildings in
low, moderate and heavy damage state. Measurements were carried out remotely in
38 buildings. General structural characteristics of the buildings, such as number of
stories, height, structural system and earthquake damage statewere visually assessed.
The dominant frequencies of vibration were estimated through analysis of vibration
data. The fact that the majority of the buildings were more or less similar provided
a unique opportunity for comparing their measured natural frequencies of vibration
under different levels of damage.

Keywords Laser vibrometry · Ambient vibrations ·Modal frequency ·
Earthquake-induced damage
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1 Introduction

An earthquake of Mw 6.9 took place on 30.10.2020 off shore between the Greek
island of Samos and the Izmir province of Turkey. It was felt widely in western
provinces of Turkey and on nearby Greek islands. İzmir is the third largest city
of Turkey and the regional economic hub. As a result of the earthquake, 117 lives
were lost and 6136 buildings received damages of varying degrees. More than 500
buildings either collapsed or received heavy damage (https://hasartespit.csb.gov.tr).
Regional effects of the earthquake were actually not severe, except in some neigh-
borhoods of central Izmir, which is at about 60-70 km to the epicentral area. In
central Izmir the earthquake devasted particularly the Bayraklı district. The majority
of collapses and casualties were in Bayraklı, well known for its poor site conditions.
It was notable that most of the buildings that collapsed had been built before the year
2000. Example images of damaged buildings are shown in Fig. 1.

This paper outlines an experimental study carried out very soon after the earth-
quake in central Izmir. Taking advantage of the laser vibrometer, which is a recent
addition to the infrastructure of the non-destructive testing laboratory of the Depart-
ment of Earthquake Engineering (https://eqe.boun.edu.tr/en/non-destructive-testing-
laboratory), we wanted to measure the dominant frequencies of a series of buildings
in low, moderate and heavy damage states with the aim of testing the performance
of this remote measurement technique in completely unfavourable conditions such
as those posed by a real earthquake and to provide estimates of modal frequencies
of buildings in different states of damage.

Fig. 1 Images of buildings in different damage states. Photo credit Sefer Ömercan Ertürk

https://hasartespit.csb.gov.tr
https://eqe.boun.edu.tr/en/non-destructive-testing-laboratory
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2 The Survey

Laser vibrometer is a non-contact vibration-measuring device based on the Doppler
effect, which occurs when the laser light is back scattered from a vibrating
surface. The scanning devices developed using this principle are widely used across
many disciplines, particularly in those that require research and development, non-
contact condition assessments using vibrations and imaging of vibrations. Its use in
civil/structural/earthquake engineering and architecture is particularly interesting
due to the fact that in certain structures the access to install standard vibration
measurement devices is very difficult or impossible such as earthquake damaged
buildings.

In the survey we made use of Polytec RSV-150 type laser vibrometer. The plan
was to select a group of buildings that were in different damage states ranging from
no to heavy damage. To do this, we made use of information on the website https://
hasartespit.csb.gov.tr, that belongs to the Ministry of Urbanization and Environment
to publicly disclose the damage level estimates made by trained engineers following
earthquakes. We selected buildings in Bayraklı and Karşıyaka districts. Measure-
ments were carried out remotely in 38 buildings. 26 of them were in Bayrakli. 12
buildings were in the Karşiyaka district. Their locations are shown in Fig. 2.

The heights of the buildingsweremeasured on sitewith the help of a laser distance-
meter. They ranged between 16 and 51 m. Except two buildings that were 16 m high
and two which had a height of 51 m, the heights of the remaining 34 buildings varied
between 19 and 32 m. The buildings were predominantly 8 or 9 stories high and
all were reinforced-concrete. The breakdown with respect to damage state was as
follows: 14 buildings were heavily damaged, 10 were moderately damaged and 8
were slightly damaged. In 6 buildings, there was no damage.

Fig. 2 Locations of buildings in the survey

https://hasartespit.csb.gov.tr
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Fig. 3 Selected images from the experimental survey. Photo credit Sefer Ömercan Ertürk

In each building ambient vibrations were recorded for about four minutes. Two
sets of measurements along the two orthogonal axes were taken in each case. We
spent about an hour in each building. The survey took four days to complete. The
dominant frequencies were estimated from the Fourier amplitude spectra. Figure 3
shows selected images taken during the survey.

3 Results and Discussion

Figure 4 shows estimated frequencieswith respect to the building height. The states of
damage, the buildings were in, are also indicated in Fig. 4 using different colors. The
frequencies that we measured correspond to the first modal frequency. The decrease
in modal frequency with increasing building height can immediately be captured and
is particularly evident from data that represent undamaged buildings. Furthermore,
the differences betweenmeasured frequencies of buildings in different damage states
are clearly demonstrated. Structural damage is essentially degradation of stiffness.
Therefore, modal frequencies tend to drop with increasing levels of damage, as
indicated by data presented in Fig. 4. The difference between the frequency levels of
undamaged and slightly damaged buildings is easily distinguishable. However, the
separation between the estimatesmade onmoderately and heavily damaged buildings
is not that clear, as they are very close. This is in fact an expected outcome. At higher
levels of structural damage or under conditions of strong non-linearity, assumptions
made formodal analysis are not valid anymore. Therefore, interpretations for relating
the measured frequencies to higher damage states can be misleading.
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Fig. 4 Experimentally identified first modal frequencies versus building height. The damage states
individual buildings are in are indicated by different colors

Relationships between the first modal frequency and the height of a building (or
the number of stories) can be found in several codes and studies [1–8]. Existing
relationships are for buildings in undamaged state. There are, however, considerable
differences between them regarding the level of frequency estimates. Among the
equations that we investigated two were more aligned with our findings. They are
expressed as f = 51/H [6] and f = 46/H [7] and plotted in Fig. 4. In both equations
H is the building height in m.

The drop in modal frequency can be related to many factors; structural damage
being one and themost important of them.There is not a consensus among researchers
if it can be used as an indicator of damage on its own. Its co-use with other structural
indicators is probably a more rational path to take. Our findings show the frequencies
may become inseparable at damage states medium and higher. They also indicate
that it is definitely a good parameter for warning the onset of slight damages and
the potential for higher level of damage. In support of this discussion, we calculated
average frequencies of buildings in each damage state despite the differences in the
building heights which we acknowledge but decide to keep except two buildings
which were 51 m high. (Table 1).

Table 1 Average frequencies of buildings with similar heights

Damage level Heavy Medium Slight Undamaged

Average frequency (Hz) 1.18 1.20 1.58 1.86
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Based on information presented in Table 1 it can be estimated that with respect
to undamaged state the drop in measured average frequencies are 0.37, 0.35 and
0.15 for heavy, medium and slight damage states respectively. The scatter in data
for moderately and heavily damaged buildings was considerable and the frequencies
were not separable (Fig. 4). As a consequence, average frequencies are very close to
each other. However, a drop in the order of 15% can be meaningful for identification
or onset of slight damages. Needless to say, this observation is simply a first order
approximation and needs further verification by independent field measurements.
Our findings also suggest damage levels medium and higher are associated with
about 35% frequency drop.
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Structural Monitoring and Dynamic
Characterization of the Main Fire
Station Building in Naples

M. Spizzuoco, D. Losanno, I. Nuzzo, V. Schiavone, and G. Serino

Abstract The main Firemen Station of Naples is a steel–concrete composite
building structure, that is peculiar due to its suspended configuration and to the
seismic devices installed at the time of construction. The latters represents one of the
first Italian applications of vibration control systems and the assessment of seismic
performance according to current codes is strongly needed. The installation of a
static and dynamic monitoring system of the structure and the performing of a rising
test of one seismic bearing could allow to better understand the structural behaviour
and to determine the best choice of seismic retrofit intervention of the building. A
simplified structural model is developed to be used for predicting and evaluating the
experimental results of dynamic shaking tests with vibrodine.

Keywords Structural monitoring system · Suspended structure · Seismic control
system · Strategic structure

1 Introduction

Themain Fire Station in Naples (Italy), designed in 1979, consists of eight buildings.
The headquarter structure is a suspended structure, which allows to satisfy the need
to have a large space at the ground level, free of columns in order to allocate a wide
garage and allow the easy motion of big vehicles. After the Irpinia seismic event
in November 1980, a higher seismic risk had to be considered for new construction
in Naples. Therefore, the executive project, completed in 1983, had to adapt the
suspended configuration of the main building to the new seismic requirements: a
complex dissipation system was installed, able to exploit the devices’ hysteretic
behaviour to dissipate energy [1–4]. After more than 30 years from the original
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construction, the seismic and fire assessment of the pioneering structure has been
deeply analyzed [5]. The present work discusses the interventions suggested for the
investigation and control of the realmechanical and dynamic behaviour of the logistic
building, as required by the wide Urban Regeneration Project of East Naples.

Therefore, the case-study building structure is a 4-storey steel–concrete composite
suspended structure, supported by means of R.C. towers, that represent vertical
connections for stairs and elevators too. Its plan (Fig. 1) is composed by five inde-
pendent rectangular sub-structures (of dimensions 26 m× 18 m) and one trapezoidal
sub-structure (26 m × 18 m to 32 m).

The longitudinal and transversal sections (Fig. 2) just show the composite floor
slabs hanging from the reticular girders at the top, by means of steel tie-rods. The
top reticular girders are supported by R.C. towers, through the interposition of a total
number of 24 devices (Fig. 3a), that enable thermal excursions in service conditions
by preventing states of coaction in structural elements, and dissipate seismic energy
when horizontal and vertical earthquakes occur. On each R.C. tower, a different type
of support is mounted (hinge, uni-directional or bi-directional rollers), in order that

Fig. 1 Simplified plan view and labelling of the substructures

Fig. 2 Original charts of: a longitudinal (along x) section, and b transversal (along y) sections
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Fig. 3 a Thermal/seismic device between each R.C. tower and the upper structure; b distribution
of supports in a general substructure

their configuration provides the substructure’s movements under thermal variations
(Fig. 3b). The hinge is obtained with the contact of two steel surfaces, while the
interposition of teflon sheets between them provides a bi-directional roller, and the
introduction of a rail parallel to the direction of free translation determines a uni-
directional roller.

The bottom part of each support consists in a multi-layer steel-rubber isolator,
able to resist to vertical loads, but having a low horizontal stiffness, so that, when
a significant horizontal action occurs, it deforms and the steel rods devices (a) in
Fig. 3a yield in bending and shear. Figure 4a shows that the isolator doesn’t deform
when a seismic force has the direction of free thermal movements, but it is loaded
after the gap between the upper part of the support and the outer part of the system
is closed. On the other hand, the isolator deforms horizontally along the restrained
direction of thermal motion, but it hits the rigid connection due to a very small gap
(Fig. 4b) and loads the external dampers.

As a consequence, the isolator never works in the horizontal direction. Besides,
in case of a vertical seismic action, the isolator is always compressed because of
the presence of the tie rods connecting its upper face with a bottom steel plate fixed
to the R.C. tower. Dissipation of energy is provided by dampers of type (b), which

Fig. 4 Schematic working of the special device, a along the free thermal movement direction,
b along the restricted thermal movement direction
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yield under axial deformations (see Fig. 3a), while neoprene bumpers are mounted
between the beams of the suspended floors and the R.C. tower walls, in order to
prevent damaging due to pounding effects caused by the horizontal oscillations of
the suspended decks. Four kinds of bearings have the properties listed in Table 1.
The stiffness and the yielding force of the bumpers are equal, respectively, to kb =
340 kN/mm and 30 kN.

In the framework of the above mentioned Urban Regeneration Project of East
Naples, a static and dynamic structural monitoring system, a rising test of one
supporting bearing and dynamic tests using vibrodine, have been designed in order
to get a better understanding of the whole mechanical and dynamic behavior of the
suspended building, even due to a complex system of devices. The outcomes of the
monitoring system are useful also to improve the structural numerical models and to
single out a proper seismic retrofit intervention.

2 Structural Assessment

2.1 Numerical 3D Model

A 3D model of one sub-structure (module named D) has been developed by using
SAP2000 software. Steel (Fe 360C) andR.C. (Rbk =200kg/cm2)members have been
modelled as frame elements (Fig. 5a). For example, vertical towers are four elements
having a total height of 17.5 m and a hollow rectangular cross section, with thickness
40 cm and external dimensions 6.7 m × 3.5 m. Steel elements represent a wide
number of section’s geometries, thus they aren’t mentioned for sake of shortness.
The steel tie-rods sustaining the floor slabs have a rectangular section of dimensions
40 mm × 80 mm, 40 mm × 120 mm and 40 mm × 250 mm. The braces by the
perimetric longitudinal sections have circular section with diameter �39.

The floor slabs are considered infinitely rigid by applying body constraints, and
their mass is assumed lumped at the center of mass, according to Table 2. These
masses comprise that one of the other steel elements, but they don’t include the mass
of the cores, which is assigned to each R.C. members.

As regards the steel roof truss model, the lateral flexibility of the rubber bearing
gives a negligible contribution in the horizontal direction, as explained in the above
section. Even the lateral stiffness of the steel dampers [(a) in Fig. 3a] is negligible
due to high flexibility of the steel rods and their small section. Based on these consid-
erations, under the action of a seismic load, two fixed points are modelled in longi-
tudinal and transversal direction. In vertical direction, a linear spring (of stiffness
6210 kN/mm) and a dashpot (of damping coefficient 4.45 kN s/mm), connected in
parallel, are considered to represent rubber behaviour, while rubber bumpers at each
floor have been simulated in both horizontal directions by linear elements having a
stiffness of 6.25 kN/mm and a damping coefficient of about 0.081 kN s/m.
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Fig. 5 a 3D structural model; b 1st mode in y direction—T1 = 0.59 s; c, d 1st mode in x direction—
T2 = 0.56 s; e 2nd mode in x direction—T2 = 0.47 s

Table 2 Translational and rotational mass distribution

Floor Area (m2) Transl. mass (t)
Mx = My = Mz

Rot. mass (tm2)
Mxx

Rot. mass (tm2)
Myy

Rot. mass (tm2)
Mzz

Roof 488 285 11,550 8295 19,846

4° 313 211 5270 5480 10,750

3° 415 280 13,168 6803 19,971

2° 415 249 11,705 6047 17,752

1° 415 249 11,705 6047 7752

Total 2046 1274

The fundamental mode of vibration is along y direction (Fig. 5b), that corresponds
to a higher flexibility with respect to x direction, due to the absence of external
braces. The second mode of vibration coincides in the first translational mode along
x direction (Fig. 5c with the braces, and Fig. 5d with the towers). The second mode
along x direction is relative to the internal sections (Fig. 5e). The first and second
periods of vibration, 0.59 s and 0.56 s respectively, have participating mass ratios of
39 and 18%, mainly accounting for the contribution of the suspended structure. The
mass of R.C. towers is excited by higher modes (10th and 13th modes, respectively
in x and y directions). The first vibration mode in vertical direction (15th mode)
corresponds to a period of 0.1 s.

2.2 Simplified Model

A simplified model of the considered sub-structure (module D) has been developed,
with the aim of using the numerical results to design the dynamic testswith vibrodine.
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The modelling of module D has been performed in both the transversal direction,
where the braces are absent, and the longitudinal direction including the bracing
system.

The structure has been considered as an inverted shear-type frame and the
following simplifying hypotheses have been assumed (Fig. 6) to derive the 5 ×
5 mass and stiffness matrices of two numerical systems simulating the structural
behaviour in transversal and longitudinal direction, respectively: (i) the mass of each

Fig. 6 Scheme of the frame’s structural elements needed to define the simplified model in
a transversal direction, and b longitudinal direction
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deck, thought as infinitely rigid, is lumped at its center of mass; (ii) the third part of
every R.C. core’smass is assumed concentrated in the covering deck; (iii) the tie-rods
supporting the decks are assumed axially rigid but featuring flexural deformability;
(iv) themasses of tie-rods and transversal elements are neglected; (v) the bumpers are
modelled as linear elastic elements and their stiffness is included in the main diag-
onal of the stiffnessmatrix obtained in transversal direction; (vi) the bracing elements
connecting the floor levels along longitudinal direction are assumed clamped by the
decks and contribute to the stiffnessmatrix, derived in longitudinal direction, through
their axial stiffness.

The mass matrix is shown is Eq. (1), while the stiffness matrices computed in
transversal and longitudinal direction are written in Eqs. (2) and (3), respectively:

M =

⎡
⎢⎢⎢⎢⎢⎣

m11 m12 m13 m14 m15

m21 m22 m23 m24 m25
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For example, the element kt11 of the stiffnessmatrix derived in transversal direction
is computed in Eq. (4) by adding the contributions of the flexurally deformable tie
rods and that one of the bumper installed at first level.

On the other hand, the element kl11 of the stiffness matrix obtained in longitudinal
direction is calculated in Eq. (5) by adding the contributions of the tie rods and that
one of the braces involving the first floor.

In both transversal and longitudinal directions, the problem of eigenvalues and
eigenvectors (Eq. 6) has been solved by using Matlab software (Fig. 7).

kt11 = 2 · 2
(
12E Iy
h3

)
+ 2 · 5

(
12E Iy
h3

)
+ 2 · 5

(
12E Iy
h3

)
+ kbumper (4)

Fig. 7 Computation of the element k11 of the stiffness matrix in a transversal direction, and
b longitudinal direction
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kl11 = 2 · 5
(
12E Ix
h3

)
+ 2 · 2

(
12E Ix
h3

)
+ 2 · 5

(
12E Ix
h3

)
+ 2 · 4

(
E A

l
cos2 α

)

(5)

M · ü + K · u = 0 ⇒ det
(
K − ω2

n · M) = 0 ,
(
K − ω2

n · M) · � = 0 (6)

The first periods of vibration, along transversal (y) and longitudinal (x) directions,
are equal to 0.44 s and 0.62 s, respectively. Due to the simplifying hypotheses made
to develop the equations of motion of the models shown in this section, the vibration
periods do not satisfactorily match those obtained through the numerical 3D model.
However, the simplified models are essential to depict preliminary considerations on
the design of the dynamic tests with vibrodine. Both numerical and analytical models
of the unit will be properly calibrated through preliminary measurements provided
by the monitoring system presented in the next section.

3 Structural Monitoring System

An integrated static and dynamic monitoring system [6] has been designed for eval-
uating the amount of damage and the reliability level of the investigated structure,
either when natural inputs and human activities (i.e., passage of light and heavy
vehicles, workers’ training, thermal excursions, etc.) excite the building, or under
the action of earthquakes. It also has the objective to check the behaviour of the
seismic devices installed. The acquired data could be shared with the Department of
Civil Protection at both local and national levels. The proposed monitoring system
canmanage static, dynamic and environmental channels, by using independent units.
The acquired data are stored according to their category, and can be transferred by a
remote access to FTP areas and e-mail addresses.

The static acquisition system includes no. 40 displacement sensors with a stroke
of 100 mm or 200 mm, no. 3 temperature transducers, no. 1 humidity sensor, and a
digital acquisition system for 48 channels. The displacement transducers having a
measurement interval of ± 50 mm (total stroke of 100 mm) have been assumed for
the intermediate decks where 4 cm joints are placed between successive modules,
while the displacement sensors having a measurement range of ± 100 mm (total
stroke of 200 mm) have been thought by the seismic bearings.

The dynamic acquisition system consists in no. 10 tri-axial accelerometers, no.
5 uni-axial accelerometers, no. 20 displacement sensors having a stroke of 100 mm
or 200 mm located in structural module D, no. 1 tachy-anemometer, no. 1 gonio-
anemometer, and a dynamic digital acquisition system for 64 channels. The presence
of a sensor mounted at top of the building to measure wind’s velocity and direction,
is important to correlate such data to the vibrations of the suspended structure under
horizontal ordinary excitations like the wind action.
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Fig. 8 Architecture of the monitoring system

Figure 8 shows the five sub-systems of the defined monitoring system: the auto-
matic static acquisition system, the automatic dynamic acquisition system, the data
management, storage and processing system, the remote management system, and
the power supply system. The data acquisition systems are 2 independent units,
which acquire according to a defined sampling frequency; each of them has both
power supply and acquisition features. The system for management, storage and
processing of the data includes a static/dynamic system for the data logging of
recorded data, a Network Attached Storage (NAS) unit for back-up of data, and
a dedicated integrated software. Besides the advanced management of all the data,
the software in cloud “SPIDERNET” of the dynamic system is able to implement
a system for remote maintenance of the equipment; it also doesn’t need any instal-
lation because its interface is available by browser, with the potentiality of Internet
network which provides an AA (always and anywhere) service. This sophisticated
monitoring software just represents the next generation of platforms Big Data e Fast
Data. The remote management system allows the automatic transfer of the data and
of alarms via e-mail to dedicated FTP areas. Finally, the power supply system has a
Uninterruptible Power System (UPS) with an autonomy of at least 30 min. On the
other hand, both the data acquisition systems include a battery for the back-up in
case of energy lacking: the guaranteed autonomy time is at least 36 h.

The Monitoring Room, located at fourth floor of structural module D, houses the
Control Hub of the monitoring system, that consists in the acquisition and powering
systems.

The static sensors are (Figs. 9a, 10a, and 11a): no. 2 displacement transducers
by every bearing at top of the R.C. cores, installed along two orthogonal horizontal
directions of the restraints (no. 8 of them, relative to module D, are acquired by
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Displacement sensor in horizontal direction
Displacement sensor in orthogonal horizontal direction
Temperature sensor
Umidity sensor

MODULE D

Triaxial accelerometer
Uniaxial accelerometer

MODULE D

Tachi-anemometer
Gonio-anemometer

Fig. 9 a Displacement transducers, temperature and humidity sensors; b accelerometers at the
longitudinal cross-section of the structural module D

)b()a(

MODULO STRUTTURALE D MODULO STRUTTURALE D

Displacement sensor in horizontal direction
Displacement sensor in orthogonal horizontal direction
Temperature sensor
Umidity sensor

Triaxial accelerometer
Uniaxial accelerometer
Tachi-anemometer
Gonio-anemometer

Fig. 10 a Displacement transducers, temperature and humidity sensors; b accelerometers at the
transversal cross-section of the structural module D

the dynamic system, so that only no. 40 displacement transducers are statically
recorded); no. 3 temperature sensors, the first one mounted towards outside by one
antiseismic bearing of module D, the second one installed inside module D at II
floor in intermediate position with respect to structural elevation, and the third one
placed inside a core of module D in correspondence of II floor; no. 1 igrometer by
the covering deck of module D.

The dynamic sensors are installed in structural module D of the logistic building
(Figs. 9b, 10b, 11b): no. 5 tri-axial accelerometers by the decks of module D,
including the covering; no. 5 uni-axial accelerometers, one by each deck of module
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Fig. 11 Schematic distribution of a the displacement sensors, and b the acceleration sensors and
tachy-gonio-anemometer in the structural module D

D; no. 4 tri-axial accelerometers on the top of the cores of module D; no. 1 tri-axial
accelerometer at the base of module D to investigate the ground accelerations; no. 2
displacement transducers by every bearing at top of the R.C. cores relative to module
D, installed along two orthogonal horizontal directions of the restraints (i.e., no.
8 sensors with a stroke of 200 mm); no. 3 displacement sensors at each interme-
diate deck (I-II-III-IV deck) of module D, two of them mounted along horizontal
parallel directions, and the third one perpendicular to the latters (i.e., no. 12 sensors
with a stroke of 100 mm); no. 1 tachy-anemometer by the covering deck of module
D; no. 1 gonio-anemometer on the covering. The tri-axial accelerometers allow to
record along three directions (two horizontal and one vertical) the possible accelera-
tions induced by human activities, natural causes and seismic events. Therefore, the
installation of a tri-axial accelerometer at the base of module D fixed to the ground,
enables to measure the intensity of occurring earthquakes. In correspondence of each
deck, the monitoring system involves the mounting of a tri-axial sensor together with
a uni-axial accelerometer oriented along a horizontal direction parallel to one of the
horizontal accelerations measured by the first triaxial sensor: this arrangement lets
obtain the signal amplification with respect to those acquired at the base and by the
other decks, and provides an evaluation of the rotational acceleration of the deck.
The installation of the acceleration sensors by the intermediate decks (I, II, III and
IV floor) is planned at the intrados of the bottom flange of the main beams. On the
other hand, the uni-axial and tri-axial accelerometers (two sensors) of the covering
deck, have to be placed on the top of the antiseismic bearings, i.e. above the device’s
part which absorbs the movements due to thermal excursions. Finally, the last four
tri-axial accelerometers have to be put by the seismic bearings of module D, each at
the bottom of one device, i.e. fixed to core’s top.
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Fig. 12 Displacement transducer (a), temperature and humidity sensors (b), acceleration transducer
(c), the displacement sensors, and tachy-gonio-anemometer (d)

The magnetostrictive linear position transducers (Fig. 12a), type GEFRAN RK
XL0319 (https://www.gefran.com/en), have a measurement range of ± 50 mm or
± 100 mm, and the ability to react to maximum accelerations of 100 m/s2. Their
installation by the supports in both the horizontal directions, has to be carried out
by means of a rigid bar between that upper part of the seismic bearing able to move
under thermal variations, and the core’s top representing the fix reference.

The uni-axial and tri-axial accelerometers (Fig. 12c) are “Force-balance”
(typeAFB—http://www.solgeo.it/media/strumento/SOLGEO_AFB_r.pdf) and have
overall dimensions 14 cm× 15.5 cm× 8.5 cm. They are characterized by high sensi-
tivity and low noise, and they are able to measure in each direction accelerations in
the range ± 2.0 g with sensitivity 2.5 V/g and acquisition frequency in the range
0-200 Hz.

The temperature transducers (Fig. 12b), in compliance with the WMO (World
Meteorological Organization) standards, operate with natural ventilation and are able
to measure temperatures in the range −40 to +60 °C with a resolution of 0.01 °C.
They are made of a platinum Pt100 thermo-resistance sensitive to the changes of
temperature.

The humidity sensor (Fig. 12c) contains a thin film that changes the capacity in
linear mode with the air humidity; their measurement range is from 0% up to 100%,
with a resolution of 0.05%.

The tachy-gonio-anemometer (Fig. 12d) consists in a sensor measuring the wind
velocity (tachy-anemometer) in the range 0–50m/s bymeans of a toroidalmagnet and
a Hall effect probe, while a special high accuracy potentiometer is used to measure
the wind direction (gonio-anemometer).

The above data acquisition systems are configured to provide data according to
three acquisition strategies, each storing files in pre-defined directories:

https://www.gefran.com/en
http://www.solgeo.it/media/strumento/SOLGEO_AFB_r.pdf
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– ‘Threshold’ acquisition strategy, connected to the dynamic sensors previously
listed, is programmed to continuously record when a seismic event occurs that
exceeds a fixed threshold value, the latter being modifiable by the software; there-
fore, data from the displacement transducers are recorded at the same sampling
frequency of accelerations. Besides, it is possible to modify the acquisition
frequency, the pre-trigger and post-trigger time values. Therefore, the ‘Threshold’
acquisition strategy is activated when a seismic event occurs, causing that, for
example, the horizontal accelerations at building’s covering exceed a threshold
value of 0.004 g. Thanks to the setting of a trigger, the dynamicmonitoring system
records the accelerations in all the measurement points, thus permitting to define
or quantify the damaging produced by strong earthquakes to the structure and the
antiseismic bearings.

– ‘Periodical’ acquisition strategy, programmed to store every 6 h the signals
provided by the displacement transducers, the temperature transducers, as well
as the igrometer. The ‘Periodical’ acquisition strategy allows to verify the proper
operation of the whole constraint scheme of each module. Only in module D,
the relative displacements with respect to the R.C. towers are measured at all the
floors, in order to obtain a complete overview of the structural response to thermal
variations and of the bumpers’ action.

– ‘Continuous time’ acquisition strategy, programmed to record, over a 10 min
period, the mean value of the signal produced by the tachy-gonio-anemometer,
as well as minimum and maximum values of wind velocity and direction. The
‘Continuous time’ acquisition strategy makes it possible to obtain a large amount
of data regardingwind intensity and direction, that can be exploited to apply opera-
tional dynamic identification techniqueswith environmental input. The suspended
configuration of the structure makes deeply interesting the correlations between
the wind fenomena and the structural vibrations.

4 Up-Lifting Test of a Seismic Bearing and Dynamic Tests
with Vibrodine

In order to validate the results of numerical analyses performed on the structure, it
is useful to obtain an experimental reliable measure of the vertical stiffness of the
supporting devices, bymeans of an intervention of local lifting at the roof level at one
of the special seismic bearings. This would also permit to assess the integrity of the
device and its rubber core. Two hydraulic jacks, symmetrically installed with respect
to the bearing along transversal direction (Fig. 13), are required to rise the top steel
girder by the seismic device, up to the unloading of the latter from the gravitational
force: by knowing the measured vertical displacement upwards corresponding to
the relaxation of the device and the force applied from the jacks to contrast the
covering’s weight and produce the uplift, a measure of the device’s vertical stiffness
can be computed.
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Fig. 13 Layout of the up-lifting test of the seismic device

It has been planned to unload a uni-directional or bi-directional bearing of module
D. The available spacewhere towork and install the hydraulic jacks is around 0.90m,
while the expected required force to be applied is in the range of 320–420 ton. The
two actuators (each having a maximum force of 2500 kN) and the displacement
sensors (with 50 mm stroke) have to be mounted between the extrados of the top
floor of the R.C. core and the intrados of the transversal steel girder, in the available
space of approximately 90 cm.

Further dynamic tests, using a vibrodine, have been designed to the aim of eval-
uating the dynamic behaviour of the structure once the monitoring system will be
installed. A linear oleodynamic vibrodine, having piston’s stroke of ± 125 mm,
minimum and maximum moving masses of 75 and 475 kg respectively, and 12kN
instability loading, is able to ensure high performance at low testing frequencies.
During the experimental tests, carried out at different force levels, the response of
the structure is acquired by the sensors of the monitoring system installed on the
building, and by additional six accelerometers. The vibrodine will be placed by the
first deck of module D to shake the whole structure.
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5 Conclusions

Starting from the requirement of an effective seismic retrofit intervention of the
headquarter suspended structure of the main Fire Station in Naples, the proposed
work discusses the design of some interventions defined in the Urban Regeneration
Project of East Naples: a static and dynamic monitoring system of the very peculiar
investigated building structure, a rising test of one supporting bearing, and some
dynamic tests using vibrodine. Their objective is: (i) to get a complete understanding
of the whole mechanical and dynamic behavior, even influenced by an articulated
system of devices, (ii) to improve the structural numerical models of the structure,
and (iii) to single out a proper seismic retrofit intervention.

The integrated static and dynamic monitoring system is very important for the
evaluation of the damage and the reliability level of the investigated structure,
subjected to both environmental inputs and rare events like earthquakes. The lifting
intervention on one seismic bearing will consist in the unloading of one bearing
through the simultaneous operation of two hydraulic jacks thus providing a measure
of its effective vertical stiffness. Then, as further contribution to the assessment of
the structural dynamic behaviour, some dynamic tests with a vibrodine have to be
performed. All the obtained results are useful to better calibrate both the complex
FEM model and the simplified model, and then to more accurately predict the
response of the structure under the effect of different dynamic inputs.
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Abstract The last decades offered to the civil engineering scientific and technical
community the opportunity to improve their diagnostic and assessment capability
due to a significant sensing technology development. Many non-destructive testing
techniques have been developed in a way that no-contact measurement can be taken,
even in harsh environments. At the same time, dynamic testing and vibration-based
monitoring are becoming very attractive for the health assessment of structures,
also thanks to the increasing availability of powerful and compact devices able to
perform complex calculations with low or moderate power demand. On the other
hand, remote sensing techniques,which are currentlywell established for earth obser-
vation and therefore adopted in the assessment of large-scale geological phenomena,
are increasing their resolution and capabilities of detailed description of changes in
the configuration of the surface based on data collected by the satellite constellations.
Because of the enhanced observation capacity, their use for detailed monitoring of
structures and infrastructures, not necessarily distributed in nature, has been largely
debated by the technical and scientific community in recent years. Starting from
these technological advances in the field of satellite measurements, the present paper
reports some insights made by the research group on the use of remote sensing data
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1 Introduction

The last decades offered to the civil engineering scientific and technical commu-
nity the opportunity to improve their diagnostic and assessment capability due to
the dramatic development of the technology [1, 2]. Many non-destructive testing
techniques have been developed in a way that no-contact measurement can be taken,
even in harsh environments [3–5]. Dynamic testing and vibration-based monitoring
is becoming at the same time a very attractive solution for the health assessment of
structures in near-real-time thanks to the availability of reliable and robust analysis
tools supported by the diffusion of powerful and compact devices able to perform
complex calculations with moderate to low energy demand [6–8].

On the other hand, remote sensing techniques, which are well established for
the observation of the earth and therefore adopted in the assessment of large-scale
geological phenomena, are increasing their resolution and capabilities of detailed
description of changes in the configuration of the surface based on data collected
by the satellite constellations [9]. Because of the increased observation capacity,
their use for detailed monitoring of structures and infrastructures, not necessarily
distributed in nature, is being more and more debated by the technical and scientific
community.

The present paper reports some experiences from the activities carried out by the
authors in the context of a National research project on the use of remote sensing
data for health monitoring of civil structures. Attention is herein focused on the
approach to data analysis and the applicative perspectives of remote sensing for civil
structural health monitoring (SHM). Some considerations made from the perspective
of structural engineering are proposed along with some explanatory case studies.

2 The Measurement Technique

Remote sensing is the set of techniques used to obtain qualitative and quantitative
information of objects placed at a distance from the acquisition sensor, consisting
in a properly designed structure—the antenna—for transmitting and receiving radi-
ated energy that interacts with the investigated body. The support platforms for the
acquisition equipment can vary between planes, drones, satellites, and space probes.

The main function of the antenna is to concentrate a radiated microwave energy
into a beam of a given shape (pattern) for transmitting in a selected direction (look
direction) and receive the energy reflected by the object and/or surface of interest.

Microwaves are characterized by wavelengths ranging from a few centimeters to
tens of centimeters and are very effective due their capacity of penetrating the atmo-
sphere independently from the presence of clouds, fog, or pollution. For remote
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Fig. 1 Schematic view of SAR measurement configuration and basic nomenclature a principle,
whereλ is themicrowavewavelength and�φ is themeasured phase of the returned signal b adapted
from [12, 13]

sensing applications, the use of a coherent radar system able to provide high-
resolution imagery is commonly called SAR (Synthetic Aperture Radar) [10, 11].
It is based on a travelling radar sensor and the processing of the signals taken over
successive pulses, so that an image can be created, and the length of the antenna is
artificially increased.

The portion of the earth’s surface illuminated by the satellite is called the footprint,
while the direction joining the antenna to the target is usually indicated with LOS
(line of sight) or with slant range (inclination range), the angle formed between this
direction and the vertical is the angle of incidence (off-nadir) [10, 11].
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Figure 1 offers a schematic view of the geometry of the measurement system and
identifies the parameters, wavelength, and phase of the returned signal, associated
with the displacements of the ground surface or of the object of interest [12].

The sketches in Fig. 1 also show that any displacement of the target system is
detected by the radar in the form of its projection on the LOS direction identified by
blue and red lines. Consequently, the problem of the definition of the real displace-
ment of the target is not well conditioned and characterized by a unique solution. The
combination of the data coming from two different orbits (ascending and descending
along the meridians) can partially solve this issue.

Figure 2, indeed, reports a geometrical representation of the displacements along
theLOSdirection alongwith the perpendicular flat surfaces that identify all themove-
ments that cannot be seen by the radar system; the intersection of the two surfaces
associated to the ascending and the descending orbit, approximately identifies the
N-S direction, highlighted by a dashed line.

In summary, use of the remote sensing data for structures point out the following
aspects to be assessed for an accurate and reliable data processing: (i) measures
suffer a time distribution that is not dense and regular; (ii) the data associated to a
single orbit suffer of an incomplete description of the motion; (iii) the combination
of the orbits can improve the description of the motion; (iv) the measures along
the LOS coming from different orbits are not simultaneous; (v) fast changes of the

Fig. 2 Visualization of the velocity vectors along with the loci of the missing data: flat surfaces
perpendicular to the LOS and approximately the N-S direction, which is the direction of the satellite
motion



A Structural Engineering Perspective on the Use of Remote … 1019

environment due to sudden phenomena associated to high magnitude displacements
can be reconstructed [14, 15].

3 Remote Sensing for Structural Monitoring: The Radar
Specialist’s Perspective

The potentialities of the technology are well described in Fig. 1 and they are very
attractive and relevant for large-scale monitoring, i.e. monitoring of regions affected
by geological and geotechnical phenomena [16]. Another interesting field of appli-
cation of the remote sensing techniques relies with the coseismic effects associated
with earthquakes in the form of single events or in terms of sequences of events
[14, 15].

It is worth noting that the results provided in the recalled technical literature may
be demanding in terms of methodology refinement and associated computational
effort, but they are not constrained in terms of compatibility of the kinematics of
the observed items. This is not the case of the civil engineering structures, which
in general may be monolithic (rigid) or suffer internal deformation depending on
the type of the imposed load. In the present section, the perspective of the radar
specialists is described according to the results of an investigation focused on the
Polcevera bridge in Genoa [17], whose service ended with a collapse in summer
2018 [18]. Staying apart from the discussion of the data processing issues [19, 20],
attention is here paid on the outcomes of the study and the claims by the authors—
radar domain specialists—based on a complex and rigorous, but demanding from the
computational standpoint, processing of the data collected from different satellites
constellations during the three years before the collapse of the so-called balanced
system (pillar) #9 of the viaduct.

Figure 3 shows the satellite view of the well-known bridge and its orientation with
respect to the North direction. With reference to the collapsed balanced system, it
summarizes the main results of the radar specialist’s analysis; the sketches and the
data are adapted from the original data, expressed in terms of trends - velocities -
identified by the direction and the orientation of the vector.

According to the outcomes of the analysis, a trend is shown by the measures; in
particular, they sustain that a downward motion affects some parts of the balanced
system #9 and that the magnitude of the displacement is affected by a stable trend.

An insight of the results is provided in Fig. 4, where the deformed shape of the
deck computed according to the trends computed by Milillo et al. [17] are given.
The deformation of the deck is computed by a quadrangular mesh computed to fit
the provided data. The calculated displacements show transverse deformations in
the deck that reach values of about 0.31% at the Northern end, while the vertical
translations, which would be expected to be predominant in a cable-stayed structure
subject to collapse, remain extremely limited.
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Fig. 3 View of the Polcevera Viaduct, a) source Google Maps; results of the remote sensing data
for the balanced system (pile) #9, b) adapted from [17]; B stands for ‘Bottom’, ‘Base’

However, regardless of the magnitude of the deck strain, some issues exist in the
presentation of the data and their setting. The displacement velocity, indeed, refers
to a point positioned at the North-East end for each deck and does not account for
the intermediate support of the deck placed at the two sides of the tower.

This circumstance points out the relevance of a proper interpretation of the main
features of the structure under investigation, which must interact and guide the
processing of the data collected by the remote sensors.

4 Data Processing from DinSAR Technique
from the Perspective of the Structural Engineer

The present section is devoted to report preliminary considerations by the authors
in relation to the direct management and interpretation of remote sensing data.
They are generated by the research group from the IREA-CNR coordinated by
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Fig. 4 Schematic view of the balanced system #9 of the Polcevera Viaduct; deformation of the
deck is based on the data in Table 1, adapted from [17]

Riccardo Lanari. The data refer to the metropolitan area of Rome and cover a period
between 2011 and 2019;measurements are processed by using the COSMO-SkyMed
Stripmap HIMAGE according to the small baseline subset (SBAS) algorithm [21].

The radarmeasurements taken during the ascending and descending orbital trajec-
tories of the satellites have been processed to make available to the community
involved in the WP6 ‘Monitoring and remote sensing’ issued by Reluis Consortium
under coordination of theDPC (Department of theCivil Protection) a relatively dense
array (about 41 million points, resolution 3 m by 3 m) of displacements in the LOS
direction along with the average velocity of the point of interest.

One of the most relevant features of the methodology chosen by IREA-CNR is
the number of points per surface unit and the potential extension in time of the
measurements due to the long-lasting operation time of the satellite constellation.
Due to the specialistic nature of the topic and need of brevity associated with the
present contribution, the interested reader can refer to the background literature for
details [22, 23].

Following the outcomes of the critical review of previous experiences on critical
infrastructures, an effort is made to focus the attention on the problem from the
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Fig. 5 Workflow for the data processing of the DinSAR data

perspective of the SHM operator, whose primary skills and technical knowledge fall
in the area of civil engineering and physical measurement processing.

The availability of a large amount of data, like those provided by IREA-CNR,
represented an attractive opportunity to establish a methodology able to exploit the
potential of remote measures for detecting response anomalies and damage to civil
engineering structures.

Data provided by IREA-CNR are given in the geographical coordinate system,
therefore a change of the reference system is needed to place in the Local Tangent
Plane (LTP) coordinates system and make the data useful for structural evaluations.

Figure 5 represents the workflow designed for the data processing. It enables a full
management of the measurement datasets in compliance with the available compu-
tational resources. On this point, it is worth noting that the operational framework
has been designed so that an area associated with a number of urban blocks or with
extended architectural complexes or infrastructures can be assessed.

4.1 What Does the Radar See?

It is known that the data provided by the radar sensors are differential, so that all
the deformation data provide a displacement from a reference configuration of the
observed space that can be computed in a LTP coordinate system, as previously
mentioned.
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Fig. 6 Displacements in the LTP reference system; red is the ascending orbit; green is the
descending orbit

The processed radarmeasures provide a cloud of points associated to each satellite
passage, which can be reported in a 3D reference system, like those reported in Fig. 6
for both the ascending and descending orbit. The two plots describe the geometry
that can be associated to the initial position of the Persistent Scatterers (PS) and
provide a view of the measured displacements along the radar LOS direction at a
given time of observation. The point clouds clearly describe a volume, whose shape
reports to a building framed from different standpoints [25].

This circumstance is clearly explained by the graphicalmaterial collected in Fig. 7.
It reports the views of a building located in metropolitan area of Rome taken from the
Google Earth platform along with the representation of the point clouds associated to
the ascending and descending orbits; on this subject, it is worth mentioning the need
of validation of the reference elevation of the points, which in general is affected by an
offset; its magnitude must be assessed in each cloud and removed from the data. The
procedure is not complex, but it is a key step for the geometrical identification of the
point clouds. Figure 7a reports the view of the building from the radar sensor location
associated with the ascending orbit; Fig. 7b reports the view from the location of the
descending orbit radar antenna.

It is worth noting that point clouds are different and in a certain way comple-
mentary, since they define the geometry of the target building integrating the two
different points of view.

An attempt to sketch the overall shape of the building is reported in Figs. 7c, d,
that show a triangular mesh based on the combination of the two-point clouds, the
first one associated to the view available from the ascending orbit, the latter based
on the view from the descending orbit.

The result of data processing is basically coarse, and the definition of the building
shape is not effective, even though the computed mesh seems to be useful for oper-
ators in another relevant phase of data interpretation consisting in the matching
between remote sensing data and tools for the realistic 3D representation of urban
environment. It is worth noting that the comments reported above indeed apply to
the data processed by means of the DinSar technique and that different procedures
can provide a more refined definition of the building volumes [26–28] in the case
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Fig. 7 Point clouds allocated in Google Earth [24] 3D view of the selected building, a) & b) (red is
the ascending orbit, green is the descending orbit); 3D mesh of the point clouds associated to each
satellite orbit c) & d)

of dimensions larger than the common structures located outside densely inhabited
areas.

4.2 Time and Space Lags of the Measurements

The dispersion of the data in time and space represents a key problem of the remote
sensing data and clearly introduces uncertainties and bias in the measurements. It
is well known that measuring means to ascertain the size, amount, or degree of
(something) by using an instrument or device marked in standard units. This action
actually corresponds to the way the sensor works in the LOS direction, but more
complicated is the knowledge in the area of civil engineering, since the data are
required in the LTP coordinates and are affected by a blind sensor in a single direction
in the favourable case of combination between ascending and descending orbit.

This is the reason why, the first problem to be solved is the time synchronization
of data. Figure 8 (top) shows the displacements measured along the LOS direction
of one of the points shown in the previous plots—the two time series are identified
by green triangles and red circle, given that the color identifies the orbit of interest.
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Fig. 8 Time distribution of the measures (points identified by circles) and resampling of the data
associated to the ascending orbit (points identified by squares), top; displacements of the two orbits
realigned in time (points identified by triangles), bottom

It is easy to recognize that the starting time of the data associated with the two orbits
is affected by a lag, which makes the combination of the data associated to the two
orbits complex. As civil engineering structures are concerned, this can be an issue
that threatens the quality of themeasures and their interpretation. Among the others, a
rational approach to the treatment of the data and to reduce the uncertainty associated
with the time lag is sketched in the same plot. Indeed, it shows that one of the arrays
of measures is maintained unaltered, preserving in this way the data; the second one,
particularly the one that starts first, is resampled in time, so that a reconstruction of
the curve is achieved.

The time series identified by blue squares—Fig. 8 (top)—is the result of the
resampling process carried out by the Modified Akima cubic Hermite interpolation
[29], in a way that estimates at the time of the other orbit are synchronous. This
leads to identify a time distribution of the synchronized displacements associated
with the two orbits given in Fig. 8 (bottom), which are ready for further analyses.
Interpolation techniques aimed at providing the resampling in time of the measures
need careful consideration and validation in order to reduce undesired effects on the
significance of the data; however they are not discussed here for sake of brevity,
being such an aspect out of the scope of the present paper. Obviously, the workflow
in Fig. 2 is scalable, modular, and flexible, so that insights on the resulting measures
can be easily carried out.

The representation of the combination between ascending and descending orbit
data is given in Fig. 9 along with the equation that provides the relation between the
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∗

∗

Fig. 9 Combination of the LOS measurements, sketch of the vector combination in the East West
EW-UD Up Down plane (left); calculation associated with the vector combination, right

twoLOSdisplacements and the estimated ones under the assumption of displacement
equal to zero in the N-S (North-South) direction. It is worth noting that measures
made available by radar specialists provide to the technical community the three
direction cosines. A component of themeasure along the North direction - depending
on the real satellite trajectory and on its height - exists, even though very small and
commonly neglected. This is not the case reported in Fig. 9, since the sketch reported
on the left-hand side identifies the projection of the LOS displacement associated
to each orbit on the vertical flat surface identified by the E-W (East-West) and U-D
(Up-Down) directions.

The space lag between the points is commonly addressed in the literature, but
there are not well-established processing procedures to select the points of interest.
Depending on the radar data processing technique and the associated density of the
PSs a certain level of judgement of the operator is leveraged. As usual in the case
of diagnostics and interpretation of experimental data, the skill and the capacity
of the operator is certainly relevant, but it may also represent a drawback in the
case of large amount of data and structures of interest. This is the motivation of the
selected approach to the processing of the measures described below. Automation,
scalability, and flexibility are the main characteristics of the code section devoted to
the extraction of displacements associated to a target building.

Figure 9, unfortunately, illustrates an ideal condition, whose probability of occur-
rence in practice is low, ideally zero. In other words, the two estimates in terms of
displacement of the reflecting area on the structure or on the ground may exist, but
they cannot be associated to a single point. This circumstance may be clear if Fig. 7
is carefully analyzed, but it is better illustrated in the plots of Fig. 10.

The plots show the geometrical representation of the automated clustering proce-
dure implemented to combine the time synchronized data associated to the ascending
(red) and descending (green) orbits. They refer to the same collection of points
shown in Fig. 7 and clearly confirm the statement reported above. It is unusual in a
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Fig. 10 Geometrical clustering of the data; view of the 3D grid for point selection in the LTP
coordinates, a); local cluster of measures and averaged measures, b)

real database that the combination of data can be performed according to the sketch
reported in Fig. 9.

Conversely, an intermediate passage through a clustering of the points and the
computation of average values of the displacement/velocity magnitudes is required.

This is what the two plots illustrate; particularly Fig. 10b shows the extraction of
the 3D points allocated in the generic reference cubic volume identified in Fig. 10a in
red, predetermined by the definition of the side length. The automated extraction of
the points and of the associated displacements makes possible the computation of an
average displacement vector that can be tracked in time and assumed as a reference
for diagnostic purposes.
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Despite the specifications of themeasurements in the radar coordinate plane (slant
range image), the geometrical reconstruction of the observed environment offered by
the DinSAR technique is affected by an irregular distribution of points, so that in the
case of radar illuminated surfaces, an inhomogeneous distribution of the points in the
elementary volumes is expected, even determining the presence of void cubes. This
leads to recognize that the combinationof the orbits canbe affected by an intrinsic bias
depending on the time shift between the two orbits, and on the position in the space
of the reflecting surfaces [28]. A detailed assessment of the mentioned uncertainties
is out of the scope of the present paper; however, the issue of the combination of
different orbits or even different satellites constellations is relevant and requires a
careful consideration in the measurement validation and interpretation. The latter
are certainly critical phases of the process, that should be as much as objective and
automated as possible, as the concept of measure requires.

In summary, Fig. 10 shows that an automated clustering of the measurement
points can support the combination of the information gathered by the two orbits and
the interpretation of the measurements in view of physical and built environment
monitoring. On this specific aspect, it is worth noting that this approach is basically
novel compared to all the GIS based approaches, whose utilization is in the technical
area of geological and geotechnical problems.

4.3 Some Effects of the Synchronization Procedure

As mentioned before, an extensive validation of the remote sensing data processing
is out of the scope of the present paper; nevertheless, it is deemed to offer to the
reader some considerations on the main characteristics of the measurements before
and after the synchronization process. This objective is here pursued by means of
the analyses of two sets of data: (i) the first one is represented by the PS selected
on the building of Fig. 7, which is located in one of the sites of the investigated
area where major displacement velocities are found; (ii) the second is a bridge on
the Tevere river, the S. Angelo Bridge—Fig. 11, which is one of the most attractive
Rome attractions. The latter has been selected because of its different typology - it
is an historical bridge - and the average displacement velocity - see Fig. 7a - is low.

The 3D PSs reported in Fig. 7c are processed and collected in the reference
volumes represented in Fig. 8, which reports on the analogy with the process
described before the clustering technique. On this subject, it is worth noting that
the procedure can be applied without any problem to structures different from build-
ings; this leads only to count a larger number of void volumes, being the shape of
the bridge marked by the distance between the piers and the deck placed at a given
elevation.

Another aspect worth of attention is the orientation of the structure with respect
to the North direction. This leads to a concentration of the points of each orbit on
the surface illuminated by the radar; this means that the two-point clouds are fully
separated, but the combination of the LOS displacements is more complex (Fig. 12).
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Fig. 11 S. Angelo Bridge. View of the LOS velocity distribution, by means of QGIS a); Selected
points of interest on the two orbits, b); 3D PS view in Google Earth, c)

Figure 13 reports the results of the synchronization carried out for the two points
of interest identified in Fig. 11b, which have been selected without the reference to a
specific criterion. This is done to perform a sample check of the potential interference
of the synchronization procedure with the basic features of the measurements.

The idea behind the assessment consists of a statistical characterization of the
measures before and after the synchronization; this task is simplified by the avail-
ability of the descending orbit measurements that have been maintained unaltered
and that therefore represent the term of comparison.

Table 2 collects the results of the comparative analysis of the data; they cover
both cases in which geological and geotechnical features of the soil generated rele-
vant deformation of building, plot of Fig. 8 (bottom), and stable cases like those
represented in Fig. 13, the S. Angelo Bridge.

The statistical assessment has been performed on the data according to the
following treatment sequence: i) the time series has been analyzed in order to remove
linear trends, or in other terms a linear regression has been performed in order to
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Fig. 12 Diverse views of the S. Angelo Bridge point clustering process

Fig. 13 S. Angelo Bridge; synchronized displacements of the POIs after Fig. 11

Table 1 Conversion of the trends in displacements; the time span is assumed as long as the
observation period, adapted from [17]

Reference vertex X-displacement [cm] Y-displacement [cm] Z-displacement (cm)

North-West 1.21 −4.19 −1.38

South-West −3.31 1.48 −0.27

South-East −2.87 0.47 −0.42

Axis identification is provided in Fig. 4

define a reference model of the data; the residues computed as the scatter between
estimated and the real measures have been computed; residues have been charac-
terized from a statistical point of view, computing the mean, μ, and the standard
deviation, σ.
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The analysis of the data, including the computed parameters of the linear regres-
sion slope and intercept, show that the basic features of those associated with the
descending orbit are similar to the synchronized data coming from the ascending
orbit. In addition, it is worth noting that the statistical parameters, at least for the
selected points, are not influenced by the magnitude of the displacements.

The result seems to be positive, but it cannot be offered as consolidated, being
generated for a single case. Further and more comprehensive assessments are needed
to mark this observation as generally applicable.

5 Concluding Remarks

The present paper dealt with the opportunities and potentialities offered by remote
sensing techniques in providing useful data on the deformation of large areas,
including structures and infrastructures. In the field of geology and geotechnics,
a consolidated knowledge and experience deliver to the technical and scientific
community reliable data, even in the case of natural events, like earthquakes.

However, two concurrent forces are empowering the capacity of radar-based
sensing techniques in the field of the condition assessment of single civil engineering
structures: the first one is the increased accessibility to high performance satel-
lite networks, the second one is the spreading of high-performance computational
capacity.

Consequently, it is the time of supporting from the point of view of the civil engi-
neer the specialists in data processing, so that optimized and standardized approaches
to the data interpretation can be defined. In such a context, the considerations reported
above along with some basic aspects related to the measurement manipulation for
an effective condition assessment of structures are aimed to point out the points of
strength as well as the drawbacks of the technique, which in principle should provide
interpretation of data independently upon the experience and the skill of the operator.

It is a complex problem that must be analyzed and tackled, so that potentialities
and limits are well defined, and false alarms and missed alarms can be managed in
a reliable way.
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