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9.1	 �Introduction

Digital behavioral technology (DBT), which includes wearables, mobile health 
technology, certain smartphone apps, and various neurodevices, is a rapidly expand-
ing class of technology that increasingly permeates all areas of human life. 
Individuals use such technology to shape themselves physiologically, psychologi-
cally, behaviorally, and socially, in order to become healthier, more mindful, better 
rested, more creative, and more intelligent versions of themselves.

While previously DBT may have been used in an offline manner, allowing an 
individual to measure her own performance, e.g., a heart rate belt to be used during 
running, DBT now consists of massively interconnected sensor and logging tech-
nology that yields a comprehensive picture of the physiological, environmental, 
behavioral, neurological, genomic, and social dimensions of a given individual. 
Moreover, the quantity of data this technology produces is so enormous, that the 
only viable means of gleaning robust insights from these data is through deep learn-
ing and AI.

While AI can gain valuable inferences from data, it is also prone to some serious 
flaws that are ethically problematic. Rather than producing objective results, as it is 
largely perceived to do by the public [1], AI propagates biases that are inherent in 
the data. Moreover, deep learning, the learning architecture that many AIs used in 
DBT are built on, operates in a way that may be opaque to human observers. This 
means that humans cannot explain or control how an AI comes up with a particular 
solution or organization. Furthermore, algorithms can game the reward functions 
designed to force them to learn, and deliver useless or harmful results.
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Within a broader societal context of the reponsibilization of the individual with 
respect to her health and well-being, DBT is increasingly used for all manner of 
self-optimization. AI factors into this self-optimization work, and along with it so 
do such issues as algorithmic bias, opacity, and reward hacking. Unbeknownst to 
the DBT user, these flaws in AI may affect how she is pursuing self-optimization.

In what follows I will provide an overview of DBT and explain how it is involved 
in self-optimization. I will then address how AI is incorporated into DBT. Next I 
will look at some issues with AI that have ethical ramifications. Finally, I will con-
sider how these issues impact the self-optimization work that the user is doing with 
the help of her AI-enabled DBT.

9.2	 �Digital Behavioral Technology

Digital behavioral technology (DBT) is a class of technologies that is used by indi-
viduals to attempt to alter some aspect of their physiological, neurological, psycho-
logical, or behavioral selves. It comprises wearables, mobile health technologies, 
smartphone apps, and a variety of neurotechnologies [2]. Individuals want to shape 
their bodies, minds, and lives in ways they (or in some cases others) deem desirable, 
such as, for example, being more productive at work, improving cognition, meditat-
ing better, becoming fitter and healthier, sleeping better, being more creative, being 
a better lover, kicking undesirable habits, and losing weight. They believe that by 
using DBT such goals become more achievable.

While there is variety amongst these technologies, most DBT tends to be per-
sonal, digital, and mobile. It is personal, because it tends to be used by only one 
individual at a time and monitors or modulates only that individual’s functioning. It 
is digital, because it utilizes binary computing systems that enable powerful pro-
cessing and online connectivity. Finally, it is often mobile, because it is small and 
lightweight enough that individuals can carry it around on their persons [2]. For 
example, DBT includes sensor-driven technologies such as the Fitbit, that keep 
track of a user’s location and activity levels [3], as well as stimulation technologies 
such as the transcranial direct current stimulation (tDCS) device BrainStimulator 
[4] that promise to improve cognition and help with depression, chronic pain, and 
anxiety.

What makes all these technologies instances of digital behavioral technology, is 
that they are all technologies intended to alter an individual’s behavior. Often such 
behavior is sought to be improved for instrumental reasons, e.g., for a particular 
person, eating less may lead to weight loss which may lead to better health and well-
being. Sometimes changing the behavior is an end in itself, as for instance with 
technologies that seek to limit symptoms of obsessive compulsive disorder [5]. Note 
that this does not mean that what is being measured or directly affected is always 
behavior itself. With much of this technology, what is being measured or affected 
are physiological or neurological properties of the user. However, it is behavior that 
is sought to be affected.
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9.2.1	 �Functionalities

DBT operates through a vast array of functionalities (see Table 9.1).
One of the most common functionalities is tracking. Tracking is the passive reg-

istering and recording of a particular dynamic feature of an individual. It is passive, 
because the user need not actively input data into a device. Tracked dimensions 
include a wide array of features, such as, for example, an individual’s location, her 
heart rate, her ECG, her breathing volume, the composition of her sweat, her EEG, 
and her blood alcohol level (see Table 9.2 for a list of the dimensions that can be 
tracked). In general, tracked dimensions lend themselves to quantification, which 
makes them amenable to analysis.

Tracking is distinct from logging, in which an individual uses the technology to 
record various features. Logging is commonly used for features that are not readily 
amenable to quantification, such as keeping track of qualitative dimensions such as 
mood or satisfaction. For example, the mobile app eMoods allows the user to note 
daily mood, irritability, and anxiety levels [14], while the mobile app Semistry 
allows the user to log, classify, and rate sexual encounters and activities [15].

Vocal analysis is a further functionality of DBT.  Smartphone apps such as 
Cogito’s Companion [16] detect speech patterns that are associated with mental 
health conditions like bipolar disorder and depression. Vocal analysis, such as pro-
vided by Voicesense, can also be used as a predictor of individual behavior, from the 
likelihood of someone defaulting on a loan to whether an employee is suffering 
early signs of burnout [17].

Visual analysis is also a functionality of DBT. Programs like Google Lens per-
mits users to gain information about objects they capture with their smartphone’s 
camera [18]. Users can scan a flower, find out what kind it is, and where the nearest 
florist is located. Or they can scan someone’s outfit and receive information on the 
brand of the item, as well as similar items available for purchase.

Table 9.1  Functionalities Functionalities
Type Example
Tracking See Table 9.2 for categories
Logging Sex logging (e.g., Semistry)
Vocal analysis Speech pattern recognition (e.g., 

Companion)
Visual 
analysis

Visual object recognition (e.g., 
Google Lens)

Gamification Mental health app (e.g., SuperBetter)
Stimulation TDCS (e.g., Foc.Us Go Flow)
Drug delivery Nicotine delivery (e.g., Chrono 

Therapeutics)
Virtual reality Haptic VR suit (e.g., Teslasuit)
Assistant Sleep assistant (e.g., Neurogixs Alpha 

AI)

9  Digital Behavioral Technology, Deep Learning, and Self-Optimization



130

A further functionality of DBT is gamification. By introducing game-like ele-
ments such as competition (against others or oneself), badges, points, and levels, 
DBT seeks to capitalize on the appeal of games to compel users to adhere to their 
use of the technology. Apps like SuperBetter provide users with games that involve 
completing quests and defeating “bad guys” in an effort to improve mental health, 
including tackling anxiety, depression, chronic pain, and recovering from concus-
sions [19].

DBT may also function by directly stimulating the body or the brain. For exam-
ple, transcutaneous electrical nerve stimulation devices such as the Thync Relax Pro 
[20] and transcranial direct current stimulation devices such as the foc.us Go Flow 
[21] deliver low-intensity electric currents to particular areas of the brain in an 
attempt to facilitate or inhibit neuronal activity in that area [22]. This is done to 
modulate brain functioning and improve cognition, relieve symptoms of anxiety 
and depression, combat cravings, and enhance meditation [23].

Another functionality of DBT is to directly deliver drugs that impact the body. 
Chrono Therapeutics for example, delivers medication such as nicotine transder-
mally in specific dosages timed to coincide with detected symptoms [24].

DBT also includes virtual reality (VR) systems. VR systems create a computer-
generated environment into which the user can immerse herself. Such systems were 
once clunky, expensive, and required precise positioning of computers and sensors 
throughout a room. Today, they have shrunken to affordable untethered headsets, 
like Oculus Go [25]. VR can also be extended to include “tactile” or “haptic respon-
siveness.” For example, the Teslasuit consists of a full body suit that uses nerve and 
muscle stimulation to generate haptic sensations for a fully bodily immersive VR 
experience. This allows users to feel a virtual breeze, the warmth of a virtual sun, 
or the touch of an avatar [26].

Finally, a new functionality of DBT is that of AI-enabled assistant. For example, 
Google Assistant, which is integrated into Google’s Smartwatch, can listen and talk 
to the user, integrate questions with data analyzed from various other DBT, and 
provide the user with information and recommendations regarding a vast array of 
individual-specific information in a multitude of domains [27]. Examples of 
domain-specific AI assistants are: (1) Baby Connect [28] [29], which helps parents 

Table 9.2  Tracked dimensions

Tracked Dimensions

Location E.g., Strava [6]
Activity E.g., Fitbit Versa 2 [3]
Sleep E.g., Fitbit Versa 2 [3]
ECG E.g., Qardio [7]
EEG E.g., Muse [8]
HR E.g., Fitbit PurePulse [9]
Respiration rate and volume [10]
BAC E.g., Bactrack Skyn [11]
Ingestion events E.g., Proteus Ingestible Sensor [12]
Sweat composition [13]
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keep track of the quantity and quality of soiled diapers and expressed breast milk, 
computes the average duration of breastfeeding sessions, recommends when to 
nurse and when to switch breasts, and even sends information directly to Twitter; (2) 
Symptomate [30] [31], which analyzes the medical symptoms a user reports and 
uses AI to generate a differential diagnosis; (3) Neurogixs Alpha AI [32], which 
analyzes sleep conditions including EEG measurements and provides customized 
curation and recommendations; (4) CarePod from Sensory Health Systems [33], 
which provides lifestyle solutions for the elderly and those with limited mobility; 
(5) Good Morning Routine [34] and Bedtime Routine [35], which turns on/off 
lights, sets alarms, opens blinds, and briefs/debriefs you on the day; (6) Controlicz 
[36], which allows the user to speak to and give commands to smart objects and 
appliances around the home; (7) WorkAssist AI [37], which analyzes information 
collected from health and fitness wearables, mobile apps, and online behavior, to 
determine if the user’s behavior is “beneficial or detrimental to productivity,” and 
accordingly generate “clear instructions/recommendations to increase productivity” 
[38]; and (8) Girlfriend Maya [39], a chatbot who replies to a user’s utterances, like 
“Good night, darling,” with appropriately “girlfriend”-like responses.

Having identified the functionalities of DBT, let us turn to the types of users of 
this technology.

9.2.2	 �Usage Profiles

DBT is used in different circumstances and by different actors. There are thus dif-
ferent usage profiles of DBT. Some DBT is employed within the parameters of a 
clinical context, in which a healthcare provider oversees use of the technology. For 
instance, the Proteus ingestible sensor, which is embedded in pills and tablets, 
allows healthcare providers to monitor their patients’ medication adherence [40]. A 
further usage profile of DBT is the research context. This includes both research that 
is conducted in academic settings and research by those developing DBT intended 
for sale, either with or without FDA approval. A third usage profile of DBT is the 
direct-to-consumer (DTC) context. As with clinical use, DBT is used here in order 
to “treat” the user (in some broad sense), but this is not done within the parameters 
of a clinical, provider–patient relationship. In this context, users simply purchase 
DBT products, the vast majority of which are not FDA-regulated, and apply them as 
they themselves see fit [2, 41]. The final usage profile is the third-party context. In 
this arena, DBT is used by a party that is not a healthcare provider, a researcher, nor 
the individual herself, in order to track or affect other individuals. Employee well-
ness programs, schools monitoring students, military applications all fall within this 
usage profile.

The focus of this chapter is self-optimization and so the primary usage profile 
with which I am concerned is DTC use. DTC DBT has gained hugely in popularity 
in the past 5–10 years. Reports by market research firms show that between 2010 
and 2014 there was a 500% increase in the number of non-invasive neurotechnology 
patents filed [42]. The global wearables industry alone was valued at 32.63 billion 
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US dollars in 2019, and is expected to grow to over 100 billion US dollars by 2021 
[43]. This growth suggests a perception on the part of the user that DTC DBT is 
useful in achieving one's goals [44]. The next section will discuss how this technol-
ogy is implicated in the pursuit of self-optimization.

9.3	 �Digital Behavioral Technology and Self-Optimization

As described above, DBT can be used in the context of different usage profiles. 
Self-optimization is generally done within the DTC context, although it can some-
times occur in the third-party and even the clinical relationship contexts as well. 
Individual consumers are increasingly using DBT in order to optimize themselves. 
This is occurring as patients and consumers take on more of the burden of their own 
health and well-being. Sometimes referred to as the “democratization of health-
care,” numerous observers [45] [46] have argued that technology is contributing 
towards the “responsibilization” of patients and consumers. Thanks to DBT, indi-
viduals now have the capability of using technology for the purpose of monitoring 
their own health and well-being, and use such technology to attempt to improve 
these [47]. This capability has contributed to an expectation that individuals now 
have a responsibility of improving their own health and well-being, as we will 
see below.

Much of the language around DBT includes this exhortation towards self-
optimization. In the media, DBT is praised as a means to take on responsibility for 
improving oneself. Headlines like “This New Generation of Wearables Empowers 
People to Take Charge” [48] and claims that “wearables empower ‘busy lives’ to 
develop a more responsible approach towards themselves” [49], illustrate how DBT 
is perceived as increasing consumers’ agency in their quest for well-being and health.

In the bioethics literature the term “e-patient,” short for “empowered patient,” 
has been coined to describe “health consumers participating fully in their medical 
care” [50, p. 2]. On this view of patients, individuals have an obligation to be 
informed about conditions and treatment options. Access to information gives 
patients a responsibility to take control in medical decision-making. The acquisition 
of this information has been facilitated by technology, specifically DBT. Thus, the 
“e” in “e-patient” has come to stand for “‘electronic’, ‘equipped’, ‘enabled’, […] 
‘engaged’ or ‘expert’” [50, p. 2]. As Schmietow & Marckmann [46] note, “[s]elf-
empowerment turns into a self-obligation to be ‘digitally engaged’ and at the same 
time expresses a shift of priorities from externally induced healthcare to a more 
elusive health and self-management” (p. 627).

Sociologist Deborah Lupton has documented this embrace of self-optimization. 
In her extensive research on self-quantification, i.e., the phenomenon of individuals 
embracing the tracking functionality of DBT (see Table 9.1), she identifies a desire 
of improving the self as a central focus of self-tracking activities that are designed 
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to radically expand self-knowledge [45, 51, 52]. As a subject from one of her inter-
views puts it: “Unless something can be measured, it cannot be improved”  
[45, p. 67]. Another states, “[y]ou want to be your best self. […] It’s studying your-
self as an interesting topic in ways that you couldn’t study yourself before […] this 
is just giving you self-awareness into previously invisible aspects of your life” [45, 
p. 65]. Lupton describes this as a practice “of self-hood that conforms to cultural 
expectations concerning self-awareness, reflection and taking responsibility for 
managing, governing oneself and improving one’s life chances” [45, p. 68]. “Self-
tracking therefore represents the apotheosis of the neoliberal entrepreneurial citizen 
ideal” [45, p. 68].

This conception of the self is in line with the existential notion of the self as 
something to be fashioned or created. In his analysis of the Nietzschean self, 
Anderson [53, p. 229] describes this concept of self-hood as something normative, 
i.e., a task that one is continually setting for oneself. In this way, the self is not a 
static component of an individual, but is constantly fashioned through the actions an 
individual undertakes. As Anderson notes, there appears to be a paradox in this 
notion of self-creation, for surely the thing being created must already exist to do 
the creating. But this paradox, he points out, can be dissolved if one distinguishes 
between a descriptive conception of the self, that carries out the plan of self-creation 
[54], and a normative conception of an ideal self that is the telos of one’s self-
fashioning pursuit [53]. In short, self-optimization as it is embraced by users of 
DBT (and as it is advertised by its manufacturers) presupposes something like the 
existential conception of a self that is continually being created [2].

Rather than focusing on the social determinants of health and well-being, DBT 
shifts the onus of responsibility to the individual. Here the assumptions are that this 
individual ought to be both equipped and motivated to take up DBT in pursuit of 
optimization. As becomes clear from Lupton’s research, individuals see this tech-
nology as central in the project of fashioning themselves in the existential sense 
discussed above. DBT is used to craft the body and mind in a way that the individual 
endorses, as individuals believe that using this technology enables them to create 
the conditions to become the kinds of persons they want to become.

Such an outlook is grounded in a belief of what matters. It matters to be the best 
version of oneself, to be optimal. The idea of “working on the self” is central to how 
users of DBT see themselves in the world. But it is also embedded in a larger culture 
of productivity. Individuals who are responsible for all aspects of their goings-on 
populate the workplace. Productivity in the workplace is enmeshed with productiv-
ity at home. The same devices that are used for productivity at work are used in the 
private sphere and vice versa.

Thus, the picture that emerges is one in which DBT enables self-optimization to 
a point where individuals are expected to take on responsibility for all dimensions 
of the self. I identify three avenues of self-optimization: information, parameteriza-
tion of behavior, and direct interaction.

9  Digital Behavioral Technology, Deep Learning, and Self-Optimization



134

9.3.1	 �Information

Individuals can use DBT to gain information about various dimensions of them-
selves. Specifically, DBT provides information on physiological (e.g., heart rate 
[9]), psychological (e.g., mood logging [14]), and neurological (e.g., EEG [55]) 
features of the self. Often, such information is then used by individuals to adjust 
behavior in ways to favorably affect these dimensions. Lupton talks about individu-
als achieving “knowledge, awareness, problem-solving” [56].

This kind of tracked (or logged) self-knowledge is a departure from how we 
standardly acquire self-knowledge. It encourages the user to gather information 
about the self through the processing of quantitative representation, rather than 
gaining self-knowledge through embodied situated unconscious cognition. This 
places the process of gaining information about the self on par with that of gaining 
information about objects external to the self. As such, the individual takes a third-
person approach to herself, as she encounters her body, mind, and brain as a quan-
tifiable object that permits of manipulation [2].

9.3.2	 �Parameterization of Behavior

A further use of DBT is the parameterization of behavior. DBT can issue signals or 
alarms when certain tracked values fall outside of desired parameters. For example, 
fitness trackers can alert an individual when her heart rate drops below a certain 
value. Signals can be used in this way to help users refrain from behaviors they find 
undesirable. Alternatively, users can also be rewarded, such as with badges or 
points, when values are within desired parameters. These methods give users incen-
tives to behave well and disincentivizes poor behavior.

One technology that explicitly utilizes the principles of conditioning is the 
Pavlok 2 [57]. The Pavlok 2 is an aversive conditioning device, that emits small 
electric shocks when a user engages in behavior, e.g., nail-biting, smoking, eating 
sweets, sleeping too late, or spending too much time on time-wasting websites, that 
she is seeking to curtail. In this way, it aims to reinforce desirable behavior traits.

VR is a functionality of DBT that can also be used for behavior parameterization. 
VR generates alternative visual and auditory phenomenological experiences and 
can be extended to generate embodied virtual reality experiences including “tactile” 
or “haptic responsiveness.” For example, the Teslasuit consists of a full body suit 
that uses nerve and muscle stimulation to generate haptic sensations for a fully 
bodily immersive VR experience [26]. One use of VR is in the addiction recovery. 
Patients can practice saying no to drugs in triggering environments, such as crack 
houses or bars [58]. While such addiction recovery is usually performed within the 
usage profile of a clinical relationship, there are many DTC applications that are 
either already being used or may be used in the future. For instance, consumers can 
use VR in a DTC setting to attend to their nicotine cravings. Alternatively, VR can 
gamify one’s fitness routine by allowing a user to immerse herself into an alternate 
reality where she is boxing with a virtual opponent [59].
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9.3.3	 �Direct Interaction

An additional use of DBT that contributes to self-optimization is direct interaction. 
For instance, DTC neurostimulation devices directly stimulate (or inhibit) parts of 
the brain in an attempt to impact brain function. Much of this direct interaction use 
is based on speculative scientific claims. For instance, technology that seeks to har-
ness the effects of non-invasive vagus nerve stimulation to dampen the sympathetic 
nervous system response claims to enhance focus, promote positive thinking, and 
curb cravings [60]. In these cases, the user attempts to self-optimization not through 
conscious action, but rather through direct intervention in the relevant brain region. 
Various other neurostimulation technologies, such as the tDCS BrainStimulator, 
also operate in this way [4]. A further form of direct interaction is DBT that delivers 
medication. For instance, wearable devices by Chrono Therapeutics assist individu-
als in quitting smoking by monitoring nicotine levels in the blood and administering 
nicotine transdermally when individuals most require it [24].

9.4	 �Digital Behavioral Technology and Artificial Intelligence

DBT increasingly involves artificial intelligence (AI) in order to perform the func-
tionalities mentioned above. The AI employed in this arena is trained through deep 
learning. Deep learning is a class of machine learning, in which an artificial neural 
network extracts patterns from data with which it is supplied. Deep learning extracts 
these patterns at multiple layers of abstraction, ranging from the specific to the more 
abstract. Given enough data and a large enough network, these networks can learn 
very complex patterns, such as recognizing faces from visual content, meaningful 
elements from natural language, and medical conditions from health data. Moreover, 
AI learns inductively from experience. Algorithms are iteratively updated when new 
data are provided. Such updating occurs without being explicitly programmed by 
human programmers. Rather, neural networks absorb new data and adjust connec-
tion weights between nodes in a stochastic fashion. This means both that the struc-
ture of neural networks is entirely dependent on the data that are inputted, and that 
there are no explicit programming rules discernable by humans [61–63].

Deep learning functions thanks to the availability of big data. Data scientists 
from IBM describe big data as being made up of four dimensions: volume, variety, 
velocity, and veracity [64]. The volume of available data is staggering. 2.3 trillion 
gigabytes are generated every day [65], with 90% of all currently existing data hav-
ing been generated in the last 2 years. Experts believe 1.7 megabytes of data are cre-
ated every second for every person on earth [65].

These data come from a variety of sources. Five new Facebook profiles are cre-
ated every second and more than 300 million photos are uploaded to Facebook 
every day [66]. Every minute, 16 million text messages are sent [66]. At the same 
time, the number of connected wearable devices worldwide has increased from 325 
million in 2016 to 722 million in 2019, with forecasts predicting this number to 
reach one billion by 2022 [67]. Meanwhile, the internet of things (IoT) has 
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grown  from two billion connected objects in 2006 to 200 billion in 2020 [68]. 
Moreover, an estimated 2.3 trillion gigabytes of electronic healthcare record data 
were produced in 2020 [69].

Different kinds of DBT generate different kinds of data, from location informa-
tion to EEG, from photographic content to blood alcohol levels. Given the diversity 
of sources, combining the variety of data can yield extremely well-rounded repre-
sentations of individuals and populations. The only way such large quantities of 
data can be processed in time is through powerful transaction processing systems 
(TPS). This is captured in the velocity of the four Vs.

Finally, veracity refers to the quality (accuracy and applicability) of the data. 
Much of the data that are available are of poor quality. They are inaccurate, incom-
plete, and even inconsistent. Data often needs to be cleaned so that so-called “dirty 
data” are kept from accumulating [70].

Thanks to the availability of AI, today’s DBT user need no longer be satisfied 
with an n-of-1 trial, where she tracks or logs her own physiological, neurological, or 
emotional goings-on and pores over them in an attempt to discover behaviors that 
are conducive to self-optimization. Today’s DBT is “smart” in that the wealth of 
data that are produced by the DBT is combined with enormous amounts of data 
produced by other devices, including data integrated across different devices and 
platforms, in order to be fed into powerful machine learning programs that use deep 
learning to glean insights from the combined data. Thus, the data from an individu-
al’s wrist-worn fitness tracker, or an individual’s EEG device, or an individual’s 
location are just a small fraction of an ocean of information that reveals much more 
powerful insights about aspects of people’s selves (their bodies, minds, environ-
ment), than any individual could glean on her own.

There are multiple ways in which AI can be integrated with DBT. First and fore-
most, DBT uses AI for data analytics. As noted above, the vast quantity of data 
requires deep learning in order to glean usable insights. In turn, deep learning makes 
such data incredibly valuable. Companies learn a considerable amount about indi-
viduals’ health, behavior, activities, and beliefs from such AI-aided data analysis 
[71]. These insights not only reveal patterns at the population level, but also the 
individual level [72]. In addition to companies using this information in their own 
product and service development, it is standardly sold to other companies, such as 
marketing and health insurance companies. Moreover, with the increasing involve-
ment of “Big Tech” in the healthcare arena, companies like Google are mining 
medical records [73], to expand their reach.

A further way AI may be integrated with DBT is for restorative purposes. Deep 
learning can be harnessed to allow individuals who are blind to regain some of the 
capabilities of sighted people. For example, AIServe [74] combines computer vision 
and AI to provide users with a wearable device that analyzes the environment, 
detects different elements in the surroundings, such as bikes, cars, and people, and 
then gives voice navigation instructions to the user. Deep learning is also employed 
in hearing aids. Thanks to AI, devices can learn what kind of environments a user 
tends to be in and learn to filter out desirable sounds from non-desirable ones, e.g., 
an interlocutor’s voice from background noise [75]. AI-enhanced hearing aids can 
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also directly translate language, transcribe what is being heard and said by the user, 
monitor brain functioning, and interface with a smart assistant [75].

Beyond restoration, AI-enabled DBT may also be used for enhancement pur-
poses. Neurostimulation devices, such as the BRAINtellect 2, may be worn during 
sleep and employ AI to translate the user’s brain waves into engineered music-like 
sound waves that are believed to enhance memory, learning, and wellness [76].

AI is increasingly employed to improve VR and augmented reality experiences. 
Thanks to deep learning, user preferences and virtual environment layouts can be 
updated in real time. For example, the Hololens2 is a deep learning enabled mixed 
reality system that generates constantly updated realities for the user which allow 
users to visually and tactilely interact with objects in their environment [77]. 
Hololens2 can also create avatars that deliver the words an individual is speaking in 
a different language [78].

AI is also used to enhance DBT to include assistants. In a previous section, I 
outline the various assistant functionalities. Given the self-optimization purpose of 
DBT, AI-enabled assistants are employed for health and wellness recommenda-
tions. AI is used to integrate vast quantities of data from DBT and other sources to 
provide recommendations to the user. Companies like LifeQ, for instance, use deep 
learning to develop models and algorithms that translate data from wearables and 
mobile apps into usable information. LifeQ provides individualized information for 
consumers on how to modify their behavior in real time to achieve their health and 
well-being goals, for insurance companies and corporate wellness programs on the 
health risks of individuals, and for clinicians on the treatment options, progress, and 
compliance of their patients [79]. Other assistants go beyond health and wellness, 
integrating advice from both “life and work.” Galahad AI has introduced a virtual 
personal assistant, VYou, that helps individuals forgo short-term temptations in 
favor of long-term goals. Explicitly set up to allow users to engage in self-
optimization, VYou “empower[s] people to better manage the most important and 
challenging aspects of their personal lives including their time, health, relationships, 
and money” [80].

Clearly, there are many ways in which AI is integrated into DBT. Particularly 
interesting from the perspective of self-optimization are smart assistants that advise 
and guide users on their quest to better themselves. Such assistants may even be 
enhanced via “affective computing”—a form of computing that allows assistants to 
deliberately involve and influence emotions and other affective phenomena [81].

Users gain beliefs about themselves through AI-enabled DBT that go beyond 
data captured by the technology. The technology takes on the role of guide and advi-
sor, and can impact a user’s reflective beliefs of self-worth. It can prompt a user to 
feel good about herself, for instance when a DBT assistant explicitly commends her 
for her behavior, or implicitly when the user recognizes that her behavior is within 
desirable parameters. An individual can also be made to feel poorly by DBT, either 
by being explicitly admonished by an assistant, or by finding herself failing at 
remaining within measurable parameters. Affective computing may increase 
this effect.
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Of note, deep learning not only affects the insights that are gleaned from this 
technology, but in turn also affects the very way DBT functions. The AI-driven 
insights from data are fed into the functioning of the devices themselves. For 
instance, as a technology learns patterns from the behavior of a particular user along 
with the behavior of all the other users, it updates the parameters of what counts as 
“normal” and even “desirable” behavior.

9.5	 �Problems with Artificial Intelligence

As described, AI is a driving force for this technology. But there are well-documented 
flaws with deep learning. Learning algorithms are not static, yielding results through 
mathematical models. Rather they are iterative, constantly updating themselves as a 
result of the inputted data [1]. As already noted, inputted data are increasingly 
emerging from more and more sources, with the internet of things contributing to 
the well-spring of big data. This iterative process is vulnerable to systemic bias. If 
the data on which an algorithm is trained and which it uses to update itself contain 
bias, then the insights that such algorithms yield will be systematically biased. This 
can shift parameters of what may count as “normal,” “correct,” or “desirable.”

Such algorithmic bias has been seen in healthcare decision-making—where 
black patients’ needs are underestimated compared to those of white patients [82], 
and job hiring—where women’s resumes were systematically scored lower than 
those of comparable men [83].

A further concern about AI is algorithmic opacity. Deep learning is not built on 
explicit theoretical rules inputted by human users. Rather, the internal workings of 
such an AI system are a “black box,” that operates in whatever way yields the appro-
priate results. This means that users have no way of knowing how or why a certain 
system generates a particular result [84]. It also means that beyond pointing to an 
algorithm that has yielded correct results in other instances, no justification can be 
provided for a particular result in a particular instance [85].

A widely cited example of problematic algorithmic opacity is the Correctional 
Offender Management Profiling for Alternative Sanctions (COMPAS) tool. This is 
a decision support tool intended to help US judges to predict the likelihood of a 
defendant’s risk of recidivism [86]. Judges can use a defendant’s risk score to deter-
mine an appropriate length and severity of sentence. However, an investigation by 
ProPublica showed that COMPAS systemically overestimates the risk of recidivism 
for black offenders and underestimates the risk of recidivism for white offenders, 
even though race is not a data point that is available to the deep learning algorithm 
[87, 88]. But since COMPAS’s inner workings are hidden from users, defendants 
have no recourse for arguing that in their case, the algorithm’s results are unjusti-
fied. Moreover, since programs such as COMPAS are proprietary and thus subject 
to trade secrecy, defendants cannot even find out what inputted data were used in 
determining their recidivism score [89].

A further concern regarding AI is reward hacking [1]. The principle way in which 
so-called AI “agents” (i.e., algorithms) learn is through reinforcement learning. As 
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in Skinnerian behaviorist psychology, correct behavior is sought to be reinforced. In 
reinforcement learning, an agent performs an action and is provided with feedback 
for that action from the environment. The feedback after each action is provided as 
a “reward” or a “punishment,” where the size of the reward or punishment is a mea-
sure of how close the agent’s action came to the correct action [90]. The goal of the 
AI agent is to maximize its rewards and minimize punishment. This way, through 
trial-and-error, the agent iteratively hones in on the correct result. However, this 
behaviorist approach can be gamed. An often-cited example is a cleaning robot who 
is rewarded for minimizing the amount of dirt it sees. Such a robot can simply close 
its eyes and thus receive a reward, even though this obviously does not fulfill the 
purpose intended by the human designer [91].

The problems of algorithmic bias and reward hacking are tenacious. Even when 
a given instance of bias or hacking is rectified, this provides no guarantee that a 
further instance will not arise. The opacity with which deep learning operates makes 
any attempt to correct structural biases or failures difficult.

9.6	 �Possible Effects of Problems with AI on DBT’s Role 
in Self-Optimization

Given AI’s prevalence in DBT, the aforementioned problems with AI may well 
manifest themselves in the self-optimizing function of DBT. I will look at how algo-
rithmic bias, algorithmic opacity, and reward hacking affect the three avenues of 
self-optimization identified previously, i.e., direct interaction, information, and 
parameterization of behavior.

As mentioned above, neurostimulation devices use direct interaction for enhance-
ment purposes. Tracked EEG sleep data is processed through deep learning algo-
rithms in order to generate and emit music-like waves intended to improve wellness 
and cognition. Meanwhile devices like the Neuvana stimulate the Vagus nerve in 
order to enhance mental acuity, promote positive thinking, or curb cravings [60]. As 
AI is increasingly used by such devices, the risk of algorithmic bias becomes more 
significant. What the AI recognizes as a desirable EEG state will depend on a big 
data set sourced from many users over many individual instances. But any biases 
that inhere in the incoming data will be reflected in the parameters that the algo-
rithm identifies as “normal” or “desirable.” Perhaps users of this technology are 
more likely than the general population to aim for mental acuity or heightened con-
centration—a supposition that is plausible given that such individuals are more likely 
to employ such technology in the first place. As a result, parameters “endorsed” by 
the AI may be skewed. This is problematic, because an EEG state that is in fact 
representative of the general population would be identified as inadequate or unde-
sirable. With the technologies discussed here, this may result in individuals receiv-
ing neurostimulation at times or in ways that are not in fact beneficial. Egregious 
instances of unwarranted neurostimulation may be rather noticeable and thus may 
quickly be weeded out. But slight shifts in desirable parameters may be less obvious 
and thus more insidious as they may contribute to a skewing of what is considered 
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normal. Beyond neurostimulation, such an effect can be problematic within the self-
optimization modes of information and parameterization of behavior.

Self-optimization through information relies heavily on the data analytics action 
of the AI. Algorithmic bias that corrupts such analytics may lead to a number of 
problematic consequences. As described previously, vocal analysis is used to iden-
tify a range of conditions, including which users suffer from depression or are likely 
to default on a loan. Algorithmic bias in such functionalities can lead to individuals 
being categorized as suffering from a condition when in fact they are not, or being 
categorized as not suffering from a condition when in fact they are. This could result 
both in users being discriminated against, and in users not receiving the assistance 
that the technology is intended to provide. If we consider the use of vocal analysis 
in determining something like an individual’s likelihood to default on a loan, it is 
easy to see how algorithmic bias could yield unfair results on the basis of non-
praiseworthy and non-blameworthy properties, much like was the case with the 
COMPAS tool in criminal contexts. Vocal analysis might indirectly discriminate 
against individuals with certain properties. This can occur even if these properties 
are ommitted from the data, because they are considered too sensitive. For instance, 
an individual’s socioeconomic status (SES) may not be a data point that is available 
to an algorithm, because it might be discriminatory. However, individuals of low 
SES reliably have higher rates of smoking, of being exposed to secondhand smoke, 
and of being sick from smoking-related diseases than individuals of higher SES 
[92]. Whether an individual smokes or is exposed to secondhand smoke is reflected 
in that individual’s vocal qualities, and is thus useable data for analytic algorithms. 
Consequently, even if the data available to an AI is free of any mention of SES, the 
algorithm may still carve up the population along SES dimensions, thanks to cor-
related proxy features. Moreover, because of algorithmic opacity, affected parties 
may have no way of knowing how an algorithm arrives at a particular categoriza-
tion, and thus cannot assess whether such results are justified in a given case.

As noted previously, vocal analysis is also used for restorative purposes, for 
instance in AI-enabled hearing aids that filter out voices from background noise. 
Certain vocal features are reliably correlated with racial groups [93]. Algorithmic 
bias may lead to certain kinds of voices, possibly the voices of certain racial groups, 
being less audible to users of smart hearing aids than others. If we assume that in 
general people prefer talking to people whom they can understand well, then such 
bias might subtly affect the kinds of people with whom users choose to spend time. 
What’s more, this effect may happen unbeknownst to users, who may not be able to 
point to why they are engaging in conversation with one group of people rather than 
another.

Alternatively, with AI-enabled translation performed by such smart hearing aids, 
thanks to algorithmic bias, translated utterances may contain words that inade-
quately express the speaker’s intended semantic content. While this may merely be 
frustrating if it occurs in a morally neutral way, it is worrisome if utterances exhibit 
unintended discriminatory or offensive language. The latter has been shown by 
Microsoft’s chatbot Tay to be a real risk [94]. Not only might this portray users as 
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unfairly racist, sexist, or prejudiced in some other way, with prolonged use it may 
even erode a user’s beliefs about her own views, as I have argued elsewhere [95].

The clearest example of how the flaws in AI may clash with the self-optimization 
function of DBT is within the mode of parameterization of behavior. As already 
mentioned, algorithmic bias can cause parameters of what counts as “normal” or 
“desirable” to shift. This is particularly the case with AI-enabled tracking technol-
ogy, which is designed to identify appropriate values or value-ranges of trackable 
dimensions (see Table 9.2) and alert, praise, punish, or reward the user on the basis 
of her adherence to those values or value-ranges. We see this, for instance, in the 
Pavlok 2 that administers a small electric shock to the user if she falls outside of 
certain parameters, for instance if she exercises for too short of a duration. An 
AI-enabled version of such behavior-parameterizing tracking technology will obvi-
ate the need for human input on what constitute acceptable parameters, e.g., an 
appropriate duration for exercising, by arriving at such parameters on the basis of 
big data, including from users of the technology and a wide array of other sources. 
Then, this DBT can simply punish a user if she deviates from what the algorithm 
has deemed as desirable.

Thanks to algorithmic bias, however, the parameters towards which the DBT is 
steering the user may not actually correspond to parameters that should be sought 
after. Moreover, because of algorithmic opacity, a user may not be able to see why 
parameters are what they are, and thus why she falls short. This might result in users 
feeling unjustifiably discouraged about their performance, or conversely unwarrant-
edly accomplished. The ramifications of such effects will vary. For some users 
falsely appearing to fall outside of parameters or erroneously appearing to fall 
within them will have little consequence. For others who perhaps place great impor-
tance on being within certain bounds, wrongful categorization may be unduly bur-
densome. Users who exhibit compulsive behaviors, such as individuals with eating 
or exercising disorders, already employ DBT to contribute to their disorders [96, 
97]. Skewing parameters of what counts as “normal” or “desirable” could exacer-
bate this harmful phenomenon.

Beyond the DTC context, such skewing of parameters may be problematic in the 
third-person context. When tracking technology is used by corporate wellness pro-
grams to dole out rewards and punishments [98], or by insurance companies to 
determine premiums [99], miscategorizations of users may lead to injustices in the 
same vein that have occurred with the COMPAS tool. Moreover, just as with 
COMPAS, the presence of algorithmic opacity makes redressing any such injustices 
hard if not impossible.

Finally, smart assistants are becoming widespread amongst AI-enabled DBT. As 
noted earlier, there are life assistants designed to help users with a huge array of 
tasks, including determining whether their behavior is beneficial or detrimental to 
productivity [37], whether their behavior will help them achieve their health and 
well-being goals [79], and whether they are successfully forgoing short-term temp-
tations in favor of long-term goals [80]. Such DBT also assists insurance companies 
and corporate wellness programs in determining the health risks of individuals [79].
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However, such smart assistants may be vulnerable to reward hacking. Assistants 
are “rewarded” for giving “good” “instructions and recommendations” [38] to 
users, where “good” is determined by running algorithms that mine big data from a 
plethora of sources. But honing in on what exactly constitutes “good” instructions 
and recommendations may be algorithmically burdensome. It may, for some algo-
rithmically opaque reason, be easier to generate instructions and recommendations 
that can appear as “good,” but are actually not. This is an instance of reward hack-
ing. When the AI manages to find such “imposter” results, it receives its reward and 
has thus fulfilled its purpose. Of course, while this may be beneficial from the per-
spective of the AI, it is not beneficial at all for the human user. But again, weeding 
out such reward hacking issues is aggravated by algorithmic opacity. As humans 
rely more on their smart assistants to guide them in their pursuits of healthier, hap-
pier, more productive lives, issues of reward hacking will become more and more 
serious, as they threaten to undermine individuals’ autonomy in fashioning them-
selves. Similarly, when corporate wellness reward and punishment structures, as 
well as insurance premiums, depend on a user’s adherence to assistant-provided 
instructions and recommendations, reward hacking can contribute to an unjust dis-
tribution of burdens and benefits.

9.7	 �Conclusion

AI-enabled DBT has enormous potential to affect the way users engage in activities 
of self-optimization. Individuals are increasingly taking on the burden of engineer-
ing their own health, wellness, and productivity in explicitly engaged and active 
roles. This surging involvement is predicated on a belief that technology now exists 
to facilitate this effective self-fashioning. Algorithmic bias, algorithmic opacity, and 
reward hacking undermine this pursuit, often in ways that are unknown to the user. 
If individuals truly are to be empowered, these issues with deep learning must be 
addressed.
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