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8.1  Introduction

The use of artificial intelligence (AI) for mental health applications raises questions 
regarding the potential impact on fiduciary obligations in the therapeutic relation-
ship, oversight, bias, and data protection. Health technologies utilizing AI present 
particular challenges for regulation. AI technologies that address mental and behav-
ioral health may be used in different domains, from healthcare to education and 
consumer uses, and in some domains, there are not regulations or practices that 
provide protections for users’ health data. There are also ways that bias can enter 
into AI tools, such as during the data collection and preparation stages. It is there-
fore necessary to consider how to utilize AI for mental health applications so that 
the resulting tools do not reflect and reinforce existing social problems and inequal-
ity. At the same time, AI can present opportunities for addressing existing inequali-
ties and discrimination in mental health care. There is the potential for misuse of 
data and health information gathered from individual users, and users may not be 
sufficiently aware of negative repercussions from sharing their data. Finally, AI 
tools will likely impact the fiduciary obligations generally expected in the therapeu-
tic relationship and it will be necessary to carefully consider likely areas of concern 
in order to prepare processes for integrating these tools appropriately into mental 
health care. This article chapter will engage emerging recommendations for best 
practices in this area, along with areas for empirical ethics research.
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8.2  Artificial Intelligence

“Artificial intelligence” generally refers to the use of machines to perform tasks that 
resemble cognitive functions that we associate with human intelligence, such as 
learning or solving problems [1]. Artificial intelligence (AI) can take different 
forms, as software or hardware, including intelligent autonomous agents, distrib-
uted networks, or robotics [2]. Although the term “machine learning” (ML) is some-
times used interchangeably with AI, ML more specifically applies to approaches 
that train computers to “learn”—recognizing patterns in massive datasets, including 
complex data interactions, and in the algorithms that are used within AI applications 
[3]. Machine learning has been used for data mining, image recognition, natural 
language programming, statistical learning methods, and neural networks, among 
other applications [4]. The ability of ML to detect patterns and connections that the 
humans programming the model would not have necessarily known to look for can 
bring significant benefits to scientific research. For example, ML can be used in 
order to analyze large quantities of data, such as electronic health records, in order 
to detect patterns and associations that may be relevant to patient health and out-
comes [5]. These patterns can, in turn, be used for the purpose of predictive analyt-
ics and decision-making models, in ways that outperform traditional clinical 
prediction models [6]. ML has also been used to examine social media and websites 
in order to determine patterns in health-related behaviors [7]. ML and neural net-
works have been applied to constructing expert systems and clinical decision sup-
port systems, which are systems meant to provide and supplement the type of 
knowledge and skills generally supplied by human experts [8]. By incorporating 
ML, clinical decision support systems can provide recommendations without need-
ing preprogrammed knowledge. As will be discussed more below, while the benefits 
of using ML to analyze massive datasets are considerable, the reasons or reasoning 
underlying the output of ML can be difficult to scrutinize, sometimes even for those 
who set up the ML system [9]. This is one reason that ML can present a challenge 
for regulation and oversight.

Natural language processing (NLP) is a subfield of AI that has a number of appli-
cations in mental health care [10]. NLP uses computational techniques to examine 
and classify language. NLP can be used for analysis of social media or vocal data to 
identify patterns relevant to mental health and behavior [11]. For example, NLP can 
be used as part of scanning clinical text for identifying symptoms of severe mental 
illness [12, 13], or for providing and analyzing psychotherapy encounters [14]. NLP 
can also be used to construct chatbots or virtual humans who can interact with 
people through text or voice [15]. AI techniques, such as ML and NP, have also been 
used for virtual reality and augmented reality technologies in order to make the 
virtual environments more engaging and interactive for the participant [16]. In look-
ing at the different types of AI, one can note features that contribute to the challeng-
ing aspects of ethical applications of AI for mental health. The use of massive data 
sets presents areas of tension with data protection and privacy. The difficulty in 
knowing the reasoning or potential for bias in algorithms generated by ML can 
make evaluation of these technologies more difficult. Furthermore, when it comes 
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to chatbots and VR in particular, AI-generated mental health technologies will have 
an impact on the therapeutic relationship in ways that go beyond traditional health-
care tools. Some of that impact could be positive, such as providing useful options 
for patients who may prefer sharing their feelings and information with a non- 
human. Potential negative repercussions include insufficient data protection or lack 
of clarity regarding liability for mistakes, which can also undermine trust overall in 
AI approaches to mental health care. The impact on the therapeutic relationship will 
need to be studied in order to better understand the benefits and burdens of AI men-
tal health tools.

8.3  AI Mental Health Applications

AI is being integrated into a number of technologies for mental health care, from 
computing methods that can use massive data sets to assist in clinical decision- 
making, diagnosis, and treatment, to apps and wearables that can be used by patients 
and consumers for mental health assistance, and public health applications that 
assist in identifying behavioral health risks and solutions [17]. Some applications of 
AI involve boosting the capabilities of existing techniques and treatments, such as 
utilizing AI for deep brain stimulation approaches that respond dynamically to the 
needs of the patient [18]. It should be noted that the contexts for these different 
applications influence the types of ethical challenges encountered for that use. In the 
USA, for example, there are statutes that provide some protection for health infor-
mation; however, these statutes and regulations generally apply to health informa-
tion generated within the context of healthcare institutions and healthcare providers 
[19]. Even though some consumer AI applications can generate information about a 
person’s mental health or behavior, that information may not have the same privacy 
protections that health information in the healthcare domain would be afforded [20]. 
Thus, as AI is being increasingly applied to mental health, it is important to note that 
many of these applications may be used in domains to which different privacy and 
user protection concerns are relevant, such as healthcare, consumer, or government 
institutions.

AI tools are being incorporated in the construction of expert systems [21, 22]. In 
clinical contexts, AI-informed expert systems may be used for such purposes as 
suggesting appropriate medications for a patient [23]. Predictive analytics are being 
increasingly utilized in healthcare environments, with AI often utilized for analyz-
ing the data [24] These expert systems have traditionally been used in order to 
derive clinical rules or recommendations from the large amounts of data available in 
health systems, but, with the advent of more sophisticated AI, have become more 
focused on assisting with choices of differing probabilistic pathways [23]. Some 
have raised concerns that these decision-making tools will eventually replace the 
role of physicians, but the general goal is to make clinicians more effective with 
these tools. Providing sufficient training and support so that clinicians can utilize 
the information and findings provided by these AI-enhanced tools effectively 
remains a challenge [25]. In developing these decision-making tools, it is important 
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to take account for how they may be influenced and affected by the context in which 
they are placed. In other words, the treatment decisions that are recommended by an 
AI tool will, in turn, impact the clinical environment, thus becoming another factor 
that will need to be accounted for in the analyses performed by the AI tools [26]. It 
is therefore important to carefully consider how the expert system will be imple-
mented, so that it can be appropriately aligned with its environment and stakeholders.

AI has also become useful for development of technologies that provide simula-
tions for therapeutic purposes. Autonomous conversational agents can be used to 
engage with a person, respond to text or vocal queries, and even provide some 
aspects of therapeutic interactions [16]. Chatbots can be used to respond to basic 
text queries regarding mental health needs in order to inform or direct the user to 
resources or services, and also for more complex interactions meant to provide 
aspects of therapy [27]. For example, Woebot is a conversational agent meant to 
address people with depression that incorporates tools drawn from cognitive behav-
ioral therapy and can assist in monitoring mood, find learning videos and resources, 
and walk the user through “self-directed” therapy [28]. There is also an increasing 
role for robotics technology, incorporating AI, for mental health purposes. Robotics 
can be useful in cases where there may not be a person who can fill the role, such as 
robotics that can serve a companionship and support role (e.g., assisting users with 
getting exercise) for a patient [29]. Robots may be particularly useful in cases where 
the user may have reasons to prefer not to interact with a human for the therapy 
service. For example, robots have shown promise in assisting people on the autism 
spectrum develop skills, such as play [30] or social interaction [31]. With both chat-
bots and robotic technology, one of the ethical challenges relates to the possibility 
of blurred boundaries in user interactions with the bot, where users may lose sight 
of the fact that they are sharing information with a technology that can collect and 
pass along that data. It will be key to ensure that users are adequately informed 
about how privacy and confidentiality apply to the interactions, and how the design 
of the technologies may be used to address these types of concerns (such as switches 
or signals to the user when information is being recorded) [32].

Virtual reality (VR) is a technology that allows a user to experience a computer- 
generated simulated environment and interact with virtual persons or beings in that 
environment [33]. VR has become a tool for addressing a variety of mental health 
concerns, from use in PTSD treatments to assisting with diagnosis [34]. VR can also 
be used as a way to provide a virtual therapy space for real-time therapeutic interac-
tions [35]. Augmented reality (AR) refers to the combination of VR with the world 
around someone by placing computer-generated images into the live video. AR has 
been used to help train mental health clinicians, remind psychiatric patients to take 
medications, and assist children who have autism learn to recognize facial emo-
tions [33].

Mobile mental health applications also have been incorporating features through 
the use of AI. “Digital phenotyping” is a term commonly used to refer to approaches 
in which smartphones and mobile sensors are used to gather personal data from 
users, which is then analyzed in order to assess the user’s cognitive and mental state, 
as well as make predictions [36, 37]. The data collected could be physiological 
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functions, such as pulse, location information, tapping and keyboard interactions, or 
voice features [38]. Some approaches to digital phenotyping include analysis of 
social media posts and other internet use in order to assess behavioral health risks 
[39]. For clinical uses, the user would generally be asked to give informed consent 
and download an app onto their phone, which would passively collect the relevant 
personal data as the user goes about their usual daily activities. Beyond clinical 
usage, there are a range of institutions and organizations that may utilize digital 
phenotyping tools, such as educational institutions interested in assessing risk of 
suicide or of a student dropping out, the military assessing behavioral risks of 
recruits, insurance companies using such tools to set rates, employers, or consumer 
digital phenotyping for marketing purposes [40, 41].

As noted above, ethical concerns will differ depending upon the context of the 
application (e.g., different regulations and guidelines for data protection generally 
apply in healthcare contexts as opposed to consumer contexts). For uses that take 
place outside of healthcare, it is particularly important to examine the potential 
repercussions of inferences that can be drawn from an individual’s personal 
data [42].

8.4  Ethical Challenges

Ethical challenges related to safety, effectiveness, or privacy are familiar areas of 
concern for new health technologies. Of course, AI tools in mental health care will 
raise varying ethical concerns according to their function. A conversational agent, 
for example, will likely raise concerns regarding how users interact with it therapeu-
tically, that are different than concerns regarding how predictive analytics impact 
mental health care. Generally speaking, AI has some features that can pose difficul-
ties for the traditional frameworks for addressing such ethical issues. The use of ML 
to generate algorithms, which puts the “reasoning” behind decisions into a prover-
bial “black box” can make it particularly challenging to examine and review the 
reasons behind the outputs generated by the algorithms. Thus agencies, such as the 
FDA, which is responsible for oversight of medical devices in the USA, have had to 
consider how to appropriately evaluate the accuracy and applications of AI tech-
nologies [43, 44]. A second issue, the use of these technologies in domains outside 
of healthcare, also impacts accountability and oversight. Information gathered in a 
healthcare setting would generally need to follow HIPAA privacy protections and 
involve informed consent procedures, which include protecting health and identify-
ing information [45]. Digital phenotyping tools that could generate information and 
predictions about behavior and mental health, but are for consumer use, generally 
have fewer protections for user data or need for informed consent, often confined to 
notice about data practices on associated “terms and conditions” page. In some 
cases, the terms and conditions are misleading, not letting know the companies who 
may be receiving the data [46].

In the current big data environment, information that previously might be consid-
ered mundane or uninteresting, such as a grocery purchase or location at a particular 
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moment, can be combined with other information and be transformed into health 
information [47]. Yet the paradigm for protection of health information is still based 
on traditional frameworks in which healthcare institutions and physicians are envi-
sioned as the main domain for healthcare information [47]. Moreover, the massive 
amounts of data and techniques used for ML are often characterized as providing 
more objective results, but need to be carefully scrutinized for ways that bias may 
enter into the findings [48, 49]. Finally, while some argue that AI tools should just 
be seen as the same kind of device as any previous methods of assessing health 
risks, there are indications that people may regard AI tools as more objective than 
the human clinician or even as a third party involved in the clinical interaction [50]. 
For that reason, AI tools will likely influence the therapeutic relationship [51]. 
Because many ethical obligations are rooted in the therapeutic relationship, it is 
important to empirically study how AI impacts the therapeutic relationship in order 
to address any repercussions for associated ethical duties.

8.5  Therapeutic Relationship

The therapeutic relationship or alliance refers to the relationship that develops 
between a patient and the mental health care provider in order to achieve the goals 
for the patient [52]. In mental health care, the therapeutic relationship can involve 
the patient providing sensitive and emotionally charged personal information. The 
mental health care provider has professional obligations to protect the patient from 
harm and provide a foundation for achieving desired treatment outcomes [53]. For 
this reason, ethical values such as trust and confidentiality are key to the therapeutic 
relationship [54]. When it comes to the use of AI technologies for mental health 
care, there are many questions that may impact the therapeutic relationship. How 
might continuous monitoring affect trust? How do clinicians manage the massive 
amounts of data in order to extract meaningful information and communicate it to 
patients? Is the technology experienced as a “third party” in the clinical relation-
ship? How will clinicians evaluate and incorporate findings from AI tools into their 
professional judgment and how patients will respond in terms of perceived stigma 
or bias in the predictions? There will be a need for empirical research to investigate 
the impact on trust in the clinician or digital tool, as well as how physicians rely and 
communicate health information and how patients view the competence of physi-
cians and devices. Elderly and people with severe mental illness may face particular 
challenges in understanding the risks and benefits of using AI technology, or have 
different views regarding prioritizing ethical values, such as privacy [55]. When it 
comes to AI technologies such as conversational agents or robots that are used to 
interact with patients, designers and healthcare obligations must consider how the 
devices will affect these ethical obligations associated with the therapeutic relation-
ship. Conversely, when these applications are used outside of healthcare institu-
tions, are there ethical obligations generally found in the therapeutic relationship 
that should be addressed—for example, if a website analyzes its users’ behavior, are 
there any duties to warn or direct users to resources that should be instituted [56]. 
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For clinical use of these tools, organizations such as the American Psychiatric 
Association have been proactive in trying to establish recommendations for appro-
priate integration of these tools into clinical practice [57].

8.6  Safety and Effectiveness

Oversight for safety and efficacy of health technologies utilizing AI is still evolving. 
Regulation of health devices based on machine learning presents challenge because 
the reasons for particular results or findings may not be accessible for evaluation. In 
the USA, medical devices that utilize AI are subject to regulation by the Federal 
Drug Administration (FDA). The FDA has made significant efforts in recent years 
to establish effective approaches to regulate digital health technologies, including 
those that incorporate AI. The FDA has announced a Digital Health Program and a 
Pre-certification Program for manufacturers, which involves a shift from a product- 
based approach to a more process-based approach and does not address the issue of 
evaluating specific machine learning devices [58]. Professional organizations for 
computer science and AI have also discussed the need for designing AI systems that 
include mechanisms for a clinician or other user to receive more explanation of the 
bases of the results or findings that they have received [59].

Going forward, one significant issue for clinical applications of AI will be 
embedding established clinical standards in the ways that the tool is designed and 
used. ML approaches require large datasets and population sizes in order to produce 
validated models for expert systems and predictive analytics, and so issues of data 
sharing are important to consider. As systems and tools based on AI are increasingly 
integrated into healthcare, professionals will need to consider what the appropriate 
applications of AI for mental health care are, as well as the scope and limitations of 
the systems. In particular, interdisciplinary collaboration is needed for assessing if, 
when, and how AI applications are implemented, and different end users (clinicians, 
healthcare administrators, or patients) should be included in the development pro-
cess in order to support ethical design and use of these tools [60]. As AI-based sys-
tems and tools are placed into different contexts and used among different 
populations, professionals using the system will need information on how the tools 
may best be used among different populations. Systems may need safeguards in 
place in order to ensure that the technologies are being used in the manner and for 
the population in which they have been validated. Of course, for technologies such 
as mental health apps or digital phenotyping, that may be used outside of healthcare 
institutions or, particularly, by consumers, it can be more difficult to establish lines 
of accountability and oversight that can ensure appropriate understanding and scope 
of use of the tools. In those instances, regulations that protect user data and require 
more robust user consent can help to inform users and require consent for use of 
their data.

Accountability for AI systems also involves questions regarding which entities 
are responsible for monitoring how the systems are functioning and being used, as 
well as liabilities for problems. If an AI tool causes harm or is not working as 
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expected in a particular context, who is responsible for reporting and to whom they 
report? Furthermore, there will need to be consideration of how technologies such 
as expert systems or digital phenotyping may need to capability of monitoring risks 
of harm to patients or other users. In mental health contexts, where patients may 
disclose information that indicates a potential to harm self or others, how should 
tools monitor and assess such information and to whom will they need to report? 
These questions have come up in relation to conversational agents, in terms of 
whether these agents need to be programmed to provide resources or alert others if 
suicide risk is found [61]. Digital phenotyping is an area where, even if there is not 
direct disclosure from the patient about harming self or others, inferences could 
potentially be drawn from user data that leads to a prediction of harm [62]. Design 
of such tools need to incorporate consideration of monitoring and reporting poten-
tial harms, and institutions utilizing such systems need plans about how predictive 
tools and monitoring of potential for harm will be undertaken. Depending upon the 
jurisdiction, laws regarding duty-to-warn and other requirements will need to be 
taken into account.

8.7  Bias/Fairness

An important issue related to effectiveness and scope of use is methods for address-
ing the potential for bias in ML tools. The potential for bias can be viewed in terms 
of the potential for bias in the data used to construct the algorithms and bias in the 
algorithms themselves, as well as the potential for bias in how the algorithms may 
be used within a particular local context [63]. Because massive datasets are used in 
order to train ML systems to identify patterns in the data, the accuracy of the result-
ing algorithm depends on the quality of data in those training and validation sets 
[64]. Furthermore, if the dataset do not accurately reflect the population to the tech-
nology will be applied, then the bias in the data will be seen in the outcomes gener-
ated by the ML algorithm [65]. Thus ML systems could unfortunately both reflect 
and reinforce biases that are found in society. In terms of mental health applications 
of AI, social factors such as race, gender, and class can influence many aspects of 
mental health diagnosis outcomes. If the data used to generate an algorithm does not 
contain a representative sample, then the findings of the algorithm can be skewed. 
One of the reasons that it can be important to design “explainability” of the algo-
rithm’s reasoning into a tool is that algorithms may not have sufficient information 
(beyond the issue of a representative sample) to take into account why there may be 
certain associations between social factors and a particular mental health outcome. 
For example, an algorithm used for criminal justice sentencing may make an asso-
ciation between race and recidivism, but not have the data to take into account the 
impact of existing racial biases on recidivism [66]. These kinds of issues can not 
only limit the benefits that people from underrepresented racial and ethnic popula-
tions may receive from AI tools, but can exacerbate discrimination against particu-
lar groups. Efforts to increase the diversity of populations in datasets used for ML 
mental health research are critical. Professional organizations, such as the Institute 
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of Electrical and Electronics Engineers (IEEE), have been conducting efforts to 
formulate recommendations and methods for reducing bias in ML algorithms 
[67, 68]. One important aspect is to include input from stakeholders for stakehold-
ers, in order to provide feedback from clinicians and mental health consumers that 
can inform efforts to reduce bias. In implementation of ML-informed tools and 
systems, some institutions have also taken an approach to create an impact assess-
ment of the tool beforehand, so that a plan can be developed and implemented to 
inform relevant stakeholders of potential impacts of the tool and make efforts to 
minimize that impact [69]. There needs to be reflection on the ethical implications 
of potential AI applications in mental health throughout the stages of development. 
As early as the stage formulation of the question or goal of the AI application, 
reflection on the ethical issues may be needed, because algorithms designed to iden-
tify psychiatric genetic risk for purposes or decide on allocation of healthcare 
resources can potentially raise ethical challenges regarding discrimination. In 
domains such as insurance or employment, there is also potential for discrimination 
in the construction of algorithms. In the USA, because laws regarding discrimina-
tion often rely on finding discriminatory intent, it may be more difficult to address 
such algorithmic discrimination through the courts [70]. There may be a need to 
consider regulations that would make certain types of discrimination based on 
behavioral predictions unlawful.

8.8  Privacy/Trust

Privacy and data protection have been identified as particularly important issues 
when it comes to big data approaches and AI technologies. In the mental health 
context, an important issue is that for some AI technologies, such as digital pheno-
typing, data may be collected in ways that individuals may not ordinarily associate 
with health information or even as sensitive data (such as speed of typing or tapping 
patterns on digital devices). Data may be collected outside of contexts in which 
healthcare information is protected by existing standards, such as HIPAA. Next, the 
data may be highly granular, especially in combination. Some data may be de- 
identified, but individuals may not be aware that, in combination with other data, the 
risk of identifiability may increase. Currently, patients or mental health consumers 
may not be aware of the ways that their personal data may be shared or sold to dif-
ferent organizations and companies, or that those companies can generate additional 
behavioral or health inferences about individuals. The data protection policies of 
mental health applications can have repercussions for individuals in areas such as 
employment, insurance, litigation that people may not reasonably have expected. At 
the same time, privacy concerns need to be balanced against data sharing practices 
that advance scientific research. In Europe, the General Data Protection Regulation 
presents a model for stronger data protections, including stricter consent provisions 
for the collection of data [71]. California has enacted similar provisions in the 
California Consumer Privacy Act [72]. While these regulations are useful for pro-
tecting personal data, the inferences that can be drawn from the data people share 
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may still pose concern [73]. A reliance on consent as an approach to mitigate data 
protection concerns can also be problematic if not giving consent means that the 
user will be barred from using useful services. Stronger consent rules for use of 
personal data are necessary, particularly in contexts outside of healthcare, and pro-
vided at appropriate reading levels. At the same time, a focus on individual consent 
can overlook the need to include a broader range of people for broader discussion of 
how data may be ethically collected and the appropriate societal goals in doing 
so [74].

8.9  Surveillance

Technologies utilizing AI to monitor people’s behavior may also have surveillance 
applications that are ethically challenging [75]. There are a number of institutions 
and companies that have an interest in monitoring individual behavior and conduct-
ing predictive analysis of mental states for a variety of reasons. Recently, the US 
government had proposed monitoring data from a range of wearables and apps to 
identify individuals for their potential to conduct mass shootings [76]. People diag-
nosed with mental illness were mentioned as a particular focus of such monitoring. 
While there was immediate pushback to this proposal from mental health and pri-
vacy advocates, the desire to use AI technologies to monitor people with mental 
illness for such purposes is not surprising. The use of facial recognition and genetic 
technologies for surveillance purposes in China has also received attention and criti-
cism, as these technologies have been used to conduct behavioral surveillance, par-
ticularly targeting ethnic minority populations [77, 78]. There have been some laws 
passed on a local level to limit the use of facial recognition technology for surveil-
lance [79], and there is a need to consider whether more regulation is needed. The 
use of technologies for behavioral and mental health surveillance can undermine the 
trust that people have in these technologies, use of their data, and the healthcare 
system. In the consumer domain, the massive collection and brokering of personal 
data is a part of what has been termed “surveillance capitalism.” Beyond the issue 
of access to personal data, the inferences from these data can be used in attempts to 
influence and manipulate individuals for marketing and political purposes that raise 
ethical concerns on a societal level [80].

8.10  Conclusion

As efforts move forward to formulate guidelines and identify solutions to the ethical 
challenges presented by AI applications in mental health, there is a need for stake-
holders with expertise in a range of disciplines, as well as patients and consumers, 
to come together and provide input. Transparency and informed consent have been 
commonly identified as goals, particularly in order to address some of the data pro-
tection and privacy challenges, in order to educate users and advise them of the 
potential repercussions of sharing their data. With AI technologies that are used for 

N. Martinez-Martin



121

identifying and addressing behavioral issues outside of healthcare, ensuring mean-
ingful consent of individuals remains challenging and elusive. Even though trans-
parency and informed consent are important components of ethical use of mental 
health applications of AI, there remains a need to consider regulation to protect the 
privacy and safety of consumers, guard against discrimination in relation to predic-
tive technologies, and overall ensure broader discussion and action take place 
regarding realizing societal as well as individual benefits from behavioral and men-
tal health applications of AI.
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