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Preface

This eleventh edition of the EURO Working Group on Decision Support Systems
published in the LNBIP series presents a selection of full papers from the seventh
International Conference on Decision Support System Technology (ICDSST 2021),
initially planned to be held in Loughborough, UK, during May 26–28, 2021, but
eventually held virtually due to the ongoing COVID-19 pandemic. The conference’s
main theme was “Decision Support Systems, Analytics and Technologies in response
to Global Crisis Management” and the principal aim was to investigate the role
Decision Support Systems (DSS) and related technologies can play in both mitigating
the impact of pandemics and post-crisis recovery.

The Euro Working Group on Decision Support Systems (EWG-DSS) planned this
conference series of International Conference on Decision Support System Technology
(ICDSST), starting with ICDSST 2015 in Belgrade, to consolidate the tradition of
annual events organized by the EWG-DSS in offering a platform for European and
international DSS communities, comprising the academic and industrial sectors, to
present state-of-the-art DSS research and developments, to discuss current challenges
that surround decision-making processes, to exchange ideas about realistic and inno-
vative solutions, and to co-develop potential business opportunities. Building on this
tradition, ICDSST 2021 included the following scientific topic areas:

• Decision Support Systems: Advances and Future Trends
• Multi-Attribute and Multi-Criteria Decision Making
• Knowledge Management, Acquisition, Extraction, Visualization and Decision

Making
• Multi-Actor Decision Making: Group and Negotiated Decision Making
• Collaborative Decision Making and Decision Tools
• Discursive and Collaborative Decision Support Systems
• Mobile and Cloud Decision Support Systems
• GIS and Spatial Decision Support Systems
• Data Science, Data Mining, Text Mining, and Sentimental Analysis
• Big Data Analytics
• Imaging Science (Image Processing, Computer Vision and Pattern Recognition)
• Human-Computer Interaction
• Internet of Things
• Social Network Analysis for Decision Making
• Simulation Models and Systems, Regional Planning, Logistics and SCM
• Business Intelligence, Enterprise Systems and Quantum Economy
• Machine Learning, Natural Language Processing, Artificial Intelligence
• Virtual and Augmented Reality
• New Methods and Technologies for Global Crisis Management
• Analytics for Mitigating the Impact of Pandemics



• Intelligent DSS for Crisis Prevention
• Innovative Decision Making during Global Crises
• New DSS Approaches for Post-Crisis Economic Recovery
• Decision Making in Modern Education
• Decision Support Systems for Sports
• General DSS Case Studies (Education, E-Government, Energy, Entrepreneurship,

Environment, Healthcare, Industrial Diversification and Sustainability, Innovation,
Logistics, Natural Resources, etc.)

These topics reflect some of the essential areas of study within Decision Support
Systems, as well as the research interests of the group members. This rich variety
of themes, advertised not only to the (more than three hundred) members of the group
but also to a broader audience, allowed us to gather contributions regarding the
implementation of decision support processes, methods, and technologies in a large
variety of domains. Hence, this EWG-DSS LNBIP Springer edition collates
high-quality contributions of full papers, which were selected through single-blind peer
review. At least two members of the Program Committee reviewed each submission in
the first part of a rigorous two-stage process. The second stage involved the volume
editors judging whether the revised versions did indeed address the issues that
reviewers had raised. Papers that didn’t address properly all of the issues were either
accepted to the conference but not included in this volume, or were not accepted at all.
Finally, we selected 10 out of 44 submissions, which corresponds to a 22.7% accep-
tance rate, to be included in this eleventh edition of Decision Support Systems.

We proudly present the selected contributions, organized in two sections:

1. Multiple Criteria Approaches. This section concerns methods and applications of
Multiple Criteria Decision Aid (MCDA), including specialized software develop-
ment. First, He Huang, Koen Mommens, Philippe Lebeau, and Cathy Macharis
present “The Multi-Actor Multi-Criteria Analysis (MAMCA) for
Mass-Participation Decision Making”, a tool that allows for the involvement of
multiple stakeholders within a decision-making process, and for various relevant
checks like the homogeneity and heterogeneity control of the stakeholders per
group. Then, “Using FITradeoff Method for supply selection with decomposition
and holistic evaluations for Preference Modelling” by Lucia Reis, Peixoto Roselli,
and Adiel Teixeira de Almeida deals with additive aggregation in the context of
Multi-Attribute Value Theory and discusses the combination of two perspectives of
preference modelling in the FITradeoff method for a supply selection decision
problem, while delivering a DSS that provides graphical and tabular visualizations.
This section continues with “DEX2Web – A Web-Based Software Implementing
the Multiple-Criteria Decision-Making Method DEX” by Adem Kikaj and Marko
Bohanec, a specialized online suite of tools for the application of the popular
method DEX to help individuals and groups with their decision-making challenges.
DEX and other MCDA methods are compared over the decision problem of
employee selection in the next article, “Comparison of AHP, PAPRICA, PRO-
METHEE, DEX and TOPSIS on an application for employee selection” by Anton
Stipec and Biljana Mileva Boshkoska. The section closes with “A Survey on
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Criteria for Smart Home Systems with Integration into the Analytic Hierarchy
Process” by Georg Wieland and Herwig Zeiner, where the popular AHP method-
ology is used through a survey on the most important criteria relevant to smart home
systems, discussing topics like the usability, the sustainability and the complexity of
smart home applications.

2. Advances in Decision Support Systems’ technologies and methods. This section
focuses on methods, techniques, approaches, and technologies that advance the
research of the DSS field. Jinyi Liu and Patrick Stacey present “Modelling the
Effects of Lockdown and Social Distancing in the Management of the Global
Coronavirus Crisis - Why the UK Tier System Failed” where a variety of lockdown
circumstances were simulated to examine the importance of social distancing,
lockdown, and quarantine measures. Simulation was also used as a tool for decision
making in an industrial context in the next article, “A case study initiating discrete
event simulation as a tool for decision making in I4.0 manufacturing” by Kristina
Eriksson and Ted Hendberg. Their approach demonstrates the power of analytics to
handle the uncertainty by infusing responsiveness and flexibility into the modelled
systems. Then, Tatiana Levashova, Alexander Smirnov, Andrew Ponomarev, and
Nikolay Shilov present their work on “Methodology for Multi-Aspect Ontologies
Development: Use Case of DSS Based on Human-Machine Collective Intelli-
gence”. Focusing on ontology development methodologies they outline the scope of
a multi-aspect ontology application and introduce a collective intelligence envi-
ronment for decision support. The section continues with a set of works relevant to
Artificial Intelligence (AI). In “Investigating oversampling techniques for fair
machine learning models” Sanja Rančić, Sandro Radovanović, and Boris Delibašić
are challenged by the probable unethical and illegal consequences of AI applica-
tions and propose oversampling techniques to increase fairness, without decreasing
in predictive accuracy of the methods. Again on AI, Ralph Grothmann and Ulrike
Dowie present “Using AI to Advance Factory Planning: A Case Study to Identify
Success Factors of Implementing an AI-Based Demand Planning Solution”. The
focus is on constructing a forecasting model for customer demand and on joining
the forecasts with uncertainty measures to support the decisions of the demand
planning department under uncertainty.

We would like to thank the many people who contributed majorly to the success of
this LNBIP book. First of all, we would like to thank Springer for providing us with the
opportunity to guest edit this DSS volume, and we wish to express our sincere gratitude
to Ralf Gerstner and Christine Reiss, who dedicated their time to guide and advise us
during the volume editing process. Secondly, we need to thank all the authors for
submitting their state-of-the-art work for consideration to this volume, managing to
overcome all the obstacles that have affected scholars around the globe since the
pandemic began. From our point of view, ICDSST 2021 was yet another confirmation
that the DSS community is vivid, active, and has a great potential for contributions to
science. It really gives us courage and stimulates us to continue the series of Inter-
national Conferences on Decision Support System Technology. Finally, we express our
deep gratitude to the reviewers, members of the Program Committee, who volunteered
to assist in the improvement and the selection of papers, under (to be honest) a tight
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schedule. We believe that this EWG-DSS Springer LNBIP volume presents a rigorous
selection of high-quality papers addressing the conference theme. We hope that readers
will enjoy the publication!

March 2021 Uchitha Jayawickrama
Pavlos Delias

María Teresa Escobar
Jason Papathanasiou
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The Multi-Actor Multi-Criteria Analysis
(MAMCA) for Mass-Participation Decision

Making

He Huang(B) , Koen Mommens , Philippe Lebeau , and Cathy Macharis

Vrije Universiteit Brussel, Boulevard de la Plaine 2, 1050 Ixelles, Belgium
He.Huang@vub.be

Abstract. The Multi-Actor Multi-Criteria Analysis is a methodology that allows
for the involvement of multiple stakeholders within a decision-making process. It
reveals the consensus and conflicts between the different groups of people that are
involved in the evaluation but hold different interests.Nowadays, the concept of the
“stakeholder” in MAMCA gradually shifts to the “stakeholder group”, and there
is a need for involving more than one evaluator in the stakeholder group to make
sure all the voices from the group will be heard instead of being represented by
one. Especially when a stakeholder group contains a large variation in interests,
concerns and socio-economic characteristics. Additionally, one group can have
subgroups that might be hard to reach, and therefore are not or un-der-represented
in the analysis. This is typically the case for the ‘citizens’ stakeholder group.

In order to fulfill the needs of the involvement of many different stakehold-
ers within stakeholder groups, the mass-participation function was developed in
MAMCA and theMAMCA survey tool is designed. This tool allows the decision-
maker to design the dedicated survey for the stakeholder group which needs the
mass-participation function. The easy-to-understand evaluation process is used
to avoid time-consuming elicitation. It is possible to check the homogeneity
and heterogeneity of the stakeholders within the stakeholder group based on the
socio-economic profiles collected in the survey.

Keywords: Mass participation ·Multi-criteria decision making ·Multi actor
multi criteria analysis · Survey

1 Introduction

In the decision-making process of public management, stakeholder involvement plays
an important role. The stakeholders, as individuals, have influences on the decision-
making [1]. Normally they have different backgrounds, representing different organiza-
tions/groups. They have interests in the objectives of the project and will be affected by
the consequence of the decision taken [2]. By involving the stakeholders, the decision-
maker can have a better understanding of the objectives of the different parties, which
typically leads to higher implementation acceptance and lower chances of project failure
[3]. In the meantime, the stakeholders are able to voice their own interests or concerns.

© Springer Nature Switzerland AG 2021
U. Jayawickrama et al. (Eds.): ICDSST 2021, LNBIP 414, pp. 3–17, 2021.
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4 H. Huang et al.

Furthermore, the stakeholders can be aware of the presence of other stakeholders, and the
process of the evaluation can reflect their mutual interests and conflicts explicitly [4].

Multi-Actor Multi-Criteria Analysis (MAMCA) is a methodology that extends the
traditionalMulti-Criteria Decision-Making (MCDM)methods by allowing the inclusion
of multiple stakeholders (see Fig. 1). The involvement of stakeholders in MAMCA
facilitates a more rational solution in the field of energy [5], transportation [6], logistic
and mobility [7].

Fig. 1. MAMCA structure

In the MAMCA evaluation process, it is found that some stakeholder groups are not
suitable to be represented by one or a few stakeholders. Because even when they have
the same criteria, their priority to these criteria can be different [8]. Thus, a need for
mass-participation comes to the table of discussion. An extended survey tool designed
for mass-participation involvement in MAMCA software is developed.

In this paper, we will first explain the further developed MAMCA methodology
towards a mass-participation tool. Then, theMAMCA survey tool is introduced. Finally,
a didactic case study of supply chain management is applied to demonstrate the mass-
participation function.

2 MAMCA Methodology Evolution

The MAMCA methodology was proposed to reach a consensus among all the stake-
holders. In Fig. 2, the 7 steps of the MAMCA methodology is shown: (1) alternatives
definition, (2) stakeholder analysis, (3) criteria and weights definition, (4) criteria indi-
cators and measurement methods definition, (5) overall analysis and ranking, (6) results
and (7) implementation. It is clear to see, after defining the alternatives, the stakeholder
analysis is taken. Stakeholders are identified in the early stage [9]. Each stakeholder
takes individual Multi-Criteria Analysis (MCA) based on his/her own criteria tree [10].
The stakeholders can evaluate the alternatives with their own preferences based on the
priorities of their criteria set. They do not confront the conflicts from other stakeholders.
Only at the end of the evaluation, they can check the result of their evaluation, as well as
others’. In such away, there will not be an intervention among the assessment of different
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stakeholders. And during the result analysis, they will be aware of the presence of other
common or conflicting interests or concerns from other stakeholder groups. During the
discussion of the result, the stakeholders can express their interests and explain the result
of the evaluation. The decision-maker will find a win-win solution for all stakeholders
easier after the discussion.

Fig. 2. MAMCA methodology [11]

After themethodologywas introduced for years [12], it was found that normally there
is a need for more than one stakeholder to represent their interest party. More stakehold-
ers are invited in the workshop for the evaluation. Turcksin et al. invited 31 highly
representative stakeholders from 7 different groups to assess several biofuel options for
Belgium that can contribute to the binding target of 10% renewable fuels in transport by
2020 [13]. Sun et al. surveyed 48 highly representative stakeholders from 8 groups to
evaluates the low-carbon transport policies in Tianjin, China [14]. Keseru et al. invited
40 participants into 7 different groups to improve mobility in the city center of Leuven,
Belgium [15]. It could be foreseen that the MAMCA evaluation is not satisfied with
only one representative for each group, that is, the concept of the “stakeholder” move to
“stakeholder group”, as it is hard for only one stakeholder to represent the whole interest
and preference of his/her group. Multiple stakeholders can be invited for the evaluation
of their stakeholder group. Stakeholders within one group already negotiate, but there is
still a bit of struggle with loud and quiet people. They may share the same criteria, yet
they can hold different priorities to the criteria (see Fig. 3).
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Fig. 3. Evolved MAMCA structure

To better adapt the concept of stakeholder group involvement, and to better facil-
itate the workshop, a new MAMCA software was developed [16]. The new software
enhances the participation experience, which can better include the evaluation of multi-
ple stakeholders in one stakeholder group. The standard MAMCA participation system
was introduced in the software (see Fig. 4). The decision-maker can identify the alterna-
tives and define the criteria with stakeholders in the workshop. And the decision-maker
can coordinate the evaluation of the stakeholders. The weight allocation on criteria of the
stakeholder group is the arithmetic mean of all the ranking scores of the stakeholders in
the group, and the box plot of the weights’ differences will be shown. This participation
system can help stakeholders understand the impact on each other. They can check the
points of view not only between the stakeholder groups but also within the group.

Fig. 4. The MAMCA participation system [16]

Still, for some stakeholder groups, this participation system is not well suited. Espe-
cially when there are stakeholder groups like citizens. This kind of group could have a
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massive amount of stakeholders, it is important to collect more profiles from the group
[17]. The opinions from the group need to be heard as much as possible, as it is con-
sidered a way to reduce uncertainty and to improve the democratic legitimacy of those
processes. Because the stakeholders in the group normally have different Socioeconomic
status (SES), the different voices need to be heard, instead of only represented by one
or limited amount during the evaluation. On the other hand, such stakeholders are hard
to reach. Seeing it is always time-consuming and costly to assemble a large number
of stakeholders at the same time, it is not feasible to invite all the stakeholders in the
workshop for the evaluation [18]. A new evaluation model for better assessment by such
stakeholder groups is needed. Thus, mass-participation decision making is proposed.

3 Mass-Participation Decision-Making in MAMCA

Mass-participation is sought targeting to certain stakeholder group, which contains the
following attributes:

• A massive number of stakeholders within one stakeholder group;
• The group that requires more than one representative to voice the preferences of the
group;

• The stakeholders in the group have various relevant socioeconomic status;
• The stakeholders are hard to reach and assemble;
• The stakeholders need an easy to understand and less time-consuming evaluation
method.

Survey data collection is suitable for the evaluation in such a stakeholder group that
fulfills the needs of the mentioned attributes [19]: Because it is not possible to gather all
stakeholders in a single MAMCA workshop, the survey offers them the possibility to
do the weight allocation and evaluation individually, at a non-specified time. The survey
consists of the following elements: Designing and answering survey questions, weight
allocation, and alternative evaluation. In the survey, the decision-maker can also ask
questions on their socio-economic profiles for later research. The Profile Ranking with
Order Statistics Evaluations (PROSE) is applied for the evaluation [20]. This approach
combinesMCDA, voting theory. After the evaluation, the decision-maker can import the
survey data to theMAMCAmodel of the main project. It is also possible to do a post-hoc
analysis to find out the homogeneity and heterogeneity within the stakeholder group.
As shown in Fig. 5, the MAMCA survey model aimed for mass-participation decision-
making is proposed. In such a way, the stakeholders and the decision-maker can work
independently. The stakeholders can weigh the criteria and evaluate the alternatives
under the assistance of the survey tool instruction, without guidance from the decision-
maker, unlike the standardMAMCAparticipation systemwhere the stakeholders have to
participate in the physical or onlineworkshop. In the following sub-section, the necessary
steps of the model are clarified.

3.1 Designing and Answering Survey Questions

When there is a massive amount of stakeholders in one stakeholder group, instead of
treating the stakeholder group as a whole all the time, there is a need to look inside
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Fig. 5. MAMCA survey model

the characteristics of individuals. In a stakeholder group like citizens, the priorities and
preferences of stakeholders can vary according to gender, age, income, education, etc.
[21]. By collecting socio-economic profiles of the stakeholders it can provide a “bird
eye view” of the stakeholder group, which helps the decision-maker identify profiles,
concerns, and opinions. It displays combined and comparable statistical snapshots of
the stakeholder group.

The SES are important indicators in mass-participation decision-making, as the
stakeholder group like “citizens”, “residents” is in a more general term, that it is possible
to find a significant difference statistically of the criteria priority ranking or alternative
evaluation. In that case, the stakeholders can be regrouped or divided into sub-groups
[22].

The analysis of the stakeholder group’s homogeneity and heterogeneity can be done
by asking about some specific stakeholders’ SES. The decision-maker can design survey
questions for inquiring. After collecting the socio-economic profiles of the stakeholders,
it is possible to do a post-hoc analysis by combining the criteria priority ranking and
socio-economic profiles.

3.2 Weight Allocation and Alternative Evaluation

The key point of the evaluation is to be fast, easy to understand but also mathemati-
cally sound. Because of the characteristics of the mass-participation stakeholder group,
stakeholders are often hard to reach, and they do not take the time to understand the
methodology of the calculation, but focus on expressing their preference and priority.
Also, non-technical stakeholders are difficult to understand the mathematical meaning
of the evaluation methods [23]. Thus, PROSE is chosen. This method applies a weighted
sum approach based on order statistics to combine the individual profile distribution. It
is well suitable for mass-participation evaluation, as it does not considers only the mean
distribution values, but also standard deviations [20].
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Weight Allocation. An efficient and transparent weight elicitation technique proposed
by Kunsch and Brans is applied in this model, which is based on semantic relative-
importance classes; stakeholders are required to weigh the criteria based on their priori-
ties [24]. They need to represent relative importance’s on an ordinal score level: 1 (Least
important), 2 (Less important), 3 (Middle), 4 (More Important), 5 (Most important). The
scale is chosen based on the magic number 7 plus or minus 2; by choosing the 5-point
Likert scale (LS), the stakeholders can have space of the mind to process the information
[25]. In the meantime, the priority ranking has enough levels concerning the accuracy of
the weighing. Plus, the “0” class (Not relative) is added for giving a vanishing weight in
the judgment. Stakeholders are asked to define relative-importance classes in the above-
mentioned scale. They need to rank at least one criterion as the “most important” as
it is never empty. Then, stakeholders weigh the other criteria by comparing the most
important criterion.

Weight allocations from all stakeholders in the group are collected. Suppose there
are n criteria in the criteria set of the stakeholder group, the multiple-stakeholder profiles
of criterion k rank on the class weight score ic is wkic , which means the proportionality
of the criterion percentage profile of the class weights. By taking the arithmetic mean of
the importance’s classes, the not-normalized weight (NNW) of the criterion k is gotten:

NNWk =
∑5

ic=0
ic × wkic; ic = 0, 1, 2, 3, 4, 5 (1)

Then the normalized weight (NW) of the criterion k is the NNW of criterion k
proportional to the NNW set:

NWk = NNWk∑n
j=1 NNWj

(2)

In this way, the global weight allocation of the stakeholders from the stakeholder group
is calculated.

Alternative Evaluation. Suppose stakeholders have to evaluate a finite set of alter-
native A = {a1, a2, ..., am}, stakeholders are asked to give performance scores on the
alternatives based on each criterion. A 5-point LS is used, and at least one alternative
needs to be scored 5 as the “most preferred” for one criterion. The other alternatives
are scored by comparing the most preferred alternative, which is treated as a bench-
mark. After collecting all the evaluation data, the performance percentage profile ptji of
alternative t on the class weight score ia based on criterion j is gotten.

The calculation of the performance scores considers the profile distributions. to get
the global performance indicator of an alternative at , say St , the global weight profile
set Gt = {g0, g1, g2, g3, g4, g5} needs to be calculated first:

Gt = {gtia =
∑n

j=1
NWj × ptjia }; ia = 0, 1, 2, 3, 4, 5 (3)

Where ia is the alternative performance score class. After obtaining the global weight
profile set of one alternative, its global mean score Vt can be calculated:

Vt =
∑5

ia=0
ia × gtia (4)
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Still, the sole global mean score loses the important information concerning the profile
dispersion, as the high deviation on the alternative performance scores will result in
a nonconsensual solution among stakeholders. To obtain a safer ranking, the standard
deviation of the performance score is considered. The standard deviation σt ofVt is given
in:

σt =
√∑5

ia=0
gtia × (ia − Vt)

2 (5)

The final global performance indicator combines mean value and spread measured
by the standard deviation:

St = Vt − σt (6)

Only the lower value from the interval of the standard deviation σt is kept for being on
the safe performance side.

The evaluation process of the MAMCA survey model is finished by now. The final
weight allocation of the mass-participation stakeholder group can be used in the nor-
mal MAMCA evaluation process. However, it is advised not to include the alternative
performance indicators as the final evaluation scores of the stakeholder group. Instead,
the global performance indicators of alternatives should be treated as a reference to the
stakeholders’ preferences. It is believed that the criteria priority ranking is much more
objective than the alternative evaluation. The alternative evaluation requires more objec-
tive data and information to support, so the process of the alternative evaluation needs to
be executed preferably by the experts. Still, the decision-maker can compare the result
of the evaluation of experts and the stakeholders’ performance indicators for further
investigating. E.g., they can have a discussion with the stakeholders on it to see what
their potential misconception is, use it to determine communication focus on specific
alternatives.

4 Case Study

In order to apply the MACMA survey model in practice, a survey tool is developed in
the MACMA software. Dedicated pages for the survey tool are built, called “MAMCA
survey tool” pages. Each MAMCA project has individual survey setting pages. And the
decision-maker can publish the surveys dedicated to different stakeholder groups, in
which different survey questions can be asked. Also, the decision-maker has an option
to ask stakeholders to evaluate alternatives or not, while the weight allocation of criteria
is a must.

To demonstrate theMAMCAmass-participation function, a fictive case entitled “The
last-mile in the supply chain” is used. The case aimed to gain insight into the extent
to which different alternatives for the last mile of a supply chain for home deliveries
contribute to the interests of the different stakeholder groups involved. In this case
study, there is a stakeholder group “citizens”, that is suitable for validating the mass-
participation function. In this study, only the stakeholder group “citizens” is focused
upon. The data shown here are for demonstration reason only and are not the result of
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Table 1. Criteria of stakeholder group “citizens”

Criterion Criterion description Direction of preference

Road safety The low risk that a person using the
urban road network will be (fatally)
injured

Maximization

Air quality Low concentration of particulate
matter, NOx and SO2 in the air

Maximization

Urban accessibility Reduce freight transport, less
congestion

Maximization

Attractive urban environment Attractive and livable urban
environment for its citizens

Maximization

Low noise nuisance Reduce noise nuisance of road
transportation

Maximization

an actual survey that was performed among citizens. The criteria of the “citizens” group
and the corresponding descriptions and directions of preference are shown in Table 1.

Before distributing the survey, a relevant question about the stakeholders’ SES is
raised: “Is there a significant difference on the criteria priority ranking between car
owners and non-owners?”. The decision-maker can ask these types of questions through
the survey (see Fig. 6). Then, a survey page dedicated to this stakeholder group can be
generated. Stakeholders need to rank the priority of the criteria. The decision-maker can
choose if stakeholders are also allowed to evaluate the alternatives.

Fig. 6. The screenshot of MAMCA survey setting: design survey questions
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4.1 Stakeholders’ Perspective

The stakeholders receive the survey link that is sent by the decision-maker. The survey
consists of 5 parts: Description of the project, overview of alternatives and criteria,
answering survey questions (optional), weighing the criteria, evaluating the alternatives
(optional). After going through the overview of the alternatives and criteria, they should
answer the SES questions asked by the decision-maker. Next, the stakeholders need to
give the importance scores to the criteria, and optionally, they will give the performance
scores to the alternatives based on their preferences (see Fig. 7).

Fig. 7. Screenshots of the weight allocation and alternatives evaluation pages

The stakeholders do not need to log in to the software. By just answering the survey,
the results will be registered.

4.2 Decision-Maker’s Perspective

After invited stakeholders have finished the evaluation, the decision-maker can check the
final result of the survey in the MAMCA software. As shown in Fig. 8, the table of the
weights’ distribution allocated by the stakeholders and calculated standard deviations are
listed. In this example, it indicates that the criteria “Urban Accessibility” and “Attractive
Urban Environment” have the highest NNWs; at the same time, these two criteria have
the lowest standard deviations, which means they are the most important criteria in the
points of view from the stakeholders. The NWs are the final weight allocation of the
stakeholder group.

After all surveys are submitted and the quality of them are checked, the decision-
maker can import the survey result to theMAMCA project by clicking one single button.
The NWs of the survey will be treated as the weight allocation of the stakeholder group
“citizens” and will be applied in the further evaluation of the MAMCA process.



The Multi-Actor Multi-Criteria Analysis (MAMCA) 13

Fig. 8. Screenshot of the “citizens” group’s weight table

As mentioned before, in this case study we would like to investigate if the car owners
in the group “citizens” would have a different rank of criteria priority than those who
do not own a car. In the MAMCA survey tool, the decision-maker can add comparison
groups based on asked survey questions (see Fig. 9). Two groups are created based on
if the stakeholders own private cars. A pie chart showing the proportion of the answers
indicates that the stakeholders who own private cars are slightly fewer than those who
do not. A bar chart is generated that shows the weight allocation of the criteria from
the two comparison groups. It can be seen there is a large difference in the importance
of the criterion “Urban Accessibility”, that the car owners rank as the most important
criterion among all, while the other stakeholders rank it as the least important. Apart
from that, the other importance of the criteria is similar. It makes sense that, the citizens
overall find an attractive and livable urban environment important, but the car owners
suffer from over-busy traffic so they also think less congestion is really important.

The decision-maker can have a further discussion on it, as now the “citizens” group
has two different criteria priorities because of urban accessibility. Two sub-groups
could be divided into the “citizens” group based on the SES “Private Car Ownership”.
The corresponding criteria weights are allocated regarding the SES. In the afterward
MAMCA alternative evaluation, experts can give more rational evaluation scores for
two sub-groups concern about their interests.
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Fig. 9. Screenshots of the comparison function

5 Limitations and Directions for Future Research

This study tries to demonstrate the new MAMCA mass-participation survey tool. A
fictive case is used in this study; it is a didactic case that was applied in the university.
The students are the actors for different stakeholder groups as roleplays. In the end,
50 samples of the surveys are collected for the “citizens” stakeholder group. Still, there
should bemore responses of the voices as amass-participation decision-making process.
There are still a lot of potentials for this study. Two directions for the future research are
listed below.

First is to have a study on a real “mass-participation” case. This paper mainly talks
about the methodology of the mass-participation decision-making behind and focus on
the presentation of theMAMCA survey tool. A mass-participation case in the real world
concerns about sustainable urban construction logistics will be studied in the near future.
By surveying the citizens in Brussels-Capital Region (BCR), Belgium, the opinions of
the citizens can be gathered, and the mass-participation analysis can be applied. This
mass-participation decision-making can be evaluated in this case.

Second is to have an in-depth discussion of the post process after gathering the
survey. Due to a limited number of pages allowed, there is only a small discussion about
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the sub-group creation and evaluation after collecting the data. A dedicated work will be
done to discuss when and how to regroup the stakeholder group or divided the group into
sub-groups based on the collected information, e.g., standard deviations of the weight
allocations, SES.

6 Conclusion

MAMCAmethodology now shifts the concept of the “stakeholder” to the “stake-holder
group”, trying to hear the points of view frommore stakeholders, instead of those of only
one representative in each group. Elaborate types of groups like “citizens” have some
characteristics that are inefficiently addressed by the current participation system. The
stakeholders within this group are normally hard-to-reach and have quite different SES.
To involve more stakeholders and hear the voices of them, a newMAMCA surveymodel
for themass-participation is designed. The surveymodel divides the tasks of the decision-
maker and stakeholders, such that they can work singly instead of being gathered in the
workshop. PROSE method is used for the evaluation process. It is a transparent method
that applies a weighted sum approach based on order statistics to combine the individual
profile distribution. It is suitable for the mass-participation evaluation as it is easy to
understand but also mathematically sound. Additionally, the decision-maker can inquire
about the SES of stakeholders for further investigation within the stakeholder group.

Following this, a survey tool built in MAMCA software is developed. The survey
tool can explore more detail within one single stakeholder group. As there is a massive
number of stakeholders participating, their priorities might be different. The survey tool
not only indicates the weight allocation of the criteria, but also the standard deviation
of the importance scores given. The decision-maker is able to find the homogeneity
and heterogeneity within the stakeholder group: By creating comparison groups, the
weight allocation of the criteria from stakeholders with different SES are displayed in
a bar chart. If there is a significant difference in the ranking from the stakeholders with
different SES, the decision-maker should consider regrouping or identifying sub-groups
for the stakeholders.
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Abstract. The FITradeoff method is a Flexible and Interactive method used to
solveMulti-CriteriaDecisionMaking/Aiding (MCDM/A) problems,with additive
aggregation in the context of Multi-Attribute Value Theory. This study discusses
the combination of two perspectives of preference modelling in the FITradeoff
method for a supply selection decision problem. Five criteria are considered:
Price, Product Quality, Delivery Time for supplying, Confidence of the Supplier
andService, associating to the classical objectives ofmanufacturing andoperations
strategies. The two perspectives are: the elicitation process by decomposition and
the holistic evaluation. The combination of these two perspectives offers flexibility
for the decision-maker during the FITradeoff decision process. The FITradeoff is
implemented in a Decision Support System, in which the holistic evaluation is
performed using graphical and tabular visualizations.

Keywords: FITradeoff method · Elicitation process · Holistic evaluation ·
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1 Introduction

The FITradeoff method [1, 2] is one of the methods that can be used to deal with
Multi-Criteria Decision Making/Aiding (MCDM/A) problems in the context of MAVT
(Multi-Attribute Value Thinking) [3–5]. Using one of those methods, including, the
FITradeoff method, a solution can be obtained for MCDM/A problems, such as: the best
alternative for choice problematic [1], the ranking of alternatives for ranking problematic
[6], the classification of alternatives into categories for sorting problematic [7], and the
best portfolio of alternatives for portfolio problematic [8]. The FITradeoff method is
implemented in a Decision Support System (DSS) which is available by request at
www.fitradeoff.org.

In literature, a wide range of applications have been performed using the FITradeoff
to support several problems, named: energy selection [8–11], supplier selection prob-
lems [12, 13]; equipment selection [14], location problems [15, 16]; triage decision
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problem [17], scheduling decisions [18], in combination of the World-Class Manufac-
turing (WCM), and the Business Process Management (BPM) [19, 20], in water supply
context [21], and in information system context [22].

Usually, multi-attribute methods uses either holistic or decomposition evaluation
for preference modeling. However, using the FITradeoff method, the Decision-Maker
(DM) can either use the elicitation by decomposition or the holistic evaluation in different
steps of the decision process. In other words, in this method the combination of these
two perspectives of preference modelling is available for DMs use, considering their
cognitive style. This feature is originally discussed in the recent study of de Almeida
et al. (2021) [2]. It is worth mentioning that although using holistic evaluation, this
method has no relation with “preference disaggregation” approaches.

In this context, this study illustrates a decision-making process using the FITradeoff
method to support a supplier selection problem. This problem presents five criteria,
and it is associate to manufacturing and operations strategies. The contribution of the
study is to shows how these two paradigms of decomposition or holistic evaluation can
be combined in the FITradeoff method to solve a supplier selection problem, which is
integrated with the manufacturing strategy approach.

This paper is organized as follows. Section 2 describes the FITradeoffmethod, Sect. 3
describes the supply selection problem,Sect. 4 discuss theFITradeoff process, andSect. 5
draws some conclusions and suggestions for future studies.

2 Combining Holistic and Decomposition Evaluation in FITradeoff

The FITradeoff method [1, 2] combines two paradigms for preference modelling: the
elicitation by decomposition and the holistic evaluation [2]. The elicitation by decompo-
sition is based on the Tradeoff procedure [3] to elicit scaling constants in the context of
MAVT [3]. The FITradeoff uses concepts of partial information, thus indifference rela-
tions between the consequences are not required to be established by the DM. According
to Weber & Borcherding [23], the requirement to define indifference relations leads to
67% of inconsistencies in the results, obtained with the classical Tradeoff procedure.
Also, using the FITradeoff method, a space of scaling constants is obtained, instead of
the exact value of each scaling constant.

The FITradeoff method is considered as a Flexible and an Interactive method. The
FITradeoff method offers flexibility for the DM to conduct the decision process.

In the elicitation process, initially the DM had to rank the scaling constants. After
that, some elicitation questions are presented in order to compare pairs of consequences.
The comparison of consequences followed the order of scaling constants, i.e., those
consequences of adjacent criteria are compared. The elicitation questions are in the
format of the elicitation question illustrated in Fig. 2.

In the holistic evaluation, the alternatives can be compared in a holistic way.
The holistic evaluation is performed using graphical and tabular visualizations. In the
FITradeoff Decision Support System (DSS), four types of visualizations are presented,
named: bar graph, spider graph, bubble graph and table. Figures 3 and 4 illustrate bar
graphs used to perform holistic evaluations.

In this context, considering these two perspectives, the DM can express preferences
using the perspective that she/he judges as the most appropriated to her/his cognitive
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style. In other words, the DM can express preferences concerning the comparison of
consequences or the comparison of alternatives, in each cycle of the process.

After each preference expressed by the DM, an inequality is generated, and it is
included in a Linear Programing Problem (LLP). Thus, after each interaction with the
DM, the LPP model runs, and the space of scaling constants can be reduced. Therefore,
some dominance relations can be established, and partial results can be obtained during
the FITradeoff decision process.

The FITradeoff method is considered interactive, since the DM participates on the
whole process expressing preferences. Moreover, considering the elicitation process and
the holistic evaluation, the FITradeoff process may be shorten since more inequalities
can be included in the LPP model.

Therefore, in the FITradeoffmethod the two perspectives of preferencemodeling can
be combined in an integrated way, providing flexibility for the DM. The DM can alter-
nate between them (elicitation process and the holistic evaluation) during the decision
process, performing those that she/he judges more appropriated to express preferences.
The elicitation process by decomposition is performed by the comparison of pairs of
consequences. On the other hand, in the holistic evaluation, alternatives are compared
in a holistic way.

For instance, the DM can start the process performing the elicitation process by
decomposition, i.e., answering some elicitation questions in the format of Fig. 2. Also,
after each updating on the partial results, the DM can use the visualizations to evaluate
the alternatives. Thus, based on the disposition of the alternatives, the DM can decide if
a preference relation can be established between the alternatives, based on the holistic
evaluation. Thus, for each inequality generated, theLPPmodel runs and the partial results
can be updated, until a final solution has been obtained or the DM decides to interrupt
the process [2]. It is worth mentioning that behavioral studies have been conducted to
investigate how DMs perform the elicitation process by decomposition and the holistic
evaluation [24–32].

In Section four (4), a decision process conducted with the FITradeoff method is
described in order to illustrate the combination of these two paradigms of preference
modelling. The FITradeoff method is available by request at www.fitradeoff.org.

3 Supply Selection Problem

There are many reported studies in the literature showing the use of MCDM/A for
Supply Selection problems [12, 13, 33–35]. This particular selection problem is a case
subsequently applied in order to illustrates the use of the FITradeoff method.

The problem includes seventeen (17) alternatives and five criteria: Price, Product
Quality, Delivery Time for supplying, Confidence of the Supplier and Service. The first
four criteria are associated to the classical objectives studied in manufacturing (and
operation) strategy [36–38]. The criteria Service is associated to the capacity and to the
quality of service that the supplier is able to supply for pos-delivering the product. This
criterion is evaluated by experts using a Likert scale of five levels, in which the level five
represents the highest performance and the level one represents the worst performance.

http://www.fitradeoff.org
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The Price is given in a range of US $50,000 to US $80,000 and it is naturally a
decreasing in preference criteria. The Product Quality criterion is evaluated by experts
using a Likert scale of five levels.

The Delivery Time and the Confidence are associated to strategic objectives, as it
is considered in manufacturing and operation strategy studies [36–38]. The former is
associated to the production and logistic capacity of the supplier and it is found in a
range of 7 to 20 days. The latter is associated to the credibility of a supplier in delivering
the product on time. That is, it is related to the ability a supplier has of accomplishing the
committed Delivery Time. This criterion is evaluated by experts (range of 0 to 100) and
represents the probability that the supplier can deliver the product on time. Table 1 shows
the consequence matrix, with the consequences for each criterion for the 17 suppliers.

This case study is based on previous studies considering manufacturing strategy
approach. Thus, the data presented in Table 1 are based on previous studies, although
the data are prepared only for illustrating purpose in this case.

Table 1. Supplier selection decision matrix

Alternative vs Criteria Confidence Quality Price Delivery time Service

Supplier 1 84 2 69057 14 2

Supplier 2 80 2 78954 10 5

Supplier 3 76 2 60625 14 5

Supplier 4 89 4 63572 11 2

Supplier 5 77 2 56036 18 4

Supplier 6 85 2 71143 20 1

Supplier 7 92 3 69571 7 2

Supplier 8 93 2 63215 18 3

Supplier 9 74 5 54414 13 1

Supplier 10 80 5 57043 18 3

Supplier 11 71 5 57288 12 3

Supplier 12 88 2 50633 19 3

Supplier 13 78 3 53063 9 3

Supplier 14 76 2 52848 19 2

Supplier 15 82 4 66776 19 2

Supplier 16 90 2 79240 13 4

Supplier 17 92 4 66591 20 5

4 Analyzing the Supply Selection Problem with FITradeoff DSS

The ranking of the suppliers has been obtained using the FITradeoff method for ranking
problematic [2, 6]. The ranking is obtained based on dominance relations between the
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alternatives, computed from Eq. (1). Equation (1) is the objective function in the LPP
model. The constrains are the preferences expressed by the DM during the decision
process.

MaxD(SupN , SupZ) =
n∑

i=1

kivi
(
SupN i

) −
n∑

i=1

kivi
(
SupZi

)
(1)

The first preference relation expressed by the DM during the decision process is the
ranking of the scaling constants, as illustrated in the Eq. (2).

KConfidence > KQuality > KPrice > KDeliveryTime > KService (2)

Thus, this inequality is included in the LPP model and after that, some dominance
relations have been observed between the suppliers. The suppliers 4, 7, 8, 10, and 17
are incomparable in the top of the ranking and dominated the other. However, all the
suppliers continue allocated in the same position of the ranking, as illustrated by the
Hasse Diagram in Fig. 1. The Hasse Diagram is obtained in the FITradeoff DSS.

Fig. 1. Hasse Diagram with one position

In this context, in order to obtain more information about the suppliers’ ranking, the
DM continue the elicitation process by decomposition, comparing the consequences in
pairs. The first elicitation question answered by the DM is illustrated in Fig. 2.

In this case, the DM prefers a supplier which had intermediate performance in the
criterion Confidence, then a suppler which had the best performance in the criterion
Service. Thus, the inequality in the format of Eq. (3) is inserted in the LPP model.

KConfidencevi(xi)) > KService (3)

After seven elicitation questions, in the same format of Fig. 2, the ranking has been
updated. The Supplier 6 has been defined as the worst of the group, i.e. the supplier 6 has
been dominated by the other, in a transitive way. On the other hand, the Suppliers 4, 10
and 17 are incomparable in the top of the ranking.

The DM can consider the holistic evaluation in order to compare the suppliers that
are incomparable in the positions of the ranking. However, the DM decide to continue
the elicitation process by decomposition since the number of alternatives which are
incomparable are high, and several holistic evaluations should be conducted.
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Fig. 2. Elicitation question

Therefore, after more four elicitation questions, the ranking was updated to six
positions. At this moment, the Suppliers 4 and 17 are incomparable in the first position,
and the Suppliers 7 and 10 are incomparable in the second position. Thus, the DMwishes
to perform the holistic evaluation to compare these suppliers. The FITradeoff DSS offers
four types of visualizations to conduct the holistic evaluation, named: bar graph, spider
graph, bubble graph and table. The DM prefers the bar graphic since it is quite common
in decision-making process. Also, based on neuroscience studies the bar graphs have
been indicated as the most appropriated kind of visualization [28, 31, 32]. Thus, Fig. 3
illustrates the bar graph used to compare the Suppliers 4 and 17, and Fig. 4 illustrates
the bar graph used to compare the Suppliers 7 and 10. In these bar graphs, the heights
of the bars represent the performance of the alternatives.

Based on Fig. 3, the DM observes that the performances of Suppliers 4 and 17 are
remarkably similar in the first three criteria (Confidence, Quality and Price). Hence,
the DM does not feel comfortable to define a domination between them, based on the
holistic evaluation. On the other hand, based on Fig. 4, the DM consider the Supplier 10
preferable than the Suppler 7, since the former presents the highest performances in the
criteria Quality and Price. Also, the Supplier 10 presents similar performance in the first
criterion (Confidence), nearly to 80% of the performance of the Supplier 7. Therefore,
this preference relation is included in the LPP model, in the format of Eq. (4), and the
Hasse Diagram has been updated, as illustrated in Fig. 5.

n∑

i=1

kivi(Sup10i) >
n∑

i=1

kivi(Sup7i) (4)

In order to obtain more information about the first position of the ranking, the DM
decides to continue the elicitation process by decomposition. Thus, more five elicitation
questions have been answered.
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Fig. 3. Bar Graphic with Supplier 4 and Supplier 17

Fig. 4. Bar Graphic with Supplier 7 and Supplier 10

After that, the ranking has been updated, presenting thirteen (13) positions. In this
new version of the ranking, the Supplier 4 is the one in the first position. Moreover, the
Suppliers 9 and 11 are incomparable in the third position, and the Suppliers 1, 2 and 5
are incomparable in the eleventh position.

In this context, the DM wishes to compare, in a holistic way, the Suppliers 9 and
11, because they are in the top of ranking. Figures 6 illustrates the bar graph with the
Suppliers 9 and 11. On the other hand, the DM do not wish to compare the suppliers 1,
2 and 5 because they are in the final of the ranking.

Based on Fig. 6, the DM observes that the suppliers present same performance on
the criterion Quality. Also, the suppliers present similar performance on the criteria
Confidence and Price, but the supplier 9 presents a small advantage in performance
compared to the supplier 11.On the other hand, the supplier 11 presents a small advantage
in performance in the criterion Delivery Time, and a marked advantage in criterion
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Fig. 5. Hasse Diagram with six positions

Fig. 6. Bar Graphic with Supplier 9 and Supplier 11
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Service. Therefore, the DM judges this visualization as a quite difficult to establish a
dominance relation between these alternatives.

In this context, the DM wishes to consider other visualizations presented in the
FITradeoff DSS. The DM selected the table to use. In FITradeoff DSS, the tables present
the decision matrix data (Table 1), but only for the specific alternatives in evaluation.
Thus, Table 2 illustrates the performances of the Suppliers 9 and 11 in each one of the
criteria.

Table 2. Table with the Suppliers 9 and 11

Alternative vs Criteria Confidence Quality Price Delivery time Service

Supplier 9 74 5 54414 13 1

Supplier 11 71 5 57288 12 3

Based on Table 2, the DM considered that the small advantages of the Supplier 9 over
the Supplier 11 in the criteria Confidence and Price, are sufficient to prefer the Supplier
9. The supplier 9 is those that presents the small price in the set. Thus, the inequality in
the format of Eq. (5) is included in the LPP model.

n∑

i=1

kivi(Sup9i) >
n∑

i=1

kivi(Sup11i) (5)

At this point, the DM stops the decision process since the first ten position had
been defined, as illustrated in Table 3. If the DM wishes, she/he can continue the deci-
sion process in the FITradeoff DSS, considering the combination of the elicitation by
decomposition and the holistic evaluation.

Table 3. First ten positions of the ranking

Position Supplier

1 Supplier 4

2 Supplier 17

3 Supplier 10

4 Supplier 7

5 Supplier 9

6 Supplier 11

7 Supplier 13

8 Supplier 12

9 Supplier 8

10 Supplier 15
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It is worthmentioning that the sequence of preferences expressed during the decision
process, in the elicitation or the holistic evaluation, depends on the DM. If other DM
performs the same problem, and present different preferences for the comparisons, the
partial order should be different.

5 Conclusion

Usually, multi-attribute methods uses either holistic or decomposition evaluation for
preference modeling. In each case it is assumed that one of them is more appropriate
for the decision process. However, in the FITradeoff method, the DM can choose the
most appropriate perspectives - elicitation process by decomposition and the holistic
evaluation, in each step of the decision process. For instance, in the elicitation process
by decomposition the DM express preferences for pairs of consequences. On the other
hand, in the holistic evaluation the DM express preferences for pairs of alternatives [2].

Therefore, this study illustrates how the new features of the FITradeoff method
works in the supply selection problem, which is a relevant kind of decision problem,
often approached in the literature. Previous studies with FITradeoff method considered
the supply selection problem [12, 13], but in this study the problem is integrated with
the manufacturing strategy approach.

Several behavioral studies have been performed and are already publish in the liter-
ature concerning to the FITradeoff method. These studies investigate behavioral aspects
in the elicitation process and the holistic evaluation. Thus, for future research, additional
behavioral studies should be performed in order to investigate the combination of these
paradigms in the FITradeoff decision process, since the previous one investigated the
elicitation process and the holistic evaluation in an individual way.
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Abstract. DEX2Web is anonline suite of tools to help individuals andgroupswith
their decision-making. DEX2Web implements the qualitative multiple-criteria
decision-modellingmethodDEX.DEX is useful for supporting complex decision-
making tasks, where there is a need to select a particular option from a set of possi-
ble ones to satisfy the goals of the decision-maker. DEX2Web primarily supports
interactive development and evaluation of DEXmodels. Most of the functionality
of the first available version of DEX2Web is inherited from its desktop ancestor
DEXi: development of DEXmodel structure, editing of attributes and their scales,
definition of decision rules, multi-attribute evaluation and analysis of alternatives,
and presenting evaluation results with charts. DEX2Web has a modern software
architecture and employs a newly developed DEX software library. DEX2Web is
freely available on https://dex2web.ijs.si/.

Keywords: DEX2Web · DEX · Decision-making software ·Multiple-criteria ·
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1 Introduction

Decision-making is the process of identifying and choosing alternatives based on the
values, preferences, and beliefs of the decision-maker. Some decision problems are
inherently difficult because of various obstacles, such as missing information, uncer-
tainty, conflicting goals, and opposing views of multiple decision-makers. In such situ-
ations, decision-making may substantially benefit from using decision-aiding methods
and tools.

Decision problems of a type that involvemultiple, possibly conflicting criteria, can be
aided usingMultiple-Criteria Decision-Making (MCDM) methods [1, 2]. The aim is to
help the decision maker understand better and structure a decision problem to represent
it in the form of a decision model and use this model for decision-making tasks, such as
choosing, ranking/sorting decision alternatives, and analyzing the gained results [2].
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To support the use of MCDM methods in practice, various multi-criteria decision-
making software (DMS) have been developed [3, 4]. Decision-making software usually
provides ways to build a decision model and analyze the results. Decision-making soft-
ware consists of various forms of computer programs designed to enable users to pro-
cess a set of goals to be achieved, alternatives available for making them, and relations
between goals and options. World Wide Web (WWW) technologies have rapidly trans-
formed the design, development, and implementation of all types of DMS [5, 6]. In this
work, we are focused on the decision-making method DEX and its implementation as a
web-based DMS.

Decision Expert (DEX) is a qualitative MCDMmethod. Currently, the DEX method
is implemented in freely available software called DEXi [10]. DEXi is useful for sup-
porting complex decision-making tasks, and it runs as a desktop application on the
Microsoft Windows platforms. DEXi supports two primary functions: (1) development
of qualitativemulti-attributemodels and (2) applying thesemodels for the evaluation and
analysis of decision options. DEX software is also distributed partly in other computing
platforms. DEXi has been extensively and successfully used in numerous national and
international projects [7].

DEXi software was released 20 years ago. Even though it has been regularly updated
and extended with new features, it has reached the state that calls for a thorough renova-
tion. In this work, we are designing modern web-based software called DEX2Web with
an enhanced architecture that integrates the DEX method through the newly developed
DEX library.

The structure of this paper is as follows. The next two sections describe the DEX
method and supporting software, respectively. The implementation of DEX2Web is
presented in Sect. 4. In Sect. 5, we conclude this work.

2 Qualitative Multiple-Criteria Method DEX

DEX [7–9, 11, 12] is a qualitative, hierarchical,multi-criteria decision-modellingmethod
for the evaluation and analysis of decision alternatives. DEXdecisionmodels have a hier-
archical structure, representing a decomposition of some decision problems into smaller,
less complex sub-problems. DEX models are developed by defining (i) attributes, (ii)
attribute scales, (iii) hierarchically structure of the attributes, and (iv) decision rules [13].

The DEX model thus consists of:

• Attributes: variables that represent basic features and assessed values of decision
alternatives. DEX models can have one or more root attribute(s), i.e., those that do
not have any parent attributes. Attributes that do not have any child attributes are
called input attributes; all other attributes are aggregated attributes.

• Scales of attributes: these are qualitative scales and consist of a set of words, such
as: “excellent”, “acceptable”, “inappropriate”, etc. Usually, but not necessarily, scales
are ordered preferentially, i.e., from bad to good values.

• Hierarchy of attributes: represents the decomposition of the decision problem and
relations between attributes; higher-level attributes depend on lower-level ones. In
general, a hierarchy is a directed graph without cycles.
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• Aggregation function: to aggregate qualitative values, DEX primarily uses decision
tables [13], which can be interpreted as collections of if-then rules. To define an
aggregation function, the decision-maker defines an output value for each combination
of input attribute’s values.

Decision alternatives (also called options in DEXi) are defined by qualitative val-
ues, which are assigned to the model’s input attributes. DEX evaluates alternatives in
a bottom-up way, progressively aggregating the values according to the hierarchical
structure of the model. Values of aggregated attributes, for which their respective chil-
dren attributes already have values assigned, are aggregated using the corresponding
aggregating functions. The final evaluation of an alternative is represented by the values
calculated at the model’s roots.

The DEX model that will be illustrated in this section will be used throughout this
work to describe different properties of the DEX method. The model described here
is the well-known DEX model Car [14], which is distributed together with the DEXi
software.

Table 1. On the left side, the structure of the attributes is presented, and on the right side, their
corresponding scales are displayed. The scales are ordered from worst values (shown in red) to
best values (shown in green).

The Car model is a simple model for evaluating cars, where the input attributes
influence only one parent attribute. All the attributes have qualitative values assigned,
which is shown inTable 1. There are 10 attributeswhere 6 are input, and 4 are aggregated,
including one root attribute.

Table 2 shows the aggregation function (decision rules) of the CAR attribute. The
two leftmost columns correspond to the two attributes that influence CAR: PRICE and
TECH.CHAR. These two columns contain all possible combinations of their input values.
The third column gives the output value of the aggregation function for the respective
row. The third column is filled-in by the decision-maker.

Hereafter, this paper is focused on the implementation of the DEX2Web software.
For further methodological issues and recommendations for DEX model development,
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for instance, how to choose and structure attributes and how to define value scales, the
reader is referred to [7–10].

Table 2. Decision table of the aggregated CAR attribute.

3 Software for DEX

Three main generations of DEX qualitative modelling computer programs have been
developed so far:

1. DECMAK [15] was released in 1981 for operating systems RT-11, VAX/VMS, and
later for MS-DOS.

2. DEX [16] was released in 1987 as an integrated interactive computer program for
MS-DOS.

3. DEXi [10] was released in 2000 as an interactive educational program for MS-
Windows.

Over the years, additional features were added to DEXi, which gradually became a
complete, stable and de-facto standard implementation of the DEX method. DEXi sup-
ports an interactive creation and editing of all components of DEX models (attributes,
their hierarchy and scales, decision tables and alternatives), and providesmethods for the
evaluation and analysis of alternatives (what-if analysis, “plus-minus-1” analysis, selec-
tive explanation, comparison of alternatives). DEXi is free software, available at https://
kt.ijs.si/MarkoBohanec/dexi.html. There are other implementations related to DEX, for
instance, proDEX [17], a stand-alone Python implementation of DEX, and DEXx [9], a
Java-based library.

DEX library is a new software library, developed from scratch, that implements
all the DEX features proposed through decades of development in a unified, compact
and modern software architecture. The library’s main components have been designed
according to the proposal of the so-called Extended DEX [9] and include:

https://kt.ijs.si/MarkoBohanec/dexi.html
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• DexProjects is a new class aimed at managing multiple DEX models within the same
decision project.

• DexModels represents a single DEX model.
• DexAttributes represents a single attribute (variable) of a DEX model. Attributes can
be structured into trees or true hierarchies (directed acyclic graphs).

• DexScales represents attribute value scales. In addition to qualitative scales, which
are exclusively used in DEXi, the new library also supports bounded and unbounded
integer and continuous scales.

• DexValues is a class that represents different values that can be assigned to attributes.
In addition to qualitative values used in DEXi, the DEX library supports numerical
values, intervals, sets, probabilistic and fuzzy distributions, and offsets.

• DexFunctions represents aggregation functions. In comparison with DEXi, a number
of new function types have been introduced, including constant, weighted, marginal,
discretization and programmable functions.

• DexAlternatives is a component that represents decision alternatives.
• DexEvaluation provides the functionality needed to evaluate the existing alternatives
of a DEXmodel, using various value propagation methods: single value, interval, set,
or probabilistic or fuzzy value distribution.

• DexViews represents different states of objects of classes of the library that need to
be represented in the user interface. The output of a DexView can be a JSON or XML
object.

• DexEditors contain a collection of classes for editing components of DEX models:
projects, models, scales, aggregation functions and alternatives.

The DEX library is used as the core component of DEX2Web.

4 DEX2Web

Themain purpose ofDEX2Web is to provide a newmodern software supporting theDEX
method. DEX2Web employs the DEX library and provides a web-based user interface so
that the software can be used through an internet browser. In the current version, which
is presented in this paper, we primarily implemented the functionality that is currently
available in DEXi. The web-based environment also encouraged us to add some group
decision-making features.

In this section, we describe the functional and non-functional requirements for the
software, followed by a description of software architecture and an example of using the
system.

4.1 Functional Requirements

The functional requirements of the DEX2Web are defined as follows:

• Usage of the DEX2Web – DEX2Web allows the users to create or import a single
DEX project, which may contain multiple DEX models. DEX projects are stored
for registered users. DEX2Web is backwards compatible with DEXi and can import
models created by DEXi.
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• Registration – This function allows the users of DEX2Web to register/create an
account through a web browser. At this level, the input data required are in harmony
with those required from the OAuth [18] internet protocol.

• Log in – This function allows users to log into the DEX2Web to use the functionality
provided for registered users in the system.

• Account editor – This function allows users to edit all their provided account data
given at the registration level.

• Project editor – This function allows DEX2Web users to create, edit, delete, import,
export, and share a DEX project with other users. A DEX project can be saved on the
DEX2Web server or on a local machine by exporting. An owner of a DEX project can
add an unlimited number of users as members of that project.

• User roles – This function allows the users to specify a specific user’s role in the
case when they share a specific DEX project. Currently supported roles are Decision
Maker and Decision Analyst.

• Model editor – This function allows users to create, modify, delete, import, export a
DEXmodel, and share it with other users. Themodels supported in the current version
have the same components as in DEXi, i.e., they are restricted to qualitative attributes
and rule-based aggregation functions.

• Attributes – This function allows users to create, modify, and delete attributes. The
concept of linked attributes in DEXi [10] is replaced by the more general concept of
using full attribute hierarchies [9]. No restrictions are imposed upon the number of
attributes included in a model. The largest DEX models constructed so far did not
exceed 500 attributes [7], and this number is easily manageable by DEX2Web.

• Scales – This function allows users to create and modify scales of attributes. This
version of DEX2Web supports categorical scales with any number of values, the
same as DEXi.

• Aggregation functions – This function allows users to define and modify aggregation
functions of attributes of type aggregated. Aggregation functions are currently repre-
sented only in the form of decision tables, the same as in DEXi. For practical reasons,
the size of the tables is by default limited to the maximum of 2000 entries.

• Values – This function allows users to define DEX values to scales of attributes, the
output of decision rules, and decision alternatives. The supported values are analogous
to those in DEXi.

• Alternatives – This function allows users to define, modify, and delete alternatives.
• Evaluation – This function allows users to evaluate the defined alternatives. In this
version of DEX2Web, only qualitative evaluation is supported.

• Improved user-interface – This function allows the users to see a DEXi-like view
where one attribute from the model is selected, but also extends it with displays of
properties and details of attributes, which are selectable by the user.

• Editor of multiple DEX models – This function allows users to edit up to five different
DEX models simultaneously.

• Search – This function allows users to search in terms of DEX projects and DEX
models by their names.

• Charts – This function allows users to build interactive charts. The charts supported
by DEX2Web are of the type Bar and Radar.
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• Group decision-making –This function provides support for group decision-making in
two ways; (1) while sharing a DEX project with multiple users and (2) sharing a DEX
model based on the Web Socket protocol [19]. Each user can define any number of
models within a given project and share them with other users. There is no prescribed
limit of the number of users sharing the same DEX model.

4.2 Non-functional Requirements

The non-functional requirements of DEX2Web are:

• Usability

– The user interface is implemented using Thymeleaf.
– The styling of web pages is done by Bootstrap front-end open-source toolkit.
– Changes of the web pages’ style are done in the Bootstrap toolkit’s source files,
and they are recompiled each time any change appears.

• Reliability/Availability

– The software is deployed on a server that meets minimum requirements for a Spring
project of version 2.3.4 that runs with Java 8.

– The platform is designed to be available at all times, except in the rare cases of
maintenance.

– Before any update or upgrade of the platform, users are informed in advance through
email and a notification on the platform’s main page.

• Scalability

– The whole platform project is built as a single JAR (Java ARchive).
– The database is physically separated from the web-server.
– The platform media are saved within the server.
– The extension of volumes in storage space is done physically.

• Performance

– The client requests are managed by thread connection pool.
– The production database connections are managed by HikariCP [21] that supports
the connection pool.

– The port is 1000 Mbit/s with unlimited traffic.
– The base of each webpage is light, and it downloads it under 250 ms.
– Small AJAX requests are supported and allowed. The same is applied for web
socket connections.

– DEX2Web supports up to 1000 threads simultaneously.
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• Serviceability

– A specific documentation tool is developed within this project calledDexDoc. This
tool provides documentation of the platform DEX2Web and the DEX library. The
DexDoc is interactive and can handle the next versions of both components.

– The platform’s logging is done using Apache Commons Logging, and for the DEX
library, it is done from a built-in logging mechanism within the library.

– The Aspect-Oriented Programming (AOP) is used to increase the modularity of
cross-cutting concerns.

• Security

– The server where DEX2Web is deployed is secured using network restrictions.
– The web session timeout is set to 30 min.
– HTTPS protocol is used to communicate between the browser and the server.
– The validation of imported DEX files is done on two sides, user and server-side.
– Nothing in the database is permanently deleted.
– Database backup is done automatically every day.
– Database backups are relocated manually to another secure server each week.
– The authorization and authentication of the user are taken care of by following
Spring Security [20].

4.3 Multi-layered Architecture

DEX2Web implements the DEX method using the newly developed DEX library. To
fulfil the functional and non-functional requirements defined above, and to reduce the
development time, we used a Java framework known as Spring Boot [20].

The architecture of DEX2Web is multi-layered due to the web-based nature of soft-
ware. The software architecture is dependent on the architecture of the Spring Boot
framework.

DEX2Web is a large-scale web-based enterprise application. DEX2Web application
consists of two main parts: (1) resources and (2) business logic. The first group of
resources consists of view layouts and media type resources such as images (158 files).
The second group of DEX2Web application consists of Java classes (78 Java files)
structured mainly following the model-view-controller design pattern.

DEX2Web implements a 4-layer architecture (see Fig. 1) consisting of:

• Presentation layer:Webpages for handling the dialoguewith the user (decisionmaker)
and invoking the necessary services.

• Business layer: It consists of the DEX library that provides means and methods for
the creation and modification of DEXmodels, and evaluation and analysis of decision
alternatives. Also, it includes all the other components that are mainly supported by
the Spring Boot framework, such as handling the MVC design pattern and providing
utilities needed to implement functional requirements.

• Persistence layer: It consists of components where we set up the communication
channel with the database following data-access-object and data-transfer-object
patterns.



38 A. Kikaj and M. Bohanec

• Database layer: A relational database designed usingMySQL, which is used to store
data and to facilitate sufficient information sharing between users and the library to
provide full functionality of DEX2Web.

This implementation of DEX2Web is the first available online DMS that supports the
DEX method for model development, and evaluation and analysis of alternatives. The
software can be used remotely, which opens up new possibilities in decision support.
To support group decision-making, such DMS requires a network to share information,
and the Internet serves for this purpose. DEX2Web supports both individual and group
decision-making.

Fig. 1. Multi-layered architecture of DEX2Web.

4.4 Example of Using DEX2Web

This section presents a DEX2Web use-case, illustrating the development of DEXmodels
and evaluation of decision alternatives. The example uses the CAR model, presented in
Sect. 2.

Figure 2 shows the model editor of DEX2Web, which provides functionality for
defining the hierarchical structure of the model, naming, and describing attributes, and
accessing editors of other DEX model components (scales and aggregation functions).
Figure 2 shows the structure of the CAR model in the stage where scales of attributes
and aggregation functions have not been defined yet.
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Fig. 2. Tree structure of the car model in DEX2Web.

Fig. 3. Defining scale of the CAR attribute in DEX2Web.

Figure 3 shows the window used to define the scale of an attribute – specifically, the
scale of the root attribute CAR, which consists of four preferentially-ordered qualitative
values: unacc, acc, good, and exc.

The next step is to define the aggregation function of all aggregated attributes.
Figure 4 shows the function editor while editing the decision table from Table 2. By
default, output values are assigned to the value “*” (asterisk) that represents the set of
all values of the scale of that attribute. Figure 4 shows the defined aggregation function
of CAR aggregated attribute where the decision-maker has already defined the output
values in the right-most column.
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Fig. 4. Aggregation function of the CAR attribute of the Car model in DEX2Web.

Fig. 5. Evaluated results of alternatives shown using radar charts in DEX2Web.

After defining all model components, the decision-maker can define decision alter-
natives and evaluate them. Figure 5 shows the results of two evaluated alternatives (cars)
using radar charts.
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Table 3. Functionality comparison between DEXi and DEX2Web.

Functionality DEXi DEX2Web

Online ✗ ✓

DEX projects ✗ ✓

Tabular view of DEX models ✗ ✓

DEX attributes ✓ ✓

DEX scales ✓ ✓

DEX aggregation functions ✓ ✓

Scale order in aggregation functions ✓ ✗

Weight in aggregation functions ✓ ✗

Reports ✓ ✗

Editor of multiple DEX models ✓ ✓

Multiple view creator ✗ ✓

Interactive charts ✗ ✓

Group decision-making ✗ ✓

Table 3 presents a comparison of supported functionality of DEXi and DEX2Web.
The latter is the first online DEX implementation and extends DEXi by supporting
DEX projects (as collections of DEX models), provides additional interactive views
of DEX models and charts, and supports some basic group decision-making features
(sharing of models). At this stage, some advanced DEXi features (considering scale
orders and attribute weights to aid aggregation function editing, advanced reports) are
not implemented in DEX2Web, but will be gradually introduced in the future.

5 Conclusions

The purpose of this work was to design a new decision-making software that implements
the DEX method in a web-based environment. The main goals were to define a modern
software architecture and user interface, suitable for the web, and to utilize the newly
developed DEX library, which is meant to provide an extended set of methods and tools
for the new generation of DEX software.

DEX2Web is the first fairly complete implementation of the DEX method avail-
able for interactive use on the Internet (https://dex2web.ijs.si/). DEX2Web is backwards
compatible with DEXi: it can import, but not export, DEXi models; the latter is due to
the extended functionality of the DEX library, which is not available in DEXi. The first
version of DEX2Web was completed in October 2020, so it is still a brand-new software
without much-gained experience about its use in practice.

Currently, DEX2Web mainly resembles the functionality that is already available in
the desktop software DEXi. In addition to user and safety management functions, which
are necessary for the web environment, DEX2Web currently provides only minor exten-
sions to DEXi: multiple models collected within DEX projects extended model-editing

https://dex2web.ijs.si/
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views andmodel sharing.However, the architecture ofDEX2Web isflexible, and together
with the new DEX library, additional features will be gradually added to DEX2Web.
These include combining qualitative and quantitative attributes, using extended value
types in aggregation functions and evaluation of alternatives (intervals, fuzzy and prob-
ability value distribution, and samples), multiple types of aggregation functions (e.g.,
for conversion between qualitative and quantitative attributes and weighted aggregation
using weights), and additional support for group decision-making.
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Abstract. Employee selection is an essential process that in many organizations
depends only on human judgement, and in today’s fast-changing work environ-
ment, is susceptible to human errors. Hence, the problem of selecting the most
appropriate employee is complex and costly, especially if the selected employee is
unsuitable for the job position. The complexity of the problem arises from several
requirements: each job position requires more than one criterion to be fulfilled by
the job candidate; each candidate has a different set of skills, and usually, several
candidates apply to one job position. The decision-maker has to make a quick
selection decision, as the longer employee selection process is, the greater the
costs are. In this article, we build 20 decision support models for four different
job positions with fiveMulti-Criteria DecisionMaking (MCDM)methods and we
compare them on a real set of data from an employment agency. The goal of this
comparison is to recommend which method is most suitable by comparing the
correctness of the results, ranking with missing values and difficulty to use. The
results show which MCDMmethod is better for filtering most suitable employees
given all required criteria and which MCDM method would be recommendable
for employees ranking.

Keywords: Employee · Selection ·Multi-criteria · Decision · Employment

1 Introduction

The employee selection in organisations is of utmost importance to survive in the increas-
ingly demandingmarket. The role of selecting the best employee in a large organization is
performed by the human resources (HR) department, however, small organisations lack
time and experiences, hence they usually outsource this task to employment agencies.

In the process, the employment agencies face many potential candidates for one job
opening while having a limited time for making the selection. Each candidate possesses
certain skills, knowledge and personality, that need to be matched with the job position
criteria leading to a complex problem. The main goal of the employee selection is hiring
the best available employee, who will fulfil the required criteria and, in a certain way,
be the right person for the job. If an employee is unsuitable or unhappy with the job
position, wages, and/or working environment, his/her productivity will be decreased
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and that may result in more costs for the organization. The usual job criteria that are
considered by the decision-maker are level and type of education, language, driver’s
license, previous job experience and other qualifications that depend on the job type
(computer skills, professional driver’s license, personal skills, etc.). The decision-maker
may be further influenced by subjectivity and personal opinion. Only by examining all
available information about each job candidate and rank the candidates, the decision-
maker will be able to determine which one is the best for the job and finally make a
decision. Since there is more than one criterion required to make the decision, employee
selection can be defined as a Multiple Criteria Decision Making (MCDM) problem.
To ensure that all gathered information about each job candidate is processed properly,
to minimize the influence of decision maker’s subjectivity and to decrease the time to
select employees, an expert-based Decision Support System (DSS) based on an MCDM
method, can be implemented. There are numerous MCDMmethods available which can
be used to improve employee selection, each has its advantages, disadvantages, strengths
or weaknesses. In this paper, we compare five qualitative MCDM methods, TOPSIS,
PROMETHEE, PAPRICA, DEX and AHP to determine their strengths, weaknesses and
differences thus allowing researchers to select the most suitable one for the preparation
of a DSS for employee selection or other similar MCDM problem.

The paper is organized as follows. In Sect. 2 we present the related work of other
MCDMmethods applied to the problem of the employee selection. In Sect. 3we describe
a case study used for comparison of the MCDM methods. In Sect. 4 we describe the
MCDM methods used in this research. In Sect. 5 we present and discuss the ranking
results and in Sect. 6 we present the conclusion of this research.

2 Related Work

Employee selection has been extensively researched by many authors. In his article,
Acikgoz [1] described an integrative model of job search and employee recruitment,
which can help explain specific relationships between individuals and organization in
the recruitment process, how the organization approaches individuals and explain the
individual’s approaches to the organization in the recruitment process. Kalugina&Shvy-
dun [2], in their article, dealt with the problem of employee turnover as a major issue
for today’s companies. They presented a model for matching candidates and employers
in the process of employee selection which then could be used to ensure that all rele-
vant information is covered to select the best employee who is qualified for the job and
compatible with the organization to avoid turnovers as much as possible. The problem
of overconfidence in employee selection was addressed in an article written by Kausel,
Culbertson, & Madrid [3]. Three studies were carried out and results showed that in the
case of unstructured interviews and lack of correct and precise information about the job
candidate, the employee selection depends on the personal impression of an interviewer,
which can result in an error in the assessment of candidates hence they should be avoided
if possible. Alqahtani et al. [4] propose fuzzy logic-based E-Recruitment DSS to help
decision-makers overcome the limitations of existing recruitment processes, who inmost
cases, select candidates who meet 100% of the criteria and turns down all candidates
who partially meet the criteria.
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Many authors have considered using MCDMmethods to help make better decisions
in employee selection. TOPSIS was applied, in combination with the AHP, to select
a manager of the telecommunication company in Indonesia [5]. Siregar et al. [6] have
proposed a DSS for assessment of job candidates based on TOPSIS method and Aarushi
[7] proposed a methodology which used AHP to rank job criteria and TOPSIS to rank
candidates. PROMETHEEmethod was applied in combination with the AHPmethod to
select candidates for the election in the Grand National Assembly of Turkey [8]. Com-
bination of AHP-PROMETHEE methods was applied in the process of reorganization
and downsizing of the company [9]. DEX method was used for employee redeployment
in large governmental organizations [10]. AHP method is used to select a director of a
geomatics laboratory [11] and in another problem, to determine the factor that has the
most influence on the organization’s work climate [12]. Yavuz and Gokhan used AHP
to select employees for promotion [13]. 1000 minds software [14], which is based on
the PAPRICAmethod, was applied to a problem of awarding student scholarships at the
University of Otago in New Zealand and for allocating research grants at the University
of Otago and for selection of Teaching Fellows in the Department of Design Studies.
Some of these methods were also applied to solve other types of MCDM problems.
The PAPRICA method was applied to a problem of a medical device selection for a
University hospital [15], or on a problem of a cloud service selection [16]. TOPSIS and
PROMETHEEmethods were compared together with VIšeKriterijumska Optimizacija I
Kompromisno Rešenje (VIKOR) and ELECTRE on a problem of selection of materials
for an automotive instrument panel [17]. TOPSIS, PROMETHEE, AHP, ELECTRE and
Weighted Sum Model (WSM) method on a problem of urban water infrastructure [18].

We considered TOPSIS, PROMETHEE, PAPRICA, DEX and AHP methods for
research because they are widely used to solve various MCDM problems and to the
knowledge of the authors they have not been compared specifically to the employee
selection problem.

3 A Case Study for Comparison of MCDMMethods

Five MCDMmethods are used to rank fifteen job candidates to four specific and diverse
job positions: truck driver, accountant, auxiliary worker and project manager. Job posi-
tions and required criteria are specified inTable 1. Job positionswere specifically selected
as diverse as possible to determine the goodness of ranking of each MCDM method to
the baseline ranking provided by the decision-maker. The criteria that are used to rank
candidates are education type and level, foreign language type and level, driver’s license
category, computer skills, additional qualifications, communication skills (communica-
tion, listening, presenting), organizational skills (planning, organization, decision mak-
ing, supervision), leadership skills (management and delegation of responsibility), work
skills (flexibility, responsibility, work initiative, type and duration of work experience).
Each selected candidate possesses specific skills and each job position requires some
or all of the criteria to be fulfilled by the job candidate. The candidate who has a better
overall score should be ranked above the one with a lower score, leading to an over-
all ranking of candidates. The problem that occurs is that each method ranks candidates
slightly differently. Hence we need to propose ametric of how to choose among different
MCDM methods.
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Table 1. Job positions and the required criteria

Criteria Job position

Truck driver Accountant Auxiliary worker Project manager

Education type Professional driver Economy – Economy

Education level IV IV – VII

Language type – – – English

Language level – – – C1

Driver’s license C – – B

Computer skills – Basic – Basic

Additional
qualifications

Code 95 – – –

Communication Good – – Excellent

Listening Good – – Excellent

Presenting – – – Excellent

Planning Good Good – Excellent

Organization Good Good – Excellent

Decision making – – – Excellent

Supervision – – – Excellent

Management – – – Excellent

Delegation of
responsibility

– – – Excellent

Flexibility Good – Good Excellent

Responsibility Good Good Good Excellent

Initiative Good – Good Excellent

Experience type Professional driver Accountant Any Project manager

Experience duration
(in years)

1 – 1 2

The 15 chosen candidates have diverse education types. Five candidates are “Pro-
fessional driver”, three are “Economist” and the rest are “Traffic engineer”, “Traffic
technician”, “Carpenter”, Car mechanic” and “Hairdresser”. Majority of the candidates
have IV level of education, one has VI level and two have VII level of education. Also,
many of the candidates stated that speak English as a foreign language, while some
speak Italian, German or Russian. Candidates that have “Professional driver” educa-
tion type have “Code 95” additional qualification and drivers license C category, others
have “Taxi driver certificate” or “Forklift operator”. Several candidates have B category
drivers license. Regarding computer skills, eight candidates have “Basic” and three have
“Advanced” computer skills while all the rest have none. Twelve candidates stated to
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have “Good” communication and listening skills, eight candidates are “Good” at present-
ing skills, three candidates have “Excellent” communication, listening and presenting
skills, and the rest have “Bad” for all categories. Eight candidates have “Good” plan-
ning skills, one has “Excellent” and others have “Bad”. Ten candidates have “Good”
organizational skills and four candidates have “Bad”. Four candidates have “Good”
decision-making skills while all others have “Bad”. Nearly all candidates have “Bad”
supervision, management and delegation of responsibility skills, except two that have
“Good” supervision skills and one have “Good” management and delegation of respon-
sibility. Eight candidates have “Good” flexibility, seven have “Excellent”, ten candidates
have “Good” responsibility and initiative, others have “Excellent”. Experience type is
diverse, five candidates have “Professional driver”, two have “Accountant” others have
“Mechanic”, “Baker” or “Auxiliaryworker”. Experience duration varies from sixmonths
to six years.

4 Description of the MCDMMethods

Analytic Hierarchy Process (AHP) is a multi-criteria decision-making method which
was developed by Saaty [19] in 1971. AHP does not prescribe the correct decision
for the problem, but instead, AHP helps decision-makers find the best decision that
suits their goal. Using AHP decision-makers build a hierarchy by decomposing the
decision problem into easily comprehended sub-problems which then can be analyzed
independently. After hierarchy is built decision-makers can evaluate its elements by
comparing them to each other two at a time, considering their impact on element above
in the hierarchy. The results of these evaluations are numerical values which represent
weight value of each criterion, or its importance to criteria above. Decision-makers
can use concrete data if available, but in most cases, they use personal judgement in
determining the weight. This method can be used in the ranking of any set of variables.
The hierarchy of the AHP process is constructed with decision alternatives at the bottom
level, decision criteria in the middle level and decision goal at the top-level. Since there
are 15 alternatives, absolute measures will be used with AHP to decrease the number of
pairwise comparisons, which means that all 15 alternatives are not directly compared,
instead, categories are set for each criterion and these categories are pairwise compared
to each criterion individually. After the categories are defined and compared they are
inputted for each alternative depending on how that alternative meets each criterion.
“SuperDecisions” software was used to rank candidates using AHP.

TOPSISmethod is one of themulti-criteria decision-makingmethods first introduced
byYoon andHwang [20]which uses a principle that the alternatives chosenmust have the
shortest distance from a positive ideal solution and farthest distance from a negative ideal
solution. “The positive ideal solution is defined as the sum of all the best value that can
be achieved for each attribute, while the negative ideal solution consists of all the worst
value obtained for each attribute” [6, p. 7]. Advantage of using the TOPSISmethod is that
it limits the subjectivity of decision-maker. Decision-maker only determines the weights
of the criteria. Other benefits of TOPSIS method are that it includes logic that represents
a rational human choice, it has a simple calculation procedure that is easy to program
and the results obtained for all the solutions can be visualized by polyhedron for any two
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dimensions. TOPSIS method also has disadvantages. One of the main disadvantages is
that it derives the weights and checks the consistency of decision-maker [21]. “Microsoft
Excel” was used to rank candidates using TOPSIS.

PROMETHEEmethod was first developed by Brans in 1982. [22]. And extended by
Brans and Vincke in 1985. [23]. PROMETHEE compares the alternatives considering
the deviations of alternatives to each criterion. PROMETHEE uses positive and negative
preference flows for each alternative to generate the ranking. PROMETHEEmethod can
be applied to the variables included in the decision matrix without any normalization
and is applicable when there is missing information. There are different versions of
PROMETHEE: PROMETHEE I – partial ranking, PROMETHEE 2 – complete ranking,
PROMETHEE III – a ranking based on intervals, PROMETHEE IV – continuous case,
PROMETHEE GAIA – geometrical analysis for interactive assistance, PROMETHEE
V - MCDA including segmentation constraints, and PROMETHEE VI - representation
of the human brain. “Visual PROMETHEE” software was used to rank candidates using
PROMETHEE.

The PAPRICA method, similar to AHP, is based on a pairwise comparison of the
alternatives, in this case, medical devices [24]. Each decision-maker is repeatedly pre-
sentedwith the pair of alternatives in randomorder to choosewhich alternative he prefers.
Each time two alternatives are ranked, other alternatives that can be ranked via transi-
tivity are identified and eliminated. For example, if decision maker prefers alternative
1 over alternative 2, then he prefers alternative 2 over alternative 3. Advantage of the
PAPRICAmethod is that it resembles human thinking. It is much easier to make a choice
when there are few, in this case, a pair of alternatives to choose from. “1000 Minds”
software was used to rank candidates using PAPRICA.

DEX method was developed by Rajkovič and implemented in DEXi software tool
by Bohanec [25]. It is based on a hierarchical structure or hierarchy tree of the prob-
lem [26]. To obtain an overall aggregation, decision alternatives are first evaluated by
input and aggregated attributes. Overall aggregation serves for the ranking, comparison,
analysis and selection of alternatives. In the case of employee selection, overall aggre-
gation represents employee which is decomposed into several qualifications (education,
experience, language), these are further decomposed into attributes of each qualifica-
tion, for example (language: English, German, etc.). For each available job, the rule
table is defined, which DEX model uses to determine if a job candidate’s qualification
is excellent, good or bad for a specific job. These grades of the qualifications are then
aggregated and, again by using the defined rule table, overall aggregation grade is deter-
mined, employees are ranked by overall grade. Python was used to rank candidates with
Qualitative-Quantitative (DEX/QQ) method [27].

5 Results and Discussion

We compared the five MCDMmethods based on the three criteria: (I) the similarity and
the correctness of the results, (II) difficulty to use and (III) dealing with the missing
values.

The similarity of rankings between each pair of the methods including the baseline
ranking is measured using Kendall’s tau rank correlation coefficient for each job position
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as shown in Table 2. Each square of the heatmap represents correlation rank for the
compared two rankings obtained either by MCDMmethods or baseline ranking. For the
“Truck driver” job position the highest similarity is obtained between PAPRICAand both
TOPSIS and PROMETHEE (0,88), while the highest similarity to the baseline ranking
is obtained with TOPSIS (0,7). For the “Accountant” job position, the highest Kendall’s
tau rank correlation coefficient is obtained between PAPRICA and the baseline ranking
(0,8). DEX show the least similarity to the baseline ranking (−0,22). For the “Auxiliary
worker” job position the most similar rankings have TOPSIS and PROMETHEE (0,98)
and DEX and PAPRICA have the most similar ranking compared to the baseline ranking
(0,79). Most dissimilar rankings have PROMETHEE to the baseline ranking (0,71). For
the “Project manager” job position the most similar rankings are obtained between
TOPSIS and the baseline ranking (0,62). Most dissimilar rankings have DEX compared
to the baseline ranking (−0,067).

Table 2. HeatMap of Kendall’s tau correlation coefficient for the truck driver, Accountant,
auxiliary worker and project manager job position
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Given the differences between the rankings, we conclude that the rankings depend
on the similarity between the job and the model. This results due to differences in
understanding between an employer who seeks good candidates and the worker in the
employment agency. One possible way to avoid such situations is to prepare different
models for each job position.

The measurement of the correctness of the MCDM rankings, compared to the base-
line rank, is displayed in Table 3, for each job position. Metric is defined with three
values, where the number 3 denotes the acceptable ranking which matches the baseline
rank for all candidates who meet the required criteria and these candidates are ranked
above candidates who do not, 2 denotes for the rankings that have some differences in
the ranking order when compared to the baseline ranking, however, the expected candi-
dates are ranked higher than those who do not fulfil all criteria. The number 1 denotes
rankings where candidates who do not fulfil all criteria are ranked higher than those who
do. Models built using the five MCDMmethods that resemble the closest ranking to the
baseline rank are: DEX and TOPSIS for the “Truck driver” job position, AHP and DEX
for the “Accountant” job position, TOPSIS and PROMETHEE for the “Auxiliary work-
er” job position and TOPSIS for the “Project manager” job position. For the “Project
manager, because all of the candidates do not meet the required criteria,” correctness
was measured by how much ranking resembles the baseline rank.

Table 3. Measurement of the correctness of the MCDM rankings

Truck driver Accountant Auxiliary worker Project manager

AHP 3 2 2 2

DEX 3 3 2 1

TOPSIS 3 1 2 3

PROMETHEE 1 1 2 2

PAPRICA 2 3 2 2

Regarding the difficulty to use, each method has its advantages and disadvantages.
Both AHP and PAPRICA methods require a large amount of input from the decision-
maker. When using AHP, the decision-maker must first input preference values for
every pair of criteria to determine criteria weights and then, input preference values for
every pair of candidates for every criterion individually. These values determine which
candidate is more preferred or which candidate better fulfils certain criterion. Thismeans
there are about 50 to 70 pairs for criteria analysis and more than 100 pairs of alternatives
for 15 candidates. The number of pairwise comparisons depends on the number of
criteria and available. The PAPRICA method requires a smaller amount of work than
AHP method. The number of pairwise comparisons does not increase when the number
of alternatives and criteria increase because the PAPRICA ranks via transitivity, as the
decision-maker inputs preference values for a pair of criteria, these values are considered
for further pairwise comparisons. Regarding the amount of work required from the
decision-maker, DEX method requires that the decision-maker defines rule tables for
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each aggregation of the criteria in the hierarchy. Using rule tables, DEX is capable to
quickly rank any amount of alternatives. TOPSIS and PROMETHEE methods require
minimal input from the decision-maker. One problem is that both methods are suitable
only for quantitative data, decision-maker must convert qualitative data to quantitative
ones to rank alternatives. For example: bad = 0, good = 1, excellent = 2 and so on.
Hence, additional transformation is required from qualitative to quantitative space. The
number of calculations does not increase with the number of criteria and alternatives.
One advantage of the PROMETHEE method over TOPSIS is that it does not require
normalization.

When missing values are considered, DEXmethod ranked the alternatives correctly,
but for alternatives which do not meet some of the criteria, DEX gave no information
about the differences between criteria fulfilment. Other used MCDM methods could
provide information about which candidate is better than the other even if candidates
do not fulfil the required criteria. The best example is “Project manager” where all
candidates do not fulfil required criteria and DEX wasn’t capable to rank them, and it
requires additional methods, such as QQ (Qualitative-Quantitative) method to solve the
ranking issue.

6 Conclusion

This analysis showed that every MCDM method has its advantages and disadvantages
which may result in differences in the rankings. The main goal is to find an MCDM
method that ranks candidates as correctly as possible with minimal input required from
the decision-maker. DEX ranked candidates exactly as the baseline rank for the “Truck
driver” and “Accountant” job positions.. The main drawback with DEXi is that it does
not include a tool for differentiating among candidates that are evaluated into the same
evaluation group. AHP proved to be themost dependent on the decision-makers personal
preference regarding the definition of the categories for each criterion and pairwise com-
parison between categories.On the other hand,AHP inmost cases ranked candidateswith
small differences to the baseline rank. A similar situation is with the PAPRICA method,
but it requires less amount of input from the decision-maker. AHP is best suitable when
there are less than ten alternatives (unless absolute measures are used), while when using
other four MCDM methods, the amount of input does not increase when alternatives
are added. PROMETHEE and TOPSIS require minimal input from the decision-maker,
but there are differences in the results. For the “Truck driver” and “Accountant” job
positions where some of the candidates fulfil all required criteria, PROMETHEE ranked
candidates who do not fulfil all criteria above those who do. PROMETHEE does not
require normalization but it is difficult to keep an overview when a large number of
criteria is used, and the criteria compensation. TOPSIS placed candidate 15, who do not
have required experience type and duration, in the first place for the “Accountant” job
position because of the criteria compensation, it requires normalization and both TOP-
SIS and PROMETHEE are suitable only for quantitative data. Meaning that qualitative
data, such as education type, or experience type must be converted to quantitative before
rankings are made. As results showed, the correctness of the rankings depends on the
job position. Since rankings obtained by AHP and PAPRICA depend on the personal
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input of the decision-maker and rankings obtained by TOPSIS and PROMETHEE on
the conversion of qualitative data to quantitative and on the calculation of the results,
DEX proved to be the most straight forward Considering all said, DEX could be used to
rank and filter candidates who fulfil all required criteria and PROMETHEE or TOPSIS
could be used for additional ranking of filtered candidates since all candidates who do
not fulfil all criteria are filtered out.
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Abstract. While smart home systems and smart home applications are
utilized more and more, the assortment of smart products gets broaden
and is accompanied by a constant growth. This stable increase of prod-
ucts leads to confusion and perplexity and, consequently, it hinders a
deliberate and well thought through decision. This paper presents a
survey on the most important criteria which enable a conscious assess-
ment of smart home systems. It provides an elaborate review of vari-
ous research outputs pertaining usability, sustainability and complexity
of smart home applications. By connecting such applications with the
terms platforms and IoT, a new door is opened enabling an up to date
assessment. Security, safety as well as data protection extend the dis-
cussion and shepherd towards a most complete description in order to
appraise smart home products. Finally, based on the reviewed topics, a
list containing 18 discretized criteria is given which allows an integration
into the Analytic Hierarchy Process.

Keywords: Smart home · Domestic technology · Literature review ·
Assessment · Analytic hierarchy process

1 Introduction

1.1 Motivation

Over the last twenty years smart home systems (SHS) and smart home applica-
tions (SHA) [28,32] gained more importance as well as acceptance in the user and
developer community. This increase in attention and awareness can be briefly
explained by new emerged possibilities due to progressive development regarding
hardware and software components. Especially the ongoing evolutionary progress
in the fields of Internet of Things (IoT) [22] and web-based applications [17]
contributes to a constant growth of opportunities which broaden the usability in
highly diverse use cases and research areas. In virtue of the reasons mentioned
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above, SHS enable an extensive application in private as well as commercially uti-
lized premises. Also, such systems are applicable in various fields of research (e.g.
smart sensing technologies, energy-aware buildings, security and safety, ambient
assisted living (AAL)).

Before immersing into this subject, a lucid as well as applicable definition
of SHS and SHA is required. Drawn from the description given in [23], SHS
are classified as frameworks which enable monitoring and controlling processes
for domestic attributes including all needed parts, such as sensors, actuators,
control devices, software, etc. Similarly, SHA describe underlying regimes but
not necessarily all involved physical parts, because some components might not
be included in the offered product.

Given a comprehensive range of locally and web-based SHS, a difficulty arises
when being after an adequate and compatible system for specific necessities.
In order to determine a suitable SHS for personal or research purposes, it is
necessary to review miscellaneous systems and applications in greater detail.
Therefore, one may consider criteria which facilitate this process and serve as a
generic guideline for a precise classification and evaluation of SHA. This paper
presents a general collection of well researched criteria with respect to divergent
view points and different segments. Hence, it serves as a generic guidance while
assessing SHS and, likewise, gleans relevant information about the standards of
such systems.

The first part of this publication, Sect. 2, states the generic criteria for SHS. In
this context, the terms usability, sustainability, complexity and user-adaptation
are going to be discussed. Furthermore, platform-concepts and IoT as well as
safety and privacy aspects are examined. Section 3, extents the discussed criteria
into a usable list which serves as a general tool to apply the Analytic Hierarchy
Process in order to asses SHS and SHA.

1.2 Related Work

SHS and their field of research is well established in the landscape of smart tech-
nologies. For Example, Alam et al. [3] present an overview of previous research in
this area of analysis, discussing building blocks and interrelationships pertaining
these components and also reviewing algorithms as well as communication proto-
cols. Furthermore, the article in [2] brings additional options and gaps respecting
this line of research to the table. It represents a consistent piece of work including
SHS, different smart applications and IoT. On the contrary, numerous research
outputs are framed narrowly, centered around a particular topic describing appli-
cations specifically, for example see [27]. This fact, moreover, corresponds to the
apparent growth of the smart home market as well as the expanding field of
research. Such precise publications, though, enable extensive surveys referring
SHS, which, eventually, summarize the state of art and give a complete insight
on the topic. Likewise, the creation of research content combining SHS and IoT
is absolutely current.

Similar work to this paper regarding general criteria for SHS is, for exam-
ple, given in [7]. Section 2 of this paper presents a short overview over various
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requirements leading to a realization using a device based web-service called
WS4D-PipesBox1. Another example can be found in [13]. This work of research
reviews different criteria which are important for the designing process of accept-
able smart home technologies. These enumerations of criteria for SHS, however,
are constructed to discuss certain applications or further proceedings.

Therefore, the work presented in this paper is focused on establishing a
generic set of criteria enabling a general assessment of existing SHS and SHA.
Compressing this set into a discrete list facilitates the usage of the Analytic
Hierarchy Process in order to make decisions on the ideal smart home product
deliberately. This approach enables research groups, developers, builders as well
as users to find the ideal product for their requirements. This serves as the main
scientific contribution of this paper.

2 Smart Home Criteria

The aim of smart home products is to redefine the domestic as well as the pro-
fessional life by providing support and assistance for everyday procedures to
enhance the quality of living and, moreover, to increase workflow and productiv-
ity. However, this goal implies the usage of an aligned SHS which fulfills the needs
and requirements of the user. Due to the large amount of existing smart home
products and, therefore, nearly endless possibilities, an assessment of various
SHS and SHA is needed. This also holds, without proof, for research purposes.
Before discussing criteria for SHS, it is indispensable to note that these criteria
should only give an overview of relevant topics by observing the current stage of
research. As mentioned above, a generic guideline for assessing SHS and SHA is
going to be presented.

2.1 Usability and Sustainability

Foremost, usability and sustainability regarding SHS cannot be observed sep-
arately. The applicability depends on functionality, durability and trouble-free
processing which implies a conjunction of the terms mentioned in the title of
this subsection.

General Features. SHS have to perform appropriately respecting the users
premises. Such systems also need to satisfy the conditions of their surroundings
as well as their field of application. Due to the headway of technology, almost
no compromises regarding general features have to be made. However, other cir-
cumstances, discussed below, restrict the capabilities of SHA. For example, let
us behold the area of health care equipped with the term “smart”, proposed by
[10]. Existing SHA, such as fall detection or smart heart monitoring, are able to
enhance the health care sector and, especially, the area of AAL. Suchlike tech-
nologies can assist, e.g., elderly people living at home as well as hospital personnel

1 http://ws4d.org/software-downloads/pipesbox/.
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monitoring vital parameters of patients. Nevertheless, this yields various chal-
lenges concerning safety and privacy which have to be overcome. Precautions
regarding security issues, as another example, can also be targeted via SHS,
see e.g. [4]. Smoke detectors, burglary alarms, surge probes, et cetera could be
included in order to prevent and protect. However, these provisions forbid errors
of the used system which restrain the functionality and therefore, a sustainable
and reliable SHS is needed.

Controlling and Visualization. Lucid control options [29] and a clear rep-
resentation of ongoing processes [33] are indispensable necessities of SHS. In
regards of controlling and illustrating the system via local units, suitable loca-
tions, accessible to all users, as well as appropriate regulation and depiction
options have to be chosen. The governing questions are: What should be dis-
played? What should be controllable? These questions also hold for the usage of
web-based services and the utilization of smart phones. Here, an obvious advan-
tage is that every user can adjust and monitor the system at all time on the go.
However, due to the individuality of different users, adaptable apps and services
are required.

Added Values. Obviously, the aim of SHS is to add certain values to the
domestic life and/or work performance of the user. In [18] fieldwork regarding
these appended values is done. Apparently, new emerged opportunities and pos-
sibilities originating from developments in the smart home area yield additional
values for the users home or work place. However, these values should be gauged
accurately in order to weigh the benefits of a SHS appropriately.

User Investments. With respect to sustainability, user investments of money
and time have to be assessed. On the one hand, (half-)closed systems are often
sold with broad installment and service offers which imply a reasonable invest-
ment of time. Nevertheless, such systems are regularly found in a higher prize
range. Thus, large investments in the smart home sector correspond to less
needed knowledge and time installing and operating a SHS. On the other hand,
existing free (open) SHS, such as openHab2 or ioBroker3, cost less money due
to the fact that they can be paired with standard smart products, for example
with the Philips hue line4. Such constructed systems, though, require previous
knowledge as well as the will to invest time because the entire chain of “smart”
elements has to be structured by the user. [25] discusses technical barriers and
general challenges implementing SHA.

Updates and Improvements. With the purpose of choosing a sustainable
SHS, updates and improvements should be available as well as feasible. This
2 https://www.openhab.org/.
3 https://www.iobroker.net/.
4 https://www.philips-hue.com/.
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introduces new challenges achieving sustainability [37] which have to be assessed
beforehand. Updates, in general, shall advance the system and, also, ensure a
functioning interaction between all components. Improvements, however, should
be possible in order to add new features and elements to the system since tech-
nology extends consistently.

Energy-Awareness and Ecological Footprint. Lastly, in conjunction with
sustainability the concept of a energy-aware and ecological sensible SHS, dis-
cussed in [5], should be reviewed. Resources are limited and therefore, they have
to be utilized cautiously. This pertains the development and usage of generic
technologies and hence, energy-awareness and ecological sensibility affects SHS
in various ways. For example, hardware parts, such as sensors and switches, have
to be produced sustainably as well as durable and long-lasting. Moreover, energy
consumption, especially current drain, should be taken into consideration.

2.2 Complexity and Integration

The complexity of SHS can be assessed independently but also in conjunction
with further integration, which describes the process of adding new components
and features to the system. To demonstrate complexity of SHS by itself see,
for example, [8] which reviews different sophisticated learning models for smart
homes.

Setup, Usage and Trouble Shooting. This section holds primarily for open
SHS because the application of these systems requires prior technical and com-
putational knowledge. Despite the fact that manuals and instructions can be
found online, the realization comes with difficulties to non-professional users.
[9], for example, describes these problems and challenges in greater detail. The
main difficulties arise while implementing a correct setup. This procedure takes
time and previous knowledge because all the necessary elements of a SHS have
to be taken into account. Therefore, the users objectives have to be distinct
beforehand and based on these intentions a respective selection regarding e.g.
sensors, controls, visualization, communication as well as storage has to be made.
However, manually setup open systems simplify trouble shooting and the usage
of the system itself due to the gained knowledge while accomplishing the setup.
Apart from that, (half-)closed SHS are mostly setup prior which reduces the
complexity. Nevertheless, one has to learn the system and this could, respec-
tively, increase complexity; trouble shooting could be covered by the distributor
but could also lie in the hands of the user.

Custom Features and Additional Integration. In case a SHS user has the
desire to customize its features, possibilities to do so should be available. By that
means, one could program custom rules which connect predefined parameters
with certain consequences enabling automation and immediate changes of the
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system. Besides that, a conjunction of different features could be possible. This,
however, boosts complexity and therefore a lucid medium for custom adjust-
ments is needed. Additional integration [21] of sensors and actuators improves
the SHS and enables further customization. For open, manually setup systems
this could be fairly trivial due to the acquired knowledge and the awareness of
the system. (Half-)closed SHS mostly do not support self-integration of addi-
tional elements. However, these products often endorse various companies and
their “smart” devices. In this case, further integration is primarily automatized.

2.3 User-Adaptation

As the user changes, a SHS has to change as well and therefore, appropriate
adaptations are desirable. These adaptations should guarantee a valuable usage
of the system for different groups of people - the users. User-adaptation can be
achieved by implementing learning techniques to analyse reoccurring patters of
various users with which the system can adjust itself respectively and generate
suitable automation control parameters and options, for example see [36]. At
this point, it is also important to discuss the acceptance of SHS in society. In
order to incorporate SHA in everyday life, all affected people have to grapple
with changes and new opportunities. Thus, there are sociological challenges [16]
regarding SHS that have to be overcome. Also, ethical issues [12] have to be
discussed in order to implement smart home concepts broadly.

2.4 Platform-Concepts and IoT

In this day and age SHS often make use of the advantages created by progress
in research fields which involve the internet and web-based products. Therefore,
IoT [22] and web-based clouds [30] are integrated which leads to new platform
concepts as well as innovative IoT-blockchains [14].

Platform Requirements and Possibilities. In general, platforms for SHS
can be structured locally or globally. A local system with finite range has to
be considered. Here, the gathering and evaluation of data stay in ones home
which requires a sufficiently powerful system coping with all needed computa-
tions. Global systems mostly link data recording (local) with data analysis and
storage (global) via the internet. Thereby, information gets transferred to an
external server which enables the utilization of a less powerful system at home
as well as data sharing and the usage of web applications. Nevertheless, local
and global platform-concepts have to fulfill certain generic requirements, such
as safety, protection of privacy, fully functioning communication as well as a
clear, predefined recording of data. Global IoT platforms enable a focal view on
ongoing processes as well as on the evaluation of captured data nonstop. Hence,
such concepts provide a maximal complete description of the current state of
the system at all time, which also supports central and instantaneous control
and visualization possibilities. Due to these facts, a well designed platform is
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inevitable and therefore, one should anticipate a more detailed assessment of
present platform-concepts and their architecture. An example for a generic IoT
platform architecture is given in [24], which was also mentioned in Sect. 1.2.

Communication. A key feature of SHS is the communication between the
different elements of the system. Sensors and actuators have to exchange infor-
mation with the base of the system and, regarding IoT, this base has to connect
with further web-based applications, such as clouds or external servers. For this
reason, communication has to be stable, fast and secure. This can be achieved by
utilizing proper communication protocols. [26], for example, presents an overview
of wireless IoT protocols and discusses their properties in regards of security.
Certainly, one has to decide on the type of connection (wired or wireless, one
way or two way, etc.) beforehand. Furthermore, in comparison with the section
above, local as well as global communication is feasible. Data transfer via a
local internet-based wireless system [19], for example, facilitates a resilient link
between various elements of a SHS.

Data Evaluation and Storage. In Sect. 2.1, the usability of SHS was dis-
cussed. In conjunction with IoT, this generic criterion depends on an appropri-
ate evaluation of gathered information. Since data evaluation plays an important
role, this topic should not be overlooked while assessing SHS. Thereby, a suit-
able choice of data for the analysis as well as matching methods are crucial.
An example of a big data evaluation approach regarding energy management
systems is given in [1]. For the purpose of storing user data, definite parameters
have to be fastened. The leading questions are: How long should data be stored?
What accuracy is necessary to reproduce records completely? Where should the
storage be located? How save has the data depot to be in order to prevent leaks
of private information?

2.5 Safety and Privacy

This section can be divided into three separate partitions coexisting in a ideally
functioning SHS. Safety corresponds to circumstances which secure users as well
as their surroundings; privacy depicts issues regarding the transfer and storage of
sensible user-data; risk analysis uses surveillance algorithms to check the system
on various malfunctions.

General Safety Issues. Issues concerning safety is covered in the ubiquitous
research field of safety engineering [35]. Proper safety engineering assures that a
system stays predictive and that its critical behavior produced by malfunctions
can be analysed, foreseen and prevented. This also holds for SHS; systems have
to be secure for their users and surroundings. For this purpose, possible elec-
trotechnical problems and malfunctions have to be parsed beforehand and it is
also necessary to propose safety protocols which control procedures ensuring a
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safe and secure usage. In [11] these topics are discussed with focus on children
and elderly people as a part of the user-spectrum.

Privacy and Data Protection. SHS and SHA evaluate and, eventually, store
sensitive user-data. Hence, insecure data protection yields threats regarding pri-
vacy. Such issues could enable a third person to intrude private space and to
obtain sensitive data. This also affects, e.g., smart devices in the framework of
SHS [20]. Due to the close connection with IoT and the concept of platforms, data
protection has to be assessed in conjunction with web-based services and wireless
communication. In order to enable a secure data transfer and storage, suitable
protocols and procedures, which focus on efficiency and a very low failure rate,
have to be included in SHS. However, most important is the user perception of
personal space and data protection [38]. Users should be aware of the possible
hazards regarding privacy in order to preserve personal information while using
SHA.

Risk Analysis. Various risk detection algorithms ensure a fully working SHS.
Such algorithms spot malfunctions and intruders immediately while reviewing
internal processes of the system. In order to retain safety and privacy protection,
proper measures have to be chosen and, therefore, included in an evaluation
of SHS. In [6], for example, a recently developed defense mechanism, called
Stochastic Traffic Padding, is introduced and reviewed.

Finally, it is to note that the above reviewed criteria, in conjunction with the
decision table proposed in the following section, serve as a guideline to assess
SHS. Hence, the given references in Sect. 2 should enable a discussion in greater
detail.

3 Decision Making with Analytic Hierarchy Process

By incorporating the above listed criteria into the Analytic Hierarchy Process
(AHP), see [31], a usable basis for assessing SHS and SHA is achieved. In this
section the implementation of criteria into the AHP as well as advantages and
disadvantages of the process regarding SHS are going to be discussed. The proce-
dure itself will not be reviewed. For more detail on the method and calculations
consider [15] or [34].

The AHP represents a structured, criteria based procedure in order to deal
with complex choices resulting in a sophisticated and comprehensible decision. In
general, the AHP requires at least two objects at choice, serving as the bottom of
the hierarchy (see Fig. 1), which can be weighted by a set of independent criteria
in order to achieve a satisfactory goal, which represents the top of the hierarchy
in Fig. 1. In the case of SHS and SHA the in Sect. 2 given criteria provide such
a suitable set and can therefore be used in order to apply the AHP, fulfilling
the role of the second level in the hierarchy picture. These criteria have to be
clearly separated to enable a utilization of the AHP. One example for a distinct



Criteria for Smart Home Systems 63

criterion
1

criterion
2

criterion
3

criterion
4

. .. criterion
16

criterion
17

criterion
18

satisfaction
with shs/sha

shs iishs i shs iii

Fig. 1. The decomposition of the decision making problem regarding three different
subjects into hierarchy provided by the AHP for SHS and SHA is presented.

disposition of criteria is shown below. It is to mention, that this list represents
a very detailed segmentation, which is not always needed. Therefore, one could
shorten this list by omitting particular issues depending on the satisfactory goal
or even combine certain criteria. The numbering of this list is oriented towards
the structure of Sect. 2 and further explanations to each criterion can also be
found there.

1 General Features
2 Controlling
3 Visualization
4 Added Values
5 Improvements/Upgrades
6 Energy/Ecological-awareness
7 Custom Features
8 Additional Integration
9 User-adaptation

10 Complexity
11 Investment of Money
12 Investment of Time
13 Platform-concept (IoT)
14 Communication
15 Data Evaluation
16 Security
17 Protection of Privacy
18 Risk Analysis

The AHP results in an unambiguous statement about the preference after
comparing different SHS or SHA. Furthermore, it also provides information on
how close the different objects are to the ideal satisfactory goal. As a conse-
quence, it gives an overall result weighting the different systems based on the
applied criteria. On the one hand, the AHP is a broadly used and well established
method and it distinguishes itself in a structured procedure and clear results.
These features enable a relatively unbiased and subject unrelated decision, which
is very important in the field of SHS due to the large span of different assess-
ment topics. On the other hand, the AHP is a sophisticated tool which might not
be utilized by users and therefore, it restricts its overall applicability. However,
it provides a useful tool for developers, research groups as well as commercial
businesses. All things considered, applying the AHP with the list of criteria
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given above yields a consistent assessment and decision entailing various fields
of interest concerning SHS and SHA.

4 Conclusion

This paper reviews the most important criteria in order to assess and gauge smart
home systems. It also provides a decision table applying these criteria explicitly.
First, usability and sustainability are discussed. General features as well as con-
trolling and visualization have to add values to the domestic or professional lives
of users. In order to ensure a sustainable investment, updates and improvements
have to be feasible while maintaining energy-awareness and ecological sensibil-
ity. By keeping the complexity low and enabling additional integration as well as
custom features, a self-adjustable and continuous user-adaptation is provided.
Accompanied by platform-concepts and IoT, smart home systems close up to the
current century which results in new opportunities that include the utilization of
cloud services and web-based applications. Lastly, safety issues, privacy protec-
tion and risk analysis should not be overlooked since these criteria yield a safe
and secure usage of smart home applications. The in Sect. 3 given list of criteria
facilitates a practical assessment using the Analytic Hierarchy Process. This pro-
cedure in conjunction with the presented criteria leads to commensurable results
and a deliberate decision.
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Abstract. This article reviewed the current situation of coronavirus crisis, as
well as policies regarding disease control implemented by China, Italy, UK and
U.S. We analysed the coronavirus development trend by visualizing data with
Python.We analysed the impact of social distancing and performed simulations of
a variety of lockdown circumstances using NetLogo. Throughout our analysis, we
examined the importance of social distancing, lockdown and quarantinemeasures,
and extended insights on the ineffectiveness of the UK Covid-19 Tier system.

Keywords: Coronavirus · Simulation · Pandemic control · Social studies ·
Policymaking

1 Introduction and Literature Review

The purpose of this paper is to study and model the spread of Covid-19, particularly
vis a vis various states of lockdown. Our research question is: Why did the UK Tier
system fail to curb transmission rates? No other study has modelled this. We provide
simulations which contrast the dynamics and outcomes of three different scenarios:
no lockdown, partial lockdown/Tier system, and complete lockdown. We contextualize
this with trends from four different countries. The scientific and obvious conclusion is
unassailable - only complete lockdowns are effective in curbing transmission. However,
what is surprising is that we predicted and modeled that a partial lockdown would only
serve to exacerbate transmission compared to a no lockdown scenario. We encourage
policymakers and practitioners to reconsider partial lockdown strategies and use our
models and reasoning to understand why they are ineffective.

The coronavirus disease 2019 is caused by the severe SARS-CoV-2 virus (Mayo
Clinic Staff 2020), resulting in, at the time of writing, over 48 million cases and 1.2
million deaths worldwide1. According to the U.S. CDC, the transmission of the virus
occurs when contracted patient’s release droplets from their mouth or nose into the air

1 https://coronavirus.jhu.edu.
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by either coughing, sneezing, or talking (Centres for Disease Control and Prevention
2020). The virus can endure on various types of surfaces for up to 28 days (Riddell et al.
2020). Much of this is common knowledge now of course. What is less known in lay
terms and many other domains, except the medical profession, is that established means
of testing is not the most effective method, For example, it is not commonly known that
sputum samples are more reliable as a form of detection; this is because the viral load
is higher than in Nasopharyngeal Airways (NPAs) and endure longer (Liu et al. 2020).
This calls into question current approaches to testing in the UK and elsewhere and could
be a factor behind the volatile success rate in detection. Secondly, at the population
level, researchers predict that 2% of asymptomatic coronavirus carriers are responsible
for 5%–10% of acute respiratory infections (Cascella et al. 2020). There is a cultural
assumption that people who look well, are well. Understanding this and the ‘deceitful’
nature of the coronavirus is key to future prevention.

Another facet is that people trust others within their social networks - they assume
their friends and such like are trustworthy in terms of their apparent health. This can be
fallacious. Consider recent work on social connectiveness which models the connection
between two or more people nodes - a study used Facebook users’ friendship networks
to understand how the coronavirus was spreading (Kuchler et al. 2020). The authors
used aggregated data from Facebook to show that COVID-19 was more likely to spread
between areas with stronger social network connections. They found that areas with
more social ties generally had more confirmed COVID-19 cases (Ibid:p.1), for example
Westchester County, NY, in the U.S. and Lodi province in Italy. Further to Ibid, geo-
graphical tracking and mapping technology also helps in identifying regional pandemic
situations. Boulos and Geraghty (2020) provided various types of coronavirus tracking
tools in their paper, including: the JHU Center for Systems Science and Engineering
dashboard, the WHO dashboard, HealthMap, Chinese coronavirus ‘close contact detec-
tor’ geosocial app, WorldPop and EpiRisk. We are minded by these tools to take a
comprehensive perspective on modeling and understanding the spread of the pandemic.
We now review some specific approaches to analyzing the transmission of coronavirus.

Dey et al. (2020) agree that by monitoring the coronavirus outbreak using highly
available computing tools such as ‘Python’ one can gather and disseminate detailed
figures and trends of different location’s situation (e.g. Kershaw et al. 2014), provid-
ing significant evidence for scientific communities to make independent assessments.
Indeed, Fang et al. (2020) performed a simulation of the transmission dynamics ofCovid-
19 and its impact using Python. Part and parcel of their study was a sensitivity analysis
to plot the R number, i.e. the Reproduction number; the R number represents how many
people will be infected by one carrier. Their model (Ibid) possessed a coefficient of
determination approaching 1 with a fitting bias of 3.02%; their model was therefore
statistically highly precise.

This was made possible through the use of Python libraries such as Pandas. As a
result, they concluded that the R number was increasing until authorities’ intervention
reversed the trend. Further, Python possesses real-time estimation capability, which
helps trace real-time infection mortality and risk assessment. Jung et al. (2020) modelled
epidemic growth from two perspectives: a single index case (patient zero) with illness
onset and the growth rate fitted along with related parameters and exported cases. Their
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research predicted the crude case-fatality risk (cCFR) to be in a value between 5% to
8%, with an Ro between 1.6 to 4.2; Ro is the basic reproduction number which differs
to the oft-touted R number in the media, which is called the effective reproduction
number. The former is a raw number whereas the latter imputes an average likelihood of
transmission and is therefore considered more real-world since not everyone succumbs
to said transmitted disease. Using Python in combination with other tools such as Stata
enables one to also study the economic impacts of transmission dynamics. For example,
Fernandes (2020) examined the supply chains and stock market figures respectively,
making comparisons with historical data, and hypothesized at a global level that every
additional month of pandemic yielded crisis costs equivalent to 3% of global GDP.

In summary, the research on the coronavirus outbreak has yielded an effective tool-
set for analyzing the pandemical spread in terms of locales, R numbers and economic
impacts. A great deal of innovative research has been done that has improved under-
standing over how the coronavirus has spread, as well as how it can be monitored. We
found that Python is a popular tool therein, combined with other GIS transformation
techniques and statistical packages, to explore the spreading mechanism and geograph-
ical differences of Covid-19. Furthermore, the literature suggested to us that a detailed
study was required in terms of social, structural phenomena such as social distancing,
lockdown andmedical capacity. Our contributions to knowledge are: (i) a comprehensive
modelling approach to understanding spread and assessing strategies of containment; (ii)
philosophical reasoning drawing on Bourdieu (1984) to explain why a partial lockdown
worsened transmission compared to a no lockdown scenario.

2 Method

In this section we cover data collection and analysis approaches. We collected and
ingested datasets from Johns Hopkins University’s real-time coronavirus tracing system,
and Oxford University’s project in exploring the testing sample number, with the aim
of ensuring the authenticity, accuracy and completeness of data. The JHU’s dataset
contains confirmed cases in each country, mortality numbers, recovery numbers, with
some exponential curves’ analyses showing the developing trend in locations like Hubei
Province in China, Italy and the United States. However, some countries do not report
complete figures; for example, the UK does not report recovery cases and Korea does
not report death cases. This limited our analysis and limits the modelling that public
health experts can perform per se. This is a moot example of how politics can affect data
science and public health preparations. To assist us in making comparisons between
different countries’ pandemic medical capability we draw on the coronavirus testing
dataset published by Our World in Data founded by Oxford University.

This reports daily Covid-19 testing numbers for a variety of countries. We selected
four major countries’ Covid-19 cases for study and produced visualizations, drawing on
the literature review for constant cross-checking and comparisons. Table 1 reports on
the data we collected/ingested:
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Table 1. Summary of data collection

Dataset No. rows No. cols Total cells

Confirmed cases 268 292 78256

Death cases 268 292 78256

Recovered cases 255 292 74469

Meta data cases 190 14 2660

Total cells of data 233641

The rows consisted of countries while the columns contained the respective fre-
quencies of cases, deaths etc. from 22nd January 2020 until 3rd November 2020 (286
days). This, therefore, from a UK/European perspective includes data before and after
the lockdowns of the first pandemical wave, as well as data into the partial lockdowns
of the second wave. We used Python to construct ranking tables and graphs, detailed
infection cases number, recovery and death rate number, and developing trends in an
exponential curves format. We used the following python libraries for these analy-
ses: pandas, numpy, plotly.graph_objects, plotly.express, matplotlib.pyplotimport and
NetLogo. Based on insights from the literature, we used NetLogo, a pythonic Agent-
Based Model (ABS) simulation software, to simulate the spread of the pandemic. Doing
so showed geographical differences in disease spreading. Building such a simulation
requires knowledge of virology to set up coefficients and indexes. For this, we used
a pre-built multi-agent model that factored in population, clinical parameters, and the
following social connection factors (Ronald 2020): primary population per age group,
infection possibility per age group, mortality possibility per age group, commuting pop-
ulation per day and infection rate in commuters. For the prediction, the Susceptible,
Infectious, or Recovered (SIR) model was used to predict future trends and lockdown
measure effectiveness. What is more, the Susceptible, Exposed, Infectious, or Recov-
ered (SEIR) model was built to assess the effects of social distancing and isolation. The
medical supply capability, primary patients’ number, average infection length, average
time before diagnosed, average days for spreading, maximum distance for spreading,
severe rate, and death reason in terms of a severe infection were considered because
they helped visualizing the enlarging pandemic spread, as well as studying prevention.
Further factors such as schools and colleges numbers, hospitality capacity or amount,
and public places open number were added to study if and how social distancing effects
the spread of the disease.
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3 Trend Analysis

The analyses in this section include coronavirus case trends for China, Italy, UK and
the US. Firstly, from our dataset of approximately ¼ million datapoints, representing
286 days of data (22nd January 2020 until 3rd November 2020, we derived the following
snapshot:

Table 2. Summary of Global Cases (286 days since 22nd January 2020)

Confirmed Recovered Deaths Active

48,136,225 31,889,030 1,225,913 14,990,278

Table 2 shows that the total confirmed cases of Covid-19 exceeds 48 million at the
time of writing, with a general recovery rate of 66.24% and a general death rate of 2.54%
among diagnosed patients. As noted in the methodology, not all countries report death
and recovery rates. From the trend data, we found a sharp increase in total confirmed
cases since 16th March 2020. The average rate of change across the globe for cases,
deaths and recovery are depicted in the Table below:

Table 3. The average rates of change globally

Avg % Change Python Pandas command Result

Cases confirmed_ts_summary.pct_change().mean() 0.043

Recovered recovered_ts_summary.pct_change().mean() 0.052

Deaths death_ts_summary.pct_change().mean() 0.042

The aboveTable 3 shows that the average recovery growth rate is higher than the death
rate, which is encouraging. Enhanced testing capability and actual testing performed
has likely contributed to these statistics. We combined the exponential curves for the
four countries in terms of confirmed, death, recovered and active cases. These countries’
trendswere chosen since they received themost coverage in themedia (caveats regarding
the reporting of figures applies). We present four charts below. From left to right and top
to down we present China, Italy, UK and the US (Fig. 1):
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Fig. 1. CDRA trends in China, Italy, UK and US

3.1 Summary

As the first country attacked by the coronavirus, the recovery cases figure for China
began to increase soon after confirmed cases rose. The graph above vividly shows us
that within two to three months, the active cases declined sharply, while the recovered
cases exceeded the active cases figure. The deaths cases curve slightly increased at
first, then soon flattened. Draconian measures taken by China resulted in substantial
achievements; it is a candidate exemplar country in handling Coronavirus per se. Before
the Spring Festival, the city of Wuhan and the entire Hubei Province region went into
lockdown (UKRI 2020). The infection rate reduced immediately after the travel ban
was implemented. Furthermore, people were mandated to wear face-masks in many
public areas, while outdoor activities were restricted by regulators (Cohen 2020). For
those who entered large indoor spaces, their physical temperatures were tested, and
any confirmed cases quarantined either in a hospital or mobile cabin hospital. Despite
some political controversies over these harsh measures, China’s effort in controlling the
Covid-19 spread should be considered as one of the most successful and efficient ones.
In addition, news suggesting further outbreaks of coronavirus in Jilin Province (Stanway
et al. 2020), Beijing (BBC 2020a, b) and other places (TIME Magazine 2020) also tells
us the consequences we may confront once we lower our guard before the Covid-19 is
under control. As well as the success in China we also note the effectiveness of some of
the Italian approaches (Mccall 2020).

We now discuss some of the points of inflection in the above graphs: for UK and
Italy, the first wave took place in early March 2020. Over the Summer period, UK
active cases continued to grow, albeit steadily, whereas Italian active cases declined for
the same period. The earliest measure taken in Italy was January 31st 2020, with the
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mobilization of police and armed forces to the risky of Lombardy and Veneto (BBC
2020a, b). Also, local authorities promoted large scale testing, even retesting among
residences, symptomatic or not (McCall 2020). Various isolation and medical tactics
both led to a halt in the outbreak. The UK undertook one of the highest number of tests
in Europe, just behind Italy, Spain and Germany (UK Department of Health Social Care
2020). And yet cases continued to rise in the UK under a virtual ‘no lockdown’ scenario.
We surmise that UK’s fortune of being an ‘international transport hub’ is also a curse
- UK is a popular destination and hub which has contributed to the continuing spread
of the disease steadily throughout the Summer and then more pronounced thereafter;
our upcoming simulation models further enlighten this point. U.S. cases have also been
steadily increasing since the outbreak inmid-March 2020. The inflection point of July 5th

2020 marks an increase in confirmed and active cases there. According to external news
sources and our testing sample dataset, theU.S. testing number is the largest among other
four countries we selected since March, which strongly suggested a reason why their
confirmed cases become the highest; the more tested, the more discovered. In addition,
to figure out why the total recovery rate (17.66%) in U.S. is lower than many other
European countries like Italy (48.01%), we can consider some recent heated discussions
over shortages of medical supply and medical overload (Schlanger 2020); the lack of
protective and treatment equipment poses a huge threat on both patients and healthcare
workers.

4 Simulation Model Analysis

Going beyond the above reporting of figures and trends, we conducted SEIR modelling
for a variety of social distancing and lockdown scenarios using Python packages Scipy,
Pandas and Matplotlib, as well as NetLogo. The SEIR model is useful in analyzing
pandemic situationswhere incubationperiod applies to large amounts of individual cases.
By importing the SEIRClass package, we simulated the process of disease spreading
following the process: susceptible, exposed, infectious and recovered. The mechanism
represented in this model can be explained as: after a pandemic outbreak, the population
in contact with the virus will move from one of these four states to another. When
an R-state is reached, infection will no longer proceed, which can be considered as an
‘immune’ state (Hubbs 2020). TheSEIRmodelweused canbe expressedmathematically
as follows:

�S = −βSI (1)

�E = βSI − αE (2)

�I = αE − γ I (3)

�R = γ I (4)

N = S + E + I + R (5)



76 J. Liu and P. Stacey

In all these five equations, parameters α represents the inverse of the incubation
period, that is 1/t_incubation. β refers to the average contact rate in the population. γ
symbolizes the inverse of the infectious period mean value, known as 1/t_infectious.
Equation (1) computes variations in susceptible cases - this is moderated by confirmed
cases and contact between susceptible and confirmed. The second equation computes
variations in exposed cases - increases per contact rate, and decreases with the incuba-
tion period. Equation (3) computes variations in infected cases resulting from exposed
population and incubation length. It decreases with infectious period - a larger γ value
yields quicker recovery which leads us to the final stage in (4). Equation (5) serves as a
constraint, indicating zero existence of birth/migration effects in the model; the popula-
tion is fixed throughout.R, which also known asR0, refers to the speed of virus spreading
and can be calculated as:

R0 = β

γ
= average contact rate × infection period mean value.

Further, to model the social distancing effect, we introduced a new coefficient ρ,
which is a constant term between 0 and 1. A ρ = 0 means a complete lockdown when
everyone is isolated, and a ρ = 1 represents the same situation as the above math model.
Hence, Eqs. (1) and (2) can be changed to the following form:

�S = −ρβSI (1′)

�E = ρβSI − αE (2′)

4.1 Simulation Set 1 - Loughborough Campus

The first simulation we present is experimental, however, we had absorbed a lot of
the literature and derivative norms from scientific studies of Covid-19; therefore, our
assumptions are influenced by them to some degree. This simulation is based on the
population of the Loughborough University Campus where N= 14,000. The parameters
were referenced from medical research. Referring to Table 4 below: (i) the R0 and
incubation period value drew on Hellewell et al. (Hellewell et al. 2020), (ii) the infection
period drew on Peng et al. (2020), (iii) The social distancing value of 2 m recommended
by many experts and medical organizations.

In the experiment in the upper chart of Figure 2 above, we assumed 40% effective
social distancing. The result shows that at first the susceptible cases figure is very high
and infectious cases close to zero. Then after seven to eight weeks, the susceptible cases
decline by more than half, the infectious cases increase, and the recovered cases also
largely increase by 78.57%. In the second experiment in the lower chart in Figure 2, we
made a comparison between a no social distancing scenario and a 40% effective social
distancing scenario. As we can see, without social distancing condition much of the
population is exposed, the infection rate skyrockets; it only takes 4 to 5 weeks to reach
more than 1000 infections. In comparison, with 40% effective social distancing, the
exposed and infected cases trend curve flattens, and at around 6 to 7 weeks both trends
peak at only 800 units. What we can further see is that under social distancing measures,
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Table 4. Pythonic simulation - Loughborough university campus

Parameter Value Description

R0 3.5 Basic reproduction
number

t_incubation 5.1 Incubation rate

t_infective 2 Infection rate

N 14000 Campus population

t_social_distancing 2 Metres

Fig. 2. Experimentally simulating SEIR rates at Loughborough University

recovered population is much larger when herd immunity is reached, comparing with
no social distancing. This provides a convincing argument that social distancing is an
effective weapon in combating Covid-19.

4.2 Simulation Set 2 - Agent Based Modelling

Having observed the above results from a relatively simplemodel, we decided to produce
more simulations using more complex sets of parameters and more scenarios in order to
investigate further. For the first in this second set of simulations, we set it up as a worst-
case scenario by defining a variety of demographic, virological and medical service
parameters; all done using NetLogo’s Dashboard (Romero et al. 2020) - see Figure 3
below:

In this experiment, themajority of the population are in the 20–50s year old band,with
a large aging group, and old people vulnerable to the coronavirus. Under this worstcase
scenario no prevention measures are taken, and all public places are open. What’s more,
people take no social distancing measures. We assume the medical care capability is
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Fig. 3. NetLogo dashboard for simulation 2.1 - Worst case scenario

fully available. The parameter of severity and mortality are set approximately in accor-
dance with the WHO’s suggestion (The World Health Organization 2020). The values
of parameters are informed by a variety of studies including the BMJ2. The result of
running this simulation is presented in Figure 4 below:

Fig. 4. Simulation 2.1 - Worst case scenario

Figure 4 show that a large number of people will be infected when no measures are
taken. It suggests that 3.51% of the total population will be infected under so-called
‘herd immunity’. The spatial area simulated in the left of the Figure is populated with
red spots which represent patients spatially. Also, even with fully available medical
care, nearly 85% of patients do not receive treatment on time, and 39.8% of patients are
asymptomatically infected.

2 https://www.bmj.com/content/369/bmj.m1327.

https://www.bmj.com/content/369/bmj.m1327
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For the second simulation in this set, we set it up similar to the Tier system approach
implemented in the UK - i.e. a partial lockdown. The results are presented in Figure 5:

Fig. 5. Simulation 2.2 - Partial Lockdown (UK Tier System)

This result surprised us; it presents an even worse situation than under no lockdown
or social distancing. The percentage of infections rises and the spatial area in the left
of the Figure is populated with more red spots which represent patients spatially. The
infection rate dramatically rose to 5.02% within only 30 days. The only slight positive
was that the death rate declined by three cases, and the recovery rate slightly rose.

For the third simulation in this set, we set it up as a total lockdown. We defined it so
in the NetLogo dashboard, setting the social distancing as 4 metres this time. The results
from this simulation are presented in Figure 6 below:

Fig. 6. Simulation 3.2 - Total lockdown - Best case scenario

The effectiveness of this configuration given the sparsity of the red dots (patients)
is due to a complete strict lockdown and maximum social distancing hereby shown. As
a result, during a 30-day experimental period, only 0.06% of the population contracted
the coronavirus, and a very small number of infection cases are detected. The general
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mass health situation remains at a relative smooth level, infection rate declines and the
mortality exponential curve is flattened. While this result is not surprising, it provides
an important computational benchmark as we continue with our analysis.

4.3 Summary

The above experiments make it clear that only a complete lockdown and greater social
distancing is effective in significantly reducing the virus spread and mortality rate, as
well as relieving pressure on the national health service; the infection rate is only 0.06%,
compared to 5.02% under partial lockdown, and 3.51% under no-lockdown. The Tier
system or partial lockdown actually contributes to the spread of the virus; this is counter-
intuitive but is consistent with what happened in the UK. It is interesting to note that we
initially ran these simulations in early Summer 2020. This requires further analysis and
discussion:

4.4 Analysing the Social Distancing Aspect

We can extract the social distancing problem as a single research object, by using another
ABMmodel to test its effectiveness. TheRo rate is simulated in accordancewith previous
literature cited (Fig. 7):

Fig. 7. Social distancing problem as a single research object

We set a lower social distancing value and observed the blue and red areas - these
symbolize the alarming infection spread which takes up space in the total green region.
However, by enlarging the social distancing value, the infected rate declines as per
Figure 8 below:

Fig. 8. Social distancing problem as a single research object
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5 Discussion and Implications

Some of our results are not surprising and reinforce the findings of other SEIR studies
(e.g. Cascella et al. 2020), i.e. transmission is fast without a complete lockdown, and,
only extreme social distancingmeasures help curtail the SEIRprocess.What is surprising
and requires further discussion is why the SEIR process model is ‘worse’ under ‘partial
lockdown’ compared to ‘no lockdown’.We present a set of possible reasons below, while
realizing the answer is complex: (i) social routines are potent habits and people have
difficulty letting go of them - a great deal of sociological theory has shown this (e.g.
Giddens 1984). This involves habitus (Bourdieu 1984) - a physical loci that enables and
constrains routine social activity. Unless these loci are shutdown, pubs for example, there
is little impact on the deep-seated habits of individuals and people will continue to seek
out socialization in them.Under partial lockdown in theUK, depending on the Tier,many
‘venues’ for socialization remained open and therefore routine activitywas promoted, (ii)
the Tier systemmay have been confusing for much of the population too - only a national
lockdown provides definitive constraints over routine social activity; (iii) Since it was not
a national lockdown, the partial lockdown system may have given people a false sense
of security; the situation was not perceived to be serious. However, these points do not
explain why transmission was worse under partial lockdown compared to no lockdown.
We suggest: (a) the anticipation of a possible Winter national lockdown motivated the
UK population to ramp-up routine activity and make full use of the availability of socio-
geographic resources, (b) a ‘relief period’ during partial lockdown in which people were
still making up for lost or sacrificed routine activity during the first national lockdown,
(c) being online more during the first lockdown could have led to individuals forging
new contacts and enlarged social networks. This could have resulted in increased social
activity during no/partial lockdown conditions; the relationship between trust and social
networks has been researched before (Kuchler et al. 2020).

Going forward, populations will need to exercise more restraint even when the phys-
ical constraints on habitus have been relaxed, as well as exercise more autonomous
reflexivity (Archer 2007) rather than adhering to social codes of contact within their
social networks. Such reflexivity and restraint over social routines is a matter of survival
in a pandemical scenario.

6 Conclusion

This report provides data, graphs and simulation experiments as evidence to support
the thesis that Covid-19 is a highly infectious pandemic which has a strong spreading
capability. The results reported show that the situation is still serious for every country and
nation. Wemodelled how the UK Tier system (partial lockdown) worsened transmission
rates. We offered a variety of reasons including routine social activity via the concepts
of habitus, social networking and reflexivity.
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Abstract. Smart manufacturing needs to handle increased uncertainty by becom-
ing more responsive and more flexible to reconfigure. Advances in technology
within industry 4.0 can provide acquisition of large amounts of data, to support
decision making in manufacturing. Those possibilities have brought anew atten-
tion to the applicability of discrete event simulation for production flowmodelling
when moving towards design of logistics systems 4.0. This paper reports a study
investigating challenges and opportunities for initiation of discrete event simu-
lation, as a tool for decision making in the era of industry 4.0 manufacturing.
The research has been approached through action research in combination with a
real case study at a manufacturing company in the energy sector. The Covid-19
pandemic fated that adjusted and new ways of communication, collaboration, and
data collection, in relation to the methods, had to be explored and tried. Through-
out the study, production data, such as processing times, have been collected and
analyzed for discrete event simulation modelling. The complexity of introducing
discrete event simulation as a new tool for decision making is highlighted, where
we emphasize the human knowledge and involvement yet necessary to under-
stand and to draw conclusions from the data. The results also demonstrate that
the data analysis has given valuable insights into production characteristics, that
need addressing. Thus, revealing opportunities for how the initiative of introduc-
ing discrete event simulation as an anew tool in the wake of industry 4.0, can act
as a catalyst for improved decision making in future manufacturing.

Keywords: Discrete Event Simulation · Decision support systems in
manufacturing · Industry 4.0

1 Introduction

In the current era of Industry 4.0 (I4.0), the manufacturing industry is forming strate-
gies for the application of new technologies towards increased digitization [1, 2]. There
are several key technologies of I4.0 with relevance for the manufacturing sector i.e.,
the industrial Internet of Things (IoT), Cloud Computing, Big Data, Simulation, Aug-
mented Reality, Additive Manufacturing, Horizontal and Vertical Systems Integration,
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Autonomous Robots and Cyber Security [3]. Among technological drivers for I4.0 are
modeling and simulation-based development of productions systems [4], which can fur-
ther their pertinency through technologies for real-time data collection and analysis to
provide information to the manufacturing system [1, 5]. A field of knowledge that can
contribute as a technological driver for I4.0 is Discrete Event Simulation (DES) [6]. In
manufacturing settings DES has traditionally been applied to certain scenarios, such as
identifying bottlenecks, experimentingwith new factory layouts, and studying variations
in the production flora [7, 8]. However, there is a potential for extended applications of
DES as a tool for decisionmaking in the era of I4.0. For example, automaticmodel gener-
ation and data exchange between manufacturing applications [9], coupling of modeling
of production flowswithmultiagent-based simulation [10] andmulti-objective optimiza-
tion [11]. The advancement of real-time data acquisition has improved possibilities of
such inputs into DES models [12]. Manufacturing today needs to handle heightened
variability, uncertainty, and randomness, meaning smart factories need to become more
responsive and faster to reconfigure [13]. Advancement of technologies can affect the
application of production flow simulations, for example, easier and faster acquisition of
large amounts of data for analysis to support decision making to deal with manufactur-
ing variability and uncertainty. Hence, the possibilities of technologies within I4.0 have
brought anew attention to the applicability of DESwhenmoving towards design of logis-
tics systems 4.0 [14]. Yet there exist barriers towards successful I4.0 implementation
such as, insufficient digital skills and resources, ineffective change management, and
lack of digital strategies [15]. There are theoretical discussions on how to move forward
i.e. [16] suggest a stepwise implementation of the virtual factory in manufacturing. Fur-
ther, [17] propose and show potential of a theoretical framework integrating artificial
intelligence (AI), DES and database management technologies. Despite DES simulation
being an established tool, the complexity of the modelling means that application of its
full potential is still scarce, especially in small and medium-sized enterprises (SMEs)
[18]. And there are unresolved issues when applying real-time simulation as short-term
decision making [19]. Further, it is established that the process of building DES models
is complex i.e., expensive, time consuming, and requires expertise [20, 21]. A consid-
erable combination of quantitative and qualitative skills, large support from many areas
of the organization, and extensive knowledge of tools and techniques are required when
embarking on DES studies [22].

The outline above raises the possibilities of DES being a method benefiting from the
increased emphasis on industrial digitalization and highlight challenges when aiming for
DES to become a tool in daily planning of manufacturing and to facilitate the increased
digitalized production. This paper reports on a real case studywhere a Swedishmanufac-
turing company, jointly with a university, investigate the potential of implementation of
DES in the company’s manufacturing settings. The real case is part of a research project
exploring the opportunities and challenges related to applications of simulation, data
analysis, and artificial intelligence and human intelligence for future manufacturing.

The start of our study coincided with the first European wave of the Covid-19 pan-
demic, meaning that the planned activities for action research and case study had to
be re-adjusted throughout the study. Thus, we also raise those aspects related to the
Covid-19 pandemic in our real case.
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The purpose of the study is to investigate the possibilities of applying DES as a tool
for decision making in manufacturing to understand the prerequisites for succeeding on
such a journey. The ambition is to enhance industrial knowledge of using DES when
forming strategies for adoption of new technologies towards increased digitalization.

The research question asked is:What are the challenges and opportunities for initi-
ation of discrete event simulation as a tool for decision making in I4.0 manufacturing?

In the following sections related work, concerning the possibilities and aspects of
implementation ofDES inmanufacturing settings, is provided. Subsequently, the present
real case is described, followed by findings, discussion, and conclusion.

2 Background and Related Work

This section outlines DES in its historic context and its current and future possible
applications related to I4.0 are addressed.

Simulation is defined as an imitation of a systemor a real-world process [23] andDES
is themodeling of systems inwhich the state variables change only at discrete set of points
in time and is especially useful when simulating systems with variability, interconnect-
edness, and complexity [21]. Traditionally DES in settings of manufacturing has been
applied to study the impact of incorporating e.g., more variants into the production, deter-
mine the impact of new equipment or investigating bottleneck scenarios [7, 8]. Another
common use is when building a new production facility to create a model on a high level
to make a judgment of e.g., production capacity [9]. Further examples of using DES are
when determining production planning policies [24, 25].Meaning that DES is frequently
used to support the production system design process for certain scenarios [26] andmany
applications have been reported in production plant design and in the evaluation of pro-
duction policies, and planning [27]. The implementation ofDES is a process that includes
conceptualmodelling, data collection and analysis, model coding, experimentation, veri-
fication, validation, and confidence [20, 21]. Data collection is often time consuming and
there is the implication of availability of data, whether data needs collecting, or if data is
not collectable [21]. There are crucial skills necessary when building DES models, such
as programming skills, in combinationwith understanding logistical principles andmore-
over, awareness of the level of human involvement to determinewhat data, andhowmuch,
is needed for a given purpose [13]. To emphasis, there seems to be a potential of simplify-
ing the process of implementing DES, for example the development of a framework for
simulation model simplification, which aims to provide a unifying view, in terms of key
activities and enabling and legitimatizing development of educational materials and their
uptake [28].

As explained DES has been applied in certain manufacturing decision making,
though in general its applications focus on investigating aspects of specific scenarios,
often studied separately from daily planning, rather than being used continuously and
strategically in long term decision making. Moreover, many companies may not have
realized the potential benefits of DES and at the same time the method necessitates spe-
cificmodelling expertise and requires extended communication betweenmany functions
at a company [22]. Further, the DESmethodology requires extensive data collection, and
lack of expertise not readily available in all businesses maymean that the threshold is too
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high to engage in implementation of DES. Thus, there may be a lack of understanding
of the potentials of DES, especially among SMEs [18]. However, in the era of I4.0 the
opportunities of DES have been raised anew as possibilities of real-time data collec-
tion, big data analytics coupled with machine learning and its application in short term
planning are becoming more realistic [6, 9, 29]. Applications of real-time data driven
DES models are becoming a possibility in the era of I4.0 [20, 30]. Implementation of
real-time simulation strategies require agile simulation models and short computation
times, nonetheless there are indications of the lack of such strategies [19]. The aspects
of traditionally time-consuming data collection for DES modelling have the potential to
improve in the wake of technologies for real-time data collection [3], though we are not
quite there yet [13, 16]. Another aspect is the growing demand for real-time decision
making, which evolves DES into a fundamental component of the digital twin, when
‘sensing’ shop floor data will become vastly available, execution of simulations provide
almost real-time solutions enhancing performance of both manufacturing and logistics
processes [14]. There is the potential of heightened capability for DES from applying
big data analytics at stages of the DES methodology and use of DES in data farming
to drive big data analytics techniques [31]. Though connecting DES to real-time data
streams and big data sets requires further research [32]. Automatic generation of DES
models is a future prospect, though requires further research [9, 33]. Techniques within
artificial intelligence, such as applying machine learning [34] or agent-based modelling
[35] for decision making can further add to the advancement of DES modelling.

We emphasis that manufacturing companies stress that simulation is an important
part of I4.0 [4], indicating the increased interest of such applications in future deci-
sion making. However, combining DES with technologies in I4.0 for extended decision
making is an area needing further and deeper investigation to reach its potential [9, 13,
16, 32]. It is therefore of interest to explore the challenges and opportunities for DES
as a sustainable activity for decision making in increasingly digitalized manufactur-
ing. Meaning there is a need in a manufacturing industry characterized by variability
and uncertainty to make the most of I4.0 technologies and find novel ways to support
decision making of production planning.

3 Method and Approach

This research has been approached through action research in combination with a real
case study. The method of action research “is driven by a desire to bring about change
in practice and it strives toward a form of action in order to identify and solve problems”
[36]. Further, action research is characterized by collaboration between researchers and
participants from the setting, where they jointly study and derive solutions to a prob-
lem [37]. The research focuses on a real case study, where a researcher and third year
bachelor students from a university collaborate with participants from a manufacturing
company, to investigate the potential use of DES in production planning decision mak-
ing. The method of action research, as a bridge between academic research and practical
work, focus on practice, change, collaboration, and action [36] and is therefore a suitable
approach to investigate the case at hand. Case studies can be exploratory and are suitable
when more in-depth knowledge concerning an event is sought-after [36] and when the
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emphasis is on intensive examination of the setting [37]. The choice of approach and
the combination of methods were based on the aspects of close involvement between
different actors to jointly investigate the real case to develop and suggest solutions.
However, the start of the study coincided with the start of the first European wave of
the Covid-19 pandemic. This meant that the planned project and previously experienced
models for action research of similar cases had to be re-adjusted throughout the study.
Under regular circumstances frequent visits with substantial time spent at the factory
site by the university researcher and the bachelor students would have taken place. It
is common, in Sweden, for engineering students to mainly be based at the company
during their thesis work. As visits to the factory site were strictly regulated because of
the Covid-19 pandemic it was only possible for the bachelor students to pay one visit to
the company very early on and the researcher could not make any visits to the company.
Nor could the researcher, who was supervising the students, meet physically with the
students at any time. Those implications meant that new ways of communicating had to
be applied. Also, the aspect of understanding a manufacturing facility, with all its pro-
cesses and production flows, at a distance through mainly studying spread sheets had to
be overcome. Nevertheless, throughout the case study, both quantitative and qualitative
data were collected from the manufacturing processes at the company. The production
data was retrieved from the company Enterprise Resource Planning (ERP) system by
the participating project group member from the company. The quantitative data col-
lected was shared via e-mail in the format of Excel files. The qualitative data consisted
of meeting notes with company employees to understand the manufacturing layout and
processes, and the organization of the company. Regular weekly web-based meetings
took place between the three parties, company participant, researcher, and bachelor stu-
dents. Thosemeetingswere of great importance to understand themanufacturing process
and to jointly analyze the data. The qualitative data collection took place in the span
between March-June (four months) 2020. The quantitative data collection incorporated
data, such as processing times from the manufacturing, which then was analyzed in
preparation for building a DES model of the factory shop floor. While the quantitative
data was collected during same time period as the qualitative data, the actual data from
the quantitative part historically spans over a period of 13,5 months between autumn
2018 until autumn 2019. The collected data was analyzed according to data formats
necessary to design and build the DES model.

4 Case Description

The real case is based at a company that manufactures products for the energy sector.
There is an interest among middle management to investigate the potential of DES,
both to evaluate different production scenarios, but also to explore the potential of this
approach becoming a sustainable day-to-day planning activity. No expertise within the
area of DES exists at the company, hence the project group is brought together with
a researcher from the collaborating university and two third year bachelor students in
industrial engineering as part of their final year thesis work. The students have studied
courses within logistics and leanmanufacturing, though lacks thorough expertise in DES
modelling. Hence, they were given access to an online university course on DES when
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commencing the project. The representative from the company, in the project group, had a
positive view of the potential of this method and was engaged throughout the case study
and was also the person retrieving the production data from the Enterprise Resource
Planning (ERP) system. This proved to be especially vital in this case as the Covid-
19 pandemic strongly impacted the communication between project group members.
The company has been fairly spared from the Covid-19 pandemic regarding the aspects
of not needing to lay off or furlough employees. However, due to the pandemic, the
collaboration between the researcher, students, and the company personal was largely
affected. It was only possible to visit to the factory site once, very early on, thereafter all
other communication took place through web-meetings, e-mails and sharing of Excel-
files with production data.

To limit the extent of the data collection for this specific case and to give the com-
pany the chance to begin applying DES in a grasping format we jointly identified to
focus the study on the company’s two highest volume product variants. This limited the
scope of the case study, but also gave a base of including substantial data collection for
high volume products that passes through many of the different processes on the factory
shop floor. The manufacturing processes consist of some CNC-machines and automa-
tion equipment, though many processes, for example, within welding are manual. The
factory layout is a so-called job shop, meaning that similar equipment or functions are
grouped together, such aswelding processes located in one area and grindingmachines in
another. The studied production flows of the two product variants share many resources,
though they are routed differently throughout the shop floor. Product variant 1 has 15
operations and Product variant 2 has 19 operations. The production flows are disparate,
and some resources are visited several times. The data collection included processing
times (planned and reported times), waiting times, repair times (extra operations) and
times for sending products on sub-contraction. The data needed thorough categorizing
and processing to be analyzed in a suitable format i.e., calculating waiting times and
deducting number of repair operations from the data files. The data analysis was time
consuming and the group members jointly discussed and categorized the production
data, to reach consensus of the interpretation of the data.

5 Results, Analysis and Discussion

This section outlines the findings of the real case study over three aspects; the result of
the analyses of the data for building aDESmodel, results on applying action research and
real case study during the Covid-19 pandemic, and the results and learnings made from
this real case on how to move forward with DES as regards challenges and opportunities
of introducing DES as a tool for decision making in future manufacturing.

5.1 Results from Data Collection Analysis of the Production Data

Based on the data collection, the total production times from starting a new order until
the order being completed were calculated. Data was collected to investigate possible
discrepancies between planned processing times (retrieved from the ERP system) and
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reported processing times (reported by operators after completions of operations). Fur-
ther, from the data we could obtain the number of extra operations (repairs), waiting
times between the different operations and variation in sub-contracting times. To clarify
the results of the calculations, tables and graphs were drawn for the various aspects
studied as outlined above. The Tecnomatix Plant Simulation software [38] was used to
model and visualize the production flow according to product routing of the two variants.
The production flows are complex with several loops and crossing flows between the
two production variants, therefore a simplified DES model was built as part of the case
study. Further work and extension of this model is ongoing.

When initiating the study, the company proposed that there might be large discrepan-
cies between the planned and the reported processing times. Though, the study showed
that the total discrepancies between planned and reported processing times did not vary
as much as anticipated. There was on average only a slight increase in the reported
processing times compared to the planned times, and overall the data set followed the
same pattern. It should be noted that the planned processing times are set by a produc-
tion engineer according to a pattern, whereas the reported data is given by the operators
themselves after completion of an operation, meaning the reported data may be less
reliable, as it is subject to human interaction and judgement.

The company was aware of long waiting times between operations and products
are frequently sent to storage in waiting for the next operation. Therefore, there was
an interest to study those implications in more detail. The study confirmed a high level
of work-in-progress and the extent of the waiting times were quantified, showing the
importance of addressing those issues at the case study company.

Early in the production flow the products are sent to a sub-contractor for processing
that cannot be performed in-house. Notable the processing times for sub-contracting
varied substantially and demonstrated a trend showing how the sub-contracting times
increased over the data set studied. Here improved communication with sub-contractors
would be beneficial to find causes for this and break the trend of increasing times.

The data analysis showed that for the first product variant studied, 86% of the orders
required at least one, but often several repair operations and for the second product
variant studied, 43% of orders needed repair operations. The results from the study of
repair times indicate that there are quality issues that need further investigation and can
be the basis for reformed decision making. Moreover, the added repair operations to the
production flowmeant that the total processing times increase compared to the originally
planned times that initially do not consider or plan for repair cycles. The added repair
operations entail an almost constant re-flow of products that revisit operations, making
the production flows increasingly complex to analyze and model.

The calculations of the total production times from starting a neworder until the order
being completed, demonstrated a trend in the data where there is a near 50% increase in
total production times, for both product variants, throughout the data sets (see Fig. 1).
Due to confidentiality and to avoid disclosure of detailed company data, Fig. 1 does not
include the specific production times and unit, though it shall be stressed that the graph
displays the result of the analysis of the real production data.

Speculating on the reasons for the increase in production times it can be highlighted
that the long waiting times, many repair cycles, and increasingly longer sub-contracting
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Fig. 1. Total production times for Product Variant 1 and Product Variant 2, respectively.

times have an impact on the total production times. However, the ground reasons why
those changes in the data takes place need further investigation as to understand why this
is happening and to come to terms with those issues and improve the production flow.
The detailed study of the production data showed demonstrated results that need fur-
ther addressing. In autumn of 2020 the researcher and company representative reached
involvement of company management, who showed interest in the results and empha-
sized importance of continued study. Therefore, the results are now the basis for further
investigation leading to future changes in decision making in the real setting.

5.2 Applying Action Research and Case Study During the Covid-19 Pandemic

The study was planned in the months before the first wave of the Covid-19 pandemic
hit Europe and when the project started in March 2020 the pandemic was rising fast.
Our chosen methods of action research coupled with a real case study therefore quickly
needed to be re-adjusted and different ways of communicating, collaborating, and col-
lecting data had to be explored. We had planned frequent visits to spend time at the
company to observe and learn the manufacturing processes, collect data, and interview
operators on the shop floor. And the most apparent impact on the study was that this
was limited to only one visit made by the bachelor students and none by the researcher.
Instead, the progression to understand the manufacturing processes and the company
problems took place through web-based meetings. During the web-based meetings the
company participants explained the manufacturing processes in detail and jointly we
extensively studied and analyzed the data files to understand the production flows e.g.,
times, order of processes, type of equipment, and human resources. This distant way
of learning the manufacturing setting was time consuming, repetition was constantly
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necessary, and it probably took longer to get a full picture and a clear grip of the man-
ufacturing issues. This made the study initially somewhat abstract, and the restrictions
to visit the company site meant that the study did not give possibilities for interviewing
company personnel. More interactions with operators, logistic planners, quality engi-
neers etc., would probably have benefited the understanding of the manufacturing and
i.e., reliability of the data regarding reported processing times could have been further
investigated.

Another aspect of not being able tomeetwas the student supervision. Itwas difficult to
give hands on advice onDESmodelling, as thiswas done throughweb-basedmeetings. It
also took time for the students to get access to the Tecnomatix Plant Simulation software
[38], as licenses were limited to computers in physical classrooms at the university. This
was eventually solved by a new system of login through a distance computer solution.
The students were given online course materials (films, lectures, exercises booklet) to
learn the software, but progress was slow, and they would most likely have progressed
faster with more teaching interactions.

The changed ways of communications and adjusted form of collecting data resulted
in researcher and students main form of communication with the company being through
web-basedmeetings and e-mail conversations with one company participant. And this in
turnmade it difficult to disseminate the result of the study at the company asmany people
were not even aware of the study and meanwhile management were informed there were
no clear communication routes or initial interest of the study. Though, in autumn of
2020 the researcher and the company representative found interest from the company
management team, meaning the subsequent continuation of the initiative. Management
shows a large interest in continuing the work on several levels, both with extended DES
models, incorporating more product variants and in parallel to work with improvement
of quality issues and enhanced communication with sub-contractors.

The summarized findings from this section highlights the importance of human
interaction to interpret, explain and analyze the data, as well as when learning novel
software and engaging the interest of management.

5.3 Challenges andOpportunities on aDES Journey Towards I4.0Manufacturing

As demonstrated the initiation of the DES study and the data collection part have given
valuable insights in the details of the production. Moreover, throughout this study, there
are lessons learned on a more tacit level related to aspects of introducing DES as a tool
for decision making for future manufacturing.

During the data collection we note that manual and human work was required, both
for retrieving the data and for the analysis. The data was available in the company’s
ERP system, though it had to be manually retracted and transferred into Excel files.
Data collection and analysis are often described as time consuming, where necessary
data is not readily available for collection [21]. Our real case demonstrates and confirms
those principles as the data collection and analysis were substantial parts. In this case it
can therefore be argued that in real factory settings, data readily available for automatic
analysis is yet to becomea realistic scenario. Thus,wenote the continued interpretationof
the data facilitated through human knowledge when collecting, categorizing, analyzing
and understanding the data. This interaction with humans in the system also meant that it
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was difficult to keep a neutral judgement of to the study as preconceptions of anticipated
results were raised before and throughout the study. Some of the preconceptions were
disproved when analyzing the data, showing how such influence can affect the mindsets
of humans. This argues for further possibilities of data collection and analysis with less
human interaction in future decision making.

It is known that a range of different competences and specific expertise is necessary
when embarking on a DES study [22]. In the real case study presented there was a
low knowledge of application of the DES method within the company and the method
was newly introduced also to the bachelor students, which emphasized and confirmed
the long learning curve to encompass all necessary abilities, i.e., technical, theoretical,
quantitative, and qualitative aspects of such a study.

Despite the challenges encountered, the results of the case study demonstrate new
knowledge of the production processes that can be brought to light in decision making.
The new understanding of the production data is the basis for further studies regarding
i.e., improvements of production times, work-in-progress, and highlighting of quality
issues. Particularly as the collaborating company is keen to continue with the DES
approach to study how production output is affected by the discrepancies in processing
and throughput times. Economical key performance indicators related to the aspects of
capital bound in work-in-progress is also an aspect the company has highlighted. The
study showed the company’s immaturity to apply DES and their lack of production data
in readily formats for modelling. At the same time the study demonstrated the potential
of commencing a DES journey as the results highlight possibilities for improvements of
production.

6 Conclusion

The real case outlined in this paper focuses the challenges, yet opportunities for imple-
mentation of DES as a tool for decision making in increasingly digital manufacturing.
Our results show that the commencement of a DES study, which involves detailed data
collection and thorough understanding and analysis of the data, can concretely give
input to areas within production that need addressing and require further investigation.
This implicates the possibility for revised decision making to improve production times
and flows and hence influence production efficiency and improve competitiveness and
responding faster to changing markets.

We encountered a variety of challenges during the study. The challenges include the
added aspect of performing action research and real case study in midst of the Covid-
19 pandemic, the impact from the low level of expertise within the technical aspect
of DES modelling, the time-consuming period of data collection and analysis and the
necessity of human knowledge and interaction during this process. The emphasis is that
it is still vital with human input when understanding and drawing conclusions from data
to be the basis for decision making. At the same time, we reflect on the implication that
human preconceptions may have on the results, denoting that the data analysis and DES
model can be valuable when striving towards objectivity. Consequently, the initiation of
the DES approach has increased the understanding of the complexity of the production
flows and has endorsed a more holistic view of the factory environment.
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Despite the challenges outlined, the results from the real case study have proven a
useful insight for the company regarding the outcome of the analysis of production data.
The results from the data analysis have been presented and highlighted to the company
management team. This in turn has facilitated discussions between managers on how to
move forward with fresh studies of production and how to continue with the incentive
of implementing DES aiming for improved decision making.

The Covid-19 pandemic meant that adjusted and new ways of communication, col-
laboration, and data collection were explored and tried. The limitations of communi-
cation made it more difficult to disseminate the result of the study at the company and
keep management informed. The commencement of a DES journey has demonstrated
how the method can act as a catalyst for addressing improvements of production that can
lead to more accurate decisions and increase production efficiency. We realize the need
for future studies of this area, emphasizing the applicability of DES as tool for decision
making and the ambition to enhance industrial knowledge of its possibilities within the
era of increased digitalization. We also recognize the importance of human interaction
and critical thinking leading Industry 4.0 into Industry 5.0 [39] as our results emphasize
human interaction and interpretation throughout the study.
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Abstract. The lack of interoperability observed in modern DSSs becomes even
greater when complex systems covering multiple domains are considered. In the
present research, the apparatus of multi-aspect ontologies is used as a means to
represent knowledge of DSSs based on human-machine collective intelligence for
enabling interoperability between the system components and coordinate interre-
lated processes. The available ontology development methodologies are not quite
suitable for the development of multi-aspect ontologies because they leave aside
the problem of choosing approaches for integration of reusable ontologies. Since
the structure of a multi-aspect ontology imposes some restrictions on the aspects
integration, the objective of this research is to propose a methodology for the
development of multi-aspect ontologies that incorporates an aspects integration
approach. For the research purpose, the existing ontology development method-
ologies have been analyzed and an ontology development pattern followed bymost
methodologies has been revealed. The developed four-stage methodology extends
it with an aspects integration approach. The methodology is illustrated through
the development of a multi-aspect ontology to support semantic interoperability
in DSSs based on human-machine collective intelligence.

Keywords: Ontology development methodology ·Multi-aspect ontology ·
Decision support · Human-machine collective intelligence

1 Introduction

Collective intelligence is an emergent property from the synergies among
data/information/knowledge, software/hardware, and humans with insight that contin-
ually learns from feedback to produce just-in-time knowledge for better decisions than
any of these elements acting alone [1]. A collective intelligence system, which connects
these three elements into a single interoperable platform, is believed to improve the
efficiency of decision support.

At the moment, decision support systems (DSSs) that are based on human-machine
collective intelligence (HMCI) are not numerous. Few DSSs of this type do not leverage
the full potential of HMCI. Basically, they support decision-making by human groups
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providing them with a specially developed software (e.g., [2, 3]) and teamwork between
humans and machines has not been achieved so far [4].

In DSSs based on HMCI, various processes that relate to different domains (e.g.,
knowledge management, decision-making, etc.) are ongoing and knowledge from mul-
tiple domains is required to support decision-making in such systems. In these systems,
humans andmachinesmust interoperate so that they could exchange their views on prob-
lems, discuss alternatives, make agreements, etc. The lack of interoperability observed
in modern DSSs [5–7] becomes even greater when complex systems covering multi-
ple domains are considered. The apparatus of multi-aspect ontologies was proposed as
a means to represent knowledge of complex systems, enable interoperability between
their components, and coordinate interrelated processes [8].

A multi-aspect ontology comprises three levels: local, aspect, and global. The local
level represents concepts and relationships observed only from one view. Each aspect
can be represented by a specific formalism. The aspect level represents concepts and
relationships from the local level that are shared by two or more aspects. The aspect level
defines the formalism of the multi-aspect ontology. The global level is the common part
of themulti-aspect ontology represented using themulti-aspect ontology formalism. The
concepts represented at this level are related to those of the aspect level.

Although existing ontology development methodologies imply ontology reuse and
integration to build a new ontology, the choice of ontology integration approach is left
to the developers. The multi-aspect ontologies rely upon a certain structure to support
integration of heterogeneous local aspects. This structure imposes some restrictions on
the integration approach,whichmeans that developingmulti-aspect ontologies requires a
methodology that would incorporate an approach to aspects integration. The contribution
of this paper is a methodology for the development of multi-aspect ontologies and
a resulting multi-aspect ontology aimed to support semantic interoperability between
humans and machines in an HMCI-based DSS, which has been developed following the
proposed methodology. Unlike related approaches to ontology integration (e.g., [9–11]),
the approach proposed in themethodology does not require a prior agreement on a global
ontology level. Instead, this level is a result of aspects integration.

The rest of the paper is organized as follows. Section 2 contains some basic infor-
mation about the HMCI environment, explaining the scope of the multi-aspect ontology
application. The methodology for the development of multi-aspect ontologies and its
application are discussed in Sect. 3. The main research results are discussed in the
Conclusion.

2 Decision Support Based on Human-Machine Collective
Intelligence

In the present research, a collective intelligence environment supports joint work of
relatively small and short-living (hours to several days) ad hoc teams of humans and
machines on decision support problems allowing participants to self-organize (define
and adapt the plan of actions). In particular, the HMCI environment provides a basic
mechanism of communication and coordination between the heterogeneous participants
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(humans and machines), allowing information exchange on two levels: information con-
cerning the problem being solved (available data, opinions, arguments and models), and
process information (role distribution, responsibilities and so on) [12].

The following principal actors are distinguished in the environment: end-user
(decision-maker), participant, and service provider. End-user (decision-maker) uses the
environment to get help in making a decision. He/she describes the problem and posts so
that the problem description is visible to a specified community. Participants (humans
and/or software services) self-organize into teams to work on the problem given by the
end-user. Finally, the service provider develops, integrates to the environment, and sup-
ports software services that can act on behalf of participants working on some problem
given by the end-user.

Two processes take place when a team consisting of humans and software services
are working on a problem: search for a solution and decision support (re)organization.
Searching for a solution is amain productive process, duringwhich teammembers enrich
the problem initially defined by the end-user with new information. The general flow
of this process is driven by decision-making methodologies and the decision-making
model introduced by H. Simon. Decision support (re)organization process represents all
the activities aimed at planning and organization of teamwork (e.g., deciding whether
additional resources are required, assigning team member responsibilities, giving dead-
lines for completing a task, and identifying new tasks to be solved for reaching the
goals of the whole process). To support the (re)organization process the environment
suggests process assistance mechanisms that offer efficient modes and scenarios of the
collaboration depending on the status of the problem-solving process.

Technologically, the processes performed by the team are organized with a help
of ontology-based smart space, accessible by software services (via SPARQL-based
APIs) and human participants (via GUI components, hiding technical details of ontology
usage). This smart space contains the structured description of the problem, gradually
extended and refined by the team. So, the progress of a team on the problem is reflected
by structural changes of an ontological description of the problem.

3 Methodology for Development of Multi-aspect Ontology

An analysis of ontology development methodologies underlies the methodology for
the development of multi-aspect ontology to support semantic interoperability in deci-
sion support systems based on human-machine collective intelligence. “Enterprise”
[13], TOVE [14], METHONTOLOGY [15], Protégé [16, 17], On-to-Knowledge [18],
NeOn [19], Lifecycles [20], and AMOD [21] are among the analyzed methodolo-
gies. These methodologies follow approximately the same ontology development pat-
tern: requirements specification, creation of conceptualization, conceptualization for-
malization, ontology implementation, and ontology evaluation. A methodology of the
multi-aspect ontology development adopts this pattern.

3.1 Multi-aspect Ontology Development

The multi-aspect ontology development goes through four stages (Fig. 1).
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The first stage aims at producing of ontology requirements specification, the iden-
tification of the purpose and scope of the ontology, and the identification of kinds of
aspects to be included into the multi-aspect ontology. The methodology of the multi-
aspect ontology development does not impose special demands on methods of require-
ments specification. Nevertheless, most of the ontology development methodologies
recommend competency questions for this objective. The requirements specification is
the basis to identify the purpose and scope of the ontology. These purpose and scope
provide ideas about the kinds of aspects.

The second stage focuses on the development of aspect ontologies. The stage starts
with the requirements specification for each aspect. Then, two scenarios of the aspect
ontologies development can be used: development from scratch or ontology reuse.
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Requirements 
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purpose and scope

Identification 
of aspects

Stage 1
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Implementation Identification of 
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tionIntegrationEvaluation
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Fig. 1. Multi-aspect ontology development

Ontology reuse is considered to be of a higher priority. The reused ontologies are
adjusted to the aspect ontologies requirements without changing the original formalism
of those ontologies. The adjusted ontologies are evaluated. In respect that the developers
of the reused ontologies evaluated them, the evaluation concerns checking the consis-
tency of the representations for the concepts and properties that have been changed while
the adjustment. These representations must correspond to the representations used in the
source ontologies. Here, consistency of representations means correct spelling of names
for the concepts and properties, consistency of their grammatical forms, lack of redun-
dancy, etc. In details, the Protégé methodology [17] describes this kind of evaluation; it
is referred to as verification there.
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If no ontologies for reuse have been found, the aspect ontology is developed from
scratch in accordance with the ontology development pattern adhered by most ontology
development methodologies: requirements specification, conceptualization, formaliza-
tion, implementation, and evaluation. Due to a number of tools supporting ontology
building have been created to date, the methodology for multi-aspect ontology devel-
opment addresses the issues of formalization and implementation jointly. The ontology
building tools support the aspect ontology formalization in a chosen formalism or rep-
resentation language and the ontology encoding, i.e. its implementation. The result of
the implementation is a logical model derived from the aspect conceptualization using
an ontology building environment. The resulting model is verified for the representation
consistency and evaluated for the logical consistency. The logical consistency is checked
by an ontology reasoner integrated into the ontology building environment.

The third stage targets representing the aspect level of the ontology. At this stage,
fragments of the aspect ontologies are identified that represent concepts of the aspect
level and relationships between them. As the aspect level concepts, we capture concepts
for which there are semantic mappings to the concepts of one or more aspect ontologies.

The ontology fragments are represented in the same formalism (hereinafter referred
to as the multi-aspect ontology formalism). Generally, this formalism does not depend
on the formalisms of the (local) aspect ontologies. Multi-aspect ontology formalism and
an ontology building tool to represent the fragments can be chosen before, in parallel
with, or after the development of the aspect ontologies. It depends on the developers’
goals. If the local level represents many aspect ontologies implemented using the same
formalism, sometimes it makes sense to formalize the aspect level in the formalism of
those ontologies. However, this recommendation is not mandatory.

Evaluation of the aspect-level fragments consists in checking whether the concep-
tualization formalized by a fragment complies with the conceptualization of the aspect
ontology out of that this fragment has been captured.

The final activities at the third stage concern integration of the aspect and local levels.
They are integrated via unambiguous aligning the aspect-level fragments and the aspect
ontologies. The alignment relationships are formalized by means of aspect ontology
formalisms.

The fourth stage is intended for the development of the global level of the ontology.
For this, concepts common for several aspect-level fragments are identified. Concepts of
the global level are selected out of the common concepts and then a conceptualization of
the global level is created. This conceptualization is formalized and implemented using
an ontology building tool (usually, the tool is chosen at stage 3).

The global level and the aspect level are integrated via bridging rules [8] that are spec-
ified between the global level concepts and the concepts of the aspect-level fragments.
The bridging rules are formalized by means of the multi-aspect ontology formalism. Bi-
directional arrows in Fig. 1 between the implementation and integration blocks indicate
that the activities on the ontology implementation and ontology integration are interre-
lated. In particular, one can either integrate knowledgewhencreating a conceptualization,
and then implement this conceptualization, or introduce (integrate) some knowledge into
an implemented ontology and therefore to change the original conceptualization.
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Activity on the evaluation of the multi-aspect ontology finalizes the fourth stage.
The evaluation implies checking the global level representation consistency, checking
for the lack of redundant relationships at this level, and checking the logical consistency
of the aspect and global levels. At the fourth stage, the logical consistency is checked
via passing facts between the aspect and global levels using the bridging rules.

Relationships between the levels of the multi-aspect ontology are explained by an
example of the appearance of an individual at the local level. For simplicity, it is supposed
that the individual belongs to a class that is represented at the aspect level. When such
an individual appears at the local level, this individual is unambiguously translated (by
the mechanisms of the local aspect ontology) to the aspect level due to the alignment
between the classes of these levels. Then, the ontology reasoner that supports the global
level classifies the individuals based on bridging rules. Finally, again by means of the
bridging rules, classes of the aspect level are instantiated and, in turn, are unambiguously
translated to the local level.

3.2 Use Case of DSS Based on Human-Machine Collective Intelligence

The development of a multi-aspect ontology to support semantic interoperability in
DSSs based on human-machine collective intelligence follows the stages proposed by
the methodology introduced above.

Stage 1. Global level.

Specification of requirements to the multi-aspect ontology of the HMCI environment.
The purpose and scope of the multi-aspect ontology, and competency questions form
the basis to produce ontology specification. This specification comprises a set of initial
concepts considered relevant to the modelled domain. With reference to the global level,
these concepts correspond to kinds of aspects viewed in the ontology.

The purpose of the multi-aspect ontology is the support of semantic interoperability
of components of a decision support system based on human-machine collective intelli-
gence. Relevant concepts revealed from the ontology purpose definition are component,
human-machine collective intelligence, decision support.

The ontology scope is the self-organization of software services and humans based
on their competencies to solve the user task as a decision support problem. Relevant
concepts revealed from the ontology scope definition are software service, human, self-
organization, competency, decision support, task, and problem.

Competency questions:

• How is ensured semantic interoperability of heterogeneous participants of the human-
machine environment?

• What knowledge should the ontology represent to enable decision support?
• What knowledge should the ontology represent to enable self-organization?

The semantic interoperability of heterogeneous participants of the human-machine
environment is ensured by concepts of the global ontology level. Relevant concepts
here are participant and human-machine environment. The participants self-organize
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to enable decision support. Relevant concepts are participant, self-organization, deci-
sion support. Software services and humans self-organize based on their competencies.
Relevant concepts are software service, human, self-organization, competency.

Identification of aspects to be included into the multi-aspect ontology. Ontology aspects
are chosen based on the revision of the set of initial concepts. The revision concern the
identification of possible synonyms, subconcepts, irrelevant concepts or lacking con-
cepts. The revision showed that regarding the human-machine environment component
and participant are synonyms. These concepts are decided to be referred to as partici-
pant. At the same time, participant is a subconcept for the concept of human-machine
environment and therefore there is no need to represent participant as a separate aspect.
The concepts of software service and human are kinds of participants and consequently
are not represented as aspects. The user task in terms of decision support is considered
as problem, that is problem and task are synonyms. Term task is chosen to name these
concepts. The concept task belongs to the decision support domain and is used in con-
junction with knowledge of the subject domains that supply the input data for this task.
Collective intelligence is the product of activities of the human-machine environment
participants and cannot be considered as an aspect.

Summing up, the following aspects are identified that have to be introduced into
the multi-aspect ontology: decision support, subject domain, human-machine environ-
ment, self-organization, and competency. Due to space restriction, the further discussion
focuses on aspects of decision support and human-machine environment.

Stage 2. Local level.
The ontology specification for the decision support aspect is made based on the defini-
tions for the ontology purpose and scope, and the analysis of decision-making method-
ologies [22]. The specification for the aspect of human-machine environment is defined
in the sameway as the specification of themulti-level ontology (ontology purpose, scope,
competency questions).
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Decision Support. Decision support ontologies [23, 24] are reused to develop the ontol-
ogy of the decision support aspect. Figure 2 presents this ontology. It comprises the fol-
lowing concepts: • Human-machine environment – an environment comprising humans
and machines which jointly solve the problem formulated by the user as a decision
support problem; • Context – information that can be used to characterize the decision
situation; context represents reasons, facts, contradictions, and other situation-related
information; • Problem – an issue that has to be resolved by finding an answer to it
or taking some actions; • User – one who uses the human-machine environment as a
decision support tool; •Decisionmaker –onewhomakes the final choice among the alter-
natives; • Role – decision support and decision-making activities required or expected of
the users and participants of the human-machine environment within the role; •Criterion
– a rule or standard by which alternatives can be ranked based on the decision-maker
preferences; • Preference – objective function and the desired value of the objective
function; • Alternative – optional problem solutions or courses of action; • Decision
– agreement to adopt an alternative to resolve the problem; • Evaluation – judgment
howmuch the object being evaluated (the context, the human-machine environment, the
decision) addressed what is expected; • Activity – actions related to achievement any
goal while decision support (e.g., information gathering, context analysis, development
of alternatives, etc.); •Decision-making – a process that is used to make a decision being
solution to the problem.
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Fig. 3. Ontology of human-machine environment aspect

Human-Machine Environment. The ontology for the aspect of the human-machine envi-
ronment is developed from scratch. The ontology is given in Fig. 3. It comprises the
following concepts: •Human-machine environment – a community of software services
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and machines the interactions of which leads to the emergence of collective intelligence;
•User (Decision maker) – one who formulates the problem to the human-machine envi-
ronment, monitors the progress of its solution, makes adjustments to the solution process
and a final decision based on the information provided by the environment; • Problem
– an issue that has to be resolved by finding an answer to it or taking some actions;
• Participant – software service or human taking part in decision support; • Software
service – software provided as service; • Service provider – a person or a company
proving the services to the subscribers; • Expert – human as a participant of the human-
machine environment; • Expert’s agent – software service acting on behalf of the expert;
• Team – a set of participants implementing the model of decision support process for
a specific problem; • Artifact – a result created by a participant as an outcome of the
participant’s activity; • Agent of an external source of data/knowledge – software service
as a participant that provides access to an external source of data/knowledge; • External
source of data/knowledge – a ready-to-use source of data or knowledge (e.g., a database,
a service) that is hosted, supported and maintained by a source provider and to which the
environment has access under specified conditions; • Agent of external software service
– software service as a participant that provides access to an external software service;
• External software service – ready-to-use software service that is hosted, supported and
maintained by a service provider and towhich the environment has access under specified
conditions; • Solver – intelligent software that synthesizes information and knowledge to
achieve a solution for subproblems appeared while the participant activities on decision
support; • Process model – a description of the processes on data collection, investiga-
tion, and alternative evaluation created using the meta-model; • Meta-model – a set of
elements for the creation of a given process model; • Process pattern – a typical decision
process for solving routine tasks within coordination and self-organization; • Informa-
tion on problem – context, information on the problem from the user, and information on
the problem produced by the team in the course of its activities on searching a solution
for the problem; • Context – any information that characterizes the situation of an entity
where an entity can be place, a participant of the human-machine environment, or the
user.

Stage 3. Aspect level.
The shadowed blocks in Fig. 2 and Fig. 3 represent concepts that are chosen as the
aspect-level concepts. Table 1 summarizes these concepts. The concepts of the aspect
level and the local level are aligned correspondingly.

The OWL ontology description language [25] is used for the aspect level formal-
ization since it is the most widely used up-to-date means supported by the World Wide
Web Consortium (W3C). Therefore, OWL becomes the representation language for the
multi-aspect ontology. The Protégé ontology editor and building framework [26] is used
to implement the aspect level.

Stage 4. Global level.
The list of concepts that are common for several aspects is as follows: human-machine
environment, software service, human, participant, decision maker, role, decision, arti-
fact, task, and context. Referring to the aspects of self-organization and competency,
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Table 1. Concepts of the aspect level.

Local-level aspect Aspect-level concept

Decision support Human-machine environment, user, decision maker, role,
problem, context, alternative, decision

Human-machine environment Human-machine environment, user (decision maker),
participant, software service, expert, problem, artifact, context

which are not considered in the paper, the representations of those aspects include con-
cepts from the list and the list of the common concepts does not contain concepts specific
for those aspects.
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Fig. 4. Global level of multi-aspect ontology

The global level of the multi-aspect otology is presented in Fig. 4. The correspon-
dences between the concepts of the aspect level and global level for which bridging rules
have to be formalized are shown in Table 2.

The global level is formalized in OWL. The logical consistency of the global level
is evaluated using the Pellet reasoner provided by the Protégé framework.

The following illustrative example based on the excerpt of the implemented multi-
aspect ontology demonstrates the applicability of this ontology to decision support sit-
uations. During the problem-solving process, the participants of the human-machine
environment (Fig. 3) generate various artifacts (the concept “Artifact”). In fact, the
artifact generation process is a part of the decision support process (Fig. 2), and the
generated artifacts are at the same time alternatives (the concept “Alternative”) at this
stage of decision support. A bridging rule formalizes equivalence of the global-level
concept “Artifact” and the concept “Alternative” (Table 2). Thus, generating artifacts,
the human-machine environment at the same time generates decision alternatives.

With respect to application domains, themulti-aspect ontology represents knowledge
of an application domain as an aspect, and depending on the particular problem from a
given domain, this aspect can be replaced with another one on the “plug-in” basis. Let
us consider the domains of “e-tourism” and “smart city“. For instance, in the former
domain, the problem of finding the most interesting attractions in the area meeting the
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Table 2. Correspondences between concepts of aspect level and global level.

Global level Decision support Human-machine environment

Human-machine environment Human-machine environment Human-machine environment

Software service Software service Software service

Human – Expert

Participant User Participant

Decision maker Decision maker User (decision maker)

Role Role Expert

Decision Decision Artifact

Artifact Alternative, decision Artifact

Problem Problem Problem

Context Context Context

tourist’s preferences is being solved. Here, at the stage of alternatives development, the
artifact corresponds to the concept “attraction” and is a name and description of an
attraction. In the latter domain, the problem of finding a way to get from city location
A to city location B is being considered. In this case, the artifact corresponds to the
concept “route”, describing the transportation means, stops, and transfers. As a result,
the multi-aspect ontology becomes problem-specific, however, all other aspects remain
unchanged.

4 Conclusion

A four-stage methodology for the development of multi-aspect ontologies is proposed.
Multi-aspect ontologies are used as a means to represent knowledge of DSSs based on
HMCI, enable interoperability in them, and coordinate interrelated processes ongoing
in such DSSs. The methodology adopts an ontology development pattern followed by
most ontology development methodologies and extends these methodologies with an
ontology integration approach. Although this approach supposes the usage of a shared
global ontology, this ontology is not imposed as conformance to a common standard, but
it is the result of the integration of ontologies representing multiple domain knowledge
fromwhich is combinedwith the purpose of decision support. Themulti-aspect ontology
allows an HMCI-based DSS to easily adapt to new application domains due to the global
level that represents common concepts for any DSSs of this type and the possibility
to incorporate application knowledge as a local aspect, followed by the mapping this
knowledge and the knowledge represented at the aspect level not changing any other
relationships between the ontology levels. The methodology is beneficial for complex
systems dealing with knowledge from multiple domains; it enables developing shared
ontologies and does not require an agreement on a top-level ontology.

The main drawback of the methodology concerns the manual ontology mapping. At
the same time, for the application knowledge it is the only way so far, since kinds of
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mappings between the application aspect and the multi-aspect ontology levels depend
on the decision support problem and each problem requires specific mappings. Never-
theless, knowledge represented at other levels can be mapped. But the manual mapping
requires significant efforts and existing automatic mapping techniques produce high-
quality results only in narrow domains. The proposed approach seems to be an efficient
solution since it reduces the need for mapping but at the same time enables involvement
of automated mapping to aspects that represent narrow domains.

Acknowledgement. The research is funded by the Russian Science Foundation (project no. 19-
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Abstract. Applying machine learning in real-world applications may have vari-
ous implications on companies, but individuals as well. Besides obtaining lower
costs, faster time to decision and higher accuracy of the decision, automation of
decisions can lead to unethical and illegal consequences. More specifically, pre-
dictions can systematically discriminate against a certain group of people. This
comes mainly due to dataset bias. In this paper, we investigate instances oversam-
pling to improve fairness. We tried several strategies and two techniques, namely
SMOTE and random oversampling. Besides traditional oversampling techniques,
we tried oversampling of instances based on sensitive attributes as well (i.e. gen-
der or race). We demonstrate on real-world datasets (Adult and COMPAS) that
oversampling techniques increase fairness, without greater decrease in predictive
accuracy. Oversampling improved fairness up to 15% and AUPRC up to 3% with
a loss in AUC of 2% .

Keywords: Data preprocessing · Oversampling · SMOTE · Algorithmic
fairness ·Machine learning

1 Introduction

Usage of algorithmic decision making is increasing over the years. The need for both
fast and accurate decisions has overcome expert knowledge. The process of replacing
experts in decision making with computer models resulted in the usage of machine
learning algorithms inmany real-life business applications. For example, descriptive and
predictive models are successfully used for client selection in marketing campaigning
[17], churn prediction [1], or up-sell and cross-sell models [24]. Even though machine
learningmodels have shown benefits in terms of expenses, accuracy, and speed, onemust
be aware of the growing issue of fairness in machine learning models. More specifically,
machine learningmodels can and often do, systematically discriminate certain subgroups
[4]. To make things worse, this discrimination is based on a personal trait that a person
cannot change (or it is not expected to change) such as gender, race, or religion.

Making discrimination that can be observed by inspecting gender, race, or religion
in predictions can be a subject of legal consequences [7]. For example, Google’s job
recommendation engine suggested higher-paid jobs to male individuals, which resulted
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in the European Commission fining Google [9]. Having the above mentioned in mind,
one would like to mitigate unwanted discrimination and provide an accurate predictive
model as it can be. The problemof unwanted discrimination in the (algorithmic) decision-
making process is challenging from a philosophical point of view. Defining the term
being fair in the decision-making process is very context-dependent, and the sense of
fairness is different based on the utility that one obtains as a result of a predictive model
[6, 20]. From a machine learning point of view, one needs to mathematically develop a
notion of fairness or use an existing one and integrate it into a machine learning process
[27].

In this paper, we focus on data preprocessing techniques for achieving fair predic-
tive models. Although other approaches can be used for fair machine learning mod-
els, we selected data preprocessing due to the importance of data preprocessing in the
machine learning process. By observing the cross-industry standard process (CRISP-
DM) methodology [25] data preparation is one of the most important steps which often
take themost time. This paper proposes data preparation techniques for fairness, namely,
oversampling for fairness. Oversampling tries to multiply examples or generate new
examples in the dataset in such a manner to diminish the effects of discrimination. This
is done in such a manner that instances are equalized based on the value of the output
attribute and the attribute considered for unwanted discrimination (i.e. gender or race).
The proposed technique is evaluated on two datasets known for having a high level of
unwanted discrimination. The first one is Adult [16] where female gender instances are
discriminated compared to the male gender instances. The other dataset is the COMPAS
dataset [10] where Afro-Americans are discriminated. To the best of our knowledge,
inspecting various oversampling tactics for fairness has not been done before.

The paper is structured as follows. In Sect. 2 we provide related work. This section
covers the notions of fairness in machine learning, as well as existing approaches for
achieving fairness. Section 3 provides a methodology of the research. More specifically,
we explain the data at hand, proposed methods, and experimental setup. Then, in Sect. 4
we present results and the discussion of the results. Finally, Sect. 5 concludes the paper
and provides future research directions.

2 Related Work

Fairness and justice are traditionally discussed in the area of philosophy or social sci-
ences.However,with the development of data privacy and data regulation laws, computer
scientists adopted fairness definitions and implemented them in machine learning pro-
cesses. Having that in mind we first provide notions of fairness in machine learning.
Following that, we present existing approaches for dealing with unwanted bias, based
on which we derive our methodology.

2.1 Fairness in Machine Learning

Fairness in machine learning considers both group and individual fairness. Individual
fairness is a requirement of algorithmic decision-making models that similar individuals
receive similar predictions, and thus decisions [23]. Even though this notion seems
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intuitively satisfied bymachine learningmodels, one can yield individually unfairmodels
[15]. For example, if a predictive model is too complex and overfitting, then a small
change in input attributes can result in large differences in outputs. Therefore, individual
fairness measures the consistency of predictive models.

Group fairness ismost commonly defined as systematic discrimination in algorithmic
decision-making tools basedon attributes such as race, gender, or religion. Such attributes
are called sensitive and they are denoted as s. One individual can belong to either a
discriminated group (s = 1) or a privileged group (s = 0). The discriminated group
has a lower overall utility score compared to the privileged group. There are multiple
definitions of group fairness. The most prominent one is disparate impact.

DI = E
(
y
∧|s = 1

)

E
(
y
∧|s = 0

) (1)

where E presents the mathematical expectation, and y
∧

the probability of an output
attribute value. More specifically, disparate impact can be interpreted as the expected
probability of getting a desired outcome and it should be independent of the sensitive
attribute. This means that both privileged and discriminated groups should have the same
probability of getting a desired outcome. For example, if 60males and 40 females applied
for university enrollment from which 40 males and 20 females were finally enrolled,
then DI would be the enrollment ratio percentage per gender. As the percentage of male
enrolment is 40

60 = 0.667 and the percentage of female enrolments is 20
40 = 0.500, then

DI = 0.500
0.667 = 0.75. Disparate impact can be used both prior to learning a machine

learning model and for evaluating the learning process. In the first case, it can be used
to evaluate whether a decision-making process was faulty and subject to possible legal
consequences. In the latter case, one can inspect if the predictive model is unfair or not
[2, 7].

However, one needs referent points to evaluate if a decision-making process is fair.
Although there are no formal guidelines about the allowable level of unfairness, one
can use the U.S. Equal Employment Opportunity Commission “80% rule” [3]. This rule
states that disparate impact should be above 0.8 and lower than 1.25 (1/0.8).

Other group fairness measures, also used in practice, are statistical parity (a linear
representation of disparate impact), equality of opportunity [11] (measures whether the
expected value for a desired outcome is independent of the sensitive attribute), equality
of odds (measures whether expected probability scores should be independent for all
possible outcomes of the process) [21].

2.2 Fairness Techniques

Over the past several years several approaches for fairness have been developed. The
first naïve approach assumes that a predictive model will be fair as long as the sensitive
attribute and the correlated attributes are removed from dataset. This is called fairness
through unawareness [6]. Even though it is simple and intuitive, often attributes that
can identify the value of the sensitive attribute exist, thus making a predictive model
unfair. Due to the unsatisfactory results of the fairness through unawareness approach,
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other approaches have been developed. All of them can be broadly categorized into three
categories.

Pre-processing techniques are developed to reduce or remove the discrimination in
the data.One can alter the dataset by selecting the attributes, or selecting the instances, but
also changing the values in the data.One intuitive approach is to remove the attributes that
are correlated with the sensitive attribute [14]. This approach yields better fairness met-
rics, but due to the removal of attributes, the predictive performance is much lower. Also,
the removal of attributes that are correlated with the sensitive attribute does not guar-
antee a fair predictive model. Attribute interactions can indicate unfairness but are not
observed if the correlation coefficient is used. One can also massage the output attribute
[13]. Massaging the output attribute changes the output value of some instances from the
discriminated group to be positive, and also for some instances from the privileged group
to be positive. Although fairness is improved, changing data distribution results in lower
data accuracy and this lower predictive accuracy. Another approach is assigning weights
to the instances. One algorithm called reweighing [14] assigns weights to each instance
using a chi-square test like metric. More specifically, weight of an instance is obtained
as a ratio of expected and observed number of instances with a specific value of the
sensitive attribute and specific outcome value. Another approach that is recently applied
is oversampling of the discriminated group [22, 26]. Fair class balancing attempts to
increase the importance of the discriminated group by generating new examples that
belong to the discriminated group.

In-processing techniques attempt to alter the learning algorithm and introduce fair-
ness during the model learning phase. This set of techniques are considered to be the
most complex since one needs to define a loss function, a regularization function, or
constraints for the learning algorithm and provide an optimization procedure to solve
the given problem. One can find examples where statistical parity is introduced as a con-
straint in the logistic regression algorithm [27]. Similarly, one can find constraints for
equalized odds in logistic regression [21]. However, instead of using constraints one can
use regularization terms and hyper-parameters to control for unfairness [12]. Finally,
one can use adversarial learning [18] where one learns to predict the output attribute
while not being able to predict the sensitive attribute.

Finally, one can attempt to provide fair predictive models using post-processing
techniques. Techniques from this group adjust the probability scores to obtain fair pre-
dictions. For example, one can analytically select the best possible decision threshold
for which the best possible fairness is achieved [19]. This can be also presented as a
linear optimization problem with the goal function of satisfaction of statistical parity,
equal opportunity, or equalized odds by changing the decision threshold given the accu-
racy constraints. Another approach introduces linear programming for selecting the best
trade-off between prediction accuracy and fairness, where a decision-maker can provide
constraints regarding both accuracy and fairness [11].

Based on the related work in the area of fairness in machine learning, we believe
that data pre-processing is appropriate for achieving fairness. This belief is based on
the principle of unfairness-in unfairness-out. Thus, by adjusting the data to be fair, one
would be able to obtain better predictive models in terms of fairness. More specifically,
if one does not clean the dataset and remove unwanted bias, then the resulting prediction
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model will be unfair. The approach that we propose is not intrusive, thus does not
change the values of the data points themselves, but signals the learning algorithm
of unfair instances. Therefore, we propose the usage of oversampling techniques that
will yield a higher representation of the instances of the discriminated group. Even
though oversampling has been done in various machine learning applications, effect of
oversampling on fairness is not explored enough.

3 Methodology

The main idea of this paper is to obtain fair models that are approximately as accurate as
their discriminatory pairs by oversampling the data. In this section, we will propose two
approaches to achieving that, as well as present the data that was used for experiments
and the experimental setup.

3.1 Oversampling for Fairness

While observing the data, in most cases, we can conclude that instances that belong to
the unprivileged group and at the same time have the favorable target value represent a
smaller percentage.

Oversampling is a procedure of adjusting the outcome class distribution in the data
at hand so that the ratio of the outcomes is equalized. This is done for the class imbal-
ance problems where the learning algorithm has the problem of identification of the
outcome class with fewer instances. In those cases, one either replicate the existing
instances of the class with fewer instances or generate new instances. More specifically,
the representation of class outcome in data poses a problem that can be solved using the
oversampling of instances. The usage of oversampling has shown interesting results in
practical settings, i.e. it often improves the predictive performance of models [5].

To equate the privileged and unprivileged group by the outcome, we evaluate four
oversampling strategies:

1) Traditional oversampling. Oversampling intended for equalizing the number of
instances in output classes. Here oversampling is performed such that the num-
ber of instances of the desired outcome (y = 1) is equal to the number of instances
of the undesired outcome (y = 0). This type of oversampling does not take into
account a sensitive attribute.

2) Oversampling on a sensitive attribute. Since the problem of fairness can be observed
as a problem of underrepresentation of the discriminated group in the dataset, we
would like to inspect what will happen if one increases the number of instances from
the discriminated group. Therefore, we perform oversampling based on the value of
the sensitive attribute. This way our dataset will have exactly the same number of
instances from both discriminated and privileged groups.

3) Equalized number of discriminated group instances. In this approach, we generate
only instances from the discriminated group. More specifically, we equalize the
number of examples with the desired outcome (y = 1) with the number of examples
with the undesired outcome (y = 0), but only for the discriminated group (s = 1).
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This way, one will achieve an approximately equal average value of the output for
the discriminated group. In this case, the assumption is that the problem is solely
in the instances of the discriminated group. By increasing the number of instances
with the desired outcome from the discriminated group better representation of the
discriminated group will be made.

4) Equalized desired outcome for both discriminated and privileged groups. This app-
roach oversamples both privileged (s = 1) and unprivileged groups (s = 0). Here the
dataset is divided into two distinct datasets. One regarding discriminated instances,
and another regarding privileged instances. Then, independently we equalize the
number of instances based on the outcome attribute. This will result in unequal
datasets due to the initial distribution of the data. However, by doing this one will
achieve an approximately equal relative number of the desired outcome across the
sensitive attribute, i.e. the same percentage of the instances with the desired outcome
in both discriminated and privileged groups.

Oversampling techniques that will be used are Random Oversampling and SMOTE
[5]. Random Oversampling performs sampling with replacement of the minority group.
This procedure generates a new dataset that contains an increased number of instances
compared to the original one by appending the same instances from the original dataset.
The effects of Random Oversampling is presented in Fig. 1. Instances that have more
weighted outlines are instances that are oversampled. Due to the random procedure, one
instance is replicated multiple times. Although strategy Traditional oversampling seems
to result in the same dataset as Equalized desired outcome for both discriminated and
privileged groups there is one crucial difference. Traditional oversampling is unaware of
the sensitive attribute s, thus the number of instances with y = 1 will be the same as the
number of instances having y = 0. This may result in an unequal number of examples
based on the sensitive attribute s. In the latter strategy, the dataset is divided by s, and
then the number of instances based on y are equalized. More specifically, if one takes
only s = 1 (or s = 0) instances, then the number of instances with a desired (y = 1) and
undesired (y = 0) outcome will be the same.

SMOTE algorithm [5] generates synthetic instances by observing the local neigh-
borhood of randomly selected instances. This is done by observing k nearest neighbor
instances of the selected instance and generating new instances on the line segments
between the selected instance and k nearest neighbor instances for each combination of
features. Then, for each feature and randomly selected line segment (out of k) random
value on a line segment is selected. Once every feature is constructed a synthetic instance
is created. To the best of our knowledge, inspecting various oversampling tactics for fair-
ness has not been done before. The process of oversampling instances with SMOTEwith
the proposed strategies is presented in Fig. 2. New instances will be generated on the
lines (i.e. linear combination of input attributes of similar instances) presented on the
figures.

Similarly, as in Random oversampling, the difference between Traditional oversam-
pling and Equalized desired outcome for both discriminated and privileged groups is
that traditional oversampling will generate new instances as a linear combination of
instances having the desired outcome (y = 1) regardless of the sensitive attribute, while
the latter approach differentiates new instances based on the sensitive attribute.
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Fig. 1. Random oversampling with proposed oversampling strategies

Fig. 2. SMOTE with proposed oversampling strategies

3.2 Data

The experiments are performed on two datasets well known for having unfair outcomes:
Adult and COMPAS. Adult [16] is a dataset that involves predicting personal income
levels as above or below $50,000 per year based on personal details (e.g., relationship,
education level, etc.). It is believed that the female gender is discriminated compared
to the male gender. Therefore, one would like to reduce the gender gap and create a
prediction model that does not create gender inequality. COMPAS [10] is a dataset
used for predicting whether a perpetrator will repeat the crime or not based on personal
details and crime details. Due to various reasons (i.e. Afro-Americans commit more
crimes), predictive systems create discriminative predictions toward Afro-Americans,
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thus sentencing them more often (compared to Caucasians). Both datasets have a high
class imbalance and high fairness imbalance.

3.3 Experimental Setup

Two experiments were performed. As a learning algorithm, we utilized Naïve Bayes
(NB), Logistic Regression (LR), and Random Forest (RF). The Naïve Bayes algorithm
is one of the simplest algorithms in the area of machine learning. It is selected to test
whether fairness is related to the complexity of the algorithms [21]. We used value one
for Laplace smoothing in all experiments. The logistic regression algorithm presents a
linear classifier that models the probability of an event based on a logit model. In this
research,we used amodification of the logistic regression algorithm calledRidge logistic
regression which is a modification that uses regularization of the attribute coefficients
using the coefficient L2 unit ball. Finally, we used the Random Forest algorithm. This
algorithm uses an ensemble of 100 decision trees. Each decision tree uses a random 10%
of attributes and a random 70% of instances.

We used the same metrics for both the model accuracy and the fairness. To evaluate
the predictive performance we utilize the area under the curve (AUC) and the area under
the precision-recall curve (AUPRC). AUC can be interpreted as a probability that a
random instance with a desired outcome has a higher probability from than a random
instance with an undesired outcome [8]. AUPRC calculates the precision and recall
of the predictive model for each value of the decision threshold and calculates the area
constructed by the precision-recall curve. AUPRC is recommended for class imbalanced
datasets [8]. For both AUC and AUPRC the best possible value is one. Values lower than
one indicate lower predictive performance of predictive models.

As a measure of fairness, we utilize disparate impact (DI) as presented in Eq. (1).
This measure is bounded between zero and infinity, where a value equal to one indicates
perfect fairness. Also, this measure is not symmetrical, meaning that values 0.5 and 2
present the same level of unfairness. To ensure that the best possible value is one we
calculate DI as min(DI ,DI−1). This way the maximum value is one and this value
present perfect fairness.

Experiments are conducted using ten-fold cross-validation on both datasets. We
report average results aswell as standard deviation obtained on the test set. Oversampling
techniques are conducted only on the training set while leaving the test set intact. This
way we ensure a fair comparison of the results. As a baseline approach, we use the no
pre-processing approach. For experimenting, we performed the four above-mentioned
oversampling techniques. Those are traditional oversampling (denoted asOversampling
on y), oversampling on the sensitive attribute (denoted asOversampling on s), equalized
number of discriminated group instances (denoted as Equalized s = 1), and equalized
the desired outcome for both discriminated and privileged groups (denoted as Equalized
y for both s).

4 Results and Discussion

The results and discussion section are divided into two separate parts. The first part
discusses the results on the Adult dataset, where we can compare the results between the
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proposed methods and the baseline approaches. Since three measures are used, two for
predictive accuracy and one for fairness, there are three sets of results. Values of AUC
are presented in Table 1.

Table 1. Results for Adult dataset – AUC

Algo. No
preprocessing

Oversampling
on y

Oversampling
on s

Equalized
s = 1

Equalized y
for both s

SMOTE NB 0.862 ± 0.010 0.834 ± 0.010 0.858 ± 0.009 0.850 ± 0.010 0.827 ± 0.010

LG 0.901 ± 0.006 0.868 ± 0.007 0.901 ± 0.006 0.876 ± 0.007 0.865 ± 0.007

RF 0.901 ± 0.007 0.889 ± 0.009 0.901 ± 0.007 0.893 ± 0.009 0.888 ± 0.008

RO NB 0.862 ± 0.010 0.862 ± 0.010 0.858 ± 0.010 0.864 ± 0.011 0.850 ± 0.010

LG 0.901 ± 0.006 0.901 ± 0.006 0.901 ± 0.006 0.901 ± 0.006 0.899 ± 0.006

RF 0.901 ± 0.007 0.899 ± 0.008 0.900 ± 0.007 0.900 ± 0.008 0.899 ± 0.008

The best performing model for each algorithm is presented in bold letters. This level
of predictive performance indicates a superb predictive model that can differentiate
between output values. As it can be observed from the table, AUC did not improve by
using oversampling techniques. However, the majority of them remain at a similar or
even the same level as without any intervention in the dataset. For example, for the Naïve
Bayes algorithm, the biggest decrease in the performance is for Equalized y for both s
with SMOTE oversampling where AUC decreased 3.5%. A similar drop in performance
can be observed for logistic regression, while random forest had a stable AUC regardless
of the oversampling technique and oversampling tactic.

The results for AUPRC are presented in Table 2. The best performance is presented
in bold letters. More specifically, the best performing predictive model is the random
forest model with AUPRC equal to 0.775. Based on this value we can say that obtained
model is almost twice as good compared to the random model.

Table 2. Results for Adult dataset – AUPRC

Algo. No
preprocessing

Oversampling
on y

Oversampling
on s

Equalized
s = 1

Equalized y
for both s

SMOTE NB 0.704 ± 0.014 0.685 ± 0.013 0.692 ± 0.015 0.700 ± 0.014 0.679 ± 0.013

LG 0.758 ± 0.011 0.684 ± 0.013 0.758 ± 0.011 0.704 ± 0.012 0.678 ± 0.012

RF 0.775 ± 0.015 0.742 ± 0.020 0.772 ± 0.015 0.753 ± 0.018 0.742 ± 0.019

RO NB 0.704 ± 0.014 0.704 ± 0.014 0.696 ± 0.016 0.709 ± 0.015 0.690 ± 0.013

LG 0.758 ± 0.011 0.756 ± 0.011 0.757 ± 0.012 0.755 ± 0.011 0.755 ± 0.013

RF 0.775 ± 0.015 0.758 ± 0.017 0.772 ± 0.015 0.763 ± 0.017 0.763 ± 0.016

In Table 3 we present fairness metrics (DI) obtained using both SMOTE and RO, as
well as in the no preprocessing setting. One can observe that fairness improved in almost
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all oversampling strategies. However, the oversampling technique that provided the best
fairness result is the equalized outcome (y) for both discriminated and privileged groups.
More specifically, one can notice the increase of DI with at least 0.5%, up to even 16%.
An increase in fairness is much higher compared to the no preprocessingmodels. Several
conclusions can be made. Although it seems like an intuitive approach oversampling the
sensitive attribute, fairness decreased. The reason why the fairness is lower compared
to the no preprocessing model is the fact that discrimination is not only observed in the
number of examples belonging to the discriminated group but in their outcomes as well.
Therefore, by generating instances from the discriminated group we generated more
instances with an undesired outcome, thus amplifying unwanted discrimination. Other
approaches equalized the desired outcome, thus increased fairness.

Table 3. Results for Adult dataset – DI

Algo. No
preprocessing

Oversampling
on y

Oversampling
on s

Equalized
s = 1

Equalized y
for both s

SMOTE NB 0.421 ± 0.088 0.338 ± 0.060 0.450 ± 0.066 0.370 ± 0.069 0.426 ± 0.085

LG 0.389 ± 0.023 0.433 ± 0.022 0.386 ± 0.022 0.419 ± 0.021 0.464 ± 0.022

RF 0.393 ± 0.023 0.423 ± 0.018 0.388 ± 0.023 0.408 ± 0.019 0.439 ± 0.021

RO NB 0.421 ± 0.088 0.429 ± 0.100 0.427 ± 0.096 0.391 ± 0.096 0.576 ± 0.128

LG 0.389 ± 0.023 0.462 ± 0.023 0.375 ± 0.023 0.401 ± 0.021 0.552 ± 0.023

RF 0.393 ± 0.023 0.405 ± 0.021 0.388 ± 0.022 0.387 ± 0.021 0.414 ± 0.020

Next, we present the results for the COMPAS dataset. The predictive performance
of the COMPAS dataset is presented in Table 4. As one can observe, there is no clear
winner. More specifically, predictive performance in terms of AUC is similar for every
tested approach.

Table 4. Results for COMPAS dataset – AUC

Algo. No
preprocessing

Oversampling
on y

Oversampling
on s

Equalized
s = 1

Equalized y
for both s

SMOTE NB 0.722 ± 0.013 0.725 ± 0.014 0.723 ± 0.012 0.724 ± 0.014 0.724 ± 0.013

LG 0.739 ± 0.010 0.739 ± 0.011 0.738 ± 0.009 0.738 ± 0.011 0.738 ± 0.011

RF 0.698 ± 0.015 0.692 ± 0.015 0.696 ± 0.014 0.690 ± 0.017 0.694 ± 0.016

RO NB 0.722 ± 0.013 0.722 ± 0.013 0.722 ± 0.014 0.722 ± 0.014 0.722 ± 0.014

LG 0.739 ± 0.010 0.739 ± 0.010 0.739 ± 0.010 0.739 ± 0.010 0.739 ± 0.010

RF 0.698 ± 0.015 0.695 ± 0.015 0.692 ± 0.014 0.694 ± 0.016 0.694 ± 0.014

AsimilarconclusioncanbemadeforAUPRC.Theresultsarepresented inTable5.The
results suggest that models using oversampling techniques and no preprocessing model
have similar predictive performance in terms of AUPRC.
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Table 5. Results for COMPAS dataset – AUPRC

Algo. No
preprocessing

Oversampling
on y

Oversampling
on s

Equalized
s = 1

Equalized y
for both s

SMOTE NB 0.665± 0.023 0.666± 0.024 0.664± 0.022 0.666± 0.024 0.666± 0.024

LG 0.693± 0.019 0.693± 0.021 0.694± 0.019 0.692± 0.020 0.692± 0.020

RF 0.634± 0.028 0.628± 0.026 0.626± 0.028 0.622± 0.030 0.625± 0.028

RO NB 0.665± 0.023 0.664± 0.022 0.664± 0.023 0.665± 0.023 0.665± 0.023

LG 0.693± 0.019 0.693± 0.019 0.693± 0.019 0.693± 0.020 0.694± 0.020

RF 0.634± 0.028 0.630± 0.027 0.622± 0.029 0.627± 0.027 0.627± 0.021

Finally, we present fairness in terms of DI in Table 6. In this setup, equalizing
the desired outcome for both discriminated and privileged groups performed the best.
However, an increase in fairness can be observed in results from every oversampling
technique.

Table 6. Results for COMPAS dataset – DI

Algo. No
preprocessing

Oversampling
on y

Oversampling
on s

Equalized
s = 1

Equalized y
for both s

SMOTE NB 0.593 ± 0.055 0.629 ± 0.052 0.571 ± 0.059 0.636 ± 0.053 0.645 ± 0.054

LG 0.804 ± 0.032 0.823 ± 0.029 0.781 ± 0.035 0.832 ± 0.029 0.834 ± 0.029

RF 0.807 ± 0.020 0.824 ± 0.023 0.792 ± 0.033 0.830 ± 0.026 0.827 ± 0.027

RO NB 0.593 ± 0.055 0.610 ± 0.047 0.600 ± 0.055 0.626 ± 0.053 0.629 ± 0.054

LG 0.804 ± 0.032 0.819 ± 0.029 0.807 ± 0.032 0.827 ± 0.029 0.829 ± 0.028

RF 0.807 ± 0.020 0.818 ± 0.019 0.811 ± 0.027 0.823 ± 0.022 0.821 ± 0.025

To summarize, oversampling influences predictive models. It is shown in many
applications that oversampling can improve predictive performance [5]. However, in
this experiment values of AUC and AUPRC did not improve. Predictive performance
remained approximately the same as if no oversampling was conducted. On the other
side, fairness did improve. Using equalizing the desired outcome for both discrimi-
nated and privileged groups achieved the best performance. This is expected due to the
equalization of the number of the desired outcome in both discriminated and privileged
groups. To some extent the approach where one equalizes the number of discriminated
group instances performs well too regarding fairness. Naïve Bayes algorithm decreased
fairness. It is worth to notice that usage of oversampling based on the sensitive attribute
is not a tactic one should seek. Although it seems intuitive, the resulting dataset generates
greater unwanted discrimination due to the generation of instances that are of undesired
outcome and inherited bias that discriminated group has a lower percentage of achieving
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a desired outcome and thus unfairness is amplified. Traditional oversampling often per-
formed satisfactorily. This means that predictive performance remained the same, while
fairness increased.

Based on the results, the authors suggest trying the Equalized desired outcome for
both discriminated and privileged groups strategy first. For both Adult and COMPAS
datasets, this strategy produced the best fairness conditions in most of the cases. Addi-
tionally, predictive performance was shown to be on a satisfactory level. Strategies
Equalized number of discriminated group instances and Oversampling on a sensitive
attribute also performed well on both datasets. As for the oversampling technique to be
used, it is recommended to use SMOTE, rather than Random Oversampling.

5 Conclusions

This paper deals with the effect of oversampling techniques and tactics on algorith-
mic decision-making fairness. We experimented and evaluated two oversampling tech-
niques, namely SMOTE and random oversampling, using four oversampling techniques.
More specifically, we evaluated traditional oversampling, oversampling on the sensi-
tive attribute, equalized the number of discriminated group instances, and equalized
the desired outcome for both discriminated and privileged groups. The experiments
are conducted on two datasets known for unwanted discrimination. Namely, Adult and
COMPAS. Additionally, to get a better insight we performed experiments using three
algorithms – Naïve Bayes, Logistic Regression, and Random Forest.

The results suggest that oversampling managed to improve fairness of the predic-
tive model without hurting prediction accuracy. More specifically, on the Adult dataset
fairness increased several percent, up to even 15%, while AUC decreased up to 3% and
AUPRC up to 10%. A similar conclusion can be drawn on the COMPAS dataset where
fairness increased 3%, up to 5%, with AUC and AUPRC approximately the same.

As a part of futurework,wewant to develop a preprocessing pipeline thatwill identify
unfairness in the data, cleanse it, and provide a fair dataset to the learning algorithm.
This pipeline should consist of attribute selection (or weighting), instance selection (or
weighting), and data transformation. The core idea is to provide a guarantee that data
are fair before learning a predictive model.
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Abstract. Rational planning decisions are based upon forecasts. Precise forecast-
ing has therefore a central role in business. The prediction of customer demand
is a prime example. This paper introduces recurrent neural networks to model
customer demand and combine the forecast with uncertainty measures to derive
decision support of the demand planning department. It identifies and describes the
keys to the successful implementation of an AI-based solution: bringing together
datawith business knowledge, AImethods and user experience, and applying agile
software development practices.

Keywords: Agile software development · AI project success factors · Deep
learning · Demand forecasting · Forecast uncertainty · Neural networks · Supply
chain management

1 Introduction

Forecasting customer demand is probably one of themost challenging tasks in managing
a supply chain. Accurate sales perspectives allow decreasing inventories while customer
satisfaction is increased due to higher delivery reliability and capability. New directions
in forecasting customer demand come from the field of artificial intelligence (AI). Deep
learning technologies can identify demand patterns from historical data that result from
seasonality (e.g. different characteristics of quarters), internal planning parameters (e.g.
product lifecycle) or external influences (e.g. macro-economic factors). These patterns
can be exploited to make predictions of the customer demand in short- and mid-term (up
to 24 months) related to the existing data history. Confidence intervals can be derived to
handle the forecast uncertainty.

In addition to this uncertainty, the planning process for material ordering in many
organizations is an iterative procedure. Depending on the frequency of material orders,
the number of organization units involved, and the specific software infrastructure used,
this process requires considerable manual effort. Therefore, replacing human judgment
as planning input with historical data and automating this part of the planning procedure
is a promising way to optimize material management.
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How to do this, i.e. how to apply AI tomake planning input available in an automated
fashion, in a cost-effective way, is the subsequent question.

In this paper a case study of developing a demand planning solution is described
that is based on recurrent neural networks (RNN) and uncertainty evaluation based on
the related residual errors of the model. Section 2 details the research design. Section 3
introduces the specific kind of AI used, namely RNN, and their application in demand
forecasting. Section 4 addresses ways of measuring forecast uncertainty. Section 5 gives
empirical results concerning the benefits of the solution for the planning process and its
costs, and Sect. 6 outlines the identified success factors for implementing AI projects.
Section 7 summarizes the primary findings and points to trends in AI solutions.

2 Research Design

The case study at hand served to answer the following research questions:

1. How can Neural Networks be applied to forecast demand, and what needs to be done
to take uncertainty into account?

2. What are the success factors of implementing an AI-based demand planning
solution?

This study had an exploratory character, and by answering these questions, it was
intended to provide a set of recommendations for further implementations of AI projects.

The unit of analysis is a software development project which aimed to use AI to
improve demand forecast accuracy, automate demand planning and thus replace part of
the planning workforce.

“Successful implementation” was thus operationalized by reaching these aims of the
project. Another criterion of project success was seeing continued use of the developed
demand planning solution.

The data used in this case study were interviews with project members and stake-
holders and frequent user feedback from material planners, both during development of
the demand planning solution and after it was set productive.

3 Forecasting with Neural Networks

Modern neuro-informatics models, like time-delay recurrent neural networks (RNN),
offer significant benefits for dealing with the typical challenges associated with fore-
casting. With their universal approximation properties, neural networks (NN) make it
possible to describe non-linear relationships between a large number of external factors
and at least one (or many) target variables [3]. In contrast, conventional economet-
rics generally use linear models (e.g. autoregressive models (AR), multivariate linear
regression) which, for all that they facilitate efficient calculation of links, provide only
inadequate models for non-linear dynamics. Other conventional time series analysis
procedures (such as ARMA, ARIMA, ARMAX) remain confined to linear systems [9].

Probably the widest imaginable range of models is discussed within the class of
neural networks [3]. For example, in terms of the data flow in the model, it is possible
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to draw a distinction between “feedforward” and (time) recurrent neural networks. In
a feedforward neural network (FNN), data from an upstream layer is propagated to
downstream layers only. Furthermore, there is no provision for any links between the
neurons in a single layer. In contrast, (time-delay) recurrent neural networks (RNN)
include links which transfer data from a downstream layer (time-delayed) to upstream
layers [3, 5]. It is noteworthy that any equation for a neural network can be portrayed in
graphic form by means of an architecture which represents the individual layers of the
network in the form of nodes and the links between the layers in the form of borders. This
relationship is known as correspondence principle between equations, architectures and
the local algorithms associated with them [5]. For example, the “error back propagation
algorithm” needs only locally available data from the forward and reverse flow of the
network in order to calculate the partial formulations of the error function of the neural
network according to the weights of a given layer during training [3]. The use of local
algorithms here provides an elegant basis for the expansion of the neural network with
a view to the modeling of high complexity (large) systems. Used in combination with
an appropriate (stochastic) learning rule, it is possible to use the gradients as a basis for
the identification of robust minima for network error function [5].

In the case described, RNN were used as discussed in [5] to model and forecast
the customer demand in dependence of seasonal effects and macro-economic data as an
open dynamic system. The time characteristic for the system is described partially by
means of an autonomous (sub-)dynamic and partially by means of external variables.
This modeling framework is comparable with a (non-linear) regression approach. The
technique of finite unfolding in time is used [3]. The underlying idea here is that any
RNN can be reformulated to form an equivalent feedforward neural network using so-
called “shared weights”. The actual training on the network can then be conducted using
the “error-back propagation-through-time” and an appropriate (stochastic) learning rule
for the weight update [5]. An advantage of the RNN is the moderate usage of free
parameters. In an FNN an expansion of the time delayed input information increases
automatically the number of weights, whereas in the RNN the sharedmatrices are reused
ifmore delayed input information is needed. Consequently, potential over-fitting is not so
dangerous as in the training of FNN. In other words: due to the inclusion of the temporal
structure into the network architecture, our approach is applicable to tasks where only
a small training set is available. This is often the case in customer demand forecasting
due to e.g. short product life cycles and fast changing markets.

For further details on the RNN and more sophisticated model architectures used see
[5].

4 Planning Under Uncertainty

The results of the neural networks are predictions of the quantities - demand or sales
figures - for the products under consideration. The forecasts are the basis for the demand
planning, i.e. the expected sales figures determine the material, production and logistics
workflow in the factory. However, the forecast usually cannot be used directly to create
the demand plan, since the forecast is not perfect, i.e. it incorporates uncertainty.

The experiences gained during the financial crisis or Corona virus pandemic have
triggered a far-reaching discussion on the limitations of quantitative forecasting models



Using AI to Advance Factory Planning 127

and made planners very conscious of risk [1]. In order to understand risk distributions,
traditional risk management uses diffusion models. Risk is understood as a random
walk, in which the diffusion process is calibrated by the observed past error of the
underlyingmodel [2]. The starting point is the analysis ofmodel residual errors resp. error
distribution. The moments of the distribution of the residual errors is used to calibrate
the random walk models, i.e. the assumed diffusion process. The error distribution is
used to derive a risk measure that is considered when the forecasts are transformed into
a demand plan.

It is important to note that in demand forecasting the left- and the right-hand side of
the error distribution should not be treated equally. This means it does make a difference
for the planning proposal if demand is over- or underestimated.Overestimationswill lead
to stock inventories, while underestimates may cause supply shortage, i.e. the customer
demand cannot be satisfied. Under the assumption that increased inventory levels do not
hurt the company as much as the shortness of supplies, focus is set on those parts of
the error distribution where the forecast is smaller than the observed demand. Tracking
back the source for large errors in the error distribution is also valuable to study the
effect of e.g. black swans that can hurt the demand planning. The error distribution is
typically estimated from test data or the most recent forecasts for which observed data
is available.

In contrast to this approach uncertainty and risk can also be derived from ensemble
forecasts in order to provide important insights into complex risk relationships [4], since
internal (unobserved) model variables can be reconstructed from the trend in observed
variables (observables). If the system identification (i.e. learning of the demand/sales
dynamics) is calculated repeatedly for RNN models, an ensemble of solutions will be
produced, which all have a forecast error of zero in the past, but which differ from one
another in the future. Since every model gives a perfect description of the observed data,
the complete ensemble is the true solution. A way to simplify the forecast is to take
the average of the individual ensemble members as the expected value, provided the
ensemble histogram is unimodal in every time step.

In addition to the expected value, the bandwidth of the ensemble is considered, i.e. its
distribution. The form of the ensemble is governed by differences in the reconstruction of
the hidden system variables from the observables: for every finite volume of observations
there is an infinite number of explanation models which describe the data perfectly, but
differ in their forecasts, since the observations make it possible to reconstruct the hidden
variables in different forms during the training. In other words, our risk concept is based
on the partial observability of theworld, leading to different reconstructions of the hidden
variables and thus, different future scenarios. Since all scenarios are perfectly consistent
with the history, it is unknownwhich of the scenarios describes the future demand figures
best and risk emerges [4, 5].

In developing the demand planning solution, the concept of analyzing residual error
distributions is applied to measure the uncertainty of the demand forecasts for each
product individually. This means, that the forecast is adjusted by a measure derived from
the tail of the error distribution where the demand is underestimated, i.e. the demand
prediction is smaller than the actual customer demand. In addition, prior knowledge
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is incorporated in the planning proposal. The sources of prior knowledge are orders at
hand, information from business development and sales.

5 Results of the Demand Forecasting Project: Benefits and Costs

5.1 Benefits

Measuring benefits in AI projects is challenging, particularly when it comes to risk
reduction [10]. For demand forecasting projects, benefits cover more than risk reduction,
and KPIs become available that can be quantified rather than estimated.

As a result of the implemented demand planning solution, which provides weekly
demand forecasts for material ordering, material stock is reduced by 5% on average. In
addition, costs for short-term express orders of material have been avoided repeatedly.
However, it’s important to note that these stock and cost reductions cannot be attributed
to the demand forecasts in a mono-causal way. Measuring cost savings directly induced
by demand forecasts would require forecasts to be used throughout the planning process
unchanged, and an experimental setting that excludes any other effect on the forecast
accuracy, which remains an open research task.

Apart from direct financial gains, which according to practitioners in AI projects
to date for the reasons just mentioned should not be the primary goal [11], more order
deliveries havemet the requested delivery datewith the demandplanning solution, thanks
tomaterial management that is in line with customer demand. Another significant benefit
comes fromautomating parts of the planningprocess:Manual efforts are reducedbecause
demand forecasts can be fed into the next planning step automatically.

However, for this to happen, the planners need to trust in the forecasts generated by
AI methods. To gain this trust, the demand forecasts are analyzed and evaluated weekly
by the material planners. For this analyzing and evaluating task, several dashboards
were integrated in the demand forecasting solution, which were developed based on
interviews with the planners and extensive user testing. The planners have been trained
how to adjust these dashboards, so they are able to extend and edit the evaluations as
needed.

This frequent checking makes sure that the demand forecasts are used for a growing
number of products, thus realizing the expected benefits. The fact that the planners
use the evaluation functionality on a weekly basis, and have added further products to
the demand forecasting solution, confirms the recommendation of frequent reviews of
benefits realization in IT projects [12].

Finally, the planners reported to gain insights into demand trends thanks to visual-
ization not only of demand forecasts for individual products but also for product groups,
and the possibility to compare them.

5.2 Costs

Costs for demand forecasting projects arise mainly from two sources: infrastructure, i.e.
software and hardware used, and human resources. The computational resources needed
for neural networks to be trained and to generate forecasts depend on several parameters,
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e.g. the complexity of the neural networks, the number of time series to forecast and
the number of observations for each time series. Whether servers on-premise or cloud
services are used, in either case their part of total project costs is small in comparison
to the human resources needed. This ratio is reversed once the project is finished, the
expected decision support and level of automation offered by the demand forecasting
software are reached, and the AI solution is set productive.

For the demand forecasting solution that was developed, which serves to fore-
cast weekly demand of approx. 700 products with an entirely automated workflow for
52 weeks using recurrent neural networks and public cloud-services, the infrastructure
costs amounted to several hundred Euro per month, including quarterly retraining of the
RNN models. The human resource costs amounted to approximately 30 man-months,
comprising a full-time employed machine-learning engineer, a data scientist, a process
expert and a material planner who worked part-time on developing the demand planning
solution.

6 Success Factors of AI Projects for Demand Forecasting

6.1 Components of Project Success: Four Sides of the “Magic Square”

From interviews with the supply chain managers (i.e. those responsible for the stock
levels, delivery reliability towards customers and bearing the costs for the AI project) as
well aswith project teammembers, and fromproject reviews during and after completion
of the project, the success of this AI project depended on the following four components:
1. business and domain knowledge, 2. data, 3. AI methods and 4. user experience. For
illustration purposes, they can be assembled to make up a “magic square” (Fig. 1):

Fig. 1. Components of project success: The magic square for AI projects
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In the following, these four components are described in further detail.

A) Business and domain knowledge

The business typically defines the problem setting and the requirements for an AI-
based solution. The problem definition includes e.g. the forecast horizon, the planning
level, the knowledge about the sales dynamics and potential external drivers. The require-
ments can be expressed in terms of performance (e.g. accuracy or other business KPIs),
interpretability or simplicity of the AI solution.

B) Data

Model input data should cover and reflect the aspects of the problem setting. It serves
as basis for model development and refinement. Therefore, it should be a representative
sample that allows to describe and model the demand dynamics.

C) AI methods

A growing number of AI and machine learning algorithms can potentially be applied
to solve the problem. Here especially RNN as outlined in Sect. 2 for the modeling and
forecasting of time series are of interest. To augment the model building process by
incorporating prior knowledge (see Sect. 4) has given more accurate forecasting results.
Learning from data is only one part of this process. More complex neural network
architectures that e.g. include error correction terms or additional target variables are
examples of thismodel building philosophy [5]. Remarkably, such a jointmodel building
framework does not only provide superior forecasts, but also a deeper understanding of
the underlying dynamical system. On this basis it is also possible to analyze and quantify
the uncertainty of the predictions, as outlined in Sect. 4. This is especially important for
the development of decision support systems as in the case of demand planning.

D) User experience (UX)

This side of the square considers the application of and work with the AI solution.
Which role in the planning process is supported, i. e. who are the users of theAI solution?
Which benefits does the user expect?Howcan theAI results be interpreted and visualized
such that the user is willing to invest the needed time for this task and sees benefits in
it? How is the AI solution maintained and serviced?

These four sides of the square are not independent from each other and must be
balanced in order to implement a successful project. For instance, if the business depart-
ment requires a forecast of the demand figures with an accuracy of at least 90% (i.e.
10% forecast error), a data sample is needed that covers all fluctuations (resp. patterns)
of the demand dynamics as a basis for model building. The data sample must in turn be
processed with methods (such as RNN) that are capable of memorizing and generaliz-
ing the demand patterns. Regarding user experience, users must be able to interpret and
understand the results of the models.



Using AI to Advance Factory Planning 131

The requirements of each side set constraints and condition for the others. For exam-
ple, if one requirement of the business is that the models are interpretable, some model
techniquesmight be only appliedwith restrictions (e.g. neural networks are often referred
to as black boxes, whereas the results of decision trees or linear models are more trans-
parent). It is also important to note that the sampling of the data should not be guided
by mathematical-statistical principles alone. Of course, it is important to have a repre-
sentative sample for the model building and statistically every data point has the same
importance. However, a data point from a period which does not reflect the demand
dynamics in the eyes of the business (e.g. observed in the financial crisis) should not be
considered for the modeling.

The results of case study suggest that for project success it is indispensable that
experts representing each side of the magic square work closely together in the project
execution. Project work following agile software development principles appeared
as another success factor as it allowed for changing priorities, to incorporate evolving
requirements, and limit costs. The mentioned expert roles and agile proceeding will be
described in greater detail in the following.

A) To provide a common understanding of the problem to be solved, explain the
business process as-is, and consider dependencies to adjunct business processes, a pro-
cess expert is needed on the project team. He or she knows the business domain and is
able to define the needed sample and the relevant data attributes. In addition, this role has
insights into factors that affect the demand figures, such as announced product market
entries or end-of-life dates. With know-how about the entire sequence of planning steps,
this role helps to make sure that the AI solution does improve planning: either AI can
be integrated into the existing planning process, or it replaces some steps.

Historical data, particularly the selected sample including relevant attributes is the
foundation on which AI can be applied to generate predictions. In today’s business
environments, there are usually many software applications in use which store sales
data. It requires expert know-how to merge these different data sources and set up a data
pipeline that provides updated input for each newly created prediction. That’s what the
so-called machine-learning engineer does. For development, he or she quickly sets
up an experimental software environment, and after successful evaluation, implements
a scalable software architecture to support Predictions generation and model tuning as
needed.

To choosewisely from the universe of availableAImethods and then apply the chosen
algorithms, a data scientist is on the team. This role entails a detailed understanding of
the mathematical models and available Deep Learning technologies, and ideally strives
to uncover the true pain points of the planning personnel and the existing planning
process.

Planners, or those employees using thePredictions in their planning tasks, are needed
not only to make sure the developed solution provides a satisfying user experience, but
also to iteratively evaluate the Prediction results, by visualizing and comparing them to
the human planning figures used, and thus confirm the AI model and model parameters
to be used.

When developing an AI demand prediction solution, a UX designer investigates the
needs of the users, which are not always obvious, and makes sure the solution benefits
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them. He or she observes and interviews the planners before and after predictions are
available to them, helps them visualize and evaluate the predictions, and supports the
team in focusing on the most pressing pain points to be solved, e.g. which products and
which Forecast horizon are of greatest interest to the planners, and how can they make
the best use of the Forecasts.

Introducing the Predictions into the planning process signifies changes.Manual steps
will be automated, human judgement will be enhanced or replaced by the Predictions,
and both affect the planners’ work routines. From our experience, it is essential that there
is a “driver” on the team who works closely with the planners, to explain the changes
and consistently make sure the Predictions are used, instead of recurring to the prior
situation. This role can be taken on additionally by one of the roles above. Alternatively,
the product owner for the developed solution takes on this responsibility.

With these experts on the team, an AI-based demand planning solution was
successfully implemented, as depicted in Fig. 2.

Fig. 2. Demand planning solution with integrated AI application

6.2 Agile Proceeding

In the studied demand forecasting project, requirements crept in, i.e. new requirements
were added to the backlog of desired functionality, priorities changed, and the initial
customer was replaced by someone who brought in a different perspective and different
pain points to be addressed. As one insight from the case study interviews and confirmed
by many software developing organizations [13], applying agile software development
principles and techniques is an effective way to overcome the mentioned challenges.
Primarily, assigning the roles of product owner, scrum master and development team
helps clarify responsibilities. Working with a product backlog that can be extended at
any point in time, that is groomed and prioritized by the product owner, and fromwhich a
limited number of requirements is selected for development in the next short development
sprint (i.e., a two to three week-interval), have allowed for changing priorities and to
always focus development efforts.
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For efficient and productive teamwork, daily standups were done, which were used
to communicate and clarify open issues at least once a day. Also, team retrospectives
led to enhanced teamwork, as they offered a chance for each team member to reflect
on the past sprint and thus allow the team to improve their collaboration. Possibly the
most beneficial aspect was customer involvement: In developing the demand planning
solution, the customer acted as product owner, thus participating in daily standups and
responsible for prioritizing requirements with the team. In addition, the planners regu-
larly evaluated the demand forecasts and gave valuable end user feedback. This aspect
has been identified as critical success factor in software development projects [14] and
is particularly important when developing innovative products using AI [15], such as the
demand planning solution at hand.

7 Conclusion and Outlook

The case study presented an AI project that was carried out to establish a demand
planning solution for supply chain management, particularly material planning. The
aim of the solution was to improve the quality and efficiency of the planning process.
The technological basis for the demand forecasts was a time-delay recurrent neural
network (RNN) that is applied within the context of an automated modelling process.
Automatically generated RNN models proved to be useful to predict the demand for
approx. 700 products, particularly thanks to weekly evaluations of these predictions
by the planners. The demand forecasts were transformed into planning proposals by
combining the forecast with a measure of uncertainty. The forecast uncertainty was
derived from the residual error distribution of each individual model. Analyses of the
project results, interviews and project reviews, showed the following key success factors:
bringing together data,AImethods, business anddomain knowledge anduser experience,
each represented by an expert on the project team, as well as applying agile software
development practices, i.e. following a SCRUM process.

Automatedmodel building and so-called data citizenship is currently onemajor trend
in AI and related research. Data science is a scare and costly resource. Hence, automated
model building helps to overcome capacity bottlenecks of data science departments
and enables the business departments to directly approach problem settings from the
field of data science. Another trend in AI is towards data efficient models and training
algorithms. Deep learning typically needs large data sets to fully exploit its potential. In
contrast, the data volume inmany industrial applications is rather small, data collection is
costly and handling big data requires IT resources, data engineering knowledge and other
administrative efforts like e.g. data security. Especially in demand forecasting,models for
new products must be built based on rather small data sets. Here data-efficient algorithms
or strategies like transfer learning come into play. Work currently in progress to extend
and improve the demand planning platform addresses these two research fields.

References

1. Foellmer, H.: Alles richtig und trotzdem falsch? Anmerkungen zur Finanzkrise und Finanz-
mathematik. MDMV 17, 148–154 (2009)



134 U. Dowie and R. Grothmann

2. McNeil, A., Frey, R., Embrechts, P.: Quantitative Risk Management: Concepts, Techniques
and Tools. Princeton University Press, Princeton (2005)

3. Haykin, S.: Neural Networks and Learning Machines, 3rd edn. Prentice Hall, Upper Saddle
River (2008)

4. Zimmermann, H.G., Grothmann, R., Tietz, C., Jouanne-Diedrich, H.: Market modeling, fore-
casting and risk analysis with historical consistent neural networks. In: Hu, B., et al. (eds.)
Operations Research Proceedings 2010. Springer, Heidelberg (2011). https://doi.org/10.1007/
978-3-642-20009-0_84

5. Zimmermann, H.-G., Tietz, C., Grothmann, R.: Forecasting with recurrent neural networks:
12 tricks. In: Montavon, G., Orr, G.B., Müller, K.-R. (eds.) Neural Networks: Tricks of the
Trade. LNCS, vol. 7700, pp. 687–707. Springer, Heidelberg (2012). https://doi.org/10.1007/
978-3-642-35289-8_37

6. Runkler, T.A., Grothmann, R., Bamberger, J.: Optimierung industrieller Logistikprozesse
mit Verfahren der Schwarmintelligenz und rekurrenten neuronalen Netzen. KI Künstl. Intell.
24(2), 149–152 (2010)

7. Crone, S.: NeuronaleNetze zur Prognose undDisposition imHandel. Betriebswirtschaftlicher
Verlag Gabler, Wiesbaden (2009)

8. Gleißner, H., Femerling, J.C.: Logistik:Grundlagen –Übungen –Fallbeispiele. GablerVerlag,
Wiesbaden (2007)

9. Wei, W.S.: Time Series Analysis: Univariate and Multivariate Methods. Addison-Wesley
Publishing Company, New York (1990)

10. Costello, K.: Top 3 benefits of AI projects. https://www.gartner.com/smarterwithgartner/top-
3-benefits-of-ai-projects/. Accessed 20 Aug 2020

11. Van der Meulen, R., McCall, T.: Nearly half of CIOs are planning to deploy artificial intel-
ligence. https://www.gartner.com/en/newsroom/press-releases/2018-02-13-gartner-says-nea
rly-half-of-cios-are-planning-to-deploy-artificial-intelligence. Accessed 22 Aug 2020

12. Braun, J., Mohan, K., Ahlemann, F.: Realising value from projects: a performance-based
analysis of determinants of successful realisation of project benefits. Int. J. Project Organ.
Manag. 8(1), 1–23 (2016)

13. 14th Annual State of Agile Survey Report, VersionOne (2020). https://stateofagile.com/#ufh-
i-615706098-14th-annual-state-of-agile-report/7027494. Accessed 27 Aug 2020

14. Cerpa, N., Bardeen, M., Kitchenham, B., Verner, J.: Evaluating logistic regression models to
estimate software project outcomes. Inf. Softw. Technol. 52(9), 934–944 (2010)

15. Abramov, J.: An agile framework for AI projects. https://towardsdatascience.com/an-agile-
framework-for-ai-projects-6b5a1bb41ce4. Accessed 27 Aug 2020

https://doi.org/10.1007/978-3-642-20009-0_84
https://doi.org/10.1007/978-3-642-35289-8_37
https://www.gartner.com/smarterwithgartner/top-3-benefits-of-ai-projects/
https://www.gartner.com/en/newsroom/press-releases/2018-02-13-gartner-says-nearly-half-of-cios-are-planning-to-deploy-artificial-intelligence
https://stateofagile.com/%23ufh-i-615706098-14th-annual-state-of-agile-report/7027494
https://towardsdatascience.com/an-agile-framework-for-ai-projects-6b5a1bb41ce4


Author Index

Bohanec, Marko 30
Boshkoska, Biljana Mileva 44

de Almeida, Adiel Teixeira 18
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