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Abstract

For an atom with a small to moderately large atomic num-
ber Z, the typical length scale a0=Z of the innermost
core orbitals is so much larger than typical nuclear length
scales that the corrections to the energy levels and wave
functions arising from the nonzero electric charge radius
of the nucleus can accurately be computed using first-
order perturbation theory, as is described in Sect. 91.2.
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Nonetheless, these relatively small shifts can sometimes
have a profound effect on processes in atomic and/or nu-
clear physics, particularly if two or more energy levels
are very close. For example, as is discussed in Sect. 91.3,
the presence of the electron cloud makes energetically
possible the ˇ-decay of 187Re to 187Os and significantly
modifies the energy distribution of products in the ˇ-
decay of tritium in various chemical environments. Also,
electronic screening can greatly enhance the cross sec-
tions of low-energy nuclear reactions relative to what they
would be for bare nuclei.

In isotopes of hydrogen, the replacement of an elec-
tron by a muon, with m� � 207me, results in a tiny
neutral atom that can closely approach another nucleus,
thereby catalyzing nuclear fusion. For example, the rate
of deuterium–tritium fusion is enhanced by 77 orders of
magnitude if a single electron is replaced by a muon.
A rich variety of bound-state properties and scattering
processes for these exotic atoms and molecules has been
extensively investigated, as is reviewed in Sect. 91.4.

Keywords

muonic atom � sticking probability � muon transfer �
muonic molecule � molecular wave function

91.1 Introduction

That nuclei are not infinitesimally small, structureless parti-
cles causes small but perceptible shifts in the electronic struc-
ture of atoms and molecules. Even for nuclei with a small
atomic number Z, the effects are readily detectable through
modern high-precision spectroscopy, and their magnitude
grows as Z14=3. Conversely, the presence of electrons tightly
bound to atomic nuclei can alter the ordering of nuclear en-
ergy levels or make them unstable to ˇ decay. Atomic effects
can also influence nuclear branching ratios into the product
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channels. Nominally small atomic effects have been shown
to affect the complicated chain of nuclear reactions responsi-
ble for the generation of energy in the sun. Setting bounds to
the rest mass of the neutrino from the endpoint of the ˇ-decay
spectrumof tritium requires a precise understanding of atomic
and molecular structure and scattering processes.

The great disparity between nuclear scales of energy (sev-
eral MeV) and distance (10�5 to 10�4Å) and the correspond-
ing atomic scales (several eV and 1Å, respectively) usually
allows the separate treatment of nuclear and atomic effects.
However, since not absolute energies but energy differences
determine the magnitudes of perturbative effects, near coinci-
dences in energy differences can greatly enhance the interplay
between the two regimes. Such comparable differences of en-
ergies account for the important role of nuclear structure in the
Lamb shift splitting between the 2s1=2 and 2p1=2 states of the
hydrogen atom (Chap. 28) and the influence of atomic struc-
ture on nuclear processes (Sects. 91.2 and 91.3).

For the case of muonic atoms and molecules, the interplay
is enhanced by the much larger mass of a muon relative to
an electron. This decreases the distance scale by a factor of
me=m� and increases the energy scale by a factor ofm�=me.
Small corrections such as the vacuum polarization part of the
Lamb shift are amplified evenmore (� .m�=me/

3 for lowZ).
Besides the areas where atomic physics effects play an

important role in nuclear physics, or vice versa, it is worth
remembering that atomic and molecular physicists and nu-
clear physicists can benefit from knowing the theoretical
techniques that have been developed in each others’ fields.
For example, it is well known that group theoretical methods
are widely employed in formulating and solving many-body
problems in nuclear, atomic, and molecular physics. To
take another case, the coupled-cluster method, which was
first proposed in the late 1950s by Coester and Kümmel in
the context of nuclear theory [1–3], was applied a decade
later to electronic structure problems in atomic and molec-
ular physics and quantum chemistry by Cizek, Paldus, and
Shavitt [4–6], and in the 1980s was widely developed by
Rod Bartlett and coworkers at the University of Florida and
by John Pople and coworkers at Carnegie Mellon Univer-
sity. Quantum halos, which are very loosely bound states for
which most of the probability density is spread diffusely over
the classically forbidden region, have been treated in a uni-
fied manner for both nuclear and molecular systems [7].

91.2 Nuclear Size Effects in Atoms

91.2.1 Nuclear Size Effects on Nonrelativistic
Energies

Interest in the influence of a finite nuclear charge distribu-
tion on the energy levels of the hydrogen atom goes back

to the measurement of the Lamb shift [8–11], and to even
earlier indications that the fine structure of hydrogen did
not quite agree with the predictions of the Dirac equation
for a point nucleus [12–15]. The finite proton size does, in
fact, raise the energy of the 2s1=2 state relative to 2p1=2, but
the shift is only � 0:012% of the dominant electron self-
energy contribution (Chap. 28). It must nevertheless be taken
into account in high-precision tests of QED. A long-standing
disagreement in the proton size between values obtained
from electron-based measurements and muon-based mea-
surements has now been resolved [16], resulting in the value
rp D 0:833.10/ fm, in excellent agreement with the muonic
value rp D 0:84087.39/ fm [17, 18].

Early derivations were given by several authors [19–22]
and generalized by Zemach [23] (also [24]) to a form in-
volving integrals over the nuclear electric and magnetic form
factors. The basic result is illustrated by the following ar-
gument. Let 
.r/ be the electron density, which may have
no spatial symmetry properties in the particular case of
a polyatomic molecule, and 
n.rn/ be the charge density of
a nucleus, which obeys

Z

d3rn 
n.rn/ D Z : (91.1)

Assume that 
n.rn/ has no permanent electric dipole mo-
ment, so that

Z

d3rn rn 
n.rn/ D 0 : (91.2)

By writing the Coulomb potential for a point-like nucleus as

�Z
r

D �
Z

d3rn
Zı.3/.rn/

jr � rnj ; (91.3)

the first-order shift of the electronic energy due to the re-
placement of the point-like nucleus by an extended nucleus
is

�Enuc D
Z

d3r
Z

d3rn
Zı.3/.rn/ � 
n.rn/

jr � rnj 
.r/ : (91.4)

Since the Fourier transform, defined by

O
n.k/ D
Z

d3rn e
�ik�rn 
n.rn/ ; (91.5)

preserves inner products within a factor of .2 /3 and maps
convolutions to simple products, the integral in Eq. (91.4)
reduces to

.2 /3
Z

d3k ŒZ � O
n.k/� 4 
k2

O
.k/ ; (91.6)

where the hats denote the Fourier transforms of the densities,
and 4 =k2 is the Fourier transform of the Coulomb poten-
tial 1=r . Since Z D R

d3rn 
n.rn/, the energy shift can be
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reexpressed as

.2 /3
Z

d3k
Z

d3rn .1 � e�ik�rn/ 
n.rn/
4 

k2
O
.k/ ;

(91.7)

which is still an exact first-order perturbation expression.
Since typical nuclear length scales are much smaller than
typical nonrelativistic atomic length scales, it is legitimate to
expand the exponential in a Taylor series. The zeroth-order
term, �1, is canceled by the C1. The linear term, ik � rn,
contributes nothing by the hypothesis that the nuclear charge
distribution has no permanent electric dipole moment. The
first nonvanishing term is

.2 /3
Z

d3k
Z

d3rn
1

2
.k � rn/2 
n.rn/ 4 

k2
O
.k/ : (91.8)

If 
.r/ is nonzero at the nucleus, then for large k, the leading
behavior of O
.k/ is that of a spherically symmetric s-wave
with a radial dependence proportional to k�4. The angu-
lar integration in the variable k leads to the replacement of
.k � rn/2 by its average value .1=3/k2r2n , so the expression
Eq. (91.8) reduces to

2 

3
.2 /3

Z

d3k O
.k/
Z

d3rn r
2
n 
n.rn/ ; (91.9)

which can be further simplified by observing that

.2 /3
Z

d3k O
.k/ D .2 /3
Z

d3k ei0�k O
.k/ D 
.0/ ;

(91.10)

and by definition
Z

d3rn r
2
n 
n.rn/ D Z

˝
r2n
˛
; (91.11)

thus yielding the final expression

�Enuc D 2 

3
Ze2
.0/

˝
r2n
˛
; (91.12)

with


.0/ D
�
�

me

	3
Z3

 n3
a�30 (91.13)

for a hydrogenic ion with reduced mass �. This derivation
is independent of the specific nuclear model or the assump-
tion of spherical symmetry of the electron density. Since hr2ni
scales as Z2=3, �Enuc then scales as Z14=3. For a molecule
with several nuclei, the contributions Eq. (91.12) from each
nucleus should be summed.

For the helium atom, 
.0/ D hı.r1/ C ı.r2/i can be
accurately calculated from high-precision variational wave
functions (Chap. 12). For the 1s2 1S0 ground state, 
.0/ '

.�=me/
3Œ3:6208586� 0:18237.�=M/�a�30 , where M is the

nuclear mass. Results for other states up to n D 10 are tab-
ulated in [25]. Combined with high-precision isotope shift
measurements, the results can be used to extract differences
in nuclear radii for pairs such as 3He=4He, 6Li=7Li, and
H=D [26–29]. The method has been applied to the short-
lived, neutron-rich nuclei 6He, 8Li, and 9Li [30, 31].

Equation (91.12) works well for atoms with small Z,
since relativistic corrections to the electron density are small.
However, it breaks down for heavier nuclei, for which rela-
tivistic wave functions are needed.

91.2.2 Nuclear Size Effects on Relativistic
Energies

The preceding analysis breaks down for relativistic wave
functions because they are singular at a point nucleus, mak-
ing 
.0/ infinite. In this case, the Dirac equations with
HamiltoniansH0 andH for the point nucleus and distributed
nucleus cases, respectively, can be combined to obtain

.E � E0/���0 D ��H�0 � ��H0�0 : (91.14)

If a finite radius rs is now chosen such thatH D H0 outside
the sphere r D rs, then this equation can be integrated from
rs outward to yield [32]

�Enuc D „c .gf0 � fg0/rDrsR1
rs
.gg0 C ff0/dr

; (91.15)

where f0 and f are the large radial components of �0, and
� and g0 and g are their small radial components (Chap. 9),
and the numerator is the surface term that remains after
integrating by parts the c˛ � p term in H . The units are
„c=a0 D ˛mec

2. The solutions can be further expanded in
terms of Bessel functions, or the Dirac equation can simply
be integrated numerically.

For hydrogenic ions up to moderately large Z, the results
are reasonably well represented by [33, 34]

�Enuc D 2

3n3
.Z˛/2mec

2

� 
ı`;0 C C2.Z˛/

2
�

Z2

˝
r2n
˛
=a20

��
; (91.16)

with � D Œ1� .Z˛/2�1=2, and C2' 0:50, 1.38, and 0.1875 for
the 1S1=2, 2S1=2, and 2P1=2 states, respectively. Extensions to
higher-order terms are discussed in [35]. The above formula
was used in the tabulations of Mohr [34] for 10 � Z � 40,
while Johnson and Soff [36] used the numerical integration
method for Z up to 110. The nuclear electric and magne-
tization density distributions are tabulated in [37], nuclear
moments in [38], and nuclear masses in [39]. In the absence
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of better data, the root-mean-square nuclear radius can be es-
timated from hr2ni1=2 � 0:777A1=3C 0:778˙ 0:06 fm, where
A is the atomic mass number.

91.2.3 Nuclear Size Effects on QED Corrections

The progress in the experimental study of transition ener-
gies in heavy ions stripped of most of their electrons [40–42]
has inspired theoretical work on modifications of QED cor-
rections due to an extended nuclear charge distribution.
Calculations based on propagators expanded in terms of ba-
sis splines [43–45] (Sect. 8.1.1) have led to relatively rapid
convergence with the number of angular functions.

91.3 Electronic Structure Effects
in Nuclear Physics

91.3.1 Electronic Effects on Closely Spaced
Nuclear Energy Levels

The presence of a nearby cloud of electrons can significantly
affect nuclear processes involving closely spaced nuclear en-
ergy levels. One of the most dramatic cases involves the
ˇ-decay process 187Re! 187OsC e�C N�e, which is energet-
ically forbidden by about 12 keV for bare nuclei but becomes
allowed for the neutral atoms when the difference in elec-
tronic binding energies is included. The nuclear charges are
Z D 75 for 187Re and Z D 76 for 187Os. There is also the
possibility of the electron being captured into a bound state
of 187Os, as opposed to the continuum ˇ-decay process.

The total electronic binding energies of heavy neutral
atoms can be roughly estimated using the large-Z expansion
for E.Z/ given by Eq. (21.31) in Chap. 21. The differ-
ence between the energies of two neutral atoms with atomic
numbers Z C 1 and Z, respectively, is then given approxi-
mately by

E.Z C 1/ � E.Z/ ' dE

dZ

' .�48:83Z4=3 C 27:21Z3=3

� 12:24Z2=3/ eV; (91.17)

which amounts to about � 13:6keV atZ D 75. This is suffi-
cient to overcome the 12 keV energy deficit in the otherwise
energetically forbidden ˇ-decay of 187Re.

The general theory of bound state ˇ-decay is discussed by
Bahcall [46], who also calculated the ratio 
 of bound state
ˇ-decay to continuum ˇ-decay for bare nuclei. In the case
of 187Re ! 187Os, 
 is of importance in estimating changes
in the half-life for ˇ-decay of 187Re under various conditions
of ionization, since the measured isotope ratios 187Re=188Re

and 187Os=188Os from terrestrial rocks and meteorites can
be used to determine not only the age of the solar system
but also the age of our galaxy [47, 48]. Estimates based
on a modified Thomas–Fermi (TF) model [49] indicate that

 ' 0:01, and further multiconfiguration Dirac–Fock calcu-
lations give 
 D 0:005 to 0.007 [50–52]. See [50–52] for
further details and references.

91.3.2 Electronic Effects on Tritium Beta Decay

The mass of the neutrino, normally taken to be zero in the
Standard Model, can be determined in principle from analy-
sis of the ˇ-decay process 3T ! 3HeC C e� C N�e. An early
measurement based on this method [53–55] yielded a neu-
trino mass of� 25 eV. Several independent tests of this result
were initiated soon thereafter. Since the experiments are per-
formed not on bare tritons but on tritium gases and solids
under various conditions, it is essential to understand quan-
titatively the atomic and molecular processes that affect the
distribution of the highest-energy electrons produced from
various initial states [56, 57].

Martin and Cohen [58] used a Stieltjes imaging tech-
nique to calculate shakeup and shakeoff probabilities for the
ˇ-decay of T2 into 3HeTC. Simultaneously, extensive cal-
culations were carried out by Kolos, Jeziorski, Szalewicz,
Monkhorst, et al. [59–63] using potential energy curves for
the reactant T2 and THmolecules and the product 3HeTC and
3HeHC molecules and accounting for the production of elec-
tronically and rovibrationally ground and excited final states,
as well as resonant states. Nuclear motion was found to have
a small but detectable effect on the results, and solid-state
effects for frozen T2 were also investigated and found to be
small. These calculations played a crucial role in the inter-
pretation of the experiments [64–68], which indicated that
the neutrino mass is less than � 10 eV. In 1998, there was
published evidence from the super-Kamiokande experiment
that the three flavors of neutrinos oscillate, as further con-
firmed by the Sudbury Neutrino Observatory. This implies
that neutrinos have a nonzero rest mass [69]. Subsequently,
upper bounds of the order of a few eV to the neutrino mass
have been derived from measurements of tritium beta de-
cay [70, 71] and from cosmological considerations [72]. As
of 2018 the best upper bound from tritium beta decay exper-
iments was about 2 eV [73].

91.3.3 Electronic Screening of Low-Energy
Nuclear Reactions

The cross section �.E/ for a nuclear reaction involving
charged reactants drops very rapidly for collision energies
E below the Coulomb barrier. A WKB treatment shows that

http://dx.doi.org/10.1007/978-3-030-73893-8_8
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for low collision energies, the dependence of �.E/ can be
conveniently expressed as

�.E/ D S.E/E�1 e�2 � ; (91.18)

where S.E/ is the astrophysical factor, and

� D Z1Z2˛c .�=2E/
1=2 (91.19)

is the Sommerfeld parameter, which depends on the charge
numbersZ1 andZ2 of the projectile and target nuclides, their
reduced mass �, and the center-of-mass energy E. For nu-
clear reactions involving light nuclei, it is found that S.E/
typically varies slowly with E except close to resonances.
Thus, an accurate determination of S.E/ at moderately low
E can be used to extrapolate �.E/ to much lower energies,
which are beyond the reach of laboratory experiments but are
of great relevance to the nuclear reactions that occur in stars.

However, electron screening effects can greatly enhance
cross sections for nuclear reactions as measured in the
laboratory at low energy [74], because at least the target
nucleus is almost always surrounded by a cloud of elec-
trons that screen the Coulomb repulsion between nuclei.
The effect has been observed in various low-energy reac-
tions such as 3He.d; p/4He, 6Li.p; ˛/3He, 6Li.d; ˛/4He, and
6Li.p; ˛/4He [75–78]. Since reactions in stars involve bare
nuclei, the laboratory data must be carefully corrected for
screening effects.

Analysis of the data for the 3He.d; p/4He reaction indi-
cates that the effect of screening is always greater than that
predicted in the adiabatic limit [79–81]. A more general the-
oretical treatment of the dC 2H and dC 3He reactions [82],
using a time-dependent Hartree–Fock method for the elec-
trons screening and classical motion for the nuclei found less
enhancement than that observed. An improved treatment tak-
ing account of electron correlation and quantum-mechanical
effects on the nuclear motion will likely be needed. This re-
mains an important area of development for the future.

For some work on the subject of electronic screening of
low-energy nuclear reactions, see [83–88].

91.3.4 Atomic andMolecular Effects in
Relativistic Ion–AtomCollisions

High-energy accelerators can now produce beams of atomic
ions partly or completely stripped of their electrons, even for
Z as high as 92. The collisions of such beams of highly
charged ions with fixed targets involve a broad array of
atomic and molecular processes, such as excitation, ioniza-
tion, charge transfer, and, in the extreme relativistic case, pair
production. A similarly broad array of theoretical techniques
is required to study these topics. A thorough review of these,

including comparisons with experimental data where avail-
able, is given in [89, 90].

A topic of particular interest is the first experimen-
tal observation of the capture of electrons from electron–
positron pair production in the extreme relativistic collision
of a 0:96GeV=nucleonU92C beam with gold, silver, copper,
and Mylar targets [91]. The energy and angular distributions
of the positrons were also measured. For the gold target, the
cross section for capture was nearly as large as that for pair
production without capture, and it was found to vary with the
nuclear chargeZt of the target nucleus roughly asZ

2:8.˙0:25/
t .

Neither the dependence on Zt nor the relatively great prob-
ability for capture is in agreement with perturbation theory,
which highlights the need for further exploration of this ex-
otic system.

91.4 Muon-Catalyzed Fusion

Exotic muonic atoms and molecules are more suitable sub-
jects than electronic atoms and molecules for probing some
physical effects. The muon �� is a leptonic elementary par-
ticle like the electron, except that it is 206:768 times more
massive and has a finite lifetime (�0 D 1=�0, where �0 is the
rate of decay) of 2.197 µs. This lifetime is amply long for
most experiments. In normal atoms, the fine-structure split-
ting (due toL �S coupling) is much larger than the hyperfine
splitting (due to snuc � se coupling); this relation is reversed
in muonic atoms. Likewise, vacuum polarization, relativistic,
finite-nuclear-size, and nonadiabatic effects are enhanced.
(Note: the muonic Bohr radius „2=m�e

2� .1=207/ a0 is sim-
ilar in size to the Compton wavelength „=mec� .1=137/ a0.)
Remarkably, muonic molecules make nuclear fusion possible
at room temperature. In the phenomenon of muon-catalyzed
fusion (�CF), there are both indirect and direct interac-
tions between the atomic and molecular physics and the
nuclear physics. Indirectly, the atomic and molecular den-
sities and transition rates control the nuclear fusion rates,
and, in turn, the kinetic energies of the fusion products af-
fect the atomic and molecular kinetics. Directly, the nuclear
structure affects some molecular energy levels that determine
important resonant rates and the boundary condition on the
muonic wave functions used to calculate the muon sticking
loss.

The phenomenon of �CF was actually discussed theoret-
ically [92–94] before it was experimentally observed [95].
Shortly after its observation, its possible use for energy pro-
duction was discussed [96]. This was an attractive prospect,
since hot fusion schemes are made difficult by the elec-
trostatic (Coulomb) repulsion between nuclei. In the two
conventional approaches to controlled fusion, magnetic and
inertial confinement, this barrier is partially surmounted by
energetic collisions. (Note: the particle densities N and con-
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finement times � in the hot plasmas (T & 108K) are typically
more than ten orders of magnitude different for these two
schemes, but the product of the two required for d-t fusion is
N� & 1014 s=cm3 in either case. For muon-catalyzed fusion,
effectively N� � 1025 s=cm3, but this criterion does not tell
the real story.) In contrast, in �CF, the objective is for the
nuclei to tunnel through the barrier without the benefit of ki-
netic energy. This feat is enabled by binding two hydrogenic
nuclei (p, d, or t) in an exotic molecule like HC

2 with the elec-
tron replaced by a negative muon.

Since the molecular size is inversely proportional to the
mass of the binding particle, the average distance between
nuclei in pp� is� 1=200Å (500 fm) instead of 1Å as in ppe
(i.e., HC

2 ). This distance, which would be reached in a dC d
collision at � 3 keV (� 3 �107K), is still large compared
with the separation of a few fm where the nuclear strong
forces cause fusion, but fusion occurs rapidly because of the
increased vibrational frequency and, more importantly, the
increased probability of tunneling per vibration. The vibra-
tional frequency is (m�=me/

3=2�3�103 times faster than for
the corresponding electronic molecule. (Note: for compari-
son, the muonic/electronic energy scales as m�=me and the
rotational energy scales as .m�=me/

2. These relations [97]
are based on the Born–Oppenheimer approximation, which
is not very accurate for muonic molecules.) The effect on
the tunneling probability depends on the nuclear masses; for
dt�, which has the largest nuclear matrix element (astro-
physical S factor, Sect. 91.3.3), the increase is by a factor
of � 1077 compared with DT, and the consequential fusion
rate is �fdt� � 1012 s�1.

Just on the basis of the fusion rate, one would expect
a yield of �fdt�=�0 � 106 muon-catalyzed d-t fusions for the
average muon. While this number indeed provides an up-
per limit, the actual average number of fusions, � 150 for
dt�, is much smaller and is determined by the atomic and
molecular physics of the catalysis cycle (although the energy
released in the nuclear fusion does play an important role
here). Some of the atomic and molecular processes in the
�CF cycle are quite ordinary, but others, like atomic capture
and resonant molecular formation, have no counterpart with
normal atoms.

Muon-catalyzed fusions of all pairs of hydrogen iso-
topes, except two protons, have been observed. Based on
the experiments and theory, the dominant reaction products
are [98–103]:

pd�!
(
3He.0:005MeV/C �C �.5:49MeV/
3He.0:20MeV/C �.5:29MeV/

;(91.20)

dd�!
(
t.1:01MeV/C p.3:02MeV/C �
3He.0:82MeV/C �C n.2:45MeV/

;

(91.21)

VV

Fig.91.1 Rovibrational energy levels for DC
2 and dd�. The J D0 levels

are shown as solid lines, and the J > 0 levels are shown as dashed
lines. For DC

2 , all 28 vibrational levels are displayed, but the associated
rotational levels are displayed only up to the next higher vibrational
level. All levels of dd� are displayed; the (J D 1, v D 1) level is barely
discernible below the V D 0 axis

pt�!
(
4He.0:05MeV/C �C �.19:76MeV/
4He.0:59MeV/C �.19:22MeV/

: (91.22)

(Note: A channel producing 4He and a eC-e� pair was the-
oretically predicted to be significant [104] but seems to be
ruled out by experimental results published in 2012 [105].)

dt�! 4He.3:54MeV/C �C n.14:05MeV/ ; (91.23)

tt�! 4HeC �C 2n.11:33MeV total/ : (91.24)

In these reactions, a � without an energy designated is
a spectator; i.e., it serves to bring the nuclei together but plays
no significant role in the kinematics of the reaction – such a�
may actually be bound (stuck) to one of the product nuclei.

Each reaction is of special interest in its own right: pd�
and pt� for the contribution of � conversion, and tt� for the
correlation of the two final state neutrons. Only the dd� and
dt� molecular formations are resonant; i.e., their formation
can occur in a one-body state because they, and only they,
possess a loosely bound state such that the muonic bind-
ing energy can go into rovibrational energy of the electronic
molecule. That the existence of such a state really is fortu-
itous can be seen in Fig. 91.1 where the bound rovibrational
states of dd� .1m:a:u: D 5626:5 eV/ are compared with the
rovibrational states of DC

2 (1 a:u: D 27:2 eV). Although both
dd� and dt� can be formed resonantly, dt� is unique in hav-
ing a rapid (as compared with muon decay) formation rate
and also in having a small sticking loss. The sticking loss
is due to the possibility that the negatively charged muon
may form a bound state with the positively charged fusion
product. The relatively low branching fraction (< 1%) for
dt�! 4He�C n is due simply to the high speed of the out-
going 4He (˛ particle).



91 Interface with Nuclear Physics 1365

91

Fig. 91.2 The simplified d-t muon-catalyzed fusion cycle. The times
are for density � D 1 (liquid hydrogen density) and tritium fraction
ct D 0:4; �c is the cycle time, and �0 is the muon-decay time

91.4.1 The Catalysis Cycle

A diagram of the �CF cycle for a d-t mixture is shown in
Fig. 91.2. The basic steps in the cycle are

1. Atomic capture to form d� or t� (initially in a highly ex-
cited state, n & 14).

2. Transfer of the � from d to t, if necessary.
3. Resonant molecular formation, shown schematically.

Here, the dt� is so small (in reality) that is can be con-
sidered to be a pseudo-nucleus in the electronic molecule.

4. Nuclear fusion.
5. Sticking (˛� formation) or recycling.

The reaction times shown are at liquid hydrogen density, ab-
breviated as LHD (�D 1 in the conventional LHD units) and
a tritium fraction ct D 0:4, which is close to the value that
maximizes the number of cycles. The times for muonic atom
formation and deexcitation, � ps, are short compared with
the times for muon transfer and molecular formation, � ns,
which, in turn, are short compared with the muon decay time
� �s.

Thus, the time for a cycle is mainly given by the average
time the � spends as d� waiting to transfer to t plus the av-
erage time it then spends as t� waiting to form dt�,

�c � �d� C �t� ; (91.25)

or, in terms of rates,

1

�c
� q1scd

�dtct
C 1

�dt�cd
; (91.26)

where cd and ct are the fractions of deuterium and tritium
(cd C ct D 1/; �dt is the d-to-t transfer rate in the 1s state,
q1s is the fraction of d� atoms reaching the 1s state (before
transfer), and �dt� is the molecular formation rate. The factor
q1s takes into account the fact that any transfer in excited
states is rapid (of necessity, since it must compete with the
rapid deexcitation).

The cycle rate �c along with the sticking fraction !s con-
stitute the two basic parameters of the catalysis cycle. The
average number of fusions per muon Y is given by

1

Y
� �0

�c
C !s ; (91.27)

where �0 (� 1=�0) is the muon-decay rate. (Note: more pre-
cisely, W should appear in Eq. (91.27) in place of !s; W
may include other losses, e.g., muon capture by impurities,
but we will restrict the present discussion to !s, which is fun-
damental and normally dominant.) Coincidentally, the limits
imposed on the yield by the cycling rate and by sticking
are similar; for � � 1 and T � 300K, �c=�0 � 300 and
1=!s � 200 for dt�. More than 100 muon-catalyzed d-t
fusions per muon have been observed. Similar considera-
tions apply to the dd� cycle, and, by further coincidence,
the two limits are similar there as well, �dd�c =�0 � 7 and
1=!

eff.dd�/
s � 14. (Note: the effective sticking probability (per

cycle) in the dd� cycle takes into account that in only 58%
of the fusion reactions is a 3He produced that can remove the
� by sticking. Sticking to t or p is possible but would facili-
tate rather than terminate the cycling.) The four experimental
knobs are the temperature (T ), density (�), isotopic fractions
(ct, cd, and cp), as well as the molecular fractions (cD2 , cDT,
cT2 , � � � ) in the case of a target not in chemical equilibrium.

Each stage of the cycle is discussed in the following sec-
tions. The reader is referred to the reviews [97, 106–110] for
details of the theoretical and experimental methods and ex-
tensive values of the relevant parameters.

91.4.2 Muon Atomic Capture

The�CF process starts with a free muon, injected into a mix-
ture of hydrogen isotopes, being stopped to form a muonic
atom. The slowing and capture occur primarily by ionization,
e.g.,

�C D !
(
�C dC e

d�.n/C e :
(91.28)

In this reaction, the muon is captured into an orbital with n&p
m�=me � 14, which has about the same size and energy as

that of the displaced electron. For a review of atomic capture
of negative particles, see [111].



1366 J. S. Cohen and J. D. Morgan III

15

10

5

0
0.0 0.2 0.4 0.6 0.8

capt  a0
2)

Relative energy E (a. u.)

AI-slt
AI-ct
DS

CTMC
TDHF
CQC
QM1
QM2

 

Fig. 91.3 Comparison of different capture cross sections for ��CH
collisions: adiabatic ionization with straight-line trajectories(AI-slt),
adiabatic ionization with curved trajectories (AI-ct), diabatic states with
polarized orbital (DS), classical-trajectory Monte Carlo (CTMC), time-
dependent Hartree–Fock (TDHF), classical-quantal coupling (CQC),
quantum mechanical wavepacket (QM1), and Chew–Goldberger inte-
gral equation (QM2)

Early calculations were done using the Born or Coulomb–
Born approximation [112]. These methods are not very
accurate for �� at velocities below 1 a:u:, but, more im-
portantly, their implementation treated slowing down and
capture inconsistently. The upshot was prediction of capture
of muons at kinetic energies of hundreds of eV, whereas it
turns out that most captures actually do not occur until the
muon is slowed to energies below 100 eV.

The perturbative methods failed because of the great elec-
tron charge redistribution that occurs during the capture
process. Other approaches have led to progressively more ac-
curate treatment:

1. Adiabatic ionization with straight-line trajectories (AI-
slt) [113]

2. Adiabatic ionization with curved trajectories (AI-ct) [114,
115]

3. Diabatic states (DS) [116, 117]
4. Classical-trajectory Monte Carlo (CTMC) [115]
5. Time-dependent Hartree–Fock (TDHF) [118]
6. Classical-quantal coupling (CQC) [119]
7. Quantum mechanical wavepacket (QM1) [120]
8. Chew–Goldberger integral equation (QM2) [121].

Results for the capture cross sections are shown in Fig. 91.3.
The early study by Wightman [113] shed a great deal of

light on the capture process. His method, known as adiabatic
ionization (AI), followed from the observation of Fermi and
Teller [122] that there exists a critical value of the dipole mo-
ment eRc, formed by the negative muon and positive proton
at distance Rc D 0:639 a0, for binding the electron. In colli-

sions where the �� approaches closer than this distance, the
electron is assumed to escape adiabatically, and, if the elec-
tron carries off more energy than the muon’s initial kinetic
energy, the p� atom is formed. This cross section is thus

�AI-slt D  R2c ; (91.29)

and �� capture results if and only if E < 0:5 a.u., the target
ionization energy.

The AI-slt model has three major shortcomings: (1) it
does not take into account trajectory curvature, which is
caused by the Coulomb attraction of the negative muon
toward the positive nucleus and can be large at the low-
trajectory velocities where capture usually occurs, (2) the
adiabatically escaping electron takes off no kinetic energy,
and (3) ionization occurs with unit probability if the approach
is closer thanRc. The first failing is easy to remedy. The cross
section with curved adiabatic trajectories (AI-ct) is just [115]

�AI-ct D  R2c
E

�

E C 1

Rc
� 0:5 a:u:

	

; (91.30)

as long as the collision energy E in the center-of-mass
system is greater than 0:03 a:u: (0:8 eV). Hence, trajectory
curvature increases the capture cross section by a factor
1C .1:06=E/ (forE in a:u:), which is over a factor of 3 even
at the highest collision energy (0:5 a:u:) where adiabatic cap-
ture can occur. For E < 0:03 a:u:, the centrifugal barrier in
the effective potential,

Va.eff/.R; b/ D Va.R/C b2

R2
E ; (91.31)

restricts penetration and reduces the cross section below the
value given by Eq. (91.30) [114].

Cures for the second and third failings are less triv-
ial. These two assumptions were first avoided by using the
diabatic-states (DS) model [116, 117]. The adiabatic elec-
tronic potential energy no longer increases once it reaches the
continuum ceiling; however, in view of the �� acceleration
by the Coulomb attraction, the electron cloud actually does
not have enough time to adjust adiabatically. In recognition
of this situation, the diabatic treatment yields an electronic
potential energy that crosses into the continuum at a dis-
tance larger than Rc and continues to rise smoothly. The
concomitant probability of ionization is given by the ioniza-
tion width, obtained from a Fermi-golden-rule-like formula.
The next method applied was classical-trajectory Monte
Carlo (CTMC) [115], discussed in Chap. 62. The CTMC
method treats the dynamics of all particles exactly but clas-
sically. The classical approximation was later eliminated by
using the time-dependent Hartree–Fock (TDHF) method dis-
cussed in Sect. 53.3 [118]. However, the improvement was
open to question since it was achieved at the expense of

http://dx.doi.org/10.1007/978-3-030-73893-8_62
http://dx.doi.org/10.1007/978-3-030-73893-8_53
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neglecting correlation, which turns out to be important in
the present problem. This deficiency was remedied by the
classical-quantal coupling (CQC) method, which makes only
the seemingly well-justified approximation of treating the
muon classically while retaining the quantum treatment of
the electron [119]. Since then, there have been two rig-
orous quantum-mechanical calculations [120, 121] using
time-dependent methods. These calculations have been lim-
ited to collision energies below 10 eV (0:37 a:u:). At very
low energies, especially in view of the resonance behav-
ior found [120], the time-dependent methods require quite
time-consuming computations. Recently, the capture cross
section was also calculated quantum mechanically by the
time-independentR-matrix method, which was able to better
characterize the resonances; this calculation was done only
for very low energies (below 1 eV) [123]. Except for the
adiabatic ionization and TDHF methods, the results of the
various methods are generally in fairly good agreement, al-
though calculations for Ecm > 0:5 a:u: are more challenging,
and the classical results have yet to be confirmed by com-
pletely quantum mechanical calculations.

Real �� capture experiments (and �CF) are generally
done with molecules (H2, DT, etc.). The naive notion, once
accepted, that the H2 cross section is simply twice that of
H is quite unrealistic for slow (v � 1 a:u:) collisions. The
capture by hydrogen molecules, which is the first step in
�CF, is now theoretically much better understood [124]. The
molecular cross section is greatly enhanced, primarily due
to the molecular vibrational degree of freedom, which en-
ables the molecule to capture �� at collision energies up to
� 40 eV in hydrogenic states with principal quantum num-
ber n & 9, whereas atomic capture cuts off above � 14 eV
with n & 14. There is a corresponding isotope effect in the
molecule, which is absent in the atom.

91.4.3 Muonic AtomDeexcitation and Transfer

The muon is captured in a highly excited state but normally
must reach the 1s configuration of the heavier isotope (in
the case of mixtures like D=T ) before the muonic molecule
is formed. In the 1s configuration, there are two hyperfine
levels – the ground state with the nuclear and �� spins
antiparallel and an excited state with spins parallel. Res-
onant molecular formation rates in the two states can be
quite different and also depend strongly on the atom’s ki-
netic energy. Thus, there are several types of muonic atom
collisions that must be taken into account: (1) elastic scat-
tering in the ground and excited states, (2) isotopic transfer
in excited states, (3) deexciting transitions (which may also
occur radiatively), (4) isotopic transfer in the 1s state, and
(5) hyperfine transitions. Cross sections for most of these
processes have been calculated. The bulk of the calcula-

tions have been done by expanding in adiabatic (or modified
adiabatic) eigenfunctions, but there also exist some calcu-
lations using the coupled-rearrangement-channel, Faddeev,
hyperspherical, and variational approaches ([97, 107] for ref-
erences).

The cascade of the initially formed muonic atom, es-
pecially in mixtures, is a complicated process [125]. It
constitutes a crucial part of the d-t �CF cycle in that it
determines the parameter q1s in Eq. (91.26). This parame-
ter is essential to experimental analysis, but it was evident
that early calculations yielded values of q1s too small to be
consistent with experiments. Theoretical calculations sug-
gest the explanation is that the excited muonic atoms are not
thermalized [126–128]. Epithermal atoms have three effects
here: (1) the normal transfer rates are smaller, (2) the trans-
fer is reversible down to lower principal quantum numbers
n where E still exceeds the threshold for excitation of the
next-higher level, and (3) excited-state [from .t�/�] resonant
formation of .dt�/� molecules that can predissociate back to
d� is enhanced [129]. (Note: the isotopic energy splittings
are 134:7=n2 for d�-p�, 182:8=n2 for t�-p�, and 48:0=n2

for t�-d�.) The parameter q1s is determined by competition
between transfer and deexcitation, which depend on the ki-
netic energies that result from further competition between
superelastic deexcitation and thermalizing elastic collisions.
It appears that the stage of the cascade most crucial for q1s is
n � 4 for normal muon transfer and n D 2 for the resonant
sidepath.

In contrast with electrons, for muons the elastic cross
sections are more difficult to calculate than the inelastic
ones. The inelastic transitions occur at short range (a few
a�) where the effects of electronic structure are negligible.
However, electronic effects are not negligible for low-energy
(< 1 eV) elastic scattering where �dB � 1 a0. They have been
taken into account for ground state but not yet excited-state
scattering. In doing so, it is not necessary to solve the general
problem directly because of the following simplifications:
(1) this energy is below the vibrational threshold, so the
molecular target can be taken as a rigid rotor, and (2) the
relative smallness of the muonic atoms makes the sudden ap-
proximation adequate.

If the 1s state is reached without muon transfer to the
heavier isotope already having occurred, the transfer takes
significant time and plays an important role in determining
the tritium fraction ct that optimizes the fusion yield. All of
the 1s isotopic-exchange cross sections display the character-
istic � 1=v velocity dependence at thermal energies, so that
the corresponding rate v� is independent of temperature.

In muon-catalyzed d–d and d–t fusions, the resonant
molecular formation rates in different hyperfine structure
(HFS) states can differ by two or more orders of magni-
tude at low T due to their different energy levels. The HFS
also has important effects on thermalization and diffusion
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via the different elastic cross sections. Under usual �CF ex-
perimental conditions, the hyperfine quenching (or spin flip)
is irreversible; the HFS splittings are 0.1820, 0.0485, and
0:2373 eV for p�, d�, and t�, respectively. Theoretically, it
is expected that transitions between HFS levels mainly oc-
cur in symmetric collisions since muon exchange suffices in
such collisions [130]; e.g.,

t�.""/C t.#/! t."/C t�.#"/ (91.32)

(the usual terminology here is muon exchange, although it
might seem more logical to refer to the reaction as triton ex-
change since it is the identity of the tritons that enables the
reaction). As in the case of the isotopic exchange cross sec-
tions, the behavior is � 1=v at thermal energies, so the rates
are nearly independent of temperature.

91.4.4 Muonic Molecule Formation

Until the prediction by Vesman [131] of a resonant forma-
tion for dd�, it was thought that all muonic molecules were
formed by an Auger process of the type

d�C D2 ! Œ.dd�/de�C C e� : (91.33)

Unlike the resonant process for dd� and dt�, the nonreso-
nant process generally depends weakly on the temperature
of the target, the hyperfine state of the muonic atom, and the
spectator atom X in the molecule DX , where X can be H,
D, or T. The nonresonant rate at low (liquid hydrogen) tem-
perature for dd� formation is about 3�104 s�1, and for dt� it
is about 6�105 s�1. These rates are competitive with the res-
onant rates at low T for d�."#/CD2 and t�.""/CD2, but
are two and three orders of magnitude smaller than the reso-
nant rates for d�.""/C D2 and t�."#/ C D2, respectively.
The ."#/ state is the ground state; thus HFS quenching plays
an important role in low-temperature experiments, especially
for dd�. At room temperature, resonant formation is domi-
nant for both the ground and excited hyperfine states of d�
and t�.

In the Vesman mechanism, the binding energy of the
muonic molecule goes into rovibrational excitation of the
electronic host molecule instead of into ionization of
a molecular electron. The process is resonant since the col-
lision energy must be tuned to match the energy of the final
discrete state. For the compound molecule formed, two sets
of rovibrational quantum numbers are needed, e.g.,

.t�/F C ŒD2�Ki�i !

.dt�/FSJv dee

�
Kf �f

; (91.34)

where .Ki ; �i / and .Kf ; �f / are the initial and final rovibra-
tional quantum numbers of the electronic molecule, .J; v/

t + D2

res

11
01

J = 1,
 = 1

f = 3

f = 2

3
2

1
0

f = 1

f = 0

i = 0 Ki = 0

(dt ) dee

Kf

E32

[(dt )dee]

dt

E00 [D2]

Fig. 91.4 Energy levels for the resonant reaction t�C ŒD2�KiD0;�iD0 !
Œ.dt�/FD0;SD1

JD1;vD1 dee�Kf �f . The rovibrational quantum numbers are desig-
nated by .J; v/ for the muonic molecule and .K; �/ for the electronic
molecules

are the quantum numbers of the muonic molecule, F is the
spin of the muonic atom, and S is the total spin of the
muonic molecule. The energetics of this process is shown
in Fig. 91.4.

The resonant condition is achieved at the collision energy

�res.t�C D2/ D �FS11 Œdt��

C EKf �f Œ.dt�/dee� � EKi0ŒD2� ; (91.35)

where it is explicitly recognized that .J; v/ D .1; 1/ is the
only muonic level that can satisfy the resonant energy con-
dition and that only �i D 0 is populated at ordinary temper-
atures. Accurate calculations require values of �res to within
about 0:1meV. The rovibrational energies EK� of the elec-
tronic molecule, as well as the Coulomb contributions to the
binding energy of the muonic molecule, �FS11 , are now known
to this high accuracy. However, �FS11 is subject to corrections
due to relativity, vacuum polarization, nuclear charge distri-
butions and polarizabilities, the hyperfine interaction, and the
finite size and shape of the muonic molecule in the complex.
The present overall accuracy is � 1meV. Some of the re-
sulting values of �res are given in Table 91.1. The calculated
cross section for reaction Eq. (91.34) is sharply peaked at
Eres but must be averaged over a kinetic energy distribution
(e.g., Maxwellian) to obtain the observable rate. Still, the rate
will display a characteristic resonant dependence on T .

Because the Eres are different for each target molecule
(D2, DT, T2, � � � ), the effective molecular formation rate in
a mixture depends on the molecular composition in addition
to the isotopic fractions (cd, ct, � � � ) if the target is not in
chemical equilibrium.
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Table 91.1 Resonant (quasiresonant if negative) collision energies �res (in meV) calculated using Eq. (91.35) a

d�C D2 t�C D2 t�C DT
Œ.dd�/11dee��f D 7 Œ.dt�/11dee��f D2 Œ.dt�/11dee��f D3 Œ.dt�/11t ee��f D3
F; S;Ki ; Kf �res F; S;Ki ;Kf �res F; S;Ki ;Kf �res F; S;Ki ;Kf �res
1
2
; 1
2
, 0, 1 52.7 0, 1, 0, 1 �14:0 0, 1, 0, 1 277.1 0, 1, 0, 1 163.8

1
2
; 3
2
, 0, 1 76.9 0, 1, 0, 2 �4:3 1, 0, 0, 1 223.5 1, 0, 0, 1 110.2

3
2
; 1
2
, 0, 1 4.2 0, 1, 0, 3 10:3 1, 1, 0, 1 226.9 1, 1, 0, 1 113.6

3
2
; 3
2
, 0, 1 28.4 0, 1, 1, 2 �11:7 1, 2, 0, 1 233.3 1, 2, 0, 1 120.0

1
2
; 1
2
, 1, 0 40.9 0, 1, 1, 3 2:9

1
2
; 3
2
, 1, 0 65.1

1
2
; 1
2
, 1, 2 54.1

1
2
; 3
2
, 1, 2 78.3

a Note: kT D 1meV for T D 11:6K

The rate of resonant molecular formation is given by

�mf .T / D N
X

f

Z n
d� 2  jhi j OV jf ij2:

� f .�; T / I.� � �if ; T /
o
; (91.36)

where N is the target density, f .�; T / is the collisional
energy distribution, �if is the energy of the unperturbed res-
onance, I.��; T / is the intensity at energy�� relative to the
unperturbed energy, and hi j OV jf i is the transition matrix ele-
ment, with OV the Coulomb perturbation operator in the post
form of the rearrangement-collision Hamiltonian using the
dt� bound state as the zeroth-order Hamiltonian; OV can be
expressed as a multipolar expansion beginning with

OV D e2d � E C : : : ; (91.37)

where d is the dipole operator of the dt� (or dd�) system,
and E is the electric field at the dt� (or dd�) center of mass
due to the spectator nucleus and electrons [132]. A calcu-
lation has been done including the quadrupole term [133],
but the dipole term is dominant. In the dipole approxima-
tion [134] conservation of angular momentum requires [135]

LCK i D J CKf ; (91.38)

where L is the orbital angular momentum of relative motion
for t�C D2 in reaction Eq. (91.34). At low T , L D 0 is pre-
dominant, so that Kf D Ki ˙ 1. This is simply the case for
d�CD2 ! .dd�/dee, where the most probable transition is
.K; �/D .0; 0/! .1; 7/. For dt�, the vibrational state of the
electronic molecule changes by only ��i D 2 or 3 instead
of 7, so the matrix element of Eq. (91.37) and the resulting
rate are considerably larger than for dd�. However, it can be
seen in Fig. 91.4 that if D2 is in its ground state (Ki D 0), the
first level energetically accessible for .dt�/dee has Kf D 3.
If, as proves to be adequate in the case of dd�, the intensity

distribution I is taken to be a ı function, the lower levels are
eliminated fromEq. (91.36). There are two possible solutions
to this problem, whose relative importance has not been fully
determined: (1) the less likely L> 0 collisions contribute, or
(2) the levels with smaller Kf play a role even though they
lie below threshold.

The latter case is termed quasi resonant. Theoretically,
the levels below threshold can contribute (1) directly if they
are broadened so that they extend to positive energy [136–
138], or (2) indirectly if configurations with differentKf are
mixed [139]. Broadening can occur either inhomogeneously
due to the finite lifetime (mainly with respect to Auger emis-
sion of an electron in the complex) or homogeneously due
to collisions with neighboring molecules. Interactions with
neighboring molecules can also mix the different Kf states,
so the Kf D 3 state may borrow some intensity from the
lower Kf states. Three-body molecular formation facilitated
by neighboring molecules leads to a density dependence of
the formation rate (normalized to LHD) that has been ob-
served in experiments.

There have been a number of measurements of the dd�
molecular-formation rate for various target densities and tem-
peratures. However, the epithermal effect due to nonthermal-
ized d� may be significant and makes a full understanding
of the temperature dependence a little difficult, especially at
low temperatures. Further measurements have been carried
out [140, 141] by controlling the initial molecular state (Ki )
with the use of ortho-D2 (Ki D 0; 2; : : :) and normal or even
para-rich (Ki D 1; 3; : : :) D2. These measurements have clar-
ified the dependence on the molecular state and the density.
The resonant formation rate with ortho-D2 was found to be
much larger thanwith normalD2 in the gas around 35K,while
its rate is reduced by nearly half at liquid density, even smaller
than for normal-D2. This finding indicates that the resonance
with ortho-D2must be very close to the threshold, and that the
target density could be affecting its shift or broadening.

The resonant dd� formation has now been observed di-
rectly [142]. Previously, the experimental evidence for this
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mechanism was derived from the magnitude and the tem-
perature dependence of the �CF cycling rate [143]. The
new experiment, at TRIUMF, obtained the energy-dependent
molecular-formation rate by measuring the time of flight
between a cryogenic layer where the t� atom was formed
and a second cryogenic layer where the dd� molecule was
formed, and fusion occurred.

91.4.5 Fusion

Usually, the nuclear fusion rate in muonic molecules is cal-
culated by a separable method; i.e., the united-atom limit of
the molecular wave function is determined ignoring nuclear
forces and then simply multiplied by a single number ex-
tracted from nuclear scattering experiments [144]. Fusion of
d-t is strongly dominated by the I  D .3=2/C resonance of
5He. For dt�, we have

�fdt� D A lim
rdt!0

Z

j dt�j2d3r� ; (91.39)

where A is simply related to the low-energy limit of the as-
trophysical S factor by

A D „
 e2Mr

lim
E!0

S.E/ ; (91.40)

whereMr is the reduced mass of the nuclei; S.E/ is usually
obtained by fitting the dC t fusion cross section observed in
beam experiments to the form of Eq. (91.18).

The above formulation has yielded fusion rates in good
agreement with another formulation – more accurate in prin-
ciple – where a complex molecular wave function and energy
are obtained directly incorporating the nuclear forces. In the
latter approach,

�fdt� D �2 Im.Edt�/=„ ; (91.41)

where Edt� is the complex eigenvalue (the imaginary part is
�� =2, where � is the width). The nuclear effect in this for-
mulation is taken into account by two different techniques:
(1) using a complex optical potential [145, 146] (Sect. 51.2),
and (2) using the nuclear R-matrix as an interior boundary
condition [147–149] (Sect. 49.1.4). In the optical potential
method, a short-range complex potential, determined by fit-
ting experimental nuclear scattering data, is added to the
three-body Coulomb potential; the real part describes elas-
tic scattering and the imaginary (absorptive) part describes
the fusion reaction. Then the eigenvalue problem is solved
over all space with a regular boundary condition at the ori-
gin. In the R-matrix method, the same nuclear scattering data
are used to determine a complex boundary condition at a dis-
tance characteristic of the nuclear forces, say rdt D adt where

adt � 5 fm. The muonic eigenvalue problem is then formu-
lated with the boundary condition at rdt D adt and solved
over the space excluding rdt < adt. The two methods can
be used with similar basis sets to expand the wave function,
which can also be used to calculate the sticking probabil-
ity (Sect. 91.4.6).

The relation of other �CF cross sections to normal beam
experiments is somewhat more complicated. In the cases of
dd� and tt�, the fusion may occur in J D 1 states, since the
J D 1 to J D 0 transition is forbidden in molecules with
identical nuclei. In this case, the relevant information from
beam experiments resides in the p-wave anisotropy, which is
relatively small at low energies, where � is dominated by the
s wave. It is then necessary to carry out the analysis in terms
of the partial-wave transition amplitudes rather than the fit of
the integrated � via the S factor [150].

Fusions in pd� and pt� present a different complica-
tion [144]. There is a significant E0 contribution from muon
conversion in addition to the M1 �-ray contribution seen
in p C d and p C t beam experiments (for a discussion of
multipole moments: Sect. 13.1). The E0 contribution cannot
be expressed through cross sections observed in the beam
experiments but has been determined using the bound-state
nuclear wave functions of 3He (or 4He) and scattering wave
functions of pC d (or pC t). For pd�, there is the additional
complication that two different p � d spin states contribute
significantly. For pt�, theory [144] predicts that the probabil-
ity of the fusion energy going into a eC e� pair is competitive
with that of muon conversion, although the former has not yet
been observed.

91.4.6 Sticking and Stripping

The fundamental mechanism of muon loss from the catalysis
cycle, other than by particle decay, is via sticking to a helium
nucleus, 4He or 3He, produced in the fusion reaction. Espe-
cially in the case of dt�, where the charged particle is fast
and the sticking probability is already small, subsequent col-
lisions may strip the muon. Thus, the sticking probability is
determined by two steps

dt� ���
���

˛ C �C n

˛� (3:5MeV) +n

1 � !0s
!0s

���
���

˛ C �

˛� (thermal) .

R

1 �R (91.42)

The initial sticking probability !0s depends only on in-
tramolecular dynamics, but the stripping conditional proba-
bility depends on collisions. (Note that !0s is not the sticking

http://dx.doi.org/10.1007/978-3-030-73893-8_51
http://dx.doi.org/10.1007/978-3-030-73893-8_49
http://dx.doi.org/10.1007/978-3-030-73893-8_13
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in the zero-density limit since R is still finite in this limit.)
The net sticking is then

!s D !0s .1 �R/ : (91.43)

Since the nuclear reaction is very rapid compared with the
atomic and molecular dynamics, the probability of sticking
in a given state � is given adequately by the sudden approxi-
mation,

P� D
ˇ
ˇ
˝
 .f /
�

ˇ
ˇ .i/

˛ˇ
ˇ2 ; (91.44)

where the initial wave function .i/ is the normalized molec-
ular wave function in the limit rdt ! 0, and the final wave
function  .f /

� is given by

 .f /
� D �n`m.r/e

iq�r ; (91.45)

in which �n`m is an atomic wave function of .4He�/C, and
the plane wave with momentum q represents its motion with
respect to the initial molecule (recoil determined by conser-
vation of energy and momentum). The total sticking is then

!0s D
X

�

P� : (91.46)

The .4He�/C wave function is known analytically since
it is hydrogenic. Most of the labor goes into determina-
tion of the muonic molecule wave function. In the Born–
Oppenheimer approximation this is simply .5He�/C and
results in .!0s /BO D 1:20% for dt� [151]. More accurate
nonadiabatic calculations show that the muonic motion lags
behind that of the nuclei and reduces !0s to 0:886% [152,
153]. After inclusion of nuclear effects, the best current the-
oretical value of !0s is 0:912% [149, 154].

Since the ground-state .He�/C ion is bound by 11 keV, it
takes a quite energetic collision to strip off the muon. The re-
activation fraction R is determined basically by competition
between collisional processes that slow down the muonic ion
and those that lead to stripping. Calculation of R requires
a full kinetic treatment of the fast .He�/C ion, starting with
its distribution among various states (1s, 2s, 2p, � � � , n �
10). The most important processes are stopping power (due
mainly to ionization of the medium) and muon ionization
or transfer in collisions of the .He�/C ion with an isotope
of H, but inelastic (excitation and deexcitation), Auger de-
excitation, and `-changing collisions, as well as radiative
deexcitation are also involved. The initial sticking occurs
mostly in the 1s state (77% of the ˛�’s from dt� fusion),
but the excited states have larger ionization cross sections.
Most of the muons stripped from ˛� originally stuck in
the 1s state, but a significant number is promoted to excited
states before being ionized (so-called ladder ionization). The

φ

Fig. 91.5 Theoretical sticking fraction (solid curve) and reactivation
probability (dashed curve) for d-t �CF

metastable 2s state is significant for its role in prolonging the
excited-state populations. The resulting values of R and !s

are shown as a function of density in Fig. 91.5.
Most experiments on d-t �CF have been done with

neutron detection [155–157], where �c and the muon loss
probability per cycleW can be deduced from the time struc-
ture of the neutron emissions. The analysis is indirect and
requires a theoretical model. What is actually measured is
the product W��c; the extraction of !s requires corrections
for other loss mechanisms and separate determination of �c.
Thus, it is desirable to have other experimental diagnostics.
Two types of corroborating experiments detect either X-rays
from the ˛� formed by sticking or detect the species .˛/2C

and .˛�/C by the different effects of their double and single
electrical charges.

The theoretical sticking is compared in Table 91.2 with
that from all three types of experiments. For a more meaning-
ful comparison of measurements at different densities �, the
theoretical R has been used to convert all values to !0s . The
theoretical values are slightly, but significantly, higher than
the observations. This discrepancy has not yet been resolved.

One suggested explanation for the lower-than-predicted
value of !s may be that a significant fraction of the fusions
might occur in muonically excited bound or resonant states
for which the initial sticking is lower than in the ground
state [158].

A 2003 experiment systematically studied muon-cata-
lyzed fusion in solid deuterium and tritium mixtures as
a function of temperature and tritium concentration [159].
An unexpected decrease in the muon cycling rate (�c) and
an increase in the muon loss (W ) were observed. The for-
mer is likely due to the freezing out of phonons contributing
to the resonance energy. The latter is especially intriguing.
It is inconceivable that !0s for fusion in a given state of dt�
could depend on temperature, but this observation could im-
ply either an unexpected effect of temperature on the muonic
state in which fusion occurs or an unpredicted temperature
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Table 91.2 Comparison of sticking valuesa

Source � !s (%) !0s (%)

Theory
[149, 154] 1.2 0.59 0.91
Neutron experiments
LANL [165] �1 0:43˙ 0:05˙ 0:06 0.66
PSI [166] �1 0:48˙ 0:02˙ 0:04 0.74
KEK [167] 1.2 0:51˙ 0:004 0.78
RAL [168] 1.24 0:532˙ 0:030 0.82
RAL [168] 1.45 0:515˙ 0:030 0.79
X-ray experiments
PSI [169] 1.2 0:39˙ 0:10 0.60
KEK [167] 1.2 0:34˙ 0:13 0.52
˛=˛� experiments
RAL [170] 0.001 – 0:80˙ 0:15˙ 0:12

PSI [171] 0.17 0:56˙ 0:04 0.80

a Experimental values of !0s without error bars were obtained assuming
the theoretical stripping [172, 173].
In cases of two error estimates, the first is statistical and the second is
systematic.
The extraction of !0

s from the X-ray experiments requires theoretical
scaling

dependence of the thermalization kinetics (e.g., due to ion
channeling). It should be noted that the experimental analy-
sis does not reject the possibility of some correlation between
the extracted values of �c andW [158].

91.4.7 Prospectus

Muon-catalyzed d-d fusion in D2 and HD gases has now
been investigated in a wide temperature range, with all
the main observables in the reaction chain accurately mea-
sured [101, 160]. The energy of the loosely bound dd� was
extracted with high precision [101], and it is in impressive
agreement with the latest theoretical results. The experi-
mental knowledge of parameters for p-t �CF [105] and t-t
�CF [103] have also been advanced.

The d-t �CF is now fairly well understood [102], but
investigations under broader conditions of temperature and
density are still desirable; in particular, three-body effects
on molecular formation at high densities, the excited-state
cross sections and kinetics that go into the determination of
the cascade factor q1s, and the remaining discrepancy in the
sticking factor !s, which might have a theoretical or experi-
mental resolution. Experimentally it is of interest to push on
to higher temperatures and densities to see whether more sur-
prises lurk there. There have been a few schemes proposed
to enhance stripping of stuck muons artificially, but none has
been subjected to experiments yet.

The currently observed yield of about 150 d-t fusions (re-
leasing 17:6MeV each) per muon produces an energy return
25 times the rest-mass energy of the muon but is only about

one-third of that required for breakeven in a pure-fusion re-
actor. This conclusion is based on the estimated energy cost
of producing a muon, � 8GeV [161, 162]. Other possible
practical uses of �CF include a hybrid (fusion–fission) reac-
tor [161, 162] or an intense 14MeVneutron source [163, 164].

Apart from such technological applications, the study of
�CF is fruitful for a number of reasons, including (1) bridg-
ing the gap between atomic and nuclear physics, (2) enabling
nuclear reactions including p-waves at room temperature,
(3) allowing precise studies under unusual physical condi-
tions, (4) observing a compound electronic-muonicmolecular
environment, and (5) exhibiting phenomena spanning nine or-
ders of magnitude in distance and energy. The experimental
possibilities are far from exhausted even though the holy grail
of pure fusion energy now appears just beyond reach.
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