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Preface

The 12th International Symposium on Cyberspace Safety and Security (CSS 2020) is
the latest edition in a series of highly successful international events on cyberspace
safety and security previously held as CSS 2019 (Guangzhou, China), CSS 2018
(Amalfi, Italy), CSS 2017 (Xi’an, China), CSS 2016 (Granada, Spain), CSS 2015
(New York, USA), CSS 2014 (Paris, France), CSS 2013 (Zhangjiajie, China), CSS
2012 (Melbourne, Australia), CSS 2012 (Milan, Italy), CSS 2009 (Chengdu, China),
and CSS 2008 (Sydney, Australia).

The CSS Symposium aims to provide a leading-edge forum to foster interaction
between researchers and developers within the cyberspace safety and security com-
munities, and to give attendees an opportunity to network with experts in this field. It
focuses on all areas of cyberspace safety and security, such as authentication, access
control, availability, integrity, privacy, confidentiality, dependability, and sustainability.
CSS 2020 was held in Haikou, China, during December 1–3, 2020, and organized by
Hainan University, China. CSS 2020 attracted 82 high-quality research papers of which
27 were accepted, an acceptance rate of 33%.

The success of CSS 2020 is the result of the behind-the-scenes efforts of selfless
individuals and organizations. We would like to thank all the authors. We are also very
grateful for the support of the Program Committee members and reviewers, as well as
the symposium chairs, without whose hard work the success of CSS 2020 would not
have been possible.

Finally, we would like to thank all the contributors and all the conference attendees,
the great team at Springer who helped produce the minutes, and the developers and
maintainers of EasyChair.

December 2020 Jieren Cheng
Xiangyan Tang
Xiaozhang Liu
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Camdar-Adv: Method for Generating
Adversarial Patches on 3D Object

Chang Chen1,2 and Teng Huang1,2(B)

1 Institute of Artificial Intelligence and Blockchain, Guangzhou University, Guangzhou, China
huangteng1220@buaa.edu.cn

2 Peng Cheng Laboratory, Shenzhen, China

Abstract. DNN model is the core technology for sensors of the autonomous
driving platform to perceive the external environment. However, it has a certain
vulnerability, and the artificial designed adversarial examples can make the DNN
model output the wrong results. These adversarial examples not only exist in the
digital world, but also in the physical world. At present, researches on autonomous
driving platformmainly focus on attacking a single sensor. In this paper,we presnet
amethod calledCamdar-adv for generating adversarial examples,which can attack
the optical image sensor based on any 3D object. Specifically, based on a 3D object
that can attack LiDAR sensors, a geometric transformation can be used to project
it onto the 2D plane. Perturbation can be added on the 2D plane to generate 2D
adversarial examples, which can attack the optical image sensor in the black-box
setting, without changing the object’s geometry.

Keywords: Autonomous driving · Geometric transformation · Adversarial
example

1 Introduction

Modern autonomous driving platforms usually use sensors, such as optical image sensor
(OIS) and LiDAR, to sense the environmental information. This information will be
input into a deep neural network (DNN) model to obtain recognition results, which were
used tomake driving decisions. As the core technology of autonomous driving platforms,
DNN models solve many problems that traditional algorithms can’t be done. However,
DNN models are easily attacked by adversarial examples [1, 2].

The adversarial examples were discovered by Szegedy et al. [3] in 2013. It is a kind
of artificially designed malicious examples that is capable to induce the DNN model to
produce erroneous output. Some works that successfully attacked image recognition [4–
7] and target detection [8–10] models with adversarial examples printed by printer. Cao
[11] and Tu [12] used optimization-based methods to generate 3D adversarial examples,
and construct them in the physical world with a 3D printer. They attacked the LiDAR-
based detecting system of the autonomous driving platform.

The existence of adversarial examples in the physical world introduces safety risks
for autonomous driving platforms. Besides, the robustness of the platform is also affected

© Springer Nature Switzerland AG 2021
J. Cheng et al. (Eds.): CSS 2020, LNCS 12653, pp. 1–8, 2021.
https://doi.org/10.1007/978-3-030-73671-2_1
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by the inherent physical defects of the sensors mounted on it. A popular solution is the
strategy of OIS + LiDAR sensor fusion [13]. With the help of deep completion tech-
nology, several works fused the information perceived by both sensor mentioned above
for target detection [14, 15], and obtained excellent advantages in both performance and
reliability.

In summary, based on existing research results, it is infeasible to generate adversarial
examples that capable of attacking both OIS and LiDAR-based detecting systems. This
prompted us to study a new approach to adversarial examples generation. We present
Camdar-adv, a method consists of a 3D to 2D projection strategy and a black box attack
method, that can generate adversarial patches on the surface of a 3D object. This method
allows the 3D adversarial examples, capable of attacking LiDAR, to gain the ability
to attack OIS under the scenario of autonomous driving. To improve the practicality
of Camdar-adv, we use a score-based black box attack method to generate adversarial
examples. Since the method runs without the structure and gradient information of
the DNN model, it shall be able to defend against some gradient-related methods [15]
theoretically.

We propose a projection strategy that could project the surface information of a 3D
object onto a 2D plane from a certain angle of view. Through its inverse operation,
project the 2D pattern back to the surface of the 3D object is also feasible.

2 Related Work

2.1 Attacks Against LiDAR-Based System

Attacks against this kind of system are mainly achieved through disturbance of point
cloud generation. The process of sensing the environment with LiDAR is as follows:
LiDAR emits a continuous array of laser beams in both horizontal and vertical directions.
Then obtain the reflected light intensity through the receiver to calculate the distance
and coordinates of the reflection point, which were used to generate the original point
cloud. The point cloud data will be fed to the DNN model after preprocessing. Finally,
the system performs postprocessing on the output information of the DNN model to
obtain the final prediction [16].

2.2 OIS-Based Target Detectors

There are two kinds of commonly-used target detectors: FasterRCNN [17] (two-stage
strategy) andYOLO [18] (one-stage strategy). FasterRCNNfirst uses the region proposal
network to separate the foreground and background of the picture Semantically and then
performs the classification operation. YOLO directly converts the detection problem
into a regression problem and uses the default division principle to select a region pro-
posal. Compared with FasterRCNN, the accuracy of YOLO is slightly reduced while the
efficiency is greatly improved. Furthermore, YOLO has better real-time performance,
so it was used in the traffic signal detection module of the automatic driving platform
Apollo and the target detection module for satellite images [19]. Based on the research
scenario of autonomous driving, we use YOLO v3 [20], which improved it’s detection
performance on tiny objects, as the target model.
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2.3 Mono Camera and LiDAR Fusion Technology

In signal-level fusion strategy, image information and depth information of point cloud
was used directly to predict dense depth information, but this kind of methods require
other conditional constraints. [21] requires high-precision ground point cloud data so
that currently used HD Map is far from enough to support this algorithm due to its low
accuracy. [14] assumes that the target object is stationary, but the vehicle is real-time
moving in the situation of autonomous driving. In feature-level fusion, Jaritz et al. [22]
perform semantic segmentation on the image and point cloud separately and then fuse the
results into the shared decoder. Wang [23] improved the performance of existing image-
based depth prediction networks with the help of sparse depth maps of the point cloud.
These methods can generally achieve better results than signal-level fusion. But they
still rely on the detection capabilities of a single sensor heavily and could be subjected
to adversarial attacks in practical application scenarios.

3 The Projection from 2D to 3D

In this section, we introduce our pre-processing method for 3D objects. Specifically, in
this step, we map three-dimensional data to two-dimensional data in digital space. After
on such operation, we can focus on the generation of adversarial examples at the image
level without caring about the geometric characteristics of the object in the next step.

Fig. 1. The 3D object we generated.

3.1 Preparation

Referring to the contour of 3D adversarial examples in [11, 12], we manually created a
3D object Oadv with irregular contours using a 3D modeling tool. The shape of Oadv is
similar to a cube with a side length of 50 cm (see Fig. 1). Our main goal in this article
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Fig. 2. Attack scenario diagram.

is to propose a general method for generating adversarial patches for 3D objects, so we
do not concentrate on specific 3D objects.

The geometric information of Oadv is stored in a 3mf format file, which is widely
used in the 3D printing industry. We use Meshlab [24] to convert 3mf file into ASCII-
encoded ply format, which is convenient for subsequent data processing. According
to the definition of ply format, the geometric information of the object is saved in the
form of point coordinates and a surface (surrounded by the line of three points). The
three-dimensional rectangular coordinate systemwhere the point coordinates are located
takes the center of the bottom surface of Oadv as the origin. The positive direction of
the y-axis of the coordinate system is the same as the direction of the lane, and the
z-axis is perpendicular to the ground. Assume the center point of Oadv as M, and set the
coordinates of the viewpoint V(xv, yv, zv) according to the planned attack scenario. (see
Fig. 2) is a schematic diagram of the scene we have prepared. So far, the viewpoints
and 3D object involved in the attack scene have been reconstructed in three-dimensional
digital space.

3.2 Projection

Based on the attack scenario in the digital space proposed in the previous section, the
projection scheme can be split into three steps:

1) Calculate the visible surface of Oadv under a certain angle of view.
2) Select a viewing plane according to the angle of view as the mapping plane of the

surface information of Oadv.
3) Project the points contained in Oadv to the viewing plane and combine the visible

surface calculated before, the projected object contour could be obtained.
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This scheme onlymakes a simple projection transformation according to the existing
mathematical formula, so the compression effect of the focal length of the OIS lens on
the object is not under consideration.

The visible surfaces: When we are observing an object, the visible surfaces are those
facing us. The surfaces facing away from us can’t be observed. Using mathematical
symbols, this phenomenon could be precisely described as follows: Suppose the direction
vector of the sight is Vview. And the normal vector, whose direction always points away
from the center of the object, of the nth surfaceFn of the object isVn. If the angle between
Vview and Vn is greater than 90°, then the nth surface is visible from the viewpoint. The
included angle between the two vectors could be judged by their dot product. When
the dot product is less than zero, it comes to the conclusion that their included angle is
greater than 90°. By analogy, all visible faces S = {F1, F2,…, Fn} could be calculated.

Projection plane: In the physical world, while an object is captured by OIS, it will
be recorded to a 2D image. The recording process can be regarded as a down-sampling
process from three-dimensional to two-dimensional. This process can be described by
mathematical formulas. Select a plane that passes through the center point of the object,
and the direction vector from the viewpoint V is perpendicular to it. It is easy to write
out the equation of the surface F through the dot method:

A(x − x0)+ B(y − y0)+ C(z − z0) = 0 (1)

While (A, B, C) is any vector that perpendicular to F, and (x0, y0, z0) is the coordinate
of any point on F.

Projection of points: In the ply file, each surface is a triangle and composed of three
points. Therefore in the projection operation, the logical composition of the surface will
not be affected by the projection process. Assuming that the origin coordinates of a
point is (xo, yo, zo), and it’s new coordinates after projection is (xp, yp, zp). Since the
connection between the origin point and the projected point is parallel to the normal
vector, a formula can be obtained:

(xp − xo)/A = (yp − yo)/B = (zp − zo)/C = 0 (2)

The following formula can be obtained by combining formula (1) and formula (2):

xp = (
(
B2 + C2

)
xo − A(B× yo + C × zo + D))/(A2 + B2 + C2)

yp = ((A2 + C2)yo − B(A× yo + C × zo + D))/(A2 + B2 + C2) (3)

zp = ((A2 + B2)zo − C(A× yo + B× zo + D))/(A2 + B2 + C2)

With formula (3), the projection coordinates on surface F of all points can be calculated.
The information on the visible surface and the point after projection will output to a ply
file. The result (see Fig. 3 and Fig. 4) shows the visualization of the projection results
in MeshLab. The projection results vary with the angle of view.

So far, we have completed the projection process of the 3D object to the 2D plane
under a certain viewpoint.
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Fig. 3. Projection 1.

Fig. 4. Projection 2.

4 Conclusion and Prospect

In this paper, we propose an effective deception attack method, Camdar-adv, which can
generate adversarial examples on objects with irregular surface, for target detectors. In
specific scenarios, ourwork can enable LiDAR system-oriented 3D adversarial examples
to gain the ability to attack the visual perception system. Formed an attack on the single-
camera LiDAR fusion technology of the autonomous driving platform. Camdar-adv will
further weaken the safety of the autonomous driving platform. The safety of the platform
can not be guaranteed by relying solely on the visual optical image sensor and LiDAR.
Robust algorithms or more additional hardware are needed.

Currently, Camdar-adv is only capable under a certain perspective, it can not guar-
antee the effectiveness of the attack in the real world. The relative position between
the vehicle and the object keeps changing in the autonomous driving scene. We have
started the research on the multi-view target detector attack. This paper only verifies the
reliability of the attack in the digital space. To apply the attack to the physical world
scenario, more restrictions need to be added in the generation process. We will expand
and improve the existing work in the future.
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Abstract. Adversarial malware examples refer to the malwares that can
evade the malware detector. Researching adversarial malware examples
can help us find the vulnerability of malware detector and improve the
defense ability of cyberspace.Considering the hugemarket share of android
system, adversarial malware examples of android are studied in this paper.
And an algorithm is proposed to find universal adversarial perturbations
of malware. Such perturbation can be inserted the different malwares to
generate adversarial examples. Then the effectiveness of algorithm is ver-
ified in the experiment. And three classic android malware detectors are
used as targets. Experimental results show that universal adversarial per-
turbations for different machine learning models can be discovered via the
proposed algorithm.

Keywords: Adversarial malware examples · Universal adversarial
perturbations · Android platform

1 Introduction

Statistics show that as of December 2019, Android application system had about
74.13% of the market [1]. The widespread use of android and its open nature
make it possible for the spread of malware, and the security of the Android
system is seriously threatened. To solve these problems, researchers are devoted
to the study and development of Android malware detection technologies. Among
them, Android malware detection tools based on machine learning had wide
potential applications due to its high accuracy and adaptability [2,3]. However,
studies found that some specific subtle perturbations inserted in examples can
cause machine learning algorithms to yield erroneous results with extremely high
confidence [4,5]. Such perturbed examples are called adversarial examples.

The concept of adversarial examples was first proposed in 2013, which was
discovered by Szegedy et al. [6]. when they studied the image classification model.
Erroneous classification results can be output by modifying some specific pixels.
Then Grosse et al. found that adversarial examples also exist in malware detec-
tion [4]. The basic process is: The original malware is analyzed using decompile
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tool firstly, and relevant information such as API and hardware application is
extracted; Then 0/1 feature vector is constructed based on above information;
Finally, the feature vector is modified in a specific way to guide the generation
of adversarial examples. Different from adversarial image examples, the gen-
eration of adversarial malware examples must satisfy the following conditions:
1) Integrity. Malware modification cannot destroy the executable of the soft-
ware; 2) Functionality. Malware modification cannot destroy software functions;
3) Penetration. The modified malware can evade detection of malicious code.
Therefore, in order to meet the above conditions, the current generation method
of adversarial malware examples is mainly through inserting redundant API to
the original malware rather than modify the original API.

The existence of adversarial examples shows the vulnerability of machine
learning algorithms. Therefore, the research on adversarial examples can be
immensely valuable in cyberspace security construction, and it is also helpful
for the interpretation of machine learning models, especially deep learning mod-
els. At present, a series of research results have been achieved on the research
of adversarial image examples and adversarial malware examples. In studies of
adversarial image examples, universal adversarial perturbations were discovered
by Moosavi-Dezfooli et al., which refers to the perturbation that can be inserted
to different images to make the model yields erroneous results [7]. Universal
adversarial perturbations are of great significance to further reveal the classifica-
tion boundary of deep learning. However, in the research on adversarial malware
examples, whether there are is still an open question.

Based on the research on universal adversarial perturbations of image, and
considering the extremely high market share of Android system, we studied
the universal adversarial perturbations of android malware in this paper. Our
contributions are shown as follows:

(1) Universal adversarial perturbations of android malware are discovered;
(2) An algorithm of generating universal adversarial perturbations of android

malware is proposed;
(3) The proposed algorithm is effective for current classic malware detectors

based on machine learning methods.

The rest of the paper is organized as follows. Related works are discussed in
Sect. 2; The definition of universal adversarial perturbations of android malware
and generation algorithm is proposed in Sect. 3; The effectiveness of the proposed
algorithm is verified experimentally in Sect. 4, and conclude with Sect. 5.

2 Related Work

Until now, generation algorithms of adversarial malware examples have been
studied extensively. Considering the similarity of adversarial examples on Win-
dows platform and android platform, both generation algorithms will be intro-
duced in this section.
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Based on whether the knowledge of target models is known, the scenarios for
adversarial malware examples generation can be classified to two types: black-
box and white-box. White-box scenario refers to the condition of known target
model parameters; otherwise, it is black-box scenario. Under the white-box sce-
nario, Grosse et al. first calculate the forward derivative of each feature value,
then the feature value corresponding to the maximum derivative value is selected
for modification, and iterate many times until adversarial example is generated
[4]. Kolosnjaji et al. proposed a gradient-based adversarial examples generation
method, which uses MalConv [8], a Windows malware detection model, as the
target model. This method iteratively fills the original malware with specific byte-
codes [9]. And Demetrio, CHEN, Kreuk et al. also proposed adversarial malware
examples generation methods against MalConv model [10–12]. Among them, the
schemes proposed by Demetrio and CHEN are similar, both of which first cal-
culate the contribution of each part of the bytecode, and then modify the part
with greater contribution [10,11]. But Kreuk inserts redundant Sections based on
FGSM algorithm to ensure that malicious functions of the original malware are
not interfered [12]. Chen et al. use C&W and JSMA algorithms to conduct adver-
sarial attacks on malware detection models Drebin and MaMaDroid [5]. Refer-
ring to the ideas in [5], Al-Dujaili et al. proposed a random adversarial malware
examples generation algorithm based on projection gradient descent algorithm,
this algorithm can effectively enhance the quantity of adversarial examples [14];
Labaca-Castro et al. conducted an adversarial attack on a CNN-based malware
detectionmodel based on gradient descentmethod [15]. To ensure the functionality
and penetration of adversarial examples, each of them needs to undergo sandbox
testing and penetration testing. For the white-box scenario, Hu et al. proposed a
generation model of adversarial malware examples, MalGAN, based on Generative
Adversarial Network (GAN) [16]. The author trained a substitute model to replace
the malware detector. However, MalGAN needs to obtain the feature dictionary
of the detection model in advance, so it has limitations in reality. In addition,
the main attack target of MalGAN is feed-forward neural networks. In the later
period, MalGAN ’s authors borrowed the idea of MalGAN to conduct adversarial
examples attack against the detection model based on RNN [17]. Li et al. found
that adversarial examples generated by MalGAN could not evade the detectors
of adversarial examples effectively [18]. Therefore, on the basis of MalGAN, they
adopted a dual-detector structure, that is, added a special detector of adversarial
examples so as to improve the penetration of adversarial examples. Rosenberg et
al. designed a universal architecture for adversarial malware examples generation
called GADGET [19]. GADGET can against most machine learning models, such
as RNNs, feed-forward networks and some traditional machine learning models.
Castro et al. designed an automatic generation method of adversarial examples
[20]. This method utilized LIEF tool to insert perturbations at the binary level,
including overlay append, section renam, section add, section append, etc. Pier-
azzi et al. described the relationship between feature space and problem space,
and introduced the concept of side-effect feature, which is a by-product of mapping
from feature space back to problem space [22]. And they have dened and proved
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the necessary and sufficient conditions for problem space attacks. Mao et al. pro-
posed a new composite adversarial attack method, which can automatically search
for the best combination of attack algorithms and their hyperparameters from the
candidate attacks [23].

Overall, researches on adversarial malware examples has yielded substantial
results. However, universal adversarial perturbations of malware are still an open
question.Therefore, based on universal adversarial perturbations of image,we con-
ducted the research on universal adversarial perturbations of android malware.

3 Algorithm

In this section, the formal definition of universal adversarial perturbations of
malware is presented in this phase. And the generation algorithm of universal
adversarial perturbations of malware is proposed.

Definition 1. Universal adversarial perturbations of malware u are feature vec-
tors that satisfy the following conditions:

1.‖u‖p ≤ η

2. P
x∼µ

(F(x + u) �= F(x)) ≥ α (1)

Among them, η represents the scale constraint of u, x is the feature vector of
the original malware, μ represents the distribution of malware, F is a malware
detector, P is a statistical function, α represents the success ratio of u.

It can be seen that universal adversarial perturbations of malware is the
feature vector that could make malware be detected as benign.

Algorithm. The purpose of universal perturbation algorithm of malware is to find
a perturbation that can satisfy the scale constraints, to enable most software
in the malware data set to be detected as benign. The algorithm is shown in
Algorithm 1.

According to Algorithm 1, the computation process of universal adversar-
ial perturbations of malware is an iterative cumulative update process based
on a single adversarial malware perturbation. Therefore, the single perturbation
should be as small as possible to ensure that the scale of universal adversarial
perturbations satisfies the constraints. Specifically, for a malware x, the Jaco-
bian matrix M is calculated and the largest partial derivative value is selected,
and then recording its index j. If xj and Δuj are equal to 0, then assign j to k ;
otherwise, continue to select the satisfied index j, as shown in line 7 and line 8.
Then, assign Δuk to 1 and add Δu to universal adversarial perturbation u. After
that, it is judged whether u satisfies the scale constraint η and can enable the
detection error, that is, F(x+u) is not equal to F(x), as shown line 5. If possible
update the universal perturbation, as shown in step 12. Otherwise, update the
universal perturbation increment Δu. Note that before Δu is updated, the cur-
rent Δu needs to be subtracted from u to ensure that the increments will not be
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Algorithm 1. Generate universal adversarial perturbations of malware.
Input: Malware dataset, X; Malware Classifier, F ; desired lp norm of the perturbation,

η; desired accuracy on perturbed malwares, α;
Output: Universal perturbation of malware, u;
1: Initialize: u ← 0;
2: while FoolRate(u) < α do
3: for each malware x ∈ X do
4: Δu ← 0
5: while F(x+u) == F(x ) && ‖ u ‖p ≤ η do
6: u ← u − Δu
7: Compute Jacobian matrix M
8: k ← argminj∈[0,len(x)−1],xj=0,Δuj=0Mj

9: Δuk ← 1
10: u ← u + Δu
11: end while
12: u ← Update(u,Δu)
13: end for
14: end while
15: return u

repeatedly superimposed. The function Update needs to be executed to update
the universal perturbation, as shown in Function 1. If F(x + u) is not equal to
F(x), and the lp norm of u is less than η, then return current universal adver-
sarial perturbation u; otherwise, subtract the incremental Δu from the universal
perturbation u, and restore it to the previous value. After that, it is continued to
compute universal adversarial perturbation u. After the update process is com-
pleted, whether FoolRate(u) is greater than α should be determined. If it does,
the algorithm returns u; otherwise, repeats the above process. The calculation
of FoolRate(u) is shown in Eq. (2).

FoolRate(u) = 1
n

∑n
i=1 1F(x+u) �=F(x) (2)

Function 1. Update universal adversarial perturbations of malware.
Input: Current universal perturbations u, increment of universal perturbation
Δu
Output: Universal perturbation u
1: if F(x+u) �= F(x ) && ‖ u ‖p ≤ η do
2: return u
3: else
4: return u ← u − Δu
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4 Experiment

In this section, we conducted an experimental verification of the generation
algorithm of universal adversarial perturbations of malware. The goal is mainly
to find universal adversarial perturbation of malware for the classical malware
detector. The experiment is shown below.

4.1 Dataset

Open dataset AndroZoo is used in this experiment [24]. AndroZoo has col-
lected more than 10 million Android software, mainly from the current main-
stream Android application market and malware example libraries, such as
play.google.com [25], appchina [26], VirusShare [27], etc. Moreover, the software
in AndroZoo has been analyzed by dozens of malware detection engines and can
be easily identified. According to the requirements of this experiment, we used
AndroZoo to collect 5K benign software from play.google.com and appchina, and
25K malwares from VirusShare.

4.2 Target Models

In order to verify the effectiveness of generation algorithm of universal adversarial
examples of malware, three classic android malware detection models are selected
as targets, namely Drebin [2], MaMaDroid [3] and DLM. The details of the three
models are shown as follows.

Drebin. Drebin is a lightweight Android malware detection model. It mainly
consists of feature selection and classification algorithm. In terms of feature
selection, Drebin presets 8 software feature sets, which are composed of permis-
sions, intents, API calls and other information, as shown in Table 1. In order to
improve the detection efficiency, lightweight static analysis method is adopted,
and then 0/1 feature vector is built based on the preset feature set. For the
classification algorithm, considering that the detection of malware is a binary
classification problem, the linear SVM model is adopted.

Table 1. Table captions should be placed above the tables.

Feature sets in Drebin

S1 Hardware features S5 Restricted API calls

S2 Requested permissions S6 Used permissions

S3 App components S7 Suspicious API calls

S4 Filtered intents S8 Network addresses

According to the above settings, A Drebin model is trained as target with
specific parameters, including: 1) length of feature vector: 3630; 2) classification
algorithm: linear SVM. The test results show that the accuracy of the model is
above 99%, which can satisfy the experiment requirement.
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MaMaDroid. MaMaDroid is an Android malware detection model based on
app behavior. It first obtains the call graph of the app, and then calculates
the frequency of calls between package or family in app to build Markov chain.
Finally, the frequency in the Markov chain is input into the machine learning
algorithm. And family refers to the class library provided by jdk; package refers
to the basic class package in family.

In this experiment, the random forest algorithm is used as classification
method to train the target model. The number of decision trees in the ran-
dom forest is set to 64, and the depth of these decision trees is set to 81. The
test results show that the accuracy of the model is 96%, which can satisfy the
experiment requirement.

DLM. DLM is an android malware detector based on Deep Neural Network
(DNN). Considering that there is no sophisticated such detector, we reproduce
the malware detection model in [4], which is a BP Neural Network with 2 hidden
layers, and each hidden layer includes 200 neurons. Feature selection is the same
as Drebin, and the length of the feature vector is also 3630. The test results
show that the accuracy of the model is 98%, which can satisfy the experiment
requirement.

4.3 Experimental Results

In this section, we conducted universal adversarial perturbations attacks on
Drebin, MaMaDroid, and DLM, respectively. The number of examples in the
verification set was set to 20K.

Drebin. The success rate of universal adversarial perturbations for Drebin is
shown in Fig. 1.

It can be seen from Fig. 1 that the success rate of malicious code universal
perturbation increases with the increase of its length. When the length of uni-
versal adversarial is equals to 9, the success rate can reach 1. In other words,
Drebin can produce a higher error output rate under a small universal pertur-
bation scale.

MaMaDroid. The success rate of universal malware perturbations for
MaMaDroid is shown in Fig. 2.

As can be seen from Fig. 2, the success rate of universal adversarial per-
turbations shows a rapid upward trend when the length of universal malware
perturbation is between 10 and 20. When the length of universal adversarial per-
turbations is between 20 and 100, the success rate is shown as a trend of gradual
increasing. The success rate of universal adversarial perturbations exceeds 0.95
at a length of 100 for universal perturbation. Therefore, generation algorithm
of universal malware perturbation can successfully find such perturbation for
MaMaDroid.
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Fig. 1. Fooling Ratio for Drebin.

Fig. 2. Fooling ratio for MaMaDroid.
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DLM. The success rate of universal malware perturbation for DLM is shown in
Fig. 3.

As shown in Fig. 3, the trend of the success rate of universal adversarial
perturbation slows down when the length of universal adversarial perturbation
exceeds 25. The success rate of universal adversarial perturbation closes to 1 at
a length of 65. Thus, generation algorithm of universal adversarial perturbation
is also effective for DLM model.

Fig. 3. Fooling ratio for DLM.

5 Conclusion

We have studied the issue whether there is a universal adversarial perturbation
of malware on android platform in this paper. And universal adversarial pertur-
bation of malware is defined, and generation algorithm of universal adversarial
perturbation is proposed. Meanwhile, we take 3 current classic android malware
detection models as targets to verify the proposed algorithm. The results show
that universal adversarial perturbation of malware exists in android platform,
and such perturbations for different detection models can be effectively com-
puted via the proposed algorithm.
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Abstract. In this paper, we proposed a semi-supervised learning app-
roach to deal with the task of high dimensional Android malware classifi-
cation. Our approach includes a random projection method for reducing
feature dimensionality which would be more efficient than usual feature
selection methods in existing work for the task. We also introduced a new
method of SGD-based SVM with adapted sampling, which was based on
the insight from the confidence and nearest neighbor clustering analy-
sis of input data. The approach was tested on a real-world competition
dataset, and effectiveness of the new method was verified by experi-
mental results. By using the new method, we can even obtain a better
classification accuracy than the best score produced in the competition.

Keywords: SVM · SGD · Adapted sampling · Classification ·
Dimensionality reduction · Android malware

1 Introduction

The concerns over malware threats on mobile devices have been raised since
smart phones become proliferated over last several years. Traditionally signature-
based anti-malware software can’t predict new threats from malicious applica-
tions. Methods based on machine learning have drawn more attention in recent
years.

In machine learning-based methods, it usually needs input data to train a
classification model, which will predict a mobile software’s label, i.e. malicious or
not. The input data can be formed by a vector of Application Interfaces (APIs)
called within an Application Package (APK) file. Android platform provides
tens of thousands of APIs for developers. The number of key APIs ranges from
a few hundred to several thousands [2]. A subset of APIs will be called during
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the runtime of an application. And those API calls within an APK file can be
obtained through reverse engineering.

The learning task here is to classify an android APK file’s label based on such
a feature vector that indicates which APIs have been used within the application.
Recent works in the related field tend to use neural networks or deep learning-
based models as in [7,8], these types of models usually have a huge number of
parameters to train for, and are generally inefficient especially in a high dimen-
sional input space. A simple neural network model was also presented in [17]
with a constrained number of input features. Authors in [12] selected 36 fea-
tures including features of permission, manifest analysis, and domains, and fed
its into a list of classifiers implemented in the WEKA software for predicting
android malware. The highest accuracy was 93.63% for the binary classifica-
tion, and it was achieved by Random Forest (RF). As for feature selection, it
is generally hard to select an optimal subset of features, whereas approximate
methods exist [11]. Another related work as in [3] applied linear Support Vector
Machine (SVM) on multi-modal features including information of permissions,
categories, description and the API usage features. Their results showed that
API calls carried the most essential behavioral information for android malware
detection. A weakness of their method is that the linear SVM model was gener-
ated from solving a quadratic optimization problem by a Newton-based method,
which will make the training process less efficient when there is a large num-
ber of training data. Yuki Maruno et al. [9] also proposed a RF classifier with
only API-based features for the task of android malware detection. However,
RF-based methods usually suffer from high dimensional data, and are often sen-
sitive to results of feature selection. In their method, features were filtered out by
applying a simple suffix-aligned rule based on API names, and their predictive
result is hard to reproduce.

We propose a semi-supervised learning approach for android malware classifi-
cation. The classifier is trained by SVM-based supervised learning in accordance
with suggestions from the statistical analysis of input data. Briefly, our approach
is mainly comprised of the following components:

– SVM model optimized by Stochastic Gradient Descent (SGD).
– Dimensionality reduction on feature vectors by random projection.
– Confidence analysis of training examples, and nearest neighbor clustering

analysis of testing examples without disclosure of its labels .
– Improved SGD-based SVM model with adapted sampling distribution of

training examples.

We employed the approach on a real world dataset from the 8th International
Cybersecurity Data Mining Competition [1]. Experimental results show that the
SGD-based SVM with adapted sampling performs better than the one with a
uniform sampling distribution. And it can even yield a better predictive accuracy
than the competition winner’s best result.

The following Sect. 2 presents the proposed approach, and experimental set-
ting and results will be described in Sect. 3. We will conclude in Sect. 4.
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2 Proposed Approach

The semi-supervised learning approach includes a SGD-based SVM classifying
model, a procedure of feature dimensionality reduction, and statistical analysis
of training and testing data. The purpose is to make the model training more
efficient and effective. The basic idea is to maintain geometric characteristic of
transformed feature space when reducing the number of features, and to figure
out what labeled examples are more important so that SVM during training will
lean on those examples more frequently than others.

First, we introduce the method of feature dimensionality reduction. Second,
we go into details about methods of statistical analysis of training and testing
data, including ones for confidence and nearest neighbor clustering analysis.
Then we will present the algorithm of SGD-based SVM with adapted sampling.

2.1 Random Projection

The main method we employed for feature dimensionality reduction is Random
Projection (RP) [15]. It is a simple geometric technique for reducing the dimen-
sionality of a set of points in Euclidean space while preserving pairwise distances
approximately. The method is especially more suitable for a big data scenario
than Singular Value Decomposition (SVD) [6], another widely used method for
reducing feature dimensions, because of its efficiency. In our experiments, SVD-
based method was also used for comparison with the RP method.

The computation of random projection is indicated by the following formula:

S′ = S · WT

Where S denotes a training or testing data matrix with row and column dimen-
sion as (m, d). The random matrix W consists of r rows and d columns, where r
indicates a lower dimensional number. Each element of W is randomly generated
from a Gaussian distribution with μ = 0, and σ = 1.0. W is also divided element-
wisely by

√
d to approximate its rows as orthogonal basis in the r dimensional

space. The resulted matrix S′ is the transformed lower dimensional data. This
random projection method preserves all relative pairwise distances between the
input feature vectors with high probability [4].

2.2 Confidence Analysis and Nearest Neighbor Clustering

SVM was designed to find out a discriminating hyperplane in high dimensional
feature space to separate two classes with low sample complexity, because that
the hyperplane was determined only by the example points, also called support
vectors, around the discriminated boundary. In many real world applications, the
number of support vectors is expected to be much smaller than the total number
of training examples, and only those support vectors are relevant for generating
the solution model. Previous works [14,16] usually focused on selecting a subset
of training examples in order to speed up the SVM training.
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The confidence measure was originally introduced in [16], used for evaluating
how likely a training example point could be a support vector. Based on these
quantities, a training sample set can be reduced by picking those with high
confident values. A reduced sample set can make traditional SVM training more
efficient.

Intuitively, imaging that drawing a sphere around a training example as large
as possible until it covers a data point from a differently labeled class. Then,
the more data points (of the same labels with the centered example point) are
contained in the sphere, the less likely the centered training example will be
located near the discriminating boundary of a hyperplane.

Given a labeled training sample set X, for each example x, its confidence
measure can be deduced by the following steps:

1. Compute a pair-wise Euclidean distance vector containing distances between
x and any other data points within X.

2. Sort this distance vector in increasing order, and count from the beginning
that the number of elements whose labels are the same as x’s until meeting
a first different label of data example. Denotes this count as N(x).

3. The confidence measure of x is then in inverse proportion to N(x).

Besides the confidence analysis for training examples, we also want to link
this measurement with the testing examples. It’s easier for SVM to successfully
classify data points located far from the discriminating boundary than those
adjacent to.

We also employ the K-Nearest-Neighbor (KNN) method [10] to find the adja-
cent training examples around every testing data point. Statistical analysis of
these neighboring training points can gain us insight for the proximity of testing
points to the decision boundary. For example, given the experimental data set
in Sect. 3, it showed that many of the adjacent training examples around testing
points have small N(x) values. This result inspires us to optimize the training
effect by increasing the sampling frequency of training examples with high con-
fidence measurement. Notice that this process is done without the disclosure of
labels of testing examples.

2.3 SGD-Based SVM with Adapted Sampling

2.3.1 SGD-Based SVM
SVM [13] is an algorithm for learning the hypothesis of halfspaces with preference
for large margin of data points. Assuming that a training sample set consists of
m examples of (xi, yi), where xi is a feature vector, and yi is a corresponding
label, then the model parameter w can be obtained by minimizing a regularized
empirical loss function (based on the Hinge loss) as followed:

min
w

(
λ

2
‖w‖2 +

1
m

m∑
i=1

max{0, 1 − yi〈w, xi〉}
)

(1)

where λ is a regularization parameter.
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The optimization problem can be efficiently solved by the method of SGD [5],
even there is a large number of training examples. Basically, it randomly picks
up an example to calculate an approximate gradient or a sub-gradient if the
gradient did not exist, and then using the gradient to iteratively update the
model parameter. The update rule of w can be further rewritten as:

w(t+1) = − 1
λt

t∑
j=1

vj , (2)

where vj is a sub-gradient of the loss function at w(j) by the chosen random
example at iteration j.

2.3.2 Adapted Sampling
Due to the nature of the SGD-based method, its descending route on the geo-
metric surface of the optimization problem is strongly affected by which training
example it will select at each of time steps, or even by the order of examples
being picked out. These factors are directly influenced by the sampling dis-
tribution over training examples. SGD by default would uniformly picked out
an example. If the distribution is altered, then it will likely cause the model
parameter ending up at a different spot on the geometric surface, which would
potentially make an impact on the method’s ability of generalization.

The adaptation of sampling distribution is mainly based on results of the
confidence analysis of training examples as presented in Sect. 2.2. The smaller
value of N(x) an example has, the more confidently it is close to be a support
vector. Therefore, for a SVM-based method, high confident examples should be
selected more often than others. We also consider the frequency of N(x)-indexed
examples, and give chances to low confident examples.

Finally, the method of SGD-based SVM with adapted sampling is presented
in Algorithm 1.

The algorithm needs a parameter T denoting the total number of iterations,
and θ denoting −∑t

j=1 vj as in Eq. 2. A major difference here is the adapted
sampling distribution for selecting out training examples contrasting with uni-
formly choosing.

3 Experiment

This section first describes the process of data preparation for experiment. It then
shows results of data analysis including confidence analysis of training examples,
and nearest neighbor clustering analysis of testing and training examples. These
results form the inspiration of developing a new method of SGD-based SVM
with adapted sampling. Last, it will present experimental results of predictive
accuracies given by the new method.
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Algorithm 1. SGD-Based SVM with Adapted Sampling
Require: T
1: initialize: θ(1) = 0
2: for t = 1 → T do
3: w(t) = 1

λt
θ(t)

4: Select an example (xi, yi) randomly from the adapted sampling distribution
5: if yi〈w(t), xi〉 < 1 then
6: θ(t+1) = θ(t) + yixi

7: else
8: θ(t+1) = θ(t)

9: end if
10: end for
11: w = 1

T

∑T
t=1 w(t)

12: return w

Table 1. Dimensions of prepared data

Data Dimensions

Training (30897,37107)

Training-label (30897,1)

Testing (30833,37107)

Testing-label (30833,1)

3.1 Data Preparation

The dataset for experiment was originally from a data mining competition
(CDMC 2017) [1]. Training data file includes 30897 rows of API identification
numbers (IDs). Each row represents an Android application (aka an APK) com-
prised of a different number of APIs. There are totally 37107 of unique APIs with
its name provided. The label file for training data contains the same number of
rows, and each row has either a number 1 for labelling malicious class or −1 for
benign class. Testing data file represents 30833 different applications with the
same format. Since the competition had closed, the true labeling of the testing
data was also released.

In the setting of our experiment, the original training and testing data were
extended to full matrices. Each row of application becomes a full scale of API
indicators initialized by zeros. Then, the columns corresponding APIs used by
the application were filled up by 1s. Dimensions, numbers of rows by columns,
of the prepared datasets are shown in Table 1.

The processed datasets of training and testing were essentially high dimen-
sional and sparse matrices, which posed challenges for training SVM models. The
motivation was to turn them into dense matrices with lower number of feature
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dimensions. We employed the RP method as introduced in Sect. 2.1 to transform
the datasets. The best random matrix was selected out by cross-validation method,
and then it was multiplied by both training and testing datasets separately. We
set the reduced feature dimension to number 10000 and 1000, respectively. Then
dimensionality reduced datasets were used in the following experiment.

3.2 Confidence and Nearest Neighbor Clustering Analysis

We computed confidence measurement based on N(x) values introduced in
Sect. 2.2 for training data. Figure 1 shows histogram of N(x) values for the 10000-
feature set, and Fig. 2 shows the counterpart for the 1000-feature set. The density
curve lines were formed by the method of smooth spline regression. These two
figures show almost the same pattern that a majority of training examples has
relatively small N(x) values (aka highly confident data points), and as the N(x)
values get increased, the amount of corresponding examples is rapidly decreased.
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Fig. 1. Histogram of N(x) values
with the RP:10000 dataset
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Fig. 2. Histogram of N(x) values with
the RP:1000 dataset

Next, we used testing examples as centroids to cluster training examples
around them on the 10000-feature set. It gathered 10 nearest neighboring train-
ing examples for each of testing examples, and computed average N(x) values
and Euclidean distances between centroids and neighbored points within every
neighborhood. Histogram Fig. 3 shows that many testing examples have a neigh-
borhood of relatively small N(x) values of training examples, and those neighbors
are also very close in Euclidean distance to their testing centroids as shown in
Fig. 4. Imaging that a large number of testing points are located very closely
to the potentially discriminating boundary supported by high confident training
points. This phenomenon would wield challenges for SVM-based methods.
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Based on observations from previous figures, the statistical characteristic of
the training and testing datasets suggests that we should put more weights on
low N(x) values of training examples than those of high N(x) values generally
during SGD processing, in order to deal with the hard phenomenon.

3.3 Prediction of SGD-Based SVM with Adapted Sampling

The statistical analysis of confidence and nearest neighbor clustering of the
datasets suggested to alter sampling distribution during SGD processing in order
to select high confident training examples more frequently than low confident
ones. The adapted sampling distribution was directly converted from a smooth
spline regression of frequency data of N(x) values on training examples. The
regression curve lines were drawn on Figs. 1 and 2.

Before applying the Algorithm1, training examples with N(x) values larger
than 400 were filtered out. To evaluate the effectiveness of the SGD-based SVM
with adapted sampling, we compared it to SGD-based SVM with uniform sam-
pling. Both of models were trained 200 trials, with random shuffle of training
examples before each trial. Within every trial, a model was trained with 200
epochs of training set. The λ parameter was fixed to a tuned value during these
experiments. Predictive performances were measured by the accuracy rate that
is the percentage of testing examples being correctly classified.
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Fig. 5. Box plots of accuracy scores with the RP:10000 dataset

We first show the results of the approach applied on the 10000-feature dataset
generated by RP (RP:10000). Figure 5 compares box plots of accuracy scores
given by SGD-based SVM with uniform and adapted sampling distributions, and
each plot was formed by 200 random trials of results. Also, Fig. 6 shows results
with the same setting of experiments as in Fig. 5 but on a different 10000-feature
dataset generated by a truncated SVD method (SVD:10000). The purpose of
comparing with SVD was to validate the RP method of dimensionality reduction.
The detailed statistics of the two sets of box plots are displayed in Table 2.
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Fig. 6. Box plots of accuracy scores with the SVD:10000 dataset



A Semi-supervised Learning Approach 29

0.9325

0.9330

0.9335

0.9340

Uniform Adapted
Sampling distributions in SGD−based SVM

A
cc

ur
ac

y

Fig. 7. Box plots of accuracy scores with the RP:1000 dataset

Table 2. Statistics with the box plots

RP:10000 SVD:10000

Uniform Adapted Uniform Adapted

Median 0.93916 0.93955 0.93570 0.93659

Sd 0.00064 0.00062 0.00162 0.00162

Max 0.94036 0.94097 0.93987 0.94084

Adapted sampling in SGD-based SVM boosts predictive performance over
that with uniform sampling as shown in both of Figs. 5 and 6. With the RP:10000
dataset, It increased median accuracy score by 0.00039, which should not be
undervalued because that the increased amount occupies more than 60% of the
relatively small value span of the standard deviation (Sd). It also pushed the
maximum score from 0.94036 to 0.94097 which already exceeded the championing
result 0.9405 of the competition. The same kind of observations of comparing
adapted sampling with uniform sampling can be found out on Fig. 6 as well
when experimenting with the SVD:10000 dataset. Additionally, these results also
show that the RP is a competitive method of dimensionality reduction in practice
compared with the SVD-based method. As shown in Table 2, performances on the
RP:10000 dataset generally achieved higher scores and lower standard deviation
than its counterparts on the SVD:10000 dataset.

We also experimented with a lower number of feature dimension. Specifically,
the same setting of experiment was repeated on a 1000-feature dataset trans-
formed by the RP method, and its results are shown on Fig. 7. The advantage
of adapted sampling over uniform sampling in SGD-based SVM is more obvious
in the picture than previous ones such that the box framed by upper and lower
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quartiles of accuracies given by the adapted sampling’s is completely located
above the box given by the uniform sampling’s, although accuracy scores in this
setting of feature dimension are relatively smaller than those in the 10000-feature
one.

4 Conclusion

In this paper, we presented a semi-supervised learning approach for tackling
with high-dimensional Android malware classification tasks, which incorporated
components such as feature dimensionality reduction, confidence analysis and
nearest neighbor clustering analysis of input data. Within the approach, we also
introduced a new model of SGD-based SVM with adapted sampling. Experimen-
tal results on a real-world competition’s dataset show that the performance of
our sampling-adapted SGD-based SVM is statistically better than the original
SGD-based SVM with uniform sampling. It can even achieve a more accurate
result than the champion’s score in the competition.
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Abstract. While malicious samples were widely found in many application
fields of machine learning, suitable countermeasures have been researched in the
research field of adversarial machine learning. Support vector machines (SVMs),
as a kind of successful approach,werewidely used to solve security problems, such
as image classification, malware detection, spam filtering, and intrusion detec-
tion. However, many adversarial attack methods have emerged recently, consid-
ering deep neural networks as machine learning models. Therefore, we consider
applying them to SVMs and put forward an effective defense strategy against the
attacks. In this paper, we aim to develop secure kernel machines against a preva-
lent attack method that was previously proposed in deep neural networks. This
defense approach is based on the kernel optimization of SVMs with radial basis
function kernels. To test this hypothesis, we evaluate our approach onMNIST and
CIFAR-10 image classification datasets, and the experimental results show that
our method is beneficial and makes our classifier more robust.

Keywords: Support vector machines · Kernel optimization · Adversarial
machine learning

1 Introduction

During the past several decades, we have seen advances in machine learning. However,
with the expansion of machine learning applications, many new challenges have also
emerged. In particular, adversarial machine learning, as a machine learning technique,
mainly learns the potential vulnerabilities of machine learning in adversarial scenar-
ios and have attracted a lot of attention [1–3]. Adversarial samples have been widely
found in the application fields of machine learning, notably image classification, speech
recognition, and malware detection [4–6]. Meanwhile, various defensive techniques for
the adversarial samples have been proposed recently, including adversarial training,
defensive Distillation, pixel deflection, and local flatness regularization [7–10].

As a popular machine learning method, support vector machines (SVMs) were
widely used to solve security problems, such as image classification, malware detec-
tion, spam filtering, and intrusion detection [11–13]. As described in [14], adversarial
attacks against machine learning can be categorized as poisoning attacks and evasion
attacks in general. A poisoning attack happens at test time, where the adversary injects
a small number of specifically modified samples into the training data, which makes a
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change in the boundary of the model and results in misclassification. With the rise of
various poisoning attack measures against SVMs [15–19], the countermeasures for pro-
tecting SVM classifier from poisoning attacks have been developed, one is data cleaning
technology [20], and the other is to improve the robustness of learning algorithms against
malicious training data [21].

In this paper, we focus mainly on evasion attacks on the SVM classifier. An evasion
attack is an attack that evades the trained model by constructing a well-crafted input
sample during the test phase. In 2013, Biggio et al. [22] simulated various evasion attack
scenarios with different risk levels to enable classifier designers to select models more
wisely. However, as time went by, more and more evasion attack methods began to
emerge. There are two main directions of evasion attacks to generate adversarial exam-
ples. One attack is based on the gradient, which is the most common andmost successful
attack method. The core idea is to use the input image as the starting and modify the
image in the direction of the gradient of the loss function, such as the Fast gradient
Sign Method [23], Basic Iterative Method [24], and Iterative gradient Sign Method [25].
Another is to generate adversarial samples based on hyperplane classification, such as
the DeepFool algorithm [26]. Although the above methods of generating adversarial
examples all consider deep neural networks as machine learning models, in this work,
we focus on SVMs. Therefore, we first attempted to apply the above methods of gen-
erating adversarial samples to the SVM classifier and proposed corresponding defense
strategies.

In this work, our main contribution is to propose an effective defense strategy based
on kernel optimization in SVM to protect the classifier against an attackmethod similar to
themethod proposed in [26]. The experimental results (in Sect. 4) show that our approach
has a very significant defensive effect on the iterative attack based on gradient.Moreover,
after using kernel optimization for defense, our classifier becomes more robust. Besides,
to our best knowledge, this is the first attempt to apply this adversarial attack, which
is proposed in [26] to the SVM model, to generate adversarial examples and achieved
good experimental results.

The remaining of this paper is arranged as follows: In Sect. 2, we introduce the rel-
evant knowledge of SVM and the attack approach that we use throughout our work.
In Sect. 3, we illustrate our defend method based on kernel optimization in SVM
against adversarial examples. Experimental results are presented in Sect. 4, followed
by discussion and conclusions in Sect. 5.

2 Preliminary

To better illustrate the proposed procedures, we briefly review the main concepts of
the model and the adversarial attack used throughout this paper. We first introduce our
notation and summarize the model we utilized in the SVM in Sect. 2.1. Then we describe
the major method which was used to generate adversarial samples in Sect. 2.2.
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2.1 Support Vector Machine

The SVM model is a prevailing approach of classification between two sets. For illus-
tration, we first describe the main idea of binary SVM, which is to find a hyperplane that
well-separated the two classes. In SVM, a hyperplane is a solution that can correctly
divide positive and negative class samples based on the principle of structural risk min-
imization. Thus, the hyperplane equation is univocally represented as wT · x + b = 0,
where normal vector w gives its orientation, and b is its intercept displacement.

Assuming that the problem is one of binary classification, we symbol a training
dataset as D = {(xi, yi}Ni=1. Here xi ∈ R

d is the input feature vector, y ∈ {−1,+1} the
output label, respectively, where N is the number of samples, and d is the dimensionality
of the input space. The solution of the optimal hyperplane of the SVM model can
be expressed as a convex quadratic programming problem with inequality constraints.
The Lagrangian multiplier method can be used to obtain its dual problem and then α

can be solved by the SMO algorithm. Finally, we can get the discriminant function.

In addition, w can be calculated as
N∑

i=1
αiyixi, and the intercept b can be computed as

b = 1
|S|

∑

i∈S
(yi − ∑

j∈S
αjyj(xi, xj)).

Although SVM was initially designed to solve linear classification problems, SVM
was extended to nonlinear classification cases by choosing from among different kernel
functions [27]. Through the kernel matrix, the training data can be projected to more
complex feature space. The process of solving SVM is to solve the following quadratic
optimization problem

min
α

1
2

N∑

i=1

N∑

j=1
αiαjyiyjk(xi, xj) −

N∑

i=1
αi,

s.t.
N∑

i=1
αiyi = 0, s.t.

N∑

i=1
αiyi = 0,

αi ≥ 0, i = 1, 2...,N ,

(1)

in which αi is the Lagrange multiplier corresponding to the training data xi, K(·) is the
kernel function. If we define a mapping function � : X → χ , that is to say, the function
maps the training sets into a higher-dimensional feature space, then K(xi, xj) can be
generalized to �(xi)T�(xj), so w, and b can be written as

w =
N∑

i=1

αiyi�(xi), (2)

b = 1

|S|
∑

i∈S
(yi −

∑

j∈S
αjyjK(xi, xj)), (3)

where S = {i|αi > 0, i = 1, 2, ...m} the subscript set of all the support vectors. Though
it may be too complicated to compute in the feature space, one need not explicitly know,
and it only corresponds to the kernel function.
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2.2 Attack Strategy

In [26], they proposed the DeepFool algorithm, which is simple as well as an accurate
method and based on hyperplane classification to generate adversarial samples. The
primary attack method used in our study is similar to this method. In the case where the
classifier f is linear, from [26], we know that the minimal perturbation to change the
classifier’s decision is equal to the distance from the point to the hyperplane classification
times the negative gradient of the unit vector of w, where w is the weight vector of the
hyperplane classification. For the nonlinear case, we consider the iterative procedure to
find theminimum perturbation vector, as shown in Fig. 1. In some situations, wemay not
be able to reach the classification hyperplane in one step, like in the case of linearity, and
multi-step superposition may be required. Consequently, in a high dimensional space,
the minimum perturbation vector of the adversarial sample can be expressed as

ε� = −wT
��(x) + b

||w�||22
w�, (4)

where w and b is represented in Eq. (2) and Eq. (3).
In fact, w� can also be formally represented by all the support vectors in high

dimension space, such as

w� =
∑

i∈S
αiyi�(xi). (5)

Of course, �(xi) showing no explicit expression, so Eq. (5) is only part of the w�

formalized representation, cannot be obtained.

Fig. 1. The minimum perturbation that to classify the positive sample to the negative sample for
a nonlinear binary classifier. On the left is the plane figure, on the right is a geometric illustration
of the method.

Next, we proposed the adversarial generation method, which is based on kernel. For
the nonlinear function f (x), combined with Eq. (3) and Eq. (5), is then defined as follows

f (x) =wT
��(x) + b
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=
∑

i∈S
αiyiK(xi, x) + 1

||S||
∑

i∈S
(yi −

∑

j∈S
αjyjK(xi, x)). (6)

For an unclassified testing sample, if the value of f (x) is positive, the sample would be
classified as a normal example. Otherwise, it would be classified as a malicious sample.
The gradient of f (x) with respect to x is thus given by

∇xf (x) =
∑

i∈S
αiyi∇xK(xi, x). (7)

Here, if we use the Radial Basis Function (RBF) as the kernel function, for this kernel

K(xi, xj) = e− ||xi−xj ||22
σ2 , the gradient is ∇xK(xi, x) = − 2

σ 2 e
− ||xi−x||

σ2 (x − xi). Therefore,
the gradient of f (x) can be rewritten as

∇xf (x) = − 2

σ 2

∑

i∈S
αiyie

− ||xi−x||
σ2 (x − xi). (8)

According to Algorithm 1, we can thus find the adversarial sample.



Kernel Optimization in SVM for Defense Against Adversarial Attacks 37

3 The Defense Based on Kernel Optimization

If we choose RBF as the kernel function, according to Eq. (1), the dual problem of SVM
can be described as

min
α

1
2

N∑

i=1

N∑

j=1
αiαjyiyje

− ||xi−xj ||22
σ2 −

N∑

i=1
αi

s.t.
N∑

i=1
αiyi = 0

αi ≥ 0, i = 1, 2...,N .

(9)

After solving Eq. (9) to obtain the value of α, considering optimize the kernel param-
eter to improve the ability of defense against adversarial attack.Wenoted the support vec-
tor as xs then the discriminant function of support vectors is f (xs) = wT

��(xs)+b = ±1.
Combining with Eq. (4), correspondingly, we get the minimum perturbation radius of
the support vector against the adversarial samples, which is as below

ε = 1

||w�||2 . (10)

Tomake ourmodelmore difficult to be attacked, we urgentlymaximize theminimum
perturbation semidiameter. Therefore, the task of defense is to maximize the value of
Eq. (10), which can be achieved by minimizing ||w�||22. When given the value of α,
combined with Eq. (5), the optimization of the kernel parameters to defend the attacks
as follows

min
α

A(σ ) =
∑

i∈S

∑

j∈S
αiαjyiyje

− ||xi−xj ||22
σ2 . (11)

This is an unconstrained optimization problem, which can be solved by the gradient
descent method

σk = σk−1 − ηA′(σk−1), (12)

where A′(σ ) = 2
σ 3

∑

i∈S
∑

j∈S
αiαjyiyj||xi − xj||22e− ||xi−xj ||22

σ2 . The Gaussian kernel param-

eter optimization algorithm for defending against adversarial attack, as shown in
Algorithm 2. The initial value of the kernel parameter can be defined as σ (0) =√

1
N (N−1)

N∑

i=1

N∑

j=1
||xi − xj||22, where N is the number of training samples.

In [15], they proposed a simple yet accuratemethod for computing and comparing the
robustness of different classifiers to adversarial perturbations; they defined the average
robustness ρ̂adv(f ) as follows

ρ̂adv(f ) = 1

D

∑

x∈D

||Or(x)||2
||x||2 . (13)
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To verify the effectiveness of our defense method, we also use this method to compare
the robustness of the classifier under different kernel parameters.

4 Experimental Results

Datasets. For the sake of demonstrating the effectiveness of the kernel optimization
defense method, we validated it on MNIST [28] and CIFAR-10[29] image classification
datasets, respectively. In these experiments, we only consider a standard SVM with the
RBF kernel and choose data from two classes, considering one class as the benign class
and a different one as the attack class. The class and number of samples employed in
each training and test set are given in Table 1. In order to limit the range of the adversarial
example, each pixel of the example in both datasets is normalized to x ∈ [0, 1]d [0, 1]d
by dividing by 255, in which d represents the number of feature vectors. For the MNIST
dataset, each digital image represents a grayscale image of 28 ∗ 28 pixels, which means
that feature vectors have d = 28∗28 = 784 values, while for the CIFAR-10 dataset, each
image is a color image with three channels and each channel have 32 * 32 pixels, which
means that feature vectors have d = 32 ∗ 32 ∗ 3 = 3072 features. In these experiments,
only the kernel parameter σ is considered, and the regularization parameter c of the
SVM is fixed to default.

Table 1. Datasets used for training and testing with RBF-SVMs

Dataset Train
size

Test
size

Positive Negative

MNIST 8000 2000 Digit ‘1’ Digit ‘7’

CIFAR-10 10000 2000 Cat Dog

After the process of training, α can be obtained, and we began to the kernel opti-
mization training. According to Sect. 3, we know that the defense method’s task is to
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maximize Eq. (10), that is, to minimize function A in Eq. (11). The gradient descent
method is used to evaluate the function A, as described in Algorithm 2. The graph of
the value of function A varying with the value of is shown in Fig. 2. We found that the
value of the function A grows with the increase of σ on the two datasets. Therefore, the
minimum value of the function A is obtained at the initial value of σ on both datasets.

Then we verify the effectiveness of the defense method of σ at different values. We
use a method that we proposed in Sect. 2.2 to generate adversarial samples. In order to
prevent the gradient from disappearing, we add a small value η = 0.02 to the disturbance
each time we generate adversarial samples. The method used to generate the adversarial
sample is shown in Algorithm 2. On the MNIST dataset, we selected the value of σ

as 8.6 (initial value of the σ ), 20, 40, and 100, respectively, and then compared the
generated adversarial samples (as shown in Fig. 3 on the top). On the CIFAR-10 dataset,
we selected the value of σ 19.6 (the initial value of σ ), 30, 40, and 50, and then compared
the resulting adversarial samples (as shown in Fig. 3 on the bottom).

Fig. 2. How the function A changes with different values of σ onMNIST and CIFAR-10 datasets.
The picture shows that function A and σ are positively correlated.

Finally, we verified the robustness of the classifier under different values of the kernel
parameters. As shown in Fig. 4, after kernel optimization, it significantly increased the
robustness of the classifier.

5 Discussion and Conclusion

In this work, we are the first to propose a strategy for protecting SVMs against the
adversarial generation method which is based on kernel. In [26], they put forward a
technique based on hyperplane classification for generating adversarial examples of
deep neural networks. We think a similar approach could also work for SVMs, namely
applying it to SVM classifiers. Through experiments, it is confirmed that this method
was beneficial on SVM, especially on MNIST dataset, which have been caused by
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Fig. 3. Different defense effects. The figure on the top was the result obtained on the MNIST
dataset. On the top row, the first picture is the original example, representing the digit ‘1’, and
the other four pictures are the adversarial samples generated by the initial sample under different
kernel parameters, representing the digit ‘7’. The picture below shows the results of the CIFAR-10
dataset. On the bottom row, the first one is the original example, which represents ‘dog’. The other
four are the adversarial samples generated by the first one under different σ , which is meant ‘cat’.

Fig. 4. Relation diagram between the robustness of the classifier and the kernel parameter on
MNIST and CIFAR-10 datasets. As the value of σ increases, the robustness of the classifier will
decrease. The performance is more obvious on the CIFAR-10 dataset.

nearly 100% misclassification. According to this phenomenon, we proposed a strategy
for protecting SVMs against the adversarial attack. This defense approach is based on the
kernel optimization of SVM. We extensively evaluate our proposed attack and defense
algorithms on MNIST and CIRAR-10 datasets.

According to Fig. 3, we found that when the initial value of the σ , that is, the
minimum value of its corresponding function A (see Fig. 2), was taken, there was the
largest perturbation required to generate the adversarial sample, which means that the
defenses are at their best. This finding holds for both datasets. The experimental results
also show that our proposed defensemethod can effectively increase the price of attackers
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and achieve a robust performance (see Fig. 4). This gives the classifier’s designer a better
picture of the classifier performance under adversarial attacks.

In this paper,wefirst described a practical attackmethodwhich has already confirmed
to be effective. Then we proposed a defense method which is based on kernel. The
experimental results demonstrated that the defense method is useful and effective to the
security of SVM. Finally, we believe that our work will inspire future research towards
developing more secure learning algorithms against adversarial attacks.
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Vocational Teachers’ Informatization Teaching
Ability – A Case Study of Hainan Province
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Abstract. In order to understand the status quo of teachers’ informatization teach-
ing ability in Hainan higher vocational colleges, this study took teachers in Hainan
higher vocational colleges as the survey samples and the survey was conducted
from five perspectives including the teachers’ awareness of informatization teach-
ing, the design ability of informatization teaching, the implementation ability of
informatization teaching, the teachers’ demands for informatization training and
their satisfaction with informatization environment. Then an empirical research
was conducted through SPSS. The results showed that the teachers’ satisfac-
tion with the school’s informatization environment would positively affect their
awareness of informatization teaching, which would then positively affect their
design ability of informatization teaching and demands for informatization train-
ing. Meanwhile, the teachers’ design ability of informatization teaching would
positively affect their implementation ability of informatization teaching. In this
sense, higher vocational colleges should intensify the school’s informatization
environment, stipulate related policies to encourage information-based teaching,
and provide informatization technology training in diversifiedmanners to improve
the teachers’ initiative in informatization learning.

Keywords: Higher Vocational Teachers · Informatization · Teaching ability ·
Empirical research

1 Introduction

With the rise of the Internet, the wave of informatization has swept into the field of
education, such as MOOC, micro-class, cloud class, rain classroom, etc. As pointed out
in 2018 Education Informatization 2.0 Action Plan, it is necessary to transform from
dedicated resources to large resources, from enhancing the students’ application ability
of informatization technology to enhancing the informatization technology literacy, from
the application integration development to the innovation integrated development [1].
It indicates that the informatization technology has been widely applied to the field of
education, but in order to adapt to the development of the times, deep-level changes are
still in urgent demand, such as cultivating the concept of Internet resources, improving
the teachers and students’ informatization technology literacy, pioneering and innovation
abilities, etc. In the course, the teachers are deemed as the founders of educational
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informatization while the higher vocational colleges are playing an important role in
higher and vocational education. Therefore, it is of great significance to improve the
teachers’ informatization teaching ability in higher vocational colleges.

The authors, in reference to domestic and foreign literatures, found out that domestic
scholar Hu Xiaoyong et al. [2] took the initiative in proposing that the core competence
of the teacher profession under the new tendency would lie in the informatization teach-
ing ability, and pointed out the cultivation of informatization teaching ability from three
perspectives; Gu Xiaoqing et al. [3] investigated the status quo and problems as encoun-
tered in the information-based professional development of teachers; Wang Weijun [4]
believed that the teachers’ informatization teaching ability should be developed dynami-
cally in a stage-based process; Han Xibin et al. [5] surveyed and studied the informatiza-
tion teaching ability of teachers in 28 universities and higher vocational colleges across
the country. Foreign scholar Koehler et al. [6] proposed the “Technological Pedagogical
Content Knowledge” (TPACK) model that deeply integrated subject knowledge, peda-
gogy and technology together [7], which has thus attracted widespread attentions from
the academic community.

Meanwhile, the authors further retrieved related literatures precisely in core jour-
nals and periodicals with the key words “informatization teaching ability” in Chinese
National Knowledge Infrastructure (CNKI). It is found that related research has been
always in the growth and even become the hotspot with the advancement of education
informatization in recent years. Up to now, there are totally 164 papers. In the process
of sorting the above-mentioned literatures, the authors found that domestic and foreign
scholars’ research on informatization teaching ability mainly focused on the structure,
status quo, problems and influencing factors as encountered by teachers in primary and
middle schools, colleges and universities. By contrast, few empirical studies have been
carried out on the status quo and the suggestions for improvement of teachers’ informati-
zation teaching ability in higher vocational colleges. Therefore, the authors commenced
their survey from five perspectives including the teachers’ awareness of informatiza-
tion teaching [8], the design ability of informatization teaching [9], the implementation
ability of informatization teaching [10], the teachers’ demands for informatization train-
ing [11] and their satisfaction with the school’s informatization environment [12], then
reflected the status quo of the teachers’ informatization teaching ability [13, 14] in
Hainan’s higher vocational colleges through data analysis, and finally provided sugges-
tions for improvement in hope that such study can be referred by other higher vocational
colleges to improve their teachers’ informatization teaching ability and accelerate the
informatization process of vocational colleges as a whole.

2 Description and Statistics

The frequency statistics of demographic variables as performed is shown in Table 1.
Among the 201 tested samples, there are 130 females, accounting for 64.7%; the major-
ity samples are of 31–40 years old, 108 people in total, accounting for 53.7%; the
teaching age is mainly 5 years and below and 11–15 years, 87 and 58 people respec-
tively, accounting for 72.2%; the majority samples are master graduates, 112 people in
total, accounting for 55.7%; meanwhile, most samples have intermediate or no title, 75
and 52 respectively, accounting for 63.2% of the total.



An Empirical Study on the Status Quo 45

Table 1. Sample allocation (N = 201)

Variable Property Frequency Percentage (%)

Gender Female 130 64.7

Male 71 35.3

Age 30 years old and
below

62 30.8

31–40 years old 108 53.7

41–50 years old 24 11.9

Above 50 years old
above

7 3.5

Teaching age Above 20 years 9 4.5

16–20 years 7 3.5

11–15 years 58 28.9

6–10 years 40 19.9

5 years and below 87 43.3

Academic degree Bachelor’s Degree 77 38.3

Master’s Degree 112 55.7

Doctoral Degree 4 2

Others 8 4

Professional title Senior title 7 3.5

Vice senior title 31 15.4

Intermediate title 75 37.3

Primary title 36 17.9

None 52 25.9

The frequency statistics of the multiple-choice question “Which courses did you
mainly undertake?” is shown in Table 2. Among the tested samples, the majority are
“professional basic courses”, followed by “professional core courses” while the “public
basic courses” take the minority.

Table 2. Multiple-choice question “which courses did you mainly undertake?”

Question Property Frequency Percentage

What type of courses did you mainly
undertake?

Public basic courses 68 33.80%

Professional basic courses 121 60.20%

Professional core courses 87 43.30%

Thefrequencystatisticsof themultiple-choicequestion“Which traininghaveyouever
participated in to improve your informatization teaching ability?” is shown in Table 3.
Among the tested samples, thosewhohave participated in “school-level training” take the
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majority, followed by those who have participated in the “provincial (including munici-
pal) training” and “no training at all”; fewer have participated in the “national training”,
the “city-level training” and “Others”.

Table 3. Multiple-choice question “Which training have you ever participated in to improve your
informatization teaching ability?”

Question Property Frequency Percentage

Which training have you ever
participated in to improve your
informatization teaching ability?

National training 18 9.00%

Provincial (including municipal)
training

65 32.30%

City-level training 16 8.00%

School-level training 105 52.20%

None 57 28.40%

Others 8 4.00%

The frequency statistics of the multiple-choice question “What kind of
approaches/means/measures have been ever provided by the schools to improve the
informatization teaching ability?” is shown in Table 4. “Training” is mostly selected,
followed by “teaching support”, “establishment of a professional teacher-oriented devel-
opment platform/software/system”, “technical support”; fewer schools prefer to “provide

Table 4. Multiple-choice question “What kind of approaches/means/measures have been ever
provided by the schools to improve the informatization teaching ability?”

Question Property Frequency Percentage

What kind of approaches/means/measures
have been ever provided by the schools to
improve the informatization teaching
ability?

Provide training 152 75.60%

Support academic visit 32 15.90%

Carry out school-based research
& training

32 15.90%

Establish a study community 31 15.40%

Establish a professional
teacher-oriented development
management department

40 19.90%

Release policies & measures 44 21.90%

Issue standard specifications 39 19.40%

Provide technical support 62 30.80%

Provide teaching support 70 34.80%

Provide guarantee measures 49 24.40%

Establish a professional
teacher-oriented development
platform/software/system

65 32.30%

Others 31 15.40%
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guarantee measures”, “release policies & measures” “establish a professional teacher-
oriented development management department”, “issue standard specifications”, “sup-
port academic visit”, “ carry out school-based research and training”, “establish a study
community” and “others”.

The frequency statistics of the multiple-choice question “What kind of abilities do
you expect to improve through informatization teaching ability training?” is shown
in Table 5. The “courseware production technology” is mostly selected, followed by
“informatization teaching design”, “integrated technology pedagogy and competency”,
“use of subject teaching tool”, “application of the informatization teaching/management
platform”, and then “downloading and application skills of online resources”, “modern
educational technology theory” and “basic operations of information technology” while
“network security application” and “others” are rarely selected.

Table 5. Multiple-choice question “What kind of abilities do you expect to improve through
informatization teaching ability training?”

Question Property Frequency Percentage

What kind of abilities do you expect to
improve through informatization
teaching ability training?

Courseware production technology 130 64.70%

Integrated technology pedagogy
and competency

101 50.20%

Modern educational technology
theory

65 32.30%

Use of subject teaching tools 92 45.80%

Network security application 34 16.90%

Application of the informatization
teaching/management platform

91 45.30%

Basic operations of information
technology

65 32.30%

Downloading and application skills
of online resources

78 38.80%

Informatization teaching design 118 58.70%

Others 15 7.50%

The frequency statistics of the multiple-choice question “Where should the cultiva-
tion of teacher’s informatization teaching ability start?” is shown in Table 6. The “design
ability of informatization teaching” is mostly selected, followed by “edition and process-
ing of audio and video elements”, “PPT and other multimedia courseware production,
development and improvement”, further followed by “animation production”, “develop-
ment and application of online courses” and “image acquisition and processing” while
“modern teaching technology theory”, “office software” and “Office” are rarely selected.
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Table 6. Multiple-choice question “Where should the cultivation of teacher’s informatization
teaching ability start?”

Question Property Frequency Percentage

Where should the cultivation of
teacher’s informatization teaching
ability start?

Modern teaching technology theory 86 42.80%

Design ability of informatization
teaching

146 72.60%

Development and application of online
courses

103 51.20%

PPT and other multimedia courseware
production, development and
improvement

126 62.70%

Office 70 34.80%

Office software 73 36.30%

Edition and processing of audio and
video elements

127 63.20%

Image acquisition and processing 96 47.80%

Animation production 108 53.70%

The frequency statistics of the multiple-choice question about the “factors restricting
the use of digital resources” is shown in Table 7. The “restrictions of downloading and
copyright for resource use” and the “lack of supporting resources required for course
teaching activities” aremostly selected, followed by “difficulty in searching for resources
suitable for teaching goals due to incomplete and inaccurate resource description” and
“difficulty in integrating resources from different sources into online courses” while the
factor of “trouble in accessing resources by students” is rarely selected.

Table 7. Multiple-choice question about “factors restricting the use of digital resources”

Question Property Frequency Percentage

Factors restricting the use of digital
resources

Trouble in accessing resources by
students

71 35.30%

Restrictions of downloading and
copyright for resource use

137 68.20%

Lack of supporting resources required
for course teaching activities

136 67.70%

Difficulty in integrating resources
from different sources into online
courses

96 47.80%

Difficulty in searching for resources
suitable for teaching goals due to
incomplete and inaccurate resource
description

97 48.30%
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The descriptive statistics of the application of informatization teaching resources
to each teaching/research process is shown in Table 8. The scale is scored at 5 points
with 3 as the median. The higher the score, the higher degree of application will be,
and vice versa. The results of descriptive statistics show that the average value of course
preparation, organization and implementation of teaching, online homework and testing,
online Q&A and guidance, teaching evaluation and reflection are all above 3, indicating
relatively high application of informatization teaching resources to such activities as
mentioned above.

Table 8. Descriptive statistics of the application of informatization teaching resources to each
teaching/research process

Average Standard deviation Minimum Maximum

Course preparation 3.92 0.777 2 5

Organization and
implementation of teaching

3.81 0.766 2 5

Online homework and testing 3.73 0.943 1 5

Online Q&A and guidance 3.35 1.005 1 5

Teaching evaluation and
reflection

3.43 0.963 1 5

The descriptive statistics of familiarity with the following commonly used teach-
ing tools is shown in Table 9. The scale is scored at 5 points with 3 as the median.
The higher the score, the higher the familiarity will be, and vice versa. The results of
descriptive statistics show that the average value of information retrieval tools, office
software and teaching resource production software are all above 3, indicating that the
test objects’ high familiarity with the information retrieval tools, office software, and
teaching resource production software. Meanwhile, the average value of knowledge
management tools is below 3, indicating the testing objects’ lower familiarity with such
knowledge management tools.

Table 9. Descriptive statistics of familiarity with the commonly used teaching tools

Average Standard deviation Minimum Maximum

Information retrieval tools 4.34 0.738 1 5

Office software 4.26 0.725 1 5

Teaching resource production
software

3.29 0.875 1 5

Knowledge management tools 2.94 0.949 1 5
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3 Reliability and Validity Test

The confirmatory factor analysis is adopted to test the questionnaire’s structural validity
and the analysis model is shown in Fig. 1.

Fig. 1. Confirmatory factor analysis model

Note: ES: environment satisfaction; TA: teaching awareness; TDA: Teaching design
ability; TIA: teaching implementation ability; SIE: satisfaction with informatization
environment; AIT: awareness of informatization teaching; DAIT: design ability of
informatization teaching; IBIT: implementation ability of informatization teaching.

The overall fitting of the confirmatory factor analysis model is shown in Table 10, in
which, x2/df= 1.940< 3, RMSEA= 0.069< 0.08, RMR= 0.029< 0.05, IFI= 0.943>
0.9, TLI= 0.932> 0.9, CFI= 0.942> 0.9, the main fitting indexes have all reached the
critical value range and it is thereby judged that themodel can be fitted as awhole.
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Table 10. Overall fitting result of the confirmatory factor analysis model

Fitting index Critical value Model fitting index Fitting judgement

χ2/df <3 1.940 Yes

RMSEA <0.08 0.069 Yes

RMR <0.05 0.029 Yes

IFI >0.9 0.943 Yes

TLI >0.9 0.932 Yes

CFI >0.9 0.942 Yes

The factor load and Cronbach’s α coefficient of the confirmatory factor analysis
model are shown in Table 11, from which it can be seen that all factor loads are above
0.5, indicating sound validity test results, and the Cronbach’s α coefficients are all above
0.8, indicating sound reliability test results.

Table 11. Factor load and Cronbach’s α coefficient

Latent variable Composing indexes Factor Load Cronbach’s α

Coefficient

Satisfaction with
Informatization
environment

Satisfaction with
Informatization environment 1

0.747 0.934

Satisfaction with
Informatization environment 2

0.722

Satisfaction with
Informatization environment 3

0.944

Satisfaction with
Informatization environment 4

0.876

Satisfaction with
Informatization environment 5

0.902

Satisfaction with
Informatization environment 6

0.843

Design ability of
informatization
teaching

Design ability of
informatization teaching 1

0.569 0.812

Design ability of
informatization teaching 2

0.697

Design ability of
informatization teaching 3

0.807

(continued)
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Table 11. (continued)

Latent variable Composing indexes Factor Load Cronbach’s α

Coefficient

Design ability of
informatization teaching 4

0.805

Implementation
ability of
informatization
teaching

Implementation ability of
informatization teaching 1

0.746 0.839

Implementation ability of
informatization teaching 2

0.586

Implementation ability of
informatization teaching 3

0.839

Implementation ability of
informatization teaching 4

0.869

Awareness of
informatization
teaching

Awareness of informatization
teaching 1

0.618 0.820

Awareness of informatization
teaching 2

0.691

Awareness of informatization
teaching 3

0.807

Awareness of informatization
teaching 4

0.643

Awareness of informatization
teaching 5

0.783

4 Related Analysis

The descriptive statistics and the correlation analysis are carried out on the satisfac-
tion with informatization environment, the awareness of informatization teaching, the
design ability of informatization teaching, the implementation ability of informatization
teaching, and the demand for informatization teaching ability training with the results
shown in Table 12. The scale is scored at 5 points with 3 as the median. The results
show that the average values are all above 3 from these five perspectives, indicating the
test objects’ relatively high scores in respect of their satisfaction with informatization
environment, awareness of informatization teaching, design ability of informatization
teaching, implementation ability of informatization teaching and training demand for
informatization teaching ability. The result of correlation analysis shows a significant
positive correlation between any two variables (p < 0.01) among such three variables
as the satisfaction with informatization environment, the awareness of informatization
teaching and the design ability of informatization teaching, a significant positive cor-
relation only between the demand for teaching ability training and the awareness of
informatization teaching (p< 0.001), but no significant correlation between the demand
for informatization teaching ability training and other variables (p > 0.05).
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Table 12. Descriptive statistics and correlation analysis

Satisfaction
with
informatization
environment

Awareness of
informatization
teaching

Design ability
of
informatization
teaching

Implementation
ability of
informatization
teaching

Demand for
informatization
teaching ability
training

Satisfaction
with
informatization
environment

1

Awareness of
informatization
teaching

0.296*** 1

Design ability
of
informatization
teaching

0.216** 0.56*** 1

Implementation
ability of
informatization
teaching

0.265*** 0.536*** 0.732*** 1

Demand for
informatization
teaching ability
training

0.134 0.245*** 0.02 0.03 1

Average value
M

3.24 4.08 3.66 3.55 4.27

Standard
deviation SD

0.762 0.539 0.584 0.622 0.735

Note: * means p < 0.05, ** means p < 0.01, *** means p < 0.001

5 Structural Equation Model

A structural equation model is established to examine the relationship among the satis-
factionwith informatization environment, the awareness of informatization teaching, the
design ability of informatization teaching, the implementation ability of informatization
teaching, and the demand for informatization teaching ability training. The structural
equation model is shown in Fig. 2.

Note: TIA: teaching implementation ability; ES: environment satisfaction; IAIT:
implementation ability of informatization teaching; SIE: satisfaction with informati-
zation environment; DITAT: demand for informatization teaching ability training; AIT:
awareness of informatization teaching;DAIT:Design ability of informatization teaching;
TA: teaching awareness; TDA: Teaching design ability.
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Fig. 2. Structural equation model

The main fitting indexes of the structural equation model are shown in Table 13.
Among them, x2/df = 1.971 < 3, RMSEA = 0.07 < 0.08, RMR = 0.032 < 0.05, IFI
= 0.934 > 0.9, TLI = 0.923 > 0.9, CFI = 0.934 > 0.9 have all reached the range that
can be fitted, so it is judged the structural equation model is acceptable.

Table 13. Overall Fitting result of the structural equation model

Model fitting index Critical value Research model Fitting judgement

χ2/df <3 1.971 Yes

RMSEA <0.08 0.070 Yes

RMR <0.05 0.032 Yes

IFI >0.9 0.934 Yes

TLI >0.9 0.923 Yes

CFI >0.9 0.934 Yes

The path coefficients of the structural equation model are shown in Table 14. The
results show that the satisfaction with informatization environment exerts significantly
positive impacts on the awareness of informatization teaching (β = 0.331, t= 4.143, p<
0.001) but has no significant influence on the design ability of informatization teaching
and the implementation ability of informatization teaching (β = 0.052, t = 0.742, p >

0.05; β = 0.067, t = 1.182, p > 0.05). The design ability of informatization teaching
exerts significantly positive impacts on the implementation ability of informatization
teaching (β = 0.848, t = 7.467, p < 0.001). The awareness of informatization teaching
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exerts significantly positive impacts on the design ability of informatization teaching
and the demands for informatization teaching ability training (β = 0.667, t = 7.501,
p < 0.001; β = 0.234, t = 3.103, p < 0.01), but has no significant influence on the
implementation ability of informatization teaching (β = −0.003, t = -0.036, p > 0.05).

Table 14. Path coefficients of the structural equation model

Influence path β S.E C.R P

Satisfaction with informatization environment →
Awareness of informatization teaching

0.331 0.053 4.143 ***

Satisfaction with informatization environment →
Design ability of informatization teaching

0.052 0.059 0.742 0.458

Awareness of informatization teaching → Design
ability of informatization teaching

0.667 0.114 7.501 ***

Satisfaction with informatization environment →
Implementation ability of informatization teaching

0.067 0.047 1.182 0.237

Awareness of informatization teaching →
Implementation ability of informatization teaching

−0.003 0.113 −0.036 0.971

Design ability of informatization teaching →
Implementation ability of informatization teaching

0.848 0.111 7.467 ***

Awareness of informatization teaching → Demands
for informatization teaching ability training

0.234 0.121 3.103 0.002

Note: *** means p < 0.001

6 Conclusion

The top priority of higher vocational education is to cultivate high-skilled talentsworking
at the frontline in that the faculties teamwill directly affect the quality of talent cultivation
in higher vocational colleges. Based on the description of the status quo of faculties
engaged in the questionnaire, the females accounted formore than half in terms of gender,
thosewith themaster’s degree accounted for 55.7%, thosewith the teaching age of 5 years
or belowaccounted for 77.2%, and thosewith the intermediate titles took themajority.All
these data indicate that there are more young teachers with intermediate titles among the
test objects and they have mastered certain information technology abilities. The data
of multiple-choice questions indicate that higher vocational colleges usually provide
school-level information teaching ability training for the tested objects to improve their
ability of information teaching. Moreover, the tested objects are more familiar with
information retrieval tools, office software and teaching resource production software
but with lower familiarity with knowledge management tools.

A factor analysis of factors such as awareness of informatization teaching, design
ability of informatization teaching, implementation ability of informatization teaching,
and satisfaction with informatization environment was carried out. The results showed
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significant positive correlation between any of the two factors among the satisfaction
with informatization environment, the awareness of informatization teaching and the
design ability of informatization teaching, and the significant positive correlation only
between the demand for informatization teaching ability training and the awareness of
informatization teaching. A structural equation model was established to verify factors
such as the awareness of informatization teaching, the design ability of informatiza-
tion teaching, the implementation ability of informatization teaching, the satisfaction
of informatization environment, and the demand for informatization teaching ability
training, etc. The results showed significant positive impacts exerted by the satisfaction
of informatization environment on the awareness of informatization teaching, the sig-
nificant positive impacts exerted by the awareness of informatization teaching on the
design ability of informatization teaching and the demands for informatization teach-
ing ability training, and the significant positive impacts exerted by the design ability of
informatization teaching on the implementation ability of informatization teaching.

Therefore, higher vocational colleges should enhance the school’s informatization
construction not only by providing hardware guarantees such as campus network con-
struction and equipment procurement, but also providing software supports such as high-
quality network platform, teaching resources construction or sharing, etc. At the same
time, the schools should issue relevant policies to encourage and advocate teachers to
apply informatization teaching, optimize the informatization environment to improve the
teachers’ awareness of informatization teaching and promote teachers to actively study
and apply informatization skills. In addition, higher vocational colleges can also provide
differentiated andmulti-level training based on the teachers’ informatization competency
to better promote the teachers’ design and implementation abilities of informatization
teaching.

Acknowledgment. Project supported by the Education Department of Hainan Province, project
number: Hnjg2020-161.
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Abstract. The accuracy and efficiency of uncertainty analysis, as well as its
trust computing, have key influences on the reliability optimization results, so
the research on uncertainty analysis method is particularly important. Although
the traditional Monte Carlo method can ensure the accuracy of optimization, it
takes too long time, which limits its potential application on engineering. High
precision uncertainty analysis and optimization design based directly on the simu-
lation model are usually faced with large amount of calculation problem, and tend
to have different accuracy in aircraft design and calculation of simulation analysis
model (such as different aerodynamic analysis model of grid density). To guaran-
tee the reliability, trust computing is necessary. Making full use of the integration
of these models, as well as reducing the number of calls for high precision model,
is one of the effective ways to improve the efficiency of aircraft design. In this
paper, the uncertainty analysis method based on PC theory is adopted to optimize
the airfoil reliability, which greatly reduces the calculation time and improves the
efficiency of optimal design while maintaining the accuracy.

Keywords: Uncertainty analysis · Polynomial-chaos · Reliability analysis

1 Introduction

Due to requirement of lightweight structure, the research and development of aircraft
structure design has been closely related to the use of new materials with superior
performance [1–5]. Advanced composites have many excellent properties, such as high
specific strength and specific modulus, designable properties and easy integral forming.
When it is used to aircraft structure, the weight of aircraft structure can be reduced
considerably, and its aeroelastic characteristics as well as the flight performance can be
improved [6, 7]. The structural design of composite materials is the key to the scientific
and reasonable application of composite materials in structure and the reduction of life
cycle cost. The point is to make full use of direction of composite performance and
design ability of structural performance to achieve comprehensive optimization among
structure, performance and cost [8, 9].
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The whole life cycle of aircraft is full of uncertainties, such as payload, engine thrust,
working environment, design parameters and so on. They have an important impact on
the performance of aircraft, even the life cycle of using ensures safety and maintenance
costs. Therefore, how to improve the reliability of the aircraft, while maintaining its high
performance, has become an urgent problem.

In response to above requirements, the method of Design Optimization under Uncer-
tainty combining with trust computing gradually rise. It pays attention to the uncertainty
in the initial stage of design, the influence of uncertain factors as a constraint condition or
a part of the performance index is directly brought into the optimization design process.
The robustness and reliability of the design scheme are comprehensively improvedwhile
pursuing optimal performance, which provides a new idea for promoting the product
design level and has been widely used in many fields [10, 11]. For uncertainty anal-
ysis, the traditional Monte Carlo Simulation method has high accuracy, but too much
calculation is needed. As a new method of uncertainty analysis, Polynomial-chaos (PC)
method has been widely studied and applied because of its solid mathematical founda-
tion and fast convergence speed [12–14]. The Polynomial-chaos method expresses the
random output response as a weighted sum of a series of orthogonal polynomials, it is
equivalent to build a random surrogate model of the original random variables, and the
uncertainty analysis is carried out directly on the surrogate model, which greatly reduces
the calculation compared with Monte Carlo Simulation method.

This paper focuses on the optimization design of aircraft to improve the reliability.
In view of above problems, it takes the reliability analysis and trust computing in the
project as an example, and is based on PC theory with great potential of engineering
application, propose methods and strategies. To improve the accuracy and efficiency of
the uncertainty analysis of PCmethod, and to expand its scope of application, lay a solid
foundation for aircraft design with high quality, high level and high efficiency [15].

2 Description of Reliability Optimization Problem for Composite
Wing

2.1 Finite Element Analysis Modeling and Parameterization

Wing box is the main load-bearing structure of a wing surface, which mainly includes
skin, girder, core and other structural elements. Select airfoil B-8306-b, as shown in
Fig. 1.

Fig. 1. Airfoil B-8306-b
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Table 1 shows the relevant parameters for establishing the geometric model.

Table 1. Wing geometric parameters

UAV quality Reference wing area Top root ratio Aspect ratio Sweep angle of quarter
chord leading edge

W = 5 kg s = 0.16 m2 λ = 0.67 A = 10.15 �c/4 = 10◦

The overall shape parameters of the airfoil can be obtained, then 20 control points
are selected to parameterize the upper and lower sections of the airfoil, and solid works
is used to carry out parameterized modeling. In the design process, since the spars are
very close to the leading and trailing edges, the regions between the front and front parts
and these between the rear and rear parts can be ignored in modeling, then the simplified
wing model is obtained. The obtained wing model was imported into ABAQUS for
meshing and finite element analysis.

A 4-node 2D network is used for surface partition and an 8-node 3D network is used
for solid partition. The load distributions on the upper and lower surfaces of the wing are
shown in Fig. 2(a). If it is not easy to apply load on the model by this curve, considering
the actual situation, we can simplify it within the range of accuracy allowed, and the
required load is approximately as shown in Fig. 2(b).

Fig. 2. Load profile

In Fig. 2, a is a constant factor that yields a = 2.64 × 10−4 MPa when balanced
against the load on the wings and the weight of the drone. According to the geometric
relationship, it can be obtained that the chord length of any section is c = cr − cr−ct

b/2 ,
thus, the pressure distribution of the upper surface of the wing z1, z3 and the pressure
distribution of the lower surface z3, z2, z4 are obtained.

z1 = 4.9 ×
(
1 − x − 0.195y

157.135 − 0.1784y

)
× 10−4 MPa

z2 =
(
10.37 − 3.77(x − 0.195y)

157.135 − 0.0784y

)
× 10−5 MPa
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z3 = 3.432 × 10−4 MPa

z4 = 9.24 × 10−5 MPa

Since the wings are fixed to the fuselage, a constraint is created at the root chord
section, making both displacement and rotation angles zero. The material used for the
core is expanded polyurethane foam, its elastic modulus is E = 5.7 MPa, shear modulus
is G = 3 MPa, the density is 0.04 g/cm3. The material used in the beam is red pine,
its elastic modulus is E = 10400 MPa, the density is 0.5 g/cm3. The material used for
the skin is carbon cloth/epoxy resin G803/5224, its single layer thickness is 0.2 mm,
the density is 1.4 g/cm3. The lower skin is in tension due to compression of the upper
skin, carbon cloth is a two-dimensional anisotropic material, its tensile and compressive
properties are not necessarily the same. In order to achieve the best performance of the
wing, the upper and lower surface of the skin can change the direction of ply to achieve
the best performance of the skin. When creating composites, the number of layers is a
variable 3 layers, and the lamination style is 3 layers orthogonal lamination.

A geometric model of a composite wing is shown in Fig. 3.

Fig. 3. Sketch diagram of composite wing geometry model

2.2 Mathematical Model of Reliability Optimization

By designing the geometric parameters of the airfoil, the optimization problem mini-
mizes the mass of the wing, and satisfies the constraints of maximum thickness stress
and maximum strain. Define X = [x1, x2, …, x20, α] as the control point for the airfoil,
let the ply closest to the skin on the upper and lower airfoils be the first ply, α is the angle
of the first layer of the composite, Y is the average value of the maximum stress, Z is the
average value of the maximum strain, Pf is the probability of failure. The mathematical
model of reliability optimization design of composite wing is expressed as follows:

Min M(X )

s.t. Pf (Y ≥ 15 MPa) ≤ 0.001
Pf (Z ≥ 3 mm) ≤ 0.001

(1)



62 L. Miao et al.

The number of control points on both upper and lower surfaces of the airfoil is 10,
totaling 20. Because the three layers are orthogonal, the stacking angle of the other
two layers can be obtained by determining the stacking angle of the first layer. In the
uncertainty analysis, it is assumed that the stacking angles of the first and third skin layers
of the upper and lower airfoils are the same in a three-layer orthogonally laminated skin,
and then the uncertainty exists in the stacking angles of the first and third skin layers
and in the stacking angle of the second skin layer, therefore, there are two uncertainty
variables. 22 variables including 20 airfoil control points and 2 ply angles are used as
uncertain variables to optimize the reliability. Let the airfoil control points follow normal
distribution, their ordinates are taken as mean values, their variances are 0.0152 and the
range of variation is ±5 mm, the stacking angle of the first and second layers has an
average value of [90◦, 0◦], a variance of 0.52, and a variation range of ±30°.

For this optimization design problem, although PC method has better mathematical
theoretical basis and application conditions, but when facing a high dimension problem,
it is easy to appear singular matrix in the calculation, which will produce a very large
amount of calculation and reduce the calculation accuracy. In this case, sparse chaotic
polynomial method can be used to omit the relatively unimportant orthogonal polyno-
mial, so as to reduce the amount of calculation and avoid the dimension disaster. The PC
coefficient is calculate by using that technique of minimum angle regression and serial
sample, in the following optimization results, it is difficult to get the results of the full
order PC model due to the dimension disaster problem, while the sparse PC method can
achieve the desired accuracy by using only 2976 sample points to construct the model,
which significantly improves the calculation speed.

3 Sparse PC Method

Polynomial Expansions (PC) method has been widely used in practical engineering
because of its solid mathematical foundation and efficient performance of uncertainty
analysis. It uses a weighted sum of orthogonal polynomials to construct a surrogate
model between random input and random response of the system, the statisticalmoments,
the failure probability and the probability density function of the system response are
obtained. The PC method is mainly based on the theory of chaotic polynomial, which
can accurately describe the randomness of random variables with arbitrary distribution.

The PC model can be approximated as:

y ≈
P∑
i=0

biφi x (2)

were φi x stands for multi-dimensional orthogonal polynomials and can be expressed as
the product of each orthogonal polynomial, bi is the PC coefficient to be solved.

PCmethodbasically assumes that each dimensional random input variable has a com-
plete probability distribution function, and more extensive applicability and application
potential. However, in the calculation of PC coefficients, we only use regression method
to study the low-dimensional uncertainty analysis problems, but in high-dimensional
cases, it is easy to appear the matrix ill-conditioned situation, which seriously affects
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the calculation accuracy and efficiency. In this paper, the adaptive sparse chaotic poly-
nomial method is used to deal with the correlation of random input variables. This
method directly constructs the multivariate orthogonal polynomial by matching the
mixed moments of the input variables from zero to a certain order. For the rest of
the independent random input variables, the corresponding one-dimensional orthogo-
nal polynomials are constructed by the existing PC method, and then the PC model is
constructed by tensor product operation on the orthogonal polynomials above.

The sparse PC approach can be approximated as

y ≈
Q∑
i=0

bi�i x =
Q∑
i=0

bi
[
Pc x1, . . . , xl ⊗ P xl+1, . . . , xd

]i (3)

where bi is the unknown PC coefficient, Q = (d + H )!/(d !H !) − 1; Pc(x1, · · · , xl)
and P(xl+1, · · · , xd ) are the sets of multivariate orthogonal polynomials correspond-
ing to the correlated random variable (x1, · · · , xl) and the independent random vari-
able (xl+1, · · · , xd ), respectively. A is a tensor product operating symbol, and Q + 1
orthogonal polynomials �(x) of order H are obtained.

4 Results and Analysis

Table 2 is a comparison of the mean values of maximum stresses and displacements
and the probabilities of stresses and displacements for the original, deterministic and
reliability-optimized airfoils.

Table 2. Optimized result

Original wing Reliability optimization Deterministic
optimization

Mass Mean Value(g) 168.7542 152.6123 149.6958

Mean maximum stress
(MPa)

17.588 14.871 16.17

Mean maximum
displacement (mm)

3.019 2.590 2.808

Pf (mises ≥ 15 Mpa) 1 0.0003 1

Pf (MaxU ≥ 3 mm) 1 0 0

First skin ply angle (°) 90 113 102

Number of model calls / 581 2976
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Several conclusions can be obtained. The first, the deterministic optimization signif-
icantly reduces the meanmass of the airfoil, which is about 11.29% less than the original
airfoil. However, the failure probability of the stress reaches 1, which is far frommeeting
the constraints. Compared with the original airfoil, the mean value of mass, maximum
stress and maximum displacement are reduced, and the constraints of failure proba-
bility are satisfied, which increases the reliability. Secondly, the overlay angles of the
original, deterministic and reliability-optimized airfoils show that the overlay angles of
anisotropic materials have a great influence on the performance of the airfoil skin, so it
is necessary to redesign the overlay angle and mode according to different working con-
ditions. The third, PC method has more obvious computational advantage than Monte
Carlo method which needs 10000 times of all. SDD-PC method is less computational
advantage in solving high-dimensional problems. The fourth, the effect of the shape of
the airfoil section on airfoil performance can be derived from the reliability optimization
in Fig. 4 by comparing the cross section with the original airfoil. Although the determin-
istically optimized airfoil uses less material than the original airfoil, it has a smoother
section shape and reduces the stress concentration.
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Fig. 4. Airfoil configuration comparison

Figure 4 is a comparison of the shapes of the original airfoil, the deterministically
optimized airfoil and the reliability-optimized airfoil.

Figure 5 A stress drawing of the original airfoil, the deterministically optimized
airfoil and the reliability-optimized airfoil.

Since the stresses are concentrated on the upper wing surface, Fig. 5 shows the upper
wing surface stress distribution. It can see that the stress is mainly concentrated on the
wing bending of the upper wing surface, where the wing is thicker and the deformation
resistance is strong, so that the stress is easy to concentrate. The leading edge and trailing
edge of the wing due to the existence of the beam, the stress is also more concentrated,
to cloud the stress is greater than the surrounding skin position, in line with the actual
situation.
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Fig. 5. Stress drawing of airfoil

5 Conclusion

In this paper, the sparse chaotic polynomial (SSD-PC) method is applied to the robust
optimization design for B-8306-b airfoil, and the reliability optimization of airfoil and
the trust computing about the optimization is carried out. Under the premise of ensur-
ing accuracy, the efficiency of optimization design is further improved compared with
Monte Carlo method and traditional PC method. In addition, compared with the tra-
ditional PC method, SSD-PC method can not only perform the uncertainty analysis
of correlated random input systems more accurately, but also significantly reduce the
amount of calculation and alleviate the dimension disaster.

The effectiveness and great application potential of the input dependent adaptive
SSD-PC method are verified by engineering simulations of this paper.
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Abstract. Being able to detect malware variants is an important problem due to
the rapid development and the security threats of newmalware variations.Machine
learning methods are currently one of the most popular malware variant detection
methods, however, most of these methods only use single type of features (e.g.
opcode) and shallow learning algorithms (e.g. SVM), which also makes these
methods have demonstrated poor detection accuracy and low detection speeds. In
this paper, we propose a method that combines multiple features of malware with
deep learningmethods to optimize the detectionofmalware variants. To implement
the proposed method, we use Deep Convolutional Neural Network (DCNN) and
Information Gain (IG) to extract effective features from the grayscale map and
disassembly file mapped from the malware, respectively. Then we construct a
fusion feature space by combining the different types of extracted features and
use it to train a Multilayer Perceptron (MLP) to obtain results. The experimental
results demonstrated that our method achieved good accuracy as compared with
other common malware detection methods.

Keywords: Malware variants · Deep convolutional neural network · Information
gain · Fusion feature space

1 Introduction

With the rapid development of information technology, malware has become one of the
main threats to network security. The 2019 safety report fromRisingCompany shows that
the number of malware infections reached 1.125 billion in 2018, an increase of 55.63%
over the sameperiod last year.Among then, the number ofmalware variants has increased
by 78% compared to last year’s total [1]. One of the main reasons for the exponential
growth of malware variants is that malware variants is that malware developers widely
use techniques such as obfuscation and encryption to circumvent antivirus detection [2],
which makes the original malware appear diversified and polymorphic. And this change
has posed severe challenges to the current malware variant detection technology.
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The rapid growth in the number of malware variants forced researchers to propose
detection methods that combine machine learning methods with static or dynamic fea-
tures of malware, such as malware detection methods based on KNN [3] or RF [4], etc.
And this type of method has become one of the common malware detection methods
due to its simple operation and high detection efficiency.

However, these methods also face challenges. First of all, most of these methods use
a single type of data feature (e.g. opcode) [5]. Since a single type of method will lose
some useful information, it may produce unreliable results in the detection. Secondly,
most of these methods use shallow learning algorithms (e.g. SVM) [6]. In the case of a
large number of data samples, their accuracy and speed will be severely limited.

In this context, the researchers proposed to combine the malware families with
static detection to improve the ability of malware variant detection. Research shows
that malware variants from the same family usually have similar logic or behavior [7],
so determine the similarity between malware by classifying malware families can help
determine whether the malware is a variant of a known family.

Based on the above research, we propose a detection method based on the combi-
nation of multiple features of malware and malware families. In the proposed method,
we use deep convolutional networks and information gain to extract high-dimensional
forward image features and useful opcode features from malware grayscale images and
malware assembly files mapped from the malware of different families, respectively.
Then we combine these two different features to construct a fusion space, and use it to
train a multilayer perceptron to get our detection model.

In this paper, we use the malware dataset released by Microsoft [8] as a sample
to experiment with the proposed method. In the experiment, we compare the proposed
methodwith the current commonmethods in the detection accuracy and time of different
types of malware to prove the performance of our method.

2 Related Work

In this section, we will introduce relevant research on current malware detection, includ-
ing detection based on feature analysis, detection based on visualization technology,
detection based on deep learning.

2.1 Malware Detection Based on Feature Analysis

Malware detection technologies based on feature analysis methods are mainly divided
into static analysis and dynamic analysis. Static analysis mainly uses static informa-
tion such as the text content of the malware code and the bytecode of the malware as
the features of detection and classification [9]. Compared with the traditional heuristic
detection method [10], this method has higher efficiency and lower false alarm rate.
But its disadvantage is that a single type of feature is easily affected by the obfusca-
tion technique and produces an unreliable detection results. Dynamic analysis method
mainly uses the behavior of the malware at runtime as a feature. For example, Kolosnjai
et al. [11] proposed that the detection method based on graph matching to analyze the
behavior of malicious samples is realized by using dynamic features such as system
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calls. However, when the execution environment does not comply with the rules, the
dynamic signature analysis method may ignore certain types of malware.

2.2 Malware Detection Based on Visualization Technology

In order to prevent the interference of obfuscation technology, the researchers proposed
to combine image processing technology with malware detection. Goodall et al. [12]
proposed a visualization method of malware behavior that aggregates the results of
malware behavior analysis by differentmalware tools into one environment. Thismethod
effectively optimizes the problem of low coverage of single detection tool. Nataraj et al.
[13] proposed a method of directly converting executable files into grayscale images,
then using GIST [14] to calculate image texture features and combining with machine
learning models for detection. But most of these methods face the problem of high time
cost when extracting complex image features, so their efficiency will be low in the case
of large-scale data samples.

2.3 Malware Detection Based on Deep Learning

In recent years, deep learning has achieved good performance in image understanding
and classification [15]. This type of method is characterized by the ability to automat-
ically extract effective high-dimensional features, so some researchers have proposed
applying deep learningmethods tomalware detection. Cui et al. [16] proposed an end-to-
end malware variant detection method that combines convolutional neural networks and
malware visualization technology, this method effectively improves the accuracy and
efficiency of malware variant detection. However, the model proposed by Cui is only a
relatively shallow convolution, so the extracted features are still shallow in nature.

3 Features and Models

This section presents our proposed malware variant detection method based on feature
fusion, which included: Gray image feature extraction based on deep convolutional
network (DCNN), Important opcode feature extraction based on information gain (IG),
Design of malware variant detection model based on feature fusion.

3.1 Gray Image Feature Extraction Based on DCNN

Malware visualization can effectively prevent obfuscation technology has already been
proven by Nataraj. To improve the ability of our malware variants method, we use the
malware grayscale image as one of the features we choose.

Figure 1 shows images of malware from different families. As we can see, malware
belonging to the same family usually has similar texture features, while variants of differ-
ent families have obvious differences. This becausemost of the newmalware are variants
of existing malware series, which have similar behavioral logic or the same behavioral
purpose. Therefore, we can use this visual similarity to detect malware variants.
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Fig. 1. Grayscale images from different families

Compared with the DBN and SAE, the advantage of DCNN is that it has a net-
work structure with shared receptive fields and weights, which makes convolution not
affected by complex features and data reconstruction during data feature extraction. In
our method, we combined DCNN to construct a network to extract high-dimensional
features from grayscale images based on the visual similarity of malware variants from
the same family. Figure 2 shows our 32-layer deep convolutional network based on the
VGG-16 framework.

Fig. 2. Deep convolutional network structure in our method

As we can see from Fig. 2, the convolutional layer and sub-sampling layer (pooling
layer) of each layer in the deep convolutional network will learn the malware image
features, and extract the high-dimensional positive features of the grayscale image after
learning. It can be seen that the convolutional layer and sub-sampling layer are the core
of the network, the convolutional layer can effectively enhance the characteristics of the
input signal and reduce noise, while the sub-sampling layer helps reduce the amount of
data processing and only retains useful feature information. And they will be introduced
separately below.
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Convolutional layer: Its function is to reduce the number of input parameters while
maintaining the input characteristics. The relationship between the input and output of
the convolutional layer is shown in formula (1):

X l
j = f (

∑
i∈MJ

X l−1
J ∗Kl

iJ+bLj ) (1)

In the above formula, f is the activation function in the model, Kl
iJ and bLj are

the deviations of the mapping between the convolution kernel and the feature vector,
respectively. As we can see, the output in the convolutional layer is the mapping of the
input after dimensionality reduction, and eachmapping belongs to the combination of the
convolution results from the upper layer input, so the use of convolution can effectively
avoid overfitting during training.

Sub-sampling layer: It also called the max pooling layer, its convolution kernel
generally uses the maximum pool or average value, and is not affected by the back
propagation of the network model. In our method, the relationship between the input
and output of the sub-sampling layer in the deep convolutional network is shown in
Eq. (2):

xlJ = f (down
(
X l−1
J

)
+blJ ) (2)

In the above formula, down represents the pooling function, and b is the deviation
value of the function. The sub-sampling layer acts to reduce the dimensionality of the
feature map, but has little effect on various deformations of the image. Therefore, adding
a sub-sampling layer to the model helps to improve the accuracy of the model while
avoiding overfitting.

3.2 Important Opcode Features Extraction Based on IG

Opcode is a visual representation of machine code, and it is the most frequent element
that appears in assembly view.Many related studies have proved that the detection based
on opcode has good results. In this paper, in order to solve the problem that the effective
information of the malware is lost due to the use of a single feature, we propose to merge
the important opcode features with the malware image texture features during detection.

We use the 3-gram of opcode as the feature, and select all the assembly instructions
in the sample for statistics as opcode features, and use the 3-gram method to represent
them. Then, in order to ensure that the optimal operation code sequence can be selected,
we use the information gain method to sort the operation code sequence after 3-gram
processing, and select the first few opcode sequences as features. The feature selection
based on information gain technology is shown in Fig. 3.

Information gain is a common method in feature selection, and the value of infor-
mation gain is closely related to the key characteristics of the feature. Equation (3) is
the formula for information gain, the H (x) in the formula represents the entropy and
p(x) represents the probability of feature x, their formulas are shown in formula (4) and
formula (5) respectively.

IG(Y |X ) = H (Y ) − H (Y |X ) (3)
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Fig. 3. Feature selection technology based on IG

H (X ) = −
∑n

i=1
p(xi)logbp(xi) (4)

H (Y |X ) =
∑

x
p(x)H (Y |X = x) (5)

The entropy in formula (3) and (4) can express the uncertainty of the sample, the
greater the entropy, the greater the uncertainty of the sample. Therefore, the difference
in entropy before and after the division can be used to evaluate the effectiveness of the
currently used features formalware classification. Aswe can see from the above formula,
H (Y |X ) represents the entropy after division, so the larger value ofH (Y )−H (Y |X ),the
better of the features.

3.3 Malware Detection Model Based on Feature Fusion

Combining the fusion features extracted by different methods described above, we
constructed a malware variant detection network as shown in Fig. 4.

Fig. 4. Feature selection technology based on IG

As we can see in the method, the disassembly file of the malware and the grayscale
image mapped from malware are used as training samples. To the disassembly file, we
express all the opcodes in the form of 3-gram, and then use IG to extract the combination
that has the greatest effect on themodel classification accuracy. To themalware grayscale
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image, we directly input it into the constructed DCNN for learning and then extract the
high-dimensional positive features of the malware. After that, we combine the obtained
features to generate a fusion feature space, and use the fusion feature space to train a
MLP to obtain the final classification of malicious samples.

4 Experimental Evaluation

4.1 Dataset and Experimental Settings

In this experiment, we selected the BIG2015 malware dataset released by Microsoft
as the experimental data. The dataset contains 10868 labeled training data and 10873
unlabeled test data. All samples are from nine different malware families for detection.
The grayscale images and opcodes used in this experiment come from byte files and
disassembly files in the data set.

In our detection model, the adjustment factor r of the DCNN network is set to 5,
the initial learning rate lr is set to 0.0005, the maximum number of iterations epoch is
1000, and the training strategy of degenerate learning rate is adopted, which reduces by
10 times every 20 iterations. The dataset in the experiment will be divided into three
sets of training, verification and testing. After the model is trained, it will first perform
verification optimization on the verification dataset before testing its performance on the
test dataset.

The experiment will use Logloss and Accuracy as indicators to evaluate the perfor-
mance of themodel, their mathematical definitions are shown in formula (6) and formula
(7) respectively.

Logloss = − 1

N

∑N

i=1

∑M

j=1
yiJ log(p

iJ
) (6)

Accuracy = TP + TN

TP + FP + TN + FN
(7)

propose a robust generative adversarial network based on the attention mechanism.
By adding the attention mechanism, the features of the original image can be extracted
deeply, thereby improving the quality of the image generated by the generator. At the
same time, the discriminator and generator are jointly trained in the case of adversarial
attack to obtain a more powerful discriminator, this method can effectively improve the
robustness of the classifier. And through experimental comparison, it is proved that the
attentionmechanism component we added has an optimization effect on Rob-GAN, both
in terms of the robustness of the discriminator and the quality of the generator.

4.2 Experimental Results

To prove the effectiveness of the proposed method in malware detection, different exper-
iments are designed in this section to verify it. Details as follows: (1) Important operation
code extraction experiment based on IG. (2) The performance comparison between our
feature fusionmodel and the single feature model used in our method. (3) Comparison of
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the average detection results of our method and mainstream malware detection methods
on different families of malware using the same feature.

Important Operation Code Extraction Experiment Cased on IG
In ourmethod, the selection of opcode as one of the features will have a certain impact on
the final detection result. Therefore, in this experiment, the IG method is used to select
important sequence combinations in the opcode based on the 3- gram, representation to
improve the accuracy of model detection. The experimental results are shown in Table 1.

Table 1. The top 10 opcode sequence of the IG value

3-gram, opcode sequences Information Gain

pop push mov 0.516 321 742

push add mov 0.475 326 852

add retn push 0.456 221 274

mov shl push 0.455 932 408

xor cmp mov 0.442 734 186

mov lea mov 0.428 521 746

call jmp xor 0.422 386 145

or and cmp 0.421 356 331

shr jmp add 0.413 198 325

or jmp mov 0.410 325 431

Aswe can see from the Table 1, we screened out important opcode sequences through
IG, and combined these opcode features with the high-dimensional features extracted
by DCNN for malware detection.

The Performance Comparison Between Our Feature Fusion Model and the Single
Feature Model Used in our Method
Based on the network parameters set in the above experiment and the optimal features
obtained, we compare the deep convolutional network that uses grayscale images for
classification and the ANN network that uses opcode filtered by IG for classification
with our fusion feature method. The experiments in this section will use two indicators
of accuracy and loss to measure the effectiveness of these methods on malware variants
detection. In addition, two indicators of training time and detection time on the test
dataset are used to compare their computational costs. The experimental results are
shown in Table 2.

As we can see from the Table 2, the detection accuracy of DCNN method and
ANN are 95.4% and 89.3% respectively, and the training time is 14036 1s and 1972 s.
In contrast, our feature fusion method sacrifices training time due to the increase in
computational cost, but our method has a detection accuracy of 3% and 9% higher than
the former when the detection time is not far from the former. It can be proved that
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Table 2. The performance comparison between our feature fusion model and the single feature
model used in our method

Method Accuracy (%) Loss Training Time cost (s) Detection Time cost
(s)

Our method 98.6 0.085 152631.0 28.0

Grayscale based on
CNN

95.6 0.115 140361.0 25.0

Opcode sequences
based on ANN

89.4 0.258 1972.0 18.0

our fusion feature method can effectively cover more information of malware, so it has
better performance in detection than the detection method based on single feature.

Comparison of Detection Performance Between Our Feature Fusion Method
and Other Mainstream Detection Methods Under the Same Feature
To further verify the effectiveness of our proposed feature fusion method, we compare
our methodwith other commonmalicious code detectionmodels under the same feature.
In the experiment, we adopt GIST method and IG method to collect texture features and
important operation codes respectively, and then combined with the current common
KNN [17], SVM [18], RF [19] and decision tree algorithms for detection.

Table 3. Performance comparison of different malware detection methods

Type KNN SVM RF Decision
tree

Our method

Ramnit 65.2 73.2 94.3 88.0 97.9

Lollipop 72.1 84.1 95.2 84.1 99.2

Kelihos_v3 74.7 93.6 97.5 95.6 98.4

Vundo 83.5 90.5 96.3 90.3 98.2

Simda 11.5 37.5 94.2 73.4 96.0

Tracur 38.3 50.0 92.8 65.3 97.3

Kelihos_v1 60.7 82.5 96.1 90.8 98.4

Obfuscator 69.8 85.8 96.7 93.7 98.5

Gatak 74.4 76.4 93.4 84.2 97.9

Table 3 shows the average detection results of our method and other malware detec-
tion methods on nine malware variants from different families in the dataset. As we can
see that compared with other malware detection methods based on machine learning,
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the DCNN used in our proposed method has a stronger ability to express the texture fea-
tures of the grayscale image of malware. Therefore, the detection accuracy of malware
variants is higher and the generalization ability is stronger.

5 Conclusion

This paper proposes a malware variant detection method based on feature fusion. In the
method, important opcodes and malware grayscale textures are selected as the features
for detection,which effectively solves the problemof single featuremethod.Andbecause
our method combines the DCNN in the deep learning method to process gray-scale
image data, our method has a stronger ability to express image texture features than
other methods. Therefore, our method performs better in different types of malware
variants.

Although the method proposed in this paper effectively improves the ability to detect
malware variants, it still needs to be optimized in terms of model calculation cost and
detection accuracy. In the next step, we will continue to study in these directions to
optimize the model.
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Abstract. Deep neural networks (DNNs) have been found to be easily mislead
by adversarial examples that add small perturbations to inputs to produce false
results. Different attack and defense strategies have been proposed to better study
the security of deep neural networks. But these works only focus on an aspect
such as attack or defense. In this work, we propose a robust GAN based on the
attention mechanism, which uses the deep latent features of the original image
as prior knowledge to generate adversarial examples, and it can jointly optimize
the generator and discriminator in the case of adversarial attacks. The generator
generates fake images based on the attention mechanism to deceive discriminator,
the adversarial attacker perturbs the real images to deceive discriminator, and the
discriminator wants to minimize the loss between fake images and adversarial
images. Through this training, we can not only improve the quality of adversarial
images generated by GAN, but also enhance the robustness of the discriminator
under strong adversarial attacks. Experimental results show that our classifier is
more robust than Rob-GAN [14], and the generator outperforms Rob-GAN on
CIFAR-10.

Keywords: Robust · GAN · Adversarial · Attention mechanism

1 Introduction

In recent years, deep neural networks have achieved great success in image recognition
[1], text processing [2], speech recognition [3] and other fields, even widely used in
critical security applications, such as malware detection [4], driverless technology [5],
aircraft collision avoidance detection [6], etc. These all rely on the security of deep neural
networks, which has become the focus of artificial intelligence security. At present,
studies have shown that the deep neural network is vulnerable to the disturbance of the
original samples with small perturbations [7]. These disturbances can make the system
produce wrong judgment results while cannot be perceived by human eyes. Such input
samples are called adversarial samples [8]. Adversarial examples can not only pose
potential threat by attacking deep neural networks, but also enhance the robustness of
models through training models [9]. Therefore, it is necessary to study the generation
of adversarial samples.
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Adversarial samples can be divided into two categories according to the attack target:
maliciously-chosen target class (targeted attack) or classes that are different from the
ground truth (non-targeted attack). At present, different methods have been proposed to
generate adversarial samples. These methods are mainly divided into three categories.
The first is gradient-based attack, such as the Fast Gradient Sign Method (FGSM) [8],
which uses the linear nature of the deep neural network model in the high-dimensional
space to quickly obtain the anti-perturbation, and adds disturbances in the gradient
direction of the input vector. However, there is a minimization problem in this way. The
second is optimization-based attack. Such as C&W attack [10], by limiting the distance
l0, l2, l∞ norms from the real image, the perturbation amplitude of the adversarial sample
is reduced. But this method is slow because it can only focus on one instance at a time.
The third is generative-network based attack. Such asNaturalGAN [11],which generates
adversarial examples of text and images by GAN and makes the generated adversarial
examples more natural. These methods are also used in black box attack. Although the
generation speed of these methods is fast, the disturbance is usually larger than the above
two types of methods, and it’s easy to be found.

Contrary to adversarial attacks, adversarial defenses are techniques that enable the
model to resist adversarial samples. Compared with attacks, defenses are more difficult.
Nevertheless, a large number of defense methods are still proposed, mainly in two
aspects: the passive defenses, including input reconstruction, confrontation detection,
and the active defenses, including defense distillation [12] and adversarial training [13].

However, the researches in these networks only focus on one aspect of attack or
defense, and do not consider improving attack and defense simultaneously within a
framework.

Our contribution in this work is:
A robust generative adversarial network based on the attention mechanism (Atten-

Rob-GAN) is proposed. By introducing the attention mechanism to extract the original
image features and use them as the input of generator G, the network can learn the
relationship between the deep features of the image. Fake images generated by G are
inputted into the discriminatorD,while the adversarial images obtained from the attacker
interference with the original images are also inputted into D. The adversarial training
and GAN training are coordinated to obtain a powerful classifier, while improving the
training speed of GAN and the quality of the generated images.

2 Materials and Methods

In this section, we will first introduce the definition of the problem, then briefly describe
the framework of the Atten-Rob-GAN algorithm, and the method used to generate
attacked images, finally explain the network in detail, concluding the formula and training
details used in our framework.

2.1 Problem Definition

x ∈ Rn is the original sample feature space, and n is the feature dimension. (xi, yi)
is the i-th instance in the training set, which is composed of a feature vector xi ∈ X
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generated from an unknown distribution xi ∼ Preal and the corresponding ground truth
label yi ∈ Y . Let xfake ∈ Rn be the feature space of false sample, and n is the feature
dimension. (xfakei, li) is the i-th sample pair in the false sample data set, xfakei obeys
an unknown distribution Pfake, and li is the corresponding prediction label. xadv is the
original image preprocessed by the PGD attack. The discriminator encourages xfake to
approximate xadv within the perturbation range, so that Pfake is close to Preal .

2.2 The Atten-Rob-GAN Framework

Figure 1 shows the overall framework of Atten-Rob-GAN, which mainly includes three
parts: feature extractor F , generator network G, and discriminator D. The output F(x)
of the feature extractor F which input is the real image and the noise vector z are
concatenated vectors to form F(x)*. The generator G receives F(x)* to generates the
fake image xfake. The discriminator D receives the image xadv and the generator output
xfake, and distinguishes them, predict the category when the judgment is true.

Fig. 1. The network architecture

The Loss Function
This work uses the same loss function as in Rob-GAN [14], the discriminator judges the
source and category of the image, P(S|X ),P(C|X ) = D(X ). The only difference is that
the generator G adds the deep features of the original image for feature fusion as input,
Xfake = G((c, z) + F(Xreal)). The loss function has two parts:

Discriminator Loss:

Ls = E
[
logP(S = real|Xreal)

] + E[logP(S = fake|Xfake)] (1)

Classification Loss:

Lcreal = E[logP(C = c|Xreal)] (2)

Lcfake = E[logP(C = c|Xfake)] (3)

Train the discriminator D to maximize Ls + Lcreal , and train the generator G to
minimize Ls − Lcfake .
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2.3 The Method of Generating Adversarial Examples Datasets

Projected Gradient Descent (PGD)
Madry et al. proposed an attack used in adversarial training called “Projected Gradient
Descent” (PGD) [15] in 2017. Here, the PGD attack refers to initializing a search for an
adversarial instance at a random point within the allowed norm sphere, and then running
several basic iterative methods [16] to find adversarial examples. Given an example x,
whose ground truth label is y, the PGD attack calculates the adversarial disturbance δ

by using the projection gradient descent to solve the following optimization:

δ := argmax
||δ||≤δmax

l(f (x + δ;w), y) (4)

Where f (.;w) is the network parameterized by the weight w, l(., .) is the loss func-
tion, and we choose ||.|| as the l∞ norm. The PGD attack is the strongest attack in
first-order gradient attack. Using this attack to conduct adversarial training will make
the defense more successful.

2.4 Implementation

Network Architecture
Next, we briefly introduce the network structure of Atten-Rob-GAN. For a fair compar-
ison, we copied all the network architectures of the generator and discriminator from
Rob-GAN. Other important factors, such as learning rate, optimization algorithm, and
the number of discriminator updates in each cycle also remain unchanged. The only
modification is that we added an attention mechanism to the input of the generator, the
feature extractor (see Fig. 3).

Generator
The specific network structure of the generator is shown in Table 1:

Table 1. The specific structure of Atten-Rob-GAN generator

Layers Types Input channel
number

Output channel
number

Activation
function

Up-sample

1 Linear 128 64 × 16

2 Block1 64 × 16 64 × 8 ReLU True

3 Block2 64 × 8 64 × 4 ReLU True

4 Block3 64 × 4 64 × 2 ReLU True

5 Block4 64 × 2 64 × 1 ReLU False

6 BatchNorm2d 64 64 ReLU

7 Conv2d (3 * 3) 64 3 tanh

The first layer of the generator is a fully connected layer that the input is 128 noise,
and the output is a 42 × 64 × 16 image, where 42 is the size of the feature map, and 64
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× 16 is the number of channels. Then there are 4 residual blocks, a batch regularization,
and the last layer is a convolutional layer with the size of a 3 * 3 convolution kernel.

Discriminator
The specific network structure of the discriminator is shown in Table 2:

Table 2. The specific structure of Atten-Rob-GAN discriminator

Layers Types Input channel
number

Output channel
number

Activation
function

Down-sample

1 Optimized
block

3 64 × 2 True

2 Block2 64 × 2 64 × 2 ReLU True

3 Block3 64 × 2 64 × 2 ReLU False

4 Block4 64 × 2 64 × 2 ReLU False

5 Activation 64 × 2 64 × 2 ReLU

6 Linear 64 × 2 1 (sources) 10
(classes)

The first layer of the discriminator is the optimized residual block, its detailed infor-
mation is shown in Fig. 2. Then there are 3 residual blocks, an activation layer, a fully
connected layer. The last fully connected layer has two types, in one case, the number of
output channels is 1 when judging true or false image, and the other is that the number
of output channels is the number of categories when judging the image category.

Fig. 2. Optimized block
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Feature Extractor Based on Attention Mechanism
Here, we first extract the image features by reducing the dimension of the original image
through a network structure completely symmetrical to the generator network, then
introduce the attention mechanism (SE module [17]) to extract the spatial relationship
in the image’s shallow features and channel feature relationship to form deep features,
so that the image can learn the weight coefficients of different channel features, thus
the model can make more discerning about the characteristics of each channel. Figure 3
shows the detailed process of feature extractor F.

Fig. 3. Feature extraction (SE [17])

Training Details
We conduct experiments on the MNIST [18] and CIFAR-10 [19], where we use the
training set to train Rob-GAN and Atten-Rob-GAN respectively, and evaluate the test
set. After the model training is completed, the test set is input to the discriminator for
testing, and the accuracy of the model is used as the measurement standard. The Adam
optimizer with a learning rate of 0.0002 and β1 = 0, β2 = 0.9 is used to optimize the
generator and discriminator. We sample the noise vector from the normal distribution
and use label smoothing to stabilize the training.

Implementation Details
In our experiment, we use Pytorch for implementation and run on NVIDIA GeForce
RTX 2080 Ti * 2. We train Atten-Rob-GAN to be 200 eopchs, batch size is 64, learning
rate is 0.0002, attenuation by 50% every 50 steps, and PGD attack intensity is assumed
to be 0.0625.

3 Results and Discussion

3.1 Robustness of Discriminator

In this experiment, we compared the robustness of the discriminator trained by Atten-
Rob-GAN with Rob-GAN. As shown in [14], the robustness of Rob-GAN under adver-
sarial attacks even surpasses the state-of-the-art adversarial training algorithm [15]. In
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the comparison of [20], adversarial trainingwas considered to be the latest level of robust-
ness. Since Rob-GAN is equivalent to Atten-Rob-GANwithout an attention mechanism
component to extract feature, for fair comparison,wekeep all other components the same.
In order to test the robustness of the model, we choose the widely used l∞ PGD attack
[15], but using other gradient-based attacks is also expected to produce the same results.
As defined in (8), we set l∞ disturbance as δmax ∈ np.range(0, 0.01, 0.02, 0.03, 0.04).
In addition, we scale the image to [−1, 1] instead of [0, 1], because the last layer of the
generator has tanh() output, so we need to modify it accordingly. We display the results
in Table 3, all results are the average results after 5 runs.

Table 3. Accuracy of our model under l∞ PGD-attack.

Datasets Defenses δmax of l∞ attack

0 0.01 0.02 0.03 0.04

CIFAR 10 Rob-GAN [14] 78.99% 69.54% 58.47% 50.78% 35.51%

Ours 88.37% 79.49% 66.94% 51.53% 36.35%

MNIST Rob-GAN [14] 52.43% 50.59% 49.37% 47.35% 45.05%

Ours 61.31% 57.32% 53.92% 49.20% 44.91%

We can observe from Table 3 that our model has a higher classification success rate
than Rob-GAN without attack, which proves that our classifier is more accurate after
training. At the same time, under the attack intensity of [0, 0.04], our accuracy is higher
than Rob-GAN’s classifier on CIFAR-10, which proves that our model can obtain amore
robust classifier. In the case of an attack intensity of 0.04 onMNIST, our result is slightly
lower than that of Rob-GAN. The reason may be that the number of experiments is too
few, and the calculated mean result is not universal.

3.2 Quality of Generator

Finally, we evaluate the quality of the generator trained on the CIFAR-10 dataset by
comparing it with the generator obtained by Rob-GAN. Figure 4 shows the adversarial
images generated on the two models. We can clearly observe that the image quality
generated by Atten-Rob-GAN is significantly better than Rob-GAN, and even brighter
than the original image.



Robust GAN Based on Attention Mechanism 85

Fig. 4. Different generated images.

4 Conclusion

We propose a robust generative adversarial network based on the attention mechanism.
By adding the attention mechanism, the features of the original image can be extracted
deeply, thereby improving the quality of the image generated by the generator. At the
same time, the discriminator and generator are jointly trained in the case of adversarial
attack to obtain a more powerful discriminator, this method can effectively improve the
robustness of the classifier. And through experimental comparison, it is proved that the
attentionmechanism component we added has an optimization effect on Rob-GAN, both
in terms of the robustness of the discriminator and the quality of the generator.
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Abstract. Federated learning is a new machine learning paradigm for
distributed data. It enables multi-party cooperation to train global mod-
els without sharing their private data. In the classic federated learning
protocol, the model parameters are the interaction information between
the client and the server. The client can update the local model accord-
ing to the global model parameters, and the server can aggregate the
updated model parameters of each client to obtain a new aggregation
model. However, in the actual federated learning scenario, there are still
privacy problems caused by model stealing attack in collaborative learn-
ing using model parameters as interactive information. Therefore, we use
knowledge distillation technology to avoid the model stealing attack in
federated learning, and on this basis, we propose a novel aggregation
scheme, which can make the output distribution of each customer refine
the aggregation results through model training. Experiments show that
the scheme can achieve normal convergence while ensuring privacy secu-
rity, and reduce the number of interactions between client and server,
thus reducing the resource consumption of each client participating in
federated learning.

Keywords: Collaborative learning · Knowledge distillation ·
Heterogeneous · Communication

1 Introduction

Federated learning [1–3] is a collaborative machine learning algorithm for Non-
IID data [4,5], which enables multiple parties to collaboratively train a shared
global model without sharing data. At the beginning of each round of training,
the central server will transmit the current global model to all parties, and all
parties will train the model on local data. Then the server will collect model
update information from all parties and update the central global model.

The main purpose of participating in federated learning is to obtain better
models without sharing local data. The prototypical federated learning archi-
tecture [2,6] uses model parameters as the interactive information between the
clients and the server, and then the server performs weighted average aggrega-
tion to update the global model. However, there are three problems with the
model parameters as the interactive information:
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1. When model parameters are used as interactive information, malicious clients
may steal model parameters from victims, which may lead to privacy leakage.

2. The model structure trained by each client must be the same to be aggregated.
However, in real scenarios, the agents participating in federated learning may
have different training model structures due to different requirements [7,8].

3. When there are many users participating in federated training, the required
communication will increase sharply, because each user has many model
parameters, which will affect the efficiency of federated aggregation.

In response to the above problems, existing related articles [9–11] propose to
use the output of the model as interactive information. However, articles [9,10]
both directly aggregate the logit value by weighted average, while the article [11]
designs an robust mean estimation algorithm to achieve aggregation, but none of
these methods of aggregation explains whether the final aggregation result is the
optimal result. Inspired by these solutions, this paper proposes to use knowledge
distillation technology [12–14] and let the logit value output by the client aggre-
gate by itself, that is, train the model on the server to aggregate the updated
value uploaded by each client. Experiments have proved that this aggregation
method can also achieve high convergence accuracy. At the same time, the num-
ber of interactions with the client is greatly reduced for its convergence, which
will significantly reduce the amount of communication in the federated learning
scenario. And it can explain from the perspective of knowledge distillation that
each client participating in the training can obtain better results.

Figure 1 gives a high-level overview of this scheme. The model of each client
is different. What is uploaded is the prediction distribution of the public data
set. A model is trained on the server to aggregate the prediction distribution
uploaded by the client. The generated model then predicts the public data set,
and the prediction results broadcast to each client updates its local model, and
so on, until the average accuracy of each client model converges, and then stops
federated learning.

The main contributions of this work are summarized as follows:

– We design a collaborative learning approach with training for aggregation to
achieve federated learning with heterogeneous model architectures.

– We further verify federated learning aggregation by training (FLAT) can
improve the computation efficiency and reduce communication overhead.

Organization. The remainder of this paper is organized as follows. In Sect. 2,
we present our detailed designs of mutual federated learning framework. The
system evaluation and experimental results are presented in Sect. 3. Section 4
concludes this paper.
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Fig. 1. The illustration of FLAT framework.

2 The Detail for Federated Learning Aggregation
by Training

In this section we will introduce the details of our proposal. Algorithm1 describes
the process (called FLAT). We learn from the idea of knowledge distillation
[12,15] and use the output of the model as the interactive information between
the client and the server to achieve federated learning.

Each client initializes its own model parameter θ0k(k ∈ {1, 2, ...n}), and the
models are heterogeneous between clients, that is, they have different model
structures and sizes. User k has a dataset Dk containing Nk samples Xk =
{xki}Nk

i=1, of the M class, with the corresponding label set of Yk = {yki}Nk
i=1, yki ∈

{1, 2, ...,M}, at the same time, each client has a dataset D containing N samples
X = {xi}Ni=1, of the M class, with the corresponding label set of Y = {yi}Ni=1, yi ∈
{1, 2, ...,M}. In the first round, each client updates the model parameters based
on the local datasets Dk and D, and obtains θ1k = θ0k − �L(Dk

⋃
D; θ0k), where

L(Dk

⋃
D; θ0k) is about θ0k loss function on the dataset Dk

⋃
D, and α is the

learning rate. Each party then predicts dataset D based on locally updated
parameters and uploads the prediction Y 1

k = f(θ1k,X) to the server, f(θ1k,X)
represents the probability distribution of input X passing through the model with
parameters θ1k. The server aggregates by training a model (model parameter is
θ0) and gets a new predictive distribution Ỹ 1 of public dataset D. Each client
obtains Ỹ 1 through the server broadcast, and updates themself model through
the dataset Dk

⋃
D

⋃
(X, Ỹ 1).

3 Experiment Evaluation

The framework FLAT is evaluated based on popular image datasets: MNIST
[16], that is a widely used in the FL [17,18]. In the MNIST training dataset
with 60,000 samples, and in the MNIST testing dataset with 10,000 samples.
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Algorithm 1. Federated Learning Aggregation by Training(FLAT)
Input:

Dk : private dataset for each client k ,(k ∈ {1, 2, ..., n})
D : public dataset for all clients and server
α : the learning rate of training

Output:
θt
k : model parameters for each client k ,(k ∈ {1, 2, ..., n})

1: Initialize :
each client initialize θ0

k by themself
server initialize θ0 by all clients

2: t = 0
3: repeat
4: Client:

D = D
5: for each client k ∈ {1, 2, ..., n} do
6: if t == 0 then
7: ˜Dk = Dk

⋃

D

8: θt+1
k = θt

k - α � L( ˜Dk; θt
k)

9: else
10: θt+1

k = θt
k - α � L( ˜Dk; θ

t
k)

11: end if
12: Y t

k = f(θt+1
k , X)

13: send Y t
k to server

14: server get dataset D = D
⋃

(X, Y t
k)

15: end for

16: Server:
17: get dataset D
18: θt+1 = θt - α � L(D; θt)

19: ˜Y t+1 = f(θt+1, X)

20: send ˜Y t+1 to each client
21: client k get dataset ˜Dk = Dk

⋃

D
⋃

(X, ˜Y t+1)(k ∈ {1, 2, ..., n})
22: until t>100

First, we verify FLAT algrithm in same neural network with two hidden layers.
After determining the optimal hyperparameter, we then verify FLAT algrithm
in different neural network, which is taken from the tensorflow tutorial [19].

We tested the test accuracy of 3 clients and 20 clients with tagged public
data, and their models are the same. As shown in Fig. 2(a), the results were
consistent with the original federated learning effect, and the increase in the
number of clients would improve the performance of federated learning. In order
to verify the effectiveness of our scheme, we compared the results of federated
distillation (FD) with 20 clients. In the training process of federated distillation,
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Fig. 2. The variation trend of Average Accuracy. On the left is the FLAT scheme
using tagged public data to compare 3 clients and 20 clients. On the right, 20 clients
are trained with labeled public data to compare the FLAT scheme and the FD scheme.

Fig. 3. Convergence behavior about the FLAT scheme and the FD scheme using unla-
beled public data to train 3 and 20 clients.

the probability distribution uploaded by each client was weighted averaged, as
shown in Fig. 2(b), and we found that we could also achieve the optimal accuracy.
And we tested the test accuracy of 3 clients and 20 clients with untagged public
data. Each client with 2,000 private data and 10,000 untagged public data, server
just with 10,000 untagged public data. We can see Fig. 3, public data with or
without tags will have the same effect.
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At the same time, we found that when our scheme achieves the optimal
accuracy, the number of rounds required for interaction between the client and
the server is much less than that of the federated distillation solution. Table 1
lists the specific differences. It can be seen that when the number of clients is 3
and the public data has tags, our solution only needs 62 rounds of interaction to
achieve the best test accuracy of 95.19%, while the federated distillation scheme
requires 188 rounds of interaction to achieve the best test accuracy of 95.29%.
That is to say, at this time, within the range of less accuracy loss, the number of
interactions required by our solution is 1/3 of the FD solution, which can greatly
reduce the resource consumption of the client participating in federated learning.
We also compared the unlabeled cases of the public data sets. The experimental
results show that the number of interactions required by our solution is 1/2 of
the FD solution when the public data set is not labeled, although the accuracy
is more lost when 20 clients participate in federated learning, but the accuracy
loss is within an acceptable range.

Table 1. The number of interactions between clients and server when the model reaches
the Top-1 accuracy (%) on the mnist dataset. FD - FLAT measures the difference in
the number of interactions and accuracy between the FD and FLAT.

With Lable Without Lable
Number of clients

FLAT FD FD - FLAT FLAT FD FD - FLAT

3 62(95.19) 188(95.29) 126(0.01) 83(93.88) 170(93.89) 87(0.01)

20 150(95.32) 176(95.38) 26(0.06) 83(94.23) 169(94.72) 86(0.49)

Fig. 4. Use different models to train 3 and 20 clients to compare the convergence
behavior of the FLAT scheme with labeled public data and unlabeled public data.
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Then we test on different models, so that the number of layers in the model is
different (maybe 2–3 layers), and the number of neurons in each layer is different
(there may be 32, 64, 128, 256, 512, 1024). After that we use the labeled public
data set and the unlabeled public data set to train 20 clients for testing. We
found that changing the model structure can still converge normally. As shown
in Fig. 4, when the model becomes larger, the accuracy of the model obtained
by convergence is also higher.

4 Conclusion

In this paper, we have proposed a novel while effective federated learning frame-
work, targeting to achieve that the user model can be heterogeneous and the
privacy of user can be protected, while reducing the user’s resource consumption
during the federated learning process. Here we learned from the knowledge dis-
tillation method of interacting information with model output as knowledge, and
further improved the existing federated learning aggregation scheme. Through
experiments, we found that FLAT can realize good convergence while greatly
reducing the resource consumption of the client.
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Abstract. In recent years, digital watermarking technology has been
widely used to solve the protection of privacy issues in medical images.
However, the existing algorithms are failed to solve the protection prob-
lems against geometric attacks. To solve this problem, a robust digital
watermarking algorithm for medical images based on PHTs-DCT is pro-
posed in this paper. For embedding watermark, DCT is applied to reduce
the redundant data of the image, then the coefficients are calculated via
PHTs and the DCT to construct a binary feature sequence. Moreover,
the watermark information is encrypted by Logistic mapping, and the
zero watermark is constructed and stored in a third party medical image
protection database. Extensive experiments have shown that the pro-
posed algorithm has good robustness to geometric attacks and common
attacks, especially anti-translation, rotation, and compression attacks.

Keywords: Medical image · Zero-watermarking · PHTs-DCT ·
Logistic map · Feature extraction

1 Introduction

With the development of medical technology, medical images are playing an
increasingly important role in the process of medical diagnosis of patients. The
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medical image not only contains the basic personal information of the patient but
also contains private information that reflects the patient’s health status. When
medical images are transmitted and stored on the network, patients’ private
information may be leaked or maliciously attacked [5,8]. Therefore, the data
integrity and copyright protection of medical images in the transmission and
processing process are very important. Using digital watermarking technology
can effectively solve this problem [14,15].

Digital watermarking technology has the characteristics of concealment, hid-
den position security, and robustness. According to the watermark detection
process, digital watermarks can be divided into plain text watermarks and blind
watermarks. Plain text watermarks require original data during the detection
process, while blind watermark detection only can be done with a key and does
not modify the original image. To ensure the security and integrity of watermarks
and medical images, we use blind watermarking technology, so that medical
images have better security and ensure visual quality. In recent years, water-
marking algorithms have developed rapidly in medical images. Discrete Cosine
Transformation (DCT) [2,10,12], SIFT feature points [9,16], Zernike moments
(ZMs) [6,7] and pseudo-Zernike (PZMs) [17] are commonly used feature extrac-
tion algorithms. Lin [4] proposed a text image zero watermarking algorithm
based on wavelet transform and signal energy. The text file is converted into the
corresponding binary image, and then the binary image is subjected to triple
wavelet transform, and combined with the relationship of signal energy to con-
struct a zero watermark. So that the watermark algorithm has a better solution
to the problems of embedding capacity and invisibility. Zhao et al. [19] pro-
posed a mapping-based zero watermarking scheme for 2D vector graphics. The
watermark is not embedded in the original vector graphics but is constructed
or extracted by mapping the two most important characters (length ratio and
angle) to a point image that can also be saved in vector format. This method
is robust enough to geometric transformation, shearing and adding attacks, and
has high accuracy and computational efficiency. However, these methods still
have some major following problems:

(1) The adopted watermark embedding strategy is too simple to effectively resist
some common signal processing operations.

(2) The algorithm has high computational complexity and numerically unstable.

In response to the above problems, Kang et al. [1] proposed a robust and invis-
ible blind image watermarking scheme based on discrete cosine transform and
singular value decomposition. Combining the DCT with DWT, the best embed-
ding strength of a specific overlay image is obtained through estimation based
on the least-squares curve fitting. The polar coordinate harmonic transforms
(PHTs) proposed by YAP et al. [18] include polar complex exponential transform
(PCET), polar cosine transform (PCT), and polar sine transform (PST) which
helps to generate a set of features for images which are invariant to rotation. Com-
pared with other orthogonal moments, they have lower noise sensitivity and lower
computational complexity, and the numerical value of the polar coordinate har-
monic transformation is stable, which can accurately obtain high-order moments.
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Li et al. [3] evaluated the invariance performance and image representation ability
of Zernike moments (ZMs), pseudo-Zernike (PZMs), and polar harmonic trans-
formation (PHTs) algorithms. The results show that the performance of PHTs
is better than that of ZMs and PZM. Singh et al. [11] proposed a method to
quickly calculate PHTs by establishing the recurrence relationship between the
radial and angular parts of the transform kernel function. They use of 8-way sym-
metric/antisymmetric features improved the speed of the algorithm.

On the basis of PHTs performance, we proposed a robust digital watermark-
ing algorithm for medical images based on PHTs-DCT. Our algorithm takes the
advantage of PHTs in creating distinguishability with good balance and DCT’s
ability to resist conventional attacks, traversal, and robust features such as fea-
ture extraction of medical images. Encrypt the watermark via logistic mapping,
associate the feature vector with the encrypted binary watermark to obtain a
binary logical sequence, and store the binary. Then, the feature vector of the
medical image to be tested is extracted by PHTs-DCT transformation, and the
watermark is extracted by correlating it with the binary sequence stored in the
third party. This algorithm combines the feature vector of medical image, cryp-
tography, hash function and zero-watermark technology to solve the shortcoming
of the traditional digital watermarking method that cannot protect the medical
image itself.

The main contribution of the present research is:

(1) Using blind watermark technology, the watermark can be embedded and
extracted without changing the visual quality of the original medical image.

(2) By combining the feature vector of medical image, cryptography, hash func-
tion and zero-watermarking technology, it better solved the shortcoming
of the traditional digital watermarking method cannot protect the medical
image itself.

(3) It solved the problem of poor robustness of ordinary algorithms and has good
performance in resisting geometric attacks such as translation, rotation, and
compression.

2 The Fundamental Theory

2.1 Polar Harmonic Transforms (PHTs)

Polar harmonic transforms is a kind of orthogonal invariant moment [13], which
is defined on the unit circle by projecting the image to the orthogonal kernel
function, as shown in Fig. 1. According to the form of the kernel function, polar
harmonic transforms can be divided into polar complex exponential transforms
(PCET), polar cosine transforms (PCT) and polar sine transforms (PST). The
formula for PHTs with order n and the number of repetitions m is as follows:

Anm = λ

∫ 2π

0

∫ 1

0

f(r, θ)V ∗
nm(r, θ)rdrdθ (1)
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Fig. 1. Mapping of the square image into a unit disk

Among them, n,m = 0,±1,±2, . . .. The kernel function V ∗
nm(r, θ) is the

complex conjugate of function Vnm(r, θ). The definition of formula Vnm(r, θ) is
as follows:

Vnm(r, θ) = Rn(r)ejmθ (2)

The radial part of the kernel function and the parameter λ is expressed as:

PCET : Rn(r) = ej2πnr2
, λ =

1
π

(3)

PCT and PST : Rn(r) =
{

cos
(
πnr2

)
, PCT

sin
(
πnr2

)
, PST

(4)

λ =
{

1
π , n = 0
2
π , n �= 0 (5)

The radial part of the kernel function satisfies the orthogonal condition:
∫ 1

0

Rn(r) [Rn, (r)]∗ rdr =
1
2
δnn′ (6)

Where, if n = n′ then δnn′ = 1, otherwise δnn′ = 0.
Besides, the complete kernel function Vnm(r, θ) satisfies the orthogonal con-

dition: ∫ 2π

0

∫ 1

0

Vnm(r, θ) [Vnm(r, θ)]∗ rdrdθ = πδnn′δmm′ (7)
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2.2 Logistic Map

Logistic mapping is derived from a demographic dynamics system and is a kind of
chaotic mapping that has been studied extensively. Its mathematical expression
is as follows:

Xk+1 = μxk (1 − xk) (8)

It can be seen from the formula that this system equation is a nonlinear
iterative equation. Among them, 0 ≤ μ ≤ 4, μ is the control parameter, xk ∈
(0, 1) is the system variable, and k is the number of iterations. When 3.569945 ≤
μ ≤ 4, the system enters a chaotic state. The closer μ is to 4, the stronger the
chaos.

3 The Proposed Algorithm

3.1 Feature Extraction

At present, most medical image watermarking algorithms embed digital water-
marks in pixels or transform coefficients. A slight geometric transformation will
cause the pixel values or transform coefficient values to change, which leads to poor
resistance to geometric attacks. If the visual feature vector reflecting the geomet-
ric characteristics of the image can be found, the watermark image can be verified
by comparing the visual feature vector. To find this feature vector, we randomly
select a normal human brain image (512 pixels × 512 pixels) for PHTs-DCT trans-
formation, and perform different attacks on the human brain medical image, as
shown in Fig. 2. According to the human visual characteristics (HVS), low and
intermediate frequency signals have a greater impact on human vision and repre-
sent the main characteristics of medical images. Therefore, we select a 4*8 matrix
in the low-frequency coefficient part of the transformed matrix and use the hash
function to obtain a stable binary sequence, which is the eigenvector.

In the experiment, we randomly selected a large number of medical images
for testing. Figure 3 shows some selected medical images. We calculated the
normalized correlation coefficients between images, as shown in Table 1. It can
be seen from the table that the correlation coefficients between different images
are small, and the NC value with itself is 1.00.
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Fig. 2. Different attacks on the brain: (a) Original image; (b) Gaussian noise (5%); (c)
JPEGcompression (5%); (d) Median filter [5 × 5] (10times); (e) Rotation (clockwise,
10◦); (f) Scaling (×0.8); (g) Translation (25%, right); (h) Translation (30%, down); (i)
Cropping (12%, X direction)

Table 1. Values of the correlation coefficients between different images (32 bits)

Image (a) (b) (c) (d) (e) (f) (g) (h)

(a) 1.00 −0.06 −0.06 −0.10 −0.03 0.31 −0.09 −0.06

(b) −0.06 1.00 −0.10 0.09 −0.06 0.06 0.39 0.26

(c) −0.06 −0.10 1.00 0.09 0.56 0.06 0.12 −0.10

(d) −0.10 0.09 0.09 1.00 −0.10 0.39 0.33 0.35

(e) −0.03 −0.06 0.56 −0.10 1.00 −0.10 −0.09 −0.06

(f) 0.31 0.06 0.06 0.39 −0.10 1.00 −0.09 0.06

(g) −0.09 0.39 0.12 0.33 −0.09 −0.09 1.00 0.12

(h) −0.06 0.26 −0.10 0.35 −0.06 0.06 0.12 1.00
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Fig. 3. The original medical images: (a) Brain, (b) Lung, (c) Abdomen, (d) Leg, (e)
Neck, (f) Lumbar spine, (g) Sacroiliac, (h) Maxilla

3.2 Watermarks Encryption

The watermark encryption process is shown in Fig. 4. A chaotic sequence X(j)
is generated from the initial value x0. The chaotic sequence is converted into a
binary sequence using a hash function, and the position space of the watermark
pixel is XOR scrambled according to the sequence of the binary sequence. Finally,
the chaotic scrambled watermark BW (i, j) is obtained. In this experiment, the
initial value of the chaos coefficient is 0.2, the growth parameter is 4, and the
number of iterations is 1023.

Fig. 4. Watermark encryption process
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3.3 Watermark Embedding

The watermark embedding flowchart is shown in Fig. 5, which is mainly divided
into the following steps:

Step 1. Use DCT transform to reduce the data redundancy of the original
medical image and improve the computational efficiency.
Step 2. Applied PHTs-DCT transform to extract the image feature sequence.
Step 3. Select the 4*8 matrix at the low frequency.
Step 4. Obtain a binary feature sequence through the perceptual hash.
Step 5. Encrypt watermark by chaotic sequence.
Step 6. XOR the binary sequence with the encrypted watermark to obtain
the logical key.

Fig. 5. Watermark embedding process

3.4 Watermarking Extraction

The watermark extraction flow is shown in Fig. 6, the main steps are as follows:

Step 1. Use DCT transform to reduce the data of the attacked medical image,
and then carry out PHTs-DCT transform.
Step 2. Obtain the binary feature sequence with the same method as the
watermark embedding.
Step 3. XOR the binary feature sequence and the logical key to get the
extracted watermark.
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Fig. 6. Watermark extraction process

3.5 Watermarks Restoration

The watermark decryption flow chart is shown in Fig. 7. The binary feature
sequence is obtained using the same method as the watermark encryption, and
the chaotically scrambled watermark BW′(i, j) location space is XORed and
restored according to the binary sequence. The watermark W′(i, j) is calculated.
By calculating the correlation coefficient NC of the original watermark BW (i, j)
and the restored watermark W′(i, j) to determine the ownership of the medical
image and the embedded watermark information.

Fig. 7. Watermark decryption process

4 Experiments and Results

4.1 Settings

In the experiment, we choose MATLAB 2018b as the simulation platform, using
512 pixels × 512 pixels medical image as the test image, and the original water-
mark size is 32 pixels × 32 pixels. The PHTs algorithm takes the exact coefficient
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Fig. 8. (a) Original medical image; (b) Original watermark image; (c) Chaotic scram-
bled watermark image; (d) Rotation (clockwise, 12◦); (e) Extracted watermark

n = m = 10 to construct a zero-watermark image. Taking Fig. 2(a) as an exam-
ple, select HN as the text watermark image and perform a rotation attack on
the original medical image (rotate 12◦ clockwise), and the extracted watermark
result is shown in Fig. 8. Now with NC = 0.74, the watermark can be extracted
accurately.

The peak signal-to-noise ratio (PSNR) is generally used for validation
between the maximum signal and the background noise and is usually used
as an objective evaluation standard for medical image quality. We set the pixel
value of each point of the image as I(i, j), and represent the digital image with
a square matrix, that is, M = N , and the formula is:

PSNR = 10 lg

[
MN maxi,j(I(i, j))2∑
i

∑
j (I(i, j) − I ′(i, j))2

]
(9)

Use the Normalized Correlation Coefficient (NC) to compare the similarity
between the embedded original watermark and the extracted watermark. The
mathematical expression is as follows:

NC =

∑
i

∑
j W(i,j)W(i,j)∑

i

∑
j W 2

(i,j)

(10)

W (i, j) and W′(i, j) respectively represent the feature vectors of the original
watermark image and the watermark image to be tested, and the length is 32
bit.

4.2 Attacks Results

We use Gaussian noise, JPEG compression, median filtering and other geometric
attacks (such as rotation, translation) to process the encrypted medical image.
Table 2 shows the PSNR and NC values of the watermark extracted under dif-
ferent types of attacks. It can be seen from the Table 2 that in all attacks at
different strengths, the NC values of the extracted watermarks are all greater
than 0.5, indicating that the method proposed in this paper has a better ability
to resist various common and geometric attacks.
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Table 2. Different attacks based on NC and PSNR values using the PHTs-DCT

Attack Parameter PSNR NC

Gaussian noise (%) 5 14.32 0.90

10 10.59 0.81

20 9.78 0.81

30 8.79 0.81

40 8.20 0.74

JPEG compression (%) 1 26.28 0.90

5 28.44 0.90

10 31.29 0.90

40 35.46 0.90

80 37.82 1.00

Median filter (20 times) 3 × 3 33.81 0.90

5 × 5 27.46 0.81

7 × 7 25.50 0.81

Rotational attack (◦) 4 19.02 0.90

8 16.21 0.90

12 15.22 0.74

18 14.68 0.63

Scaling 0.3 - 0.90

0.6 - 0.90

2.0 - 1.00

20 - 1.00

Translation (%) (right) 5 14.52 0.90

20 11.98 0.74

30 10.84 0.81

Translation (%) (down) 5 15.11 0.90

20 13.78 0.90

30 12.72 0.90

Cropping ratio (%) (Y direction) 1 - 0.90

3.5 - 0.79

4 - 0.65

Cropping ratio (%) (X direction) 6 - 0.90

15 - 0.74

21 - 0.56

4.3 Comparison with Other Algorithms

We compared the proposed PHTs-DCT algorithm with the DCT and PHTs
algorithms. Table 3 shows the NC values of the three algorithms under different
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Table 3. Proposed algorithm comparison with PHTs and DCT

Attacks strength PSNR (db) NC

PHTs DCT PHTs-DCT PHTs DCT PHTs-DCT

Gaussian noise (30%) 8.79 8.79 8.79 0.79 0.57 0.81

JPEG Compression (5%) 28.44 28.44 28.44 0.88 0.90 0.90

Median filter 7 × 7 (20times) 25.45 25.45 25.45 1.00 0.72 0.81

Rotation 12◦ (Clockwise) 15.22 15.22 15.22 0.18 0.54 0.74

Scaling (×0.3) - - - 0.67 0.90 0.90

Translation 30% (right) 10.84 10.84 10.84 0.25 0.90 0.81

Translation 30% (down) 12.73 12.73 12.73 0.27 0.14 0.90

Cropping 3.5% (Y axis) - - - 0.28 0.40 0.79

Cropping 15% (X axis) - - - - 0.88 0.74

attacks. It can be seen from Table 3 that the PHTs algorithm performs well in
the three common attacks of Gaussian noise, JPEG compression, and median
filtering, but performs poorly for various geometric attacks. The DCT algorithm
performs better than the PHTs-DCT algorithm when panning to the right and
X-axis cutting. When performing JPEG compression and scaling attacks, it has
the same NC value as the PHTs-DCT algorithm. In other attacks, the NC value
of the PHTs-DCT algorithm is higher than the DCT algorithm. In general, the
proposed algorithm performs well under any type of attack and is overall better
than the DCT algorithm and the PHTs algorithm.

5 Conclusion

In this paper, we proposed a robust digital watermarking algorithm for medical
images based on PHTs-DCT. Use the properties of logistic map to scramble and
encrypt the watermark in the frequency domain. Then extract feature vectors to
embed the watermark by performing PHTs-DCT transformation on the medical
image, and associate the feature vector with the binary watermark to obtain a
binary logical sequence to construct a zero-watermark image. At last, perform
PHTs-DCT transformation to extract the feature vector of the medical image to
be tested, and associate it with the binary sequence stored in the third party to
extract the watermark. The experimental results show that the proposed algo-
rithm can realize the embedding and extraction of watermarks without changing
the pixel values of the original image, can resist various common attacks and geo-
metric attacks during transmission. And it can better protect the copyright of
medical images, which is robust and invisible.
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Abstract. The rapid development of the information age of big data has pro-
moted the development of traditional medicine and online diagnosis, as well as
aroused concerns about the privacy of patient information. Aiming at the hid-
den dangers of copying, cutting, tampering, etc. in the dissemination of medical
images, combined with the characteristics of medical images, this paper proposed
a novel zero-watermarking algorithm based on Tetrolet-DCT, focusing on how to
improve its security. Logistic map chaotic encryption is performed on the water-
mark, the Tetrolet-DCT transform is used to extract the visual feature of medical
image, and the watermark information is embedded and extracted by combining
the zero-watermarking technology. Experimental data show that the algorithm
proposed in this paper can effectively extract the watermark without any changing
of the medical image, and has a higher NC value under conventional attacks and
geometric attacks. it has better invisibility and robustness.

Keywords: Zero Watermark · Tetrolet-DCT · Medical image · Robustness

1 Introduction

With the rapid development of the Internet and information technology, images, texts,
videos, etc. containing important information are constantly updated and widely spread
in various fields. In this process, they may be subject the problems of copying, cutting,
and malicious tampering. Once tampered, it is easy to cause serious consequences,
especially in the special medical field [1, 2]. Digital watermarking technology can solve
this problem well.

Digital watermarking mainly realize copyright protection by embedding important
information in digital media such as images, text, and audio [3]. Generally, a complete
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digital watermarking system includes three parts: watermark embedding, watermark
extraction and watermark detection [4]. According to the hidden position of the water-
mark, digital watermarks are divided into spatial watermarks and frequency domain
watermarks. LSB algorithms and patchwork algorithms are classical spatial watermark-
ing algorithms, and transform domain watermarking algorithms are mainly based on
DCT, DWT, DFT transform [5]. However, the wavelet transform can only reflect the
zero-dimensional singularity of the signal. To represent and process image data more
effectively, multiscale geometric analysis has gradually become a research hotspot. In
the last years, researchers have proposed a series of multi-scale geometric analysis tools,
such as ridgelet, curvelet, contourlet, brushlet, wedgelet, bandlet, shearlet, tetrolet, and
so on. The multi-scale geometric analysis shows strong advantages and potential in the
fields of image compression, denoising, enhancement, and feature extraction [6].

Medical image is a special form of image. In modern medicine, it is regarded as an
important basis for diagnosis, and it is generally not allowed to be modified artificially to
avoid misdiagnosis [7]. The existing watermarking algorithms for general digital images
are generally less robust when applied to medical images, and basically cannot resist
geometric attacks [8, 11]. Therefore, this paper proposed a novel algorithm based on
Tetrolet-DCT, which combined the concept of zero watermark [14] and can quickly
achieve watermark embedding and extraction on the premise of ensuring the invisibility
and robustness of watermark information. Compared with wavelet transform, curving
transform, contour transform and ridgelines, this method is more effective for medical
images [12, 13].

2 Basic Theory

2.1 Tetrolet Transform

In 2009, Jens Krommweh proposed Tetrolet transform for sparse image representation,
which is a new Haar wavelet transform, and its basic idea is simple, fast and effective.
The construction of this transform is similar to wedglet transform, and Haar function
is applied in the edge part, which can be expressed sparsely. Compared with wavelet,
curvelet and contourlet, the transformed image coefficients aremore concentrated,which
can get better image quality.

Tetrolet transform was first applied to the four-frame jigsaw puzzle. The image was
divided into 4 × 4 blocks, disregarding rotations and reflections there are five different
shapes. In each 4 × 4 blocks, the imposition combination is performed according to
the geometric information. And 22 kinds of square combinations and 117 different
combinations of rotation and reflection are considered. The decomposition steps are as
follows:

Suppose an image size is a = a(a[i, j])N−1
i,j=0, where N = 2J, J ∈ N which can be

decomposed at the rth level r = 1, 2, 3 ..., J.
Step 1: Decompose the image into 4 × 4 blocks.
Step 2: Decompose each block by tetrolet to obtain 2 × 2 low-pass subbands and 12

× 1 high-pass subbands, then find the most sparse tetrolet representation in each block.
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The low-pass subband coefficient is

ar,(c)[s] =
∑

(m,n)∈I (c)s
[0,L(m, n)]ar−1[m, n] (1)

The high-pass subband coefficient is

wr,(c)
l =

(∑
(m,n)∈I (c)s

ε[0,L(m, n)]ar−1[m, n]
)3
s=0

(2)

Where r is the decomposition series, c is 117 combinations, C= 1, 2, ..., 117, ε[l,m].
Step 3: Decompose the next layer and rearrange the low-pass coefficients and high-

pass coefficients of each block to a 2 × 2 block.
Step 4: Save the Tetrolet decomposition coefficient (high pass part).
Step 5: Repeat steps 1–4 for the low-pass part until the decomposition is complete.
Figure 1 shows the decomposition process:

Fig. 1. Tetrolet decomposition process

As a result, Tetrolet can adapt to the geometric characteristics of the image, so the
Tetrolet transform can maintain the edge and texture of the image very well, and it is
very effective in image compression, denoising and nonlinear approximation.

2.2 DCT Transform

Discrete Cosine Transform (DCT) is a classic frequency domain algorithm, which is
widely used in digital watermarking and image processing.
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It has the advantages of fast calculation speed and high resistance to compression
attacks and is compatible with international data compression standards JPEG and
MPEG. According to the visual characteristics of human eyes, the characteristics of
the image are mainly in the middle and low frequency of the image, so the watermark
information can be embedded in the middle and low-frequency region of the image in
DCT domain. A two-dimensional DCT transform is as follows:

F(u, v) = c(u)c(v)
∑M−1

x=0

∑N−1

y=0
f (x, y)cos

π(2x + 1)u

2M
cos

π(2y + 1)v

2N
(3)

Among them, u = 0, 1, ...,M − 1, v = 0, 1, ..., N − 1;

c(u) =
⎧
⎨

⎩

√
1
M u = 0√
2
N u = 1, 2, . . . ,M − 1

, c(v) =
⎧
⎨

⎩

√
1
N v = 0√
2
M v = 1, 2, . . . ,N − 1

(4)

2.3 Logistic Map

Logistic map, also known as the wormhole model, is a very simple and classic chaotic
system, which is widely used in the encryption field. The mathematical expression is:

xn+1 = μxn(1 − xn) (5)

Where μ is the branch parameter.And when 3.5699456 < μ ≤ 4, the logistic map
is chaotic.

According to the formula, the chaotic sequence is very sensitive to the initial value.
When μ = 4, the probability distribution function of the Logistic chaotic sequence ρ(x)
is:

ρ = 1

π
√
x(1 − x)

, 0 < x < 1 (6)

It shows that the Logistic sequence is ergodic. In this paper, we set μ = 4.

3 Proposed Watermarking Algorithm

3.1 Feature Extraction

Wefirst decompose the originalmedical image (512 pixel× 512 pixel) by tetrolet and get
the low-frequency subband and high-frequency subband. The low-frequency subband is
decomposed to the next level, and the high-frequency subband is saved. We know that
the image features are mainly in the low-frequency part, while the high-pass part mainly
shows the texture and geometric details in all directions.

Then DCT is applied to the low-frequency part of tetrolet decomposition to obtain
the feature of thr medical image. The 8-bit low and medium frequency coefficients of
DCT are taken as the feature vector.
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Fig. 2. Different original medical images for watermarking

Through experiments, we found that although the coefficients of the medical image
changed after various attacks, the positive and negative signs of the coefficients did not
change (see Table 1).

To verify the feasibility of this method, we selected 7 different medical images for
comparison experiments and found that the NC value of different images is much less
than 0.5, indicating that the correlation is very small, and the NC values between the
same pictures are all 1.00 (see Table 2). In consequence, this method is feasible for
feature extraction.

Table 2. Correlation test of seven different medical images

NC enterocoelia Brain Lung Cervical
spine

Neck Lumbar
spine

Sacroiliac

enterocoelia 1.00 −0.07 −0.13 0.25 0.20 0.13 0.34

Brain −0.07 1.00 0.18 −0.06 0.02 −0.06 0.29

Lung −0.13 0.18 1.00 0.25 0.32 −0.12 0.08

Cervical
spine

0.25 −0.06 0.25 1.00 −0.20 0.00 −0.34

Neck 0.20 0.02 0.32 −0.20 1.00 −0.07 0.36

Lumbar spine 0.13 −0.06 −0.12 0.00 −0.07 1.00 −0.08

Sacroiliac 0.34 0.29 0.08 −0.34 0.36 −0.08 1.00
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3.2 Encryption and Embedding of the Watermark

Figure 3 shows the encryption process of the watermark. First, the watermark image
(32 pixel × 32 pixel) is binarized to obtain W(i, j). Secondly, a chaotic sequence is
generated through the logical initial value X(j), then carry out the ascending dimension
and symbol operation on the sequence to obtain the binary encryption matrix C(i, j).
Then perform XOR operation on W = (i, j) and C(i, j) to get the encrypted watermark
BW(i, j).

Fig. 3. Watermark encryption process

Fig. 4. Watermark embedding process
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Figure 4 is the watermark embedding process. First, perform the Tetrolet-DCT trans-
form on the medical image (512 pixel× 512 pixel) to obtain a 32 bit dimensional feature
vector V(j), then perform XOR operation on V(j) and BW(i, j) to get the key of the
original medical image K(i, j).

3.3 Watermark Extraction and Restoration

Figure 5 is a flow chart of watermark extraction and restoration. First, perform feature
extraction on the attacked image to obtain32 bit dimensional feature vector V′(j), and
then perform an XOR operation with K(i, j) of the original medical image to extract the
watermark BW′(i, j) contained in the attacked image.

Then the watermarkmatrix BW′(i, j) and the binarymatrix C(i, j) are XOR to obtain
the restored watermark matrix W′(i, j).

Fig. 5. Watermark extraction and restoration process

3.4 Watermark Evaluation

The performance evaluation ofwatermarkingmainly has two indicators: imperceptibility
and robustness.

Imperceptibility means that after the watermark is embedded in the original image,
it does not affect the quality of the carrier image, and compared with the original image.
It is difficult for the human visual system to find the difference. The peak signal-to-noise
ratio(PSNR) is as follows:

PSNR = 10log10

⎡

⎢⎣
MNmax

i,j
(I(i, j))2

∑
i
∑

j (I(i, j) − I ′(i, j))2

⎤

⎥⎦ (7)
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Watermark robustness is used to judge the anti-attack ability of the watermark, which
is judged by comparing the correlation between the extracted watermark and the original
watermark. The formula for calculating the normalized correlation coefficient (NC) is
as follows:

NC =
∑

i
∑

j W (i, j)W ′(i, j)
∑

i
∑

j W
2(i, j)

(8)

4 Experiments and Results

4.1 Experimental Data

In this paper, the Matlab R2016a platform is used for simulation, and 512 pixel × 512
pixel brain medical image and a meaningful 32 pixel × 32 pixel watermark are selected
for experiments.

Table 3. Experimental data of various attacks on test images

Attacks Parameter PSNR NC

Gaussian
noise

5% 14.30 0.95

10% 11.87 0.95

15% 10.61 0.93

Median
filtering

[3 × 3], 20 times 33.82 1.00

[5 × 5], 20 times 27.46 1.00

[10 × 10], 20 times 25.45 1.00

JPEG 1% 26.28 1.00

5% 28.44 1.00

10% 31.29 1.00

Rotation
(clockwise)

6° 17.24 0.81

10° 15.60 0.81

20° 14.68 0.73

Scaling ×0.22 − 0.70

×0.75 − 1.00

×2.50 − 1.00

Move
vertically

6% 15.03 1.00

15% 14.28 0.76

20% 13.78 0.65

Cropping Y
direction

2% − 0.95

9% − 0.83

15% − 0.66
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The experimental data are as follows:
Generally, when the NC value is more than 0.5, it indicates that the extracted water-

mark is valid. The higher the NC value, the better the quality of the extracted watermark.
It can be seen that the algorithm in this paper has good robustness. The data in Table
3 shows that the algorithm used in this paper has strong anti-attack performance in
traditional attacks, especially in geometrical attacks such as median filtering, JPEG
compression, scaling, rotation and shearing. It has the better anti-attack performance.

4.2 Performance Comparison with Other Algorithms

Table 4 shows the comparison between the algorithms in this paper and reference 15.

Table 4. Comparison results between different algorithms

Attacks Parameter DWT-DCT Tetrolet-DCT

PSNR (dB) NC PSNR (dB) NC

JPEG attack 1 26.28 0.94 26.28 1.00

5 28.43 0.94 28.43 1.00

10 31.29 0.94 31.29 1.00

Median filtering/10 times [3, 3] 33.99 0.94 33.99 1.00

[5, 5] 28.55 0.94 28.55 1.00

[7, 7] 26.39 0.89 26.39 1.00

Gussian noise/% 2 17.77 0.89 17.77 1.00

10 11.89 0.83 11.87 0.95

20 9.81 0.83 9.78 0.87

Movement (down)/% 5 18.99 0.94 15.10 1.00

10 16.19 0.94 14.73 1.00

15 15.33 0.94 14.28 0.75

Rotation (clock wise)/° 5 18.00 0.76 18.00 0.81

10 15.59 0.76 15.59 0.81

15 14.86 0.68 14.86 0.81

We can find that when compared with reference [15], the proposed algorithm in this
paper has advantages in traditional attacks such as JPEG compression, median filtering,
and Gaussian noise. Anti-attack is more stable than DWT-DCT.

5 Conclusion

In the medical image field, this paper proposed a robust zero-watermarking algorithm
based on Tetrolet-DCT, which used Tetrolet-DCT and logistic mapping to embed and
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extract watermark. Comparedwith DWT, Tetrolet has advantages in image compression,
denoising, and nonlinear approximation. And robust watermarking algorithm is most
commonly used for digital copyright protection and is widely used in the fields of
medical images, bill anti-counterfeiting, and digital signatures, etc., which improves
the security of information. Experiments show that the watermark information can be
extracted effectivelywithout any changing of the original image. The proposed algorithm
is robust and can resist geometric attacks well.
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Abstract. The patients’ case files may be maliciously tampered with during net-
work transmission. Once the patients’ medical record information is altered by
criminals, serious medical accidents will occur. To solve the problem of infor-
mation leakage, a robust medical image watermarking algorithm based on Hough
transform and discrete cosine transform (HOUGH-DCT) is proposed. Thismethod
combines the feature vector of medical image, cryptography, hash function and
zero watermark technology, and it makes up for the shortcoming that the tradi-
tional digital watermark method cannot protect the medical image. It has strong
robustness and invisibility which can protect the patient’s private information and
medical image data security at the same time. Experimental results show that the
algorithm can embed the watermark information at a faster speed without chang-
ing the medical image information and extract the watermark safely with better
invisibility and robustness.

Keywords: Medical image · HOUGH-DCT · Zero watermarking · Robust

1 Introduction

With the advent of the information age, especially the popularity of the Internet, digital
technology improve dramatically. But it also brings a lot of information leakage prob-
lems [1]. For example, medical information, medical images are easily tampered with
during transmission. From the perspective of security, it is necessary to introduce digital
watermarking technology [2, 3] into the medical care system. Medical images are the
personal privacy of patients. In order to protect these information, experts use the robust-
ness and invisibility of digital watermarking to hide the patient’s personal information in
medical images. When the information needs to be verified, it can be done by extracting
the watermark [4]. Digital watermarks have the following characteristics: invisibility,
digital works embedded in digital watermarks, it will not cause a significant drop in
quality, and it is not easy to be noticed. Robustness, the watermark can still be extracted
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by the watermark extraction algorithm after the watermark carrier is attacked [5]. Medi-
cal images are important evidence for doctors to diagnose. Therefore, any operation that
may modify medical information should be avoided. Wen quan et al. proposed the con-
cept of “zero watermark” for the first time, that is, the important features of the original
image are used to construct the watermark information, and the contradiction between
the robustness of invisible watermark and the irreversible distortion of the original image
is solved well without modifying the image features [6, 7]. Mr. P.V. Hough proposed
the Hough transform in 1959, which is a reliable method for straight line detection
and a good feature extraction method. Hough transform has excellent robustness and
excellent anti-interference ability [8]. Traditional image watermarking methods have
poor robustness, and the image watermarking information is easy to change when it get
attacked.

Therefore, this paper proposes a robust watermarking algorithm for medical images
based on Hough transform and discrete cosine transform (HT-DCT). This method uses
Hough transform and discrete cosine transform to extract visual feature vectors of med-
ical images for watermark embedding and extraction, and uses logical map to encrypt
watermark, which greatly improves the security and robustness of medical images.
Experimental results show that the proposed method is robust to geometric attacks and
conventional attacks without changing the original medical images.

2 The Fundamental Theory

2.1 Hough Transform (HT)

Hough transform is an effective algorithm for finding straight lines in digital image
technology [9]. It first maps the target point of the rectangular coordinate system to the
polar coordinate system for accumulation, that is, first all points on any straight line on
the rectangular coordinate system plane are accumulated to the same point in the polar
coordinate system, and then by looking for the polar coordinate, the peak of the midpoint
set is used to find the long straight line feature. Since this point set is obtained through
cumulative statistics, it can tolerate the discontinuity of the straight line. The basic idea
of Hough’s transformation is point-line duality. In the image space XY , all straight lines
passing through the point (x, y) satisfy the equation:

y = px + q (1)

Where p is the slope and q is the intercept.
Equation (1) can also be written as.

q = −px + y (2)

Equation (2) can be regarded as a straight line that passes the point (p, q) in the parameter
space PQ. It can be seen that the collinear points in the image space correspond to
the intersecting lines in the parameter space. That is, all straight lines that intersect at
the same point in the parameter space have collinear points corresponding to them in
the image space. The Hough Transformation transforms the detection problem in the
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image space into the parameter space according to these relationships, and completes
the detection task by performing simple accumulation statistics in the parameter space
[10]. Equation (1) When the straight line is close to the vertical direction, both p and q
will be close to infinity and the calculation will be greatly increased. Therefore, we can
use the polar coordinate equation of the straight line:

ρ = x cos θ + y sin θ, 0 ≤ θ ≤ π (3)

ρ is the distance from the origin to the straight line and θ is the angle between the normal
of the straight line and the x-axis

As shown in Fig. 1(a). When all the feature points on a straight line in the image
space are mapped in this way, there will be many sinusoids in the parameter space, and
all these sinusoids pass through the unit (ρ, θ), so that the parameters of this straight line
are determined by The coordinates of the unit (p, θ) are expressed, as shown in Fig. 1(b)

Fig. 1. Hough transform diagram: (a) Linear equation (b) Hough transform of a single point.

2.2 Discrete Cosine Transform

Discrete cosine transform can divide the image into different frequencies for work,
including low frequency, high frequency and intermediate frequency coefficients [11].
After the image undergoes the discrete cosine transform, most of the energy is con-
centrated in the low frequency part. When applied to an M × N image or matrix, the
two-dimensional discrete cosine transform (DCT) is as follows:

F(u, v) = c(u)c(v)
M−1∑

x=0

N−1∑

y=0
f (x, y) cos π(2y+ 1)v

2N

u = 0, 1, · · · ,M − 1; v = 0, 1, · · · , N − 1;
(4)

In the formula:

c(u) =
{√

1/M√
2/M

u = 0
u = 1, 2, · · · , M − 1

c(v) =
{√

1/N√
2/N

v = 0
v = 1, 2, · · · , N − 1

(5)

In the formula, M × N indicates the size of the image, and the formula shows that the
sign of the DCT coefficient is related to the phrase of the component.
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2.3 Logistic Map

Chaos is a deterministic and random-like process that appears in nonlinear dynamic
systems. This process is non-periodic, non-convergent but bounded, and has an extremely
sensitive dependence on the initial value. Using this property, chaotic mapping can be
Provide a large number of uncorrelated, random and deterministic signals that are easy
to generate and reproduce [12].

The logistic map is one of the most famous chaotic maps, which is a simple dynamic
nonlinear regression with chaotic behavior [13, 14]. Its mathematical definition can be
expressed as follows:

xk+1 = μxk(1 − xk) (6)

Where xk belongs to (0, 1), 0 < u ≤ 4, Experiments show that when 3.5699456 < u <

= 4, the logistic map enters the chaotic state and the Logistic chaotic sequence can be
used as a good key sequence.

3 Watermarking Algorithm

3.1 Acquire the Feature Vector of Medical Images

After HT-DCT transformation of medical images, low frequency coefficients are
removed. The extraction method is as follows:

Step 1: Use the Canny algorithm to extract the edge of the original medical image I
(i, j) to obtain the BW(i,j) edge set;

BW (i, j) = edge
(
(i, j),′ Canny′);

Step 2: Perform Hough transform on BW edge set points to obtain coefficient matrix
H (i, j);

[H ,T ,R] = HOUGH (BW (i, j));
Step 3: Perform DCT transformation on the coefficient matrix H (i, j) to obtain the

coefficient matrix F (i, j);

F(i, j) = DCT2(H (i, j));
After a lot of simulation, we found that the low-frequency coefficients after HT-DCT
transformation may change, but the signs of the coefficients remain unchanged. So we
perform perceptual hash binarization on this part of the coefficient. Let “1” represent
the coefficient greater than or equal to zero, and “0” represent the coefficient less than
zero. The hash coefficient is shown in the Table 1.
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Table 1. Change of HT-DCT coefficients under attacks for the original images.

Image
manipulation

PSNR
(dB)

F(1,
1)

F(2,
1)

F(3,
1)

F(4,
1)

F(5,
1)

F(6,
1)

F(7,
1)

F(8,
1)

Symbol
sequence

NC

The original
image

3.03 −1.31 −1.74 1.32 −0.92 0.37 0.38 −0.33 1001
0110

1

Gaussian
noise (0.3%)

25.33 3.32 −1.44 −1.86 1.40 −0.98 0.39 0.38 −0.33 1001
0110

0.86

JPEG attack
(80%)

37.16 3.03 −1.32 −1.74 1.33 −0.92 0.37 0.37 −0.34 1001
0110

1

Median filter
[3 × 3]

28.59 2.57 −1.11 −1.46 1.10 −0.77 0.31 0.31 −0.28 1001
0110

0.94

Rotation
(clockwise
2°)

22.48 3.08 −1.33 −1.76 1.31 −0.87 0.34 0.33 −0.34 1001
0110

0.76

Scaling (×2) 6.67 −2.88 −3.72 2.79 −1.99 0.1 0.69 −0.55 1001
0110

0.75

Movement
(right 4%)

14.67 3.07 −1.37 −1.69 1.31 −0.93 0.45 0.29 −0.34 1001
0110

0.79

HT-DCT coefficient unit: 1.0e + 003.

As shown in the Table 1, the hash perception coefficients of the attacked medical
images are basically the same. Therefore, we can use the coefficient symbols as the
feature vectors of the medical images.

3.2 Watermark Embedding

The specific steps are as follows (see Fig. 2.):

Step 1. The medical image could be processed by HT-DCT.
Step 2. Select the transform coefficient (32 × 1).
Step 3. Obtain 32-bit binary feature sequence of medical image.
Step 4. Use Logistic Map to scrambling the original watermarking image.
Step 5. Get the watermarking extraction key sequence though XOR operation.
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Fig. 2. The watermarking embedding process

3.3 Watermark Extraction

The specific steps are as follows (see Fig. 3.):

Step 1. The attacked medical image could be processed by HT-DCT.
Step 2. Use the samemethod to get the 32-bit binary feature sequence of the attacked

medical image.
Step 3. XOR the binary feature sequence of the attacked medical image and the

watermark extraction key sequence.
Step 4. Reverse the scrambled watermark image.
Step 5. Calculate the NC value of the watermark after the attack.
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Fig. 3. The watermarking extraction process

3.4 Watermark Evaluation

We use the following formula to evaluate the normalized correlation coefficient between
the attacked watermark W

′
(i, j) and the original watermark W (i, j).

NC =

∑

i

∑

j
W (i, j)W ′(i, j)

∑

i

∑

j
W 2(i, j)

(7)

The peak signal-to-noise ratio formula is as follows:

PSNR = 10 lg

⎡

⎢
⎣

MN max
i,j

(I(i,j))2

∑

i

∑

j
(I(i,j) − I

′
(i,j))

2

⎤

⎥
⎦ (8)

PSNR value indicates the degree of image distortion, and the larger the PSNR value, the
smaller was the distortion of the image. Where I(i,j) and I

′
(i,j) represent the gray values

of the original medical images and the coordinates of the embedded watermark images
(i, j), respectively, M and N represent the pixel values of image rows and columns.

4 Experiments and Results

We use matlab 2016a as the simulation platform in this experiment, and choose the
brain slice image (512 × 512) as the original medical image, and the letter image (32
× 32) as the watermark, as hown in Fig. 4(a) and Fig. 4(b). The encrypted watermark
is completely different from the watermark to ensure the security of the information.
Shown in Fig. 4(c). In this experiment, the initial value of the chaotic coefficient was set
to 0.2, the growth parameter was 4, and the iteration number was 32.
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Fig. 4. Watermarks and their chaotic encrypted images: (a) Original image, (b) Watermark, (c)
Watermark of chaotic encryption.

4.1 General Attacks

Median Filtering Attack
As shown in the Fig. 5(a), we performed a median filter attack on the original medical
image (parameters [3 × 3], filtering repeat time 10), the picture after the attack is still
clear, and the watermark also detects a higher NC value,as shown in Fig. 5(b), NC =
0.94, which shows that the proposed algorithm is robust tomedian filtering attacks (Table
2).

Fig. 5. Median filtered watermarked images and extracted watermarks: (a) Median filtering [3 ×
3], 10 times (b) Extracted watermarking.

Table 2. PSNR and NC values under median filtering attack.

Parameter [3 × 3] [5 × 5] [7 × 7]

Times 5 10 20 5 10 20 5 10 20

PSNR (dB) 29.53 25.59 27.95 25.36 24.53 23.87 22.88 22.20 21.48

NC 0.89 0.94 0.90 0.76 0.77 0.70 0.76 0.70 0.75

Gaussian Noise Attack
We use different degrees of Gaussian noise to attack the original medical image. As
shown in the Fig. 6 and Table 3, the watermark extracted from the image after the 1%
Gaussian noise attack is seriously distorted, and the NC value is only 0.44.
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Fig. 6. Image attacked by Gaussian noise and extracted watermarks: (a) the Gauss noise intensity
1%, (b) Extracted watermarking.

Table 3. The PSNR and NC values under Gaussian noise

Noise intensity/% 0.1 0.3 0.5 1

PSNR(dB) 30.03 25.30 23.22 20.48

NC 0.88 0.82 0.82 0.44

JEPG Compression Attack
The original medical image is attacked by different JPEG compression ratios as shown
in Fig. 7 and Table 4. As seen from Table 4, the PSNR values increased followed with
the compression ratio. When the JEPG compression rate reached 80%, the NC value is
still as high as 1.00. The algorithm is robust to JEPG attacks.

Fig. 7. JPEG compressed 40%watermarked images and extracts watermarks: (a) JEPG compres-
sion quality 40%, (b) Extracted watermarking.

Table 4. The PSNR and NC values under compression

Compression quality 5% 10% 20% 40% 60% 80%

PSNR(dB) 26.70 29.27 30.06 34.09 35.35 37.16

NC 0.82 0.61 0.86 0.82 0.86 1
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4.2 General Attacks

Rotation Attack
As shown in the Fig. 8, when the medical picture is rotated by 2, the watermark can still
be extracted clearly, and the NC value is 0.76. The quality of the watermark increases
with the degree of rotation, and when it increases to 10°, the extracted watermark is still
clear It can be seen that the NC value is 0.81 (Table 5). This shows that the method is
robust to rotating attacks.

Fig. 8. Watermark image and extraction watermark in rotation (clockwise 2°): (a) Parameter is
2°, (b) Extracted watermarking.

Table 5. The NC value under rotation attack (clockwise).

Parameter /° 2 3 4 6 8 10

PSNR(dB) 22.48 20.46 19.07 17.27 16.23 15.61

NC 0.76 0.75 0.80 0.74 0.75 0.81

Scaling Attack
We carry out different degrees of scaling attacks on medical images and extract water-
marks. From the Fig. 9 and Table 6, we can see that when the scaling factor is 2, the
NC value of the watermark is 0.75. This shows that this method is robust against scaling
attacks.
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Fig. 9. Watermark image and extraction watermark in scaling: (a) Parameter is 2, (b) Extracted
watermarking.

Table 6. The NC value under scaling attack (clockwise).

Zoom (×) 0.8 1 1.4 1.8 2

NC 0.95 1 0.75 0.80 0.75

Moving Attack
As shown in the Fig. 10 and Table 7, when the medical image moves to the right (4%),
the extracted watermark can still be identified, and the NC value is 0.79. Therefore, it
can be shown that the algorithm has good robustness to mobile attacks.

Fig. 10. Movement (right) 4% watermark image and extract watermark: (a) Movement (right)
20%, (b) Extracted watermarking.

Table 7. The PSNR and NC values under moving attack.

Movement (right)/% 2 4 6

PSNR(dB) 16.06 14.67 14.35

NC 0.86 0.79 0.55
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5 Conclusion

This paper proposes a robust medical image watermarking algorithm based on Hough
transform and discrete cosine transform (HT-DCT). Thismethod usesHT-DCT to extract
the visual feature vector of the medical image to embed and extract the watermark and
the chaotic map to tamper with the watermark to improve the security of the watermark
information. Experimental results prove that the algorithmnot only improves the security
of the medical image watermark information, but it has good robustness under both
conventional attacks and geometric attacks.
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Abstract. Cockpit Voice Recorder (CVR) records all the sound signals related
to the accident in the cockpit before the crash. Accurate analysis of the cockpit
voice signal is the basis for exploring the real reason behind the flight accident,
which often starts from the separation of cockpit mixed signals. In this paper, a
Fast Independent Component Analysis (FastICA) method for mixed signal sepa-
ration is proposed. The basic idea of the method, three classical assumptions and
the independence criteria of separation results are presented. The FastICA algo-
rithm is analyzed theoretically, and the blind separation experiment of cockpit
mixed signals is realized in this paper. The simulation experiment result shows
that although FastICA algorithm is complex in theory, the realize of this algorithm
is concise and clear, which can quickly and effectively separate these signals, and
provide research basis for accurate analysis of the causes of aircraft accidents in
the later stage.

Keywords: Cockpit voice recorder · Independent component analysis · Blind
signal separation · FastICA · Python

1 Introduction

Cockpit Voice Recorder (CVR) and Flight Data Recorder (FDR) of modern civil avi-
ation aircraft are generally referred to as flight recorders, which are commonly known
as “Black Box” [1]. Flight Recorders are mandatory installation of airborne accident
investigation equipment in civil aviation. Through four independent channels, the CVR
records the voice information in the cockpit in the last 2 h or 30 min, including land
air communication, crew intercom, audio warning, etc. In fact, CVR not only records
the voice information, but also records the sound of switch button and engine noise.
These sound information reflects the objective working state of the aircraft and its sys-
tems, as well as the pilots’ perception and emotional description of what happened in
the cockpit [2].

CVR is often the “First Witness” of civil aviation aircraft accidents. To explore
the real causes behind aircraft accidents, looking for the CVR of the crashed aircraft
and separating various information in the cockpit is known as the starting point of the
investigation. At present, the professional decoding system of CVR is mainly used in
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China to distinguish and hear through human ears. Obviously, when a variety of sounds
are mixed together, it will greatly affect the effect of hearing discrimination [3].

Independent Component Analysis (ICA) is a very effective signal analysis tool pro-
posed in recent years. It can be used to extract useful original independent signals from
mixed signals or separate them. Although it is not a long time since ICA appeared, it
has been paid more and more attention in theory and application, and has become a hot
spot of research at home and abroad [4]. Among many ICA algorithms, the fixed point
algorithm (FastICA) is widely used in signal processing because of its fast convergence
and good separation effect. Based on some basic statistical characteristics of the original
signal, such as statistical independence and non Gaussian distribution, the algorithm can
estimate the original signal which is statistically independent and mixed by unknown
factors. Since the blind separation of signals does not require prior knowledge of known
sources, it has many potential uses [5].

In this paper, we try to use the popular Scikit-learn tool to implement FastICA
algorithm and complete the blind separation experiment of mixed signals. Scikit-learn
(module named sklearn) is an open source machine learning tool based on Python lan-
guage. It uses Numpy, SciPy and Matplotlib libraries to implement efficient algorithm
applications, and covers almost all mainstream machine learning algorithms [6, 7].

2 ICA Background and Its Basic Principle

2.1 Question Prototype - Cocktail Party Question

In a noisy cocktail party, n people speak in one room at the same time, and there may be
background music. M microphones are placed in different positions of the room. Each
microphone can simultaneously collect the overlapping voice of each person’s voice
at every moment. Because the distance between each microphone and each person is
different, the overlap of sounds received by each microphone is also different. How
to separate the speaker’s voice from the mixed sound signals observed by multiple
microphones has become a standard research topic in Blind Signal Separation (BSS). A.
J. Bell’s research on this problem has become one of the milestones in the development
of ICA algorithm. This research can distinguish the speech of 10 speakers, which fully
shows the great potentiality of ICA [8].

2.2 Mathematical Description

Suppose N unknown and statistically independent signal sources Si(t) constitute a col-
umn vector S(t) = [S1(t), S2(t), · · · , SN (t)]T . Let A be an M × N-dimensional matrix,
which is generally called a mixed matrix. Let X (t) = [x1(t), x2(t), · · · , xM (t)]T , which
is a column vector composed of M observable signals Xi(t). It is the signal received by
M sensors after the source signal S(t) is mixed by the mixing matrix A. The matrix form
can be expressed as follows:

X(t) = AS(t), M ≥ N (1)

The proposition of Independent Component Analysis is: assuming that the signal
source is a real random variable and the source signals are statistically independent,
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only one Gaussian distribution is allowed and the signal number M is the same as the
observed signal number N, that is M = N. The mixed matrix A is full rank, that is, the
inverse matrix A−1 exists. In the case of no noise, the unknown source signal S(t) should
be obtained or separated according to the known observed signal X(t). This constitutes
the problem of noise free Blind Signal Separation [9].

2.3 Problem Solving Thought

The basic idea of ICA is to find anN×N -dimensional inversemixingmatrixW = (
wij

)
.

X(t) can get N-dimensional output column vector Y (t) = [
y1(t), y2(t), · · · , yN (t)

]T

after W transformation. There are:

Y(t) = WX(t) = WAS(t) (2)

If WA = I (I is an N × N-dimensional unit array) or W = A−1 can be realized by
learning, then Y(t) is an estimation of the original signal vector S(t), so as to achieve the
goal of source separation.

The key of ICA is to establish an objective function which can measure the indepen-
dence of separation results and find the optimal separation algorithm under the premise
of maximizing or minimizing the objective function.

There are two inherent uncertainties in Blind Signal Separation: one is the uncer-
tainty of the sequence of output vectors, that is, it is impossible to determine which
component of the original signal source corresponding to the extracted signal; the other
is the uncertainty of the output signal amplitude, that is, it can not be recovered to the
true amplitude of the signal source. However, since the main information is contained
in the output signal, these two uncertainties do not affect the application of BSS [10].

2.4 Classical Hypothesis of ICA

In order to realize independent component analysis, ICA gives the following three
assumptions.

1. It is assumed that the components Si(t) of the source signal vector S(t) are statistically
independent.

2. It is assumed that only one component of the source signal vector S(t) is a Gaussian
random variable, because the stronger the non Gaussian property, the better the
independence of the signal source.

3. Suppose that the mixed matrix A is a square matrix, that is, M = N.

2.5 The Independence Criterion of Separation Results

The research of ICA algorithm can be divided into two categories: iterative estimation
method based on information theory criterion and algebraic method based on statistics.
In principle, they allmake use of the independence and nonGaussian of the source signal.
In the research of methods based on information theory, scholars from various countries
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have proposed a series of estimation algorithms from the perspectives of maximum
entropy, minimum mutual information, maximum likelihood and maximum negative
entropy, such as FastICAalgorithm, Infomax algorithm,Maximum likelihood estimation
algorithm, etc. The methods based on statistics mainly include second-order cumulant,
fourth-order cumulant and so on. The following mainly introduces the independence
criterion of maximizing negative entropy [11].

According to the central limit theorem, if a random variable X is the sum of many
independent random variables, as long as each independent random variable has finite
mean and variance, and regardless of the distribution of independent random variables,
the distribution of sum of the variable X tends to Gaussian distribution more than that
of single independent component. Therefore, the problem of judging whether the output
components are independent can be transformed into the problem of calculating the
maximum non Gaussian property of the output components [12].

Let the probability density of the output random vector Y be p(y), and the entropy
H of the random vector Y is defined as:

H(y) = −
∫

p(y)log(p(y))dy (3)

Information entropy is the information measure of random variables. The more random,
the greater the entropy.

Negative entropy N(y) is defined as:

N(y) = H(ygauss) − H(y) (4)

Where ygauss is a Gaussian variable with the same variance as y.
There is a basic conclusion of information theory: among the random variables with

the same variance, the random variables with Gaussian distribution have the largest
information entropy, but the stronger the non Gaussian, the smaller the information
entropy. It can be seen from formula (4) that when y is a Gaussian signal, N(y) value is
0; when y is a non Gaussian signal, N(y) value is greater than 0, and the stronger the non
Gaussian property of y is, the greater the N(y) value is. The maximization of negative
entropy N(y) is the maximization of non Gaussian property. Therefore, negative entropy
can be used as the objective function to measure the independence of separation results.

In practical application, because the probability density function of Y is difficult to
know, so N(y) is difficult to calculate directly, only approximate calculation can be used.
The following is the expression of estimating negative entropy by the mean value of
function G in reference [13].

N (yi) = K
[
E{G(yi)} − E

{
G

(
yyauss

)}]
(5)

When the algorithm is used, the function G(yi) is a non quadratic function and K is a
normal number. For details, please refer to the selection principle in reference [13].

3 FastICA Algorithm Flow

FastICA algorithm is proposed and developed by the Computer and Information Science
Laboratory of Helsinki University of Technology in Finland. The algorithm finds a unit
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vector W through systematic learning and makes its projectionWTX have the maximum
non Gaussian property. There are twomain steps in running FastICA algorithm: first, the
observed signal is preprocessed, that is, removing the mean and whitening; secondly, the
FastICA algorithm is run to make the output Yi have the maximummutual independence
and complete the signal separation [14].

3.1 Observation Signal Preprocessing

Firstly, the observed dataX is normalized, that is, themean valuem=E{x} is subtracted,
so that the observed signal becomes a zero mean vector. Normalization pretreatment can
simplify ICA algorithm.

Secondly, the whitening process is to transform the observed signal X linearly X̃ =
VX so that the components after whitening are uncorrelated with each other and are

unit variance E
{
X̃ X̃ T

}
= I . Whitening is usually realized by Principal Component

Analysis (PCA). The whitening matrix is V = �− 1
2UT . Where is the diagonal matrix

� = diag(d1, d2, · · · , dn) composed of n eigenvalues of correlation coefficient matrix
R, and U is the matrix composed of eigenvectors corresponding to n eigenvalues.

In addition to the uncorrelated processing of observation signal X, whitening pro-
cessing can also reduce the dimension. Generally speaking, ICA algorithm converges
faster and gets better stability after whitening. The estimation matrix A needs to estimate
n2 parameters, while the estimation of orthogonal matrix only needs to estimate n(n −
1)/2 parameters, which greatly reduces the computational complexity of ICA algorithm.

3.2 Estimate Separation Matrix W and Extract Independent Components

Let Wi be a column vector of the separation matrix W, which is the whitened data with
zeromean and unit covariance. Suppose that a source signal to be estimated is yi = wT

i x̃ .
Substituting it into Eq. (5), we can get the following result:

N (yi) = N
(
wT
i x̃

)
= K

[
E
{
G

(
wT
i x̃

)}
− E

{
G

(
yyauss

)}]2
(6)

In this way, the criterion of negative entropy can be understood as follows: if we try to
find a Wi so that N (yi) reaches a maximum, we can obtain an independent component
Si(t) = Yi(t). Because E

{
G

(
yyauss

)}
is a constant, finding the maximum of the negative

entropy of yi = wT
i x̃ is equivalent to finding the maximum of E

{
G

(
wT
i x̃

)}
. Under the

constraint conditions E
{
G

(
wT
i x̃

)}
E
{(
wT
i x̃

)2} = E
{
wT
i wi

} = 1, the following cost

function is constructed: F(wi) = E
{
G

(
wT
i x̃

) + λ
[
E
(
wT
i w

) − 1
]2}

.

In order to obtain the maximum value F(wi), let f (wi) = ∂F(wi)
∂wi

be 0. The following
iterative formula is obtained by solving wi by Newton iteration method.

wi(k + 1) = wi(k) − f (wi(k))

f ′(wi(k))
(7)

Because f ′(wi(k)) = E
{
x̃T x̃g′(wT

i x̃
)} − βI = E

{
g′(wT

i x̃
)} − βI and βI =

E
{
wT
i x̃g

(
wT
i x̃

)}
.
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In this way, the iterative formula is written as follows:

wi(k + 1) = wi(k) − E
{
x̃g

(
wT
i (k)x̃

)} − βwi(k)

E
{
g′(wT

i (k)x̃
)} − βI

(8)

It can be further written as follows:

wi(k + 1) = E
{
x̃g

(
wT
i (k)x̃

)}
− E

{
g′(wT

i (k)x̃
)}

wi(k) (9)

According to iterative formula (9),wi can be obtained recursively, and an independent
component can be separated by further calculation of wT

i x̃. It should be noted that: after
each iteration, wi should be normalized, that is, to ensure that the separated results have
unit energy; for the extraction of multiple independent components, after extracting
each component, the independent component should be subtracted from the observa-
tion signal, and the above separation process should be repeated until all independent
components are completely separated [15].

4 Simulation Results and Performance Analysis

The following are two groups of experimental results of mixed signal separation using
FastICA algorithm. The simulation environment is Spyder under anaconda3, and the
programming language is Python 3.7. The standard library and third-party modules of
Python are mainly used, including Numpy, Wave, Matplotlib and Sklearn. The Numpy
is an extended library of Python language, which supports a large number of dimen-
sional array and matrix operations, and also provides a great deal of mathematical func-
tion libraries for array operations. The Wave module provides a convenient interface
for processing wave sound format files. The Wave module does not support compres-
sion/decompression, but it supports mono/stereo. The Sklearn (scikit-learn) module is
a common third-party module in machine learning. The Sklearn module encapsulates
common machine learning methods, including regression, dimensional reduction, clas-
sification, clustering and so on [6, 16, 17]. The citation methods of main modules and
ICA function in the program are as follows:

import numpy as np
import wave
import matplotlib.pyplot as plt
from sklearn.decomposition import FastICA
……

ica = FastICA(n_components=4) # There are 4 independent
components

4.1 Simple Signal Separation

In the first experiment, four common signals are randomly mixed and separated by
FastICA algorithm. The four common signals are sine wave, sawtooth wave, square
wave and random signal, as shown in Fig. 1.
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The four signal sources are mixed according to the randomly generated matrix, and
the mixed signals are shown in Fig. 2.

After being unmixed by ICA algorithm, the signal is separated, the separated signals
are shown in Fig. 3.

Fig. 1. Four basic signal waveforms

Fig. 2. Mixed waveforms of four basic signals

According to the waveform results after separation in Fig. 3, FastICA algorithm can
basically separate mixed signals, but the sequence, amplitude and phase of signals after
separation have changed, which just verifies two uncertainties of ICA algorithm: one
is the uncertainty of output signal sequence and the other is the uncertainty of output
signal amplitude. The number of iterations is 5 in the experiment. The unmixed matrix
is as follows.

[[ -0.84404744  -8.49932598  -2.81939283   7.89626743]
[ -3.72387623  -2.64310061 -11.19695028   3.32051678]
[ -2.60734638  -6.90860045  -1.64240691   1.2761872 ]
[ -6.76356312  -7.31836801  -5.37749473   5.08481377]]
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Fig. 3. Separated waveforms of four mixed basic signals

4.2 Cockpit Mixed Signal Separation

In the second experiment, four sound signals in the cockpit were randomly mixed and
separated by FastICA algorithm.

The original sound signal comes from Boeing 737–800 simulator, which is a typical
aircraft of modern civil aviation. It includes crew voice, fire alarm, overspeed warning
and other warning sounds, as shown in Fig. 4.

Fig. 4. Four voice signal waveforms

The signal is mono channel, the sampling frequency is 48000 Hz, and the sampling
depth is 2 bytes. Then the four original sound signals are randomly mixed, and the
shortest length is intercepted after mixing, as shown in Fig. 5.
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Fig. 5. Mixed waveform of four voice signals

The separated voice signal is shown in Fig. 6. The number of iterations of the
algorithm in this experiment is 3, the unmixed matrix is as follows.

[[-0.0512429   0.62484974 -0.16021129  0.53013271]
[-0.0567761   0.31123055 -0.32071436  0.79515322]
[-0.32054797  0.32310568 -0.50733082  0.10109215]

[-0.05578936  0.38942496 -0.56083011  0.13901414]]

Fig. 6. Separated waveforms of four mixed voice signals

According to the waveform results after separation in Fig. 6, FastICA algorithm
can also quickly and accurately separate the mixed sound signals in the cockpit, but the
sequence of signals and the amplitude of output signals also change after separation, and
these two changes have little impact on the analysis of the causes of aircraft accidents.

Figure 7, 8, 9 and 10 below shows the scatter diagram of the separated signal and the
original signal. The horizontal axis is the original signal si (i= 1–4), and the vertical axis
is the separated signal yi (i= 1–4). It is realized by scatter function inMatplotlibmodule,
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which can more intuitively illustrate the separation degree of the separated signal and
the original signal.

Fig. 7. Scatter plot of original signal S1 and separated signal

Fig. 8. Scatter plot of original signal S2 and separated signal

In Fig. 7, 8, 9 and 10, if the scatter plot of si and yi is approximately a straight line, that
is, the separated signal is linearly related to the original signal, then yi is the separated
signal of si. The more the figure of si and yi presents as a straight line, the better the
separation effect of mixed signal is. If the scatter plot of si and yi is non-linear, then yi is
not a separate signal of si. In addition, if the scatter diagram of si and yi is approximately
a straight line with an acute angle to the horizontal axis, then yi is the separated signal
of si with the same phase; if the scatter diagram of si and yi is approximately a straight
line with an obtuse angle with the horizontal axis, it means that yi is also the separated
signal of Si, but the phase of the two signals is opposite.
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Fig. 9. Scatter plot of original signal S3 and separated signal

Fig. 10. Scatter plot of original signal S4 and separated signal

5 Conclusion

Based on the ICA algorithm in machine learning, this paper proposes a FastICA algo-
rithm, which is used to separate cockpit mixed signal. The number of iterations and
separation results of computer simulation experiments’ results show that FastICA is a
fast and effective algorithm and it can be a powerful tool to separate or extract the inde-
pendent information from the observed signals. The separated voice information pro-
vides an important research basis for accurate analysis of the causes of aircraft accidents
in the later stage. In addition to Blind Signal Separation, we will verify the feasibility
of the FastICA algorithm in image processing, language recognition, communication,
biomedical signal processing, brain functional imaging research, fault diagnosis, feature
extraction, financial time series analysis and data mining.

Acknowledgement. This research was financially supported by Hainan Natural Science Foun-
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Abstract. The development of digital age accelerated the development
of digital medical systems, but it also inevitably brings security problems
of the transmission and storage of medical images in the network. The
wide use of digital watermarking technology in medical images has effec-
tively improved such problems, but the research on the medical image
watermarking algorithm is still less and immature. How to improve the
invisibility and robustness of watermark information is a difficult prob-
lem in the medical image watermarking algorithm. In this paper, a zero
watermarking algorithm for medical images based on Gabor-DCT is pro-
posed. The watermark information first encrypted by a Logistic chaotic
map and then combined with the medical image feature vector extracted
by the Gabor-DCT algorithm to improve the robustness of the water-
mark information. At last, the watermark is extracted and embedded by
zero watermark technology, which improved the invisibility of the water-
mark information. Experimental results show the proposed algorithm
can effectively resist both common attacks and geometric attacks, and
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1 Introduction

The modern medical system has entered the process of digitalization. A large
amount of patient information is disseminated and stored on the Internet in
the form of text and images, which facilitates the medical system. But it also
brings more security risks due to the insecurity of the Internet [11,14]. Patients’
information are easily be attacked and destroyed during the transmission of the
network, or even stolen, with poor security. The development of digital water-
marking technologies [8,17] provides good solutions to such problems. Combin-
ing medical images with watermarks, and embedding patients’ information in
the medical image in the form of watermarks can better protect patients’ infor-
mation, which can greatly improve the safety and stability of medical images
spreading on the network [1,10].

The concept of digital watermarking was first formally proposed by Tirkel
et al. They added the watermark information to the least significant bit (LSB).
The method is simple, and the robustness is poor, especially in terms of resistance
to geometric attacks [13]. At present, the research in the field of medical image
watermarking is still immature. Generally, the embedding and extraction of
watermarking are mainly concentrated in the spatial domain and the transform
domain [6]. The spatial domain refers to directly embedding watermark informa-
tion in medical images, while the transform domain refers to transforming the
image, and then embedding the watermark information in the transformed data.
Medical images are generally divided into regions of interest (ROI) and regions
of non-interest (RONI). [4] R. Eswaraiah and E. Sreenivasa Reddy proposed a
medical image watermarking technology that can locate the tampered position
and restore the ROI by combining the watermark information and the ROI.And
the information is embedded in the boundary area and RONI. Divide the region
of interest into blocks, find the mean and variance, and determine the tampered
position of the region of interest. Then use the restoration data embedded in
RONI to restore the ROI. This algorithm can be very effective. Good positioning
restores the ROI area information, but it is performed in the airspace. If it is sub-
jected to geometric attacks, its robustness is poor, as the information embedded
in the edge area and RONI will also be destroyed. The transform domain meth-
ods include DCT transform, Fourier transform, wavelet transform, etc. [7,15],
which have better hiding and robustness for watermark information and are
more popular by researchers. Siddharth Singh et al. proposed an NSCT-DCT-
SVD medical image watermarking algorithm. The algorithm decomposed the
medical image and watermark into six subbands by NSCT, and then performed
DCT transformation on any subband, and applied SVD on the coefficients after
DCT transformation. Decompose, and finally add the weight of the two singular
values to realize the embedding of the watermark [12], which has high invisibility
and robustness. Compared with the spatial domain, the watermark embedding
in the transform domain is more robust and effective, but whether it is the spa-
tial algorithm in [4] or the transform domain algorithm in [12], they all need to
change the pixel value or transform coefficient to realize the embedding of the
watermark. This may affect the visual characteristics of the images, which is not
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desirable for medical images. The development of zero watermark [5,16] solved
this problem very well. It has better robustness and invisibility by finding the
feature invariant vector of the image and combining it with the watermark.

Gabor texture features are mostly used in face recognition, expression recog-
nition, fingerprint recognition, image index, etc. [3,9]. Since the Gabor transform
can extract texture features, it is also used in the watermarking algorithm. [2] In
this paper, a Gabor transform-based watermarking algorithm is proposed. The
watermark information is hidden by changing the DGT coefficients to represent
the special low frequency. However, this method will affect the visual charac-
teristics of medical images. In the field of medical image watermarking, there is
little research on Gabor transform to extract texture features. In this paper, the
texture features obtained by Gabor filter in different scales and directions are
combined with DCT, which greatly improved the robustness of the watermark
image against various common attacks and geometric attacks.

2 Basic Theory

2.1 Gabor Texture Features

Gabor transform is a windowed Fourier transform, which is obtained by Gaus-
sian function and the complex sine function. It is similar to human visual cell
response, sensitive to image edge, and has good direction and scale selectivity.
Compared with the traditional Fourier transform, Gabor wavelet transform has
good time-frequency localization characteristics, and is insensitive to illumina-
tion. It can adapt to a certain degree of image rotation and deformation.

By generating a set of self-similar Gabor filters(as shown in Fig. 1), tex-
ture features in different scales (frequencies) and different directions can be
extracted(as shown in Fig. 2). If the input medical image is I(x, y) and the size
is M × N , then its Gabor wavelet transform is as follows:

Wuv(x, y) =
d1∑

x1

d2∑

y1

I (x − x1, y − y1) guv (x1, y1) (1)

where Wuv(x, y) are the texture feature image after the Gabor wavelet transform,
and d1, d2 are the template size of Gabor filter, which u represent a certain
scale (frequency),and v represent a certain direction. guv(x, y) are a group of
self similar filters after scale transformation and rotation transformation of the
mother wavelet g(x, y).

The expression of mother wavelet is as follows:

g(x, y) =
1

2πσxσy
exp

(
−1

2

(
x2

σx
+

y2

σy

))
exp(2πjwx) (2)

Where, σx and σy are the standard deviation of Gaussian function on two coor-
dinate axes, w are the frequency of complex sine function, and the value of σx, σy

is related to bandwidth and inversely proportional to w.
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⎧
⎨

⎩

guv(x, y) = α−ug (x′, y′) , α > 1
x′ = α−u(x cos θ + y sin θ)
y′ = α−u(−x sin θ + y cos θ)

(3)

Where α−u is the scale modulation factor (u, v are integers ), α =
(

Uh

Ul

)− 1
S−1

, θ = vπ
K , S is the number of scales, K is the number of directions,

u = 0, 1, 2, . . . , S − 1, v = 0, 1, 2, . . . ,K − 1, Uh is the highest spatial frequency,
Ul is the lowest spatial frequency.

Fig. 1. Gabor filter kernels with different directions and scales

Fig. 2. Texture features of brain images with different directions and scales
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The Gabor filter banks are used to extract the texture feature maps of medical
images Wuv(x, y) in different scales and directions. As the feature dimension is
too high, the feature vector Guv (row vector) of each texture feature map is
generally obtained by averaging in blocks, and the Eigenvector matrix H (total
S ×K row, texture feature vector with one scale and one direction for each row)
is constructed:

H =

⎡

⎢⎢⎢⎢⎣

G00

G10

G20

· · ·
G(S−1)(K−1)

⎤

⎥⎥⎥⎥⎦
(4)

2.2 Discrete Cosine Transform

Since the discrete cosine transform (DCT) was proposed in 1974, it has been
loved and recognized by many scholars. It is widely used in image processing,
digital signal, and other fields. It is similar to discrete Fourier transform, but
only uses the real part. Discrete cosine transform (DCT) can concentrate the
data energy in the upper left corner, that is, the low-frequency region, which
has the characteristic of “energy concentration”. It can realize data compres-
sion. Discrete cosine transform is used in standard JPEG, MJPEG and MPEG
compression. The expression of 2D-DCT is as follows:

F (u, v) = c(u)c(v)
M−1∑

x=0

N−1∑

y=0

f(x, y) cos
π(2x + 1)u

2M
cos

π(2y + 1)v
2N

(5)

Among them, u = 0, 1, . . . , M− 1; v = 0, 1, . . . , N− 1;

c(u) =

⎧
⎨

⎩

√
1
M , u = 0√
2
M , u = 1, 2, . . . , M − 1

c(v) =

⎧
⎨

⎩

√
1
N , v = 0√
2
N , v = 1, 2, . . . , N − 1

(6)

x, y is the spatial domain sampling value; u, v is the frequency domain sampling
value.

2.3 Logistic Map

The logistic map is a kind of nonlinear mapping. Given the initial value and
parameters, the chaotic sequence can be obtained:

xk+1 = μ · xk · (1 − xk) (7)

where, μ is the growth parameter and k is the number of iterations, 0 ≤ μ ≤
4, xk ∈ (0, 1). At that time, 3.5699456 < μ ≤ 4, the logistic map was chaotic. In
this paper, μ = 4, the number of iterations is set k = 32.
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3 Algorithm Process

Embedding the watermark information into the spatial domain of medical
images, once the image is destroyed, the embedded watermark information will
be greatly affected, and the watermark restoration effect is generally poor. How-
ever, by embedding the watermark information into the feature vector which can
represent the image features in the transform domain, zero watermark can be
embedded and extracted when the feature vector does not change much when
the image is destroyed, so as to improve the invisibility and robustness of the
watermark.

3.1 Watermark Encryption

As shown in Fig. 3, firstly, the chaotic sequence is generated by chaotic map-
ping function. Then binary encryption matrix is obtained by binarization of
perceptual hash, and the chaotic encrypted watermark is get by XOR of binary
watermark W (i, j) of 32 pixels × 32 pixels and C(i, j).

Fig. 3. Watermark encryption process

3.2 Watermark Embedding

For watermark embedding, the original medical image I(i, j) with 512 pixels ×
512 pixels is transformed by Gabor to get the feature matrix H(i, j). And then
DCT transform is applied to get the feature vector V (j).The chaotic encryption
watermark BW (i, j) and the feature vector are XOR to get the logical secret
key key(i, j), which is retained and used in watermark extraction,as shown in
Fig. 4.

key(i, j) = V (j) ⊕ BW (i, j) (8)
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Fig. 4. Watermark embedding process

3.3 Watermark Extraction

As shown in Fig. 5, watermark extraction is the inverse process of watermark
embedding. According to the embedding method, the feature vector V ′(j) of the
image to be tested is extracted, and then XOR processing is performed between
V ′(j) and the logical secret key key(i, j) to obtain the encrypted watermark
BW ′(i, j). At the same time, BW ′(i, j) do XOR with the binary encryption
matrix C(i, j) which was obtained when embedding the watermark to obtain
the restored watermark W ′(i, j)

W ′(i, j) = C(i, j) ⊕ BW ′(i, j) (9)

Fig. 5. Watermark extraction
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3.4 Performance Metrics

The distortion degree of the medical image can be expressed by the peak signal-
to-noise ratio (PSNR/dB), and the restoration degree of the watermark can be
expressed by normalized correlation coefficient (NC);

PSNR = 10 log

[
MNmaxi,j(I(i, j))2

∑
i

∑
j (I(i, j) − I ′(i, j))2

]
(10)

NC =

∑
i

∑
j W (i, j)W ′(i, j)

√∑
i

∑
j W (i, j)2

√∑
i

∑
j W ′(i, j)2

(11)

The lower the PSNR value is, the greater the distortion is, and the closer the
NC value is to 1 ,the better the watermark restoration is.

4 Experiments and Results

Experiments were performed using Matlab r2015b for all medical images.This
paper selects a 512 pixels × 512 pixels medical image brain as the cover image
of the watermark. First,a Gabor transformed are performed to obtain feature
matrix H, and then do the DCT transformed to the feature matrix H, and the
first 32-bit DCT coefficients in the upper left corner are obtained through the
Z-scan method. The 32-bit binary sequences obtained by the coefficient sign
judgment (the coefficient is positive to be 1, and the coefficient is negative to be
0) is used as the feature vector of the medical images.

As shown in Fig. 6, four different medical images are selected. Table 1 shows
the feature vectors extracted from each medical image by Gabor-DCT. It can be
seen from the Table 1 that the feature vectors extracted from different medical
images are different.

Fig. 6. Different medical images
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Table 1. Feature vectors of different medical images.

Different medical images Feature sequences

(a) Brain 1100 0011 1000 1010 0001 0001 1010 0110

(b) Lung 1111 1111 1000 1110 1011 0101 0100 1000

(c) Abdomen 1100 0110 1110 1010 0001 0100 1011 1011

(d) Cervical spine 1011 1010 1111 1010 1011 0101 1110 1010

Table 2. PSNR and NC values based on Gabor-DCT under common attacks.

Conventional Gaussian noise JPEG compression Median filter

attack (Thirty times)

1% 5% 10% 1% 10% 20% 3 × 3 5 × 5 7 × 7

PSNR/dB 20.45 14.31 11.85 26.28 31.29 33.81 33.78 26.92 24.96

NC 0.90 0.80 0.74 1.00 0.90 1.00 1.00 1.00 0.90

4.1 Common Attacks

There are three kinds of common attacks in the experimental: Gaussian noise
attacks, JPEG compression attacks and median filtering attacks. Table 2 shows
the PSNR and NC values under different attacks intensities.

From Table 2, when the Gaussian noise is 10%, the NC value is 0.74. When
the JPEG compression quality is 1%, the NC value is 1.00. For 30 times of 7× 7
median filtering, the NC value is still as high as 0.90. At the same time, it can
be seen from Fig. 7 that the watermark is still visible after each attacks, that is,
the algorithm proposed in this paper can well resist common attacks, especially
in the aspect of JPEG compression attacks and median filtering attacks.

Fig. 7. Medical image after the common attacks and the restored watermark
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4.2 Geometric Attacks

Geometric attacks (rotation, scaling, translation, clipping) have a great impact
on images. How to improve the robustness of images under geometric attacks
have always been a difficult problem. Table 3 shows the test results of the algo-
rithm after several geometric attacks.

Table 3. PSNR and NC values for geometric attacks based on Gabor-DCT.

Geometric attacks Attack strength PSNR/dB NC

Rotation (clockwise) 5◦ 18.00 1.00

10◦ 15.60 1.00

20◦ 14.60 0.71

Scaling attack 0.5 / 0.70

0.8 / 0.90

2.0 / 0.89

Translation attack (left) 5% 14.48 1.00

15% 12.86 1.00

25% 11.42 0.89

Translation attack (right) 5% 14.51 1.00

15% 12.90 1.00

25% 11.30 0.81

Crop (Y direction) 5% / 1.00

10% / 0.80

25% / 0.61

Crop (X direction) 5% / 1.00

15% / 1.00

25% / 0.81

(1) Rotation attacks: When the medical image is rotated 20 degrees, as shown
in (k) and (l) in Fig. 8, the PSNR value is very low, but the NC value is 0.71,
which still can restore the watermark well, indicating that the algorithm has
good robustness against rotation attacks.

(2) Scaling attacks: When the medical image is reduced to 0.5 times, the NC
value is 0.71 when the medical image is magnified by 2 times, as shown in
(m) and (n) in Fig. 8, the NC value is 0.89 , and the watermark restoration
degree is high. It shows that the algorithm is robust to scaling attacks.

(3) Translation attacks: When the left shift and right shift of medical images
are all 25%, the NC values are above 0.80. As shown in (o), (p), (q) and (r)
in Fig. 8, they are 25% left shift, 25% right shift and corresponding restored
watermark. Therefore, the algorithm is robust to translation attacks.
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Fig. 8. Medical image and the restored watermark under geometric attacks.

(4) Crop attacks: As it can be seen in Table 3, compared with the ability to
resist X-axis crop, the anti Y-axis crop ability of this algorithm is worse,
but the NC value is still greater than 0.50 when the Y-axis is 25% cropped,
and the NC value is as high as 0.81 when the X-axis is 25% which indicates
that the algorithm has a good anti crop ability. In Fig. 8, (s) and (t) are
the watermarks cut by 10% and restored by Y-axis, (u) and (v) are the
watermarks cut by 25% and restored by X-axis respectively.

Combined with Table 3 and Fig. 8, it can be seen that the algorithm in this
paper has a good ability to resist geometric attacks.

4.3 Algorithm Comparison

This paper compared the DCT algorithm and the Gabor-DCT algorithm. It can
be seen from Table 4 that under common attacks, the watermark restoration effect
of the DCT algorithm and Gabor-DCT algorithm is similar, and the NC value is
close. However, under geometric attacks, the anti-rotation, translation, and crop of
the Gabor-DCT algorithm are performing better than the DCT algorithm. Hence
the Gabor-DCT algorithm is better than DCT in the anti-geometric attacks.
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Table 4. Comparison of different algorithms.

Attack PSNR/dB NC

DCT Gabor-DCT DCT Gabor-DCT

Conventional
attack

Gaussian noise 10% 11.85 11.85 0.78 0.74

JPEG compression 1% 26.28 26.28 1.00 1.00

Median filter 7× 7 (Thirty times) 24.96 24.96 1.00 0.90

Geometric
attacks

Rotation 20◦ (clockwise) 14.60 14.60 0.51 0.71

Scaling 2 times / / 1.00 0.89

Translation 20% (left) 12.07 12.07 0.33 1.00

Translation 25% (right) 11.30 11.30 −0.08 0.81

Clipping 25% (Y direction) / / 0.63 0.61

Clipping 25% (X direction) / / −0.21 0.81

5 Conclusion

In this paper, Gabor texture feature extraction is combined with DCT algorithm
to obtain a Gabor-DCT based zero watermarking algorithm for medical images.
The algorithm extracted texture information of different scales and directions
through Gabor transform, and used the “energy concentration” feature of the
DCT algorithm to concentrate the extracted texture information. Then applied
the extracted medical image features to associate with the watermark, and com-
bined the cryptographic ideas to design the watermark algorithm. Experimental
results show that the algorithm has strong robustness to both common attacks
and geometric attacks, and can effectively protect the security of medical image
information.
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Abstract. Electricity has become one of the most important energy in human
social. A reliable analysis of the influencing factors of electricity sales will help
strengthen the electricity companies, related national energy departments’ control
and security over the expected electricity consumption across the country. In this
paper, we analyze the relationship between different types of electricity sales and
a variety of potential factors, including immediacy factors, leading factors and
the influencing of Chinese New Year by using Pearson correlation coefficient,
dynamical time warping. Through the result of experiment, we found that the
influencing factors are different for different electricity usage categories.And some
factors have lagging effects on electricity sales, so we need to comprehensively
consider immediacy factors and leading factors when forecasting electricity sales.
At the same time, we also found that Chinese New Year also has a significant
impact on electricity sales, thus Chinese New Year is also is also an important
factor affecting electricity sales.

Keywords: Electricity sales · Pearson correlation coefficient · Dynamic time
warping

1 Introduction

Electricity is almost related to all aspects of human life, such as smart home, data
security and so on. Accurate forecasting of electricity sales is conducive to make rational
use of resources. Overestimating the electricity consumption will lead to more supply
than actual needs, resulting in waste of resources. And underestimating the electricity
consumption will lead to less supply than the actual demand, which will not guarantee
normal production and life. In order to enable policymakers to make reasonable plans
which can strengthen the control of operating cost in the power sector, it’s necessary
to make an accurate analysis of electricity consumption. One of the prerequisites for
accurate prediction is to understand the mechanism of electricity consumption. And the
factors that influence electricity consumption plays an important role of this study.
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Many scholars have been studying the related factors of energy consumption for data
security. Initially, people discovered a causal relationship between economic growth and
energy consumption [1, 2]. But due to the different economic and industrial structures
in different regions, it is not reliable to generalize their influence mechanism [3].

However, it is too rough to use a single factor to analyze the overall electricity
consumption. Therefore, some scholars study the influencing factors of different types
of electricity, such as industrial electricity [4] and residential electricity [5, 6].

Except for this problem, there are also some factors with time lag or lead that affect
electricity consumption [7]. But few studies have analyzed it.

In this paper, we first decompose the original data by using the X13-ARIMA-SEATS
algorithm to obtain trend items, seasonal items and stochastic term. Then analyze the
correlation between different type electricity consumption and instantaneous factors,
obtaining the relationship between them. The results obtained by comparing different
types of electricity consumption are also more comprehensive and accurate. To analyze
the lagged effect, we analyze the lead-lap relationship between electricity consumption
and leading factors by dynamic time warping (DTW). Finally, analyze the effect of
Chinese New Year, a special festival unique to China.

The following is a summary of contributions to this paper:

(1) Use X13-ARIMA-SEATS algorithm to separate the original data into trend term,
seasonal term and stochastic term, which improves the model’s ability to perceive
electricity trends.

(2) Analyze the correlation between different type electricity sales and immediacy
factors, so as to obtain effective immediacy factors.

(3) Analyze the lead-lap relationship between electricity sales and leading factors by
DTW. It is concluded that forecasting electricity sales requires comprehensive
consideration of leading factors and immediate factors.

(4) Analyze the impact of Chinese New Year and add it to influence factors.

2 Related Work

Electricity is one of the most important energy for human, so people realize the
importance of studying electricity.

There are some great studies for economy and electricity usage. Zhang [1] review
the relationship between electricity usage and economic growth in China from the time,
the regional and the industrial dimension comprehensively. Fang [2] took China’s elec-
tricity consumption from 1995 to 2016 as the research object and used the multi-period
ST-LMDI model to analyze. Jiang [6] use the Logarithmic Mean Divisia Index method,
finding that economic growth is the main factor affecting non-residential electricity con-
sumption and different regions have different impacts due to differences in technological
level and industrial structure. But the data they used in these studies are all annual data. It
is difficult to discover the causal relationship between variables from annual data alone.

Some scholars have conducted more detailed research on other factors. Previous
studies have found a correlation between weather and electricity consumption [8–10].
Xu [5] analyzed the impact on electricity consumption in residential buildings through
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income, family size, education level and other characteristics such as the occupants
and found that there may indeed be an impact. Guo [11] summarized the influencing
factors that affect residential electricity consumption, such as the number of family
members, social status of the family, family economic situation, level of education,
age composition of family members, the type of a house, and analyzed the residents’
electricity consumption behavior from the perspective of social psychology.

The time lag effect is widespread in the field of economics and security, and there
are also lag variables in electricity consumption analysis. Liu [12] develops a function
of energy consumption, population growth, economic growth and urbanization process,
and provides fresh empirical evidences for urbanization and energy consumption for
China over the period 1978–2008 through the use of ARDL testing approach and factor
decomposition model. And the results of the bounds test show that there is a stable long
run relationship amongst total energy consumption, population, GDP and urbanization
level when total energy consumption is the dependent variable in China. But there are
few special analyses on the leading or lagging factors that affect electricity sales.

3 An Overview

Considering the raw data due to season, weather factors such as electricity curve form
variety, to a certain extent masked the trend of electricity, so we first strip its original
electricity curve trend, seasonal item and random item by X13-ARIMA-SEATS algo-
rithm, which can improve the perception ability of the model to the electricity sales trend
when analyzing the electricity sales.

Then consider the correlation between the immediacy factor and the amount of
electricity sales by each category. We mainly use Pearson correlation coefficient (PCC)
and line graph to analyze.

In addition to the immediacy factor, we also consider the influence of the leading
factor on the electricity sales. Leading factors mainly include manufacturing Purchasing
Manager’s Index (PMI), non-manufacturing PMI and net capacity increase of industrial
expansion. In this paper, we use the Dynamic Time Warping (DTW) algorithm to study
the lead-lag relationship between relevant factors and electricity sales data, and the lead-
lag period of output factors and electricity sales data, which provides a factor basis for
forecast of electricity sales. Such as PMI, net capacity increase of business expansion
and other factors and the leading and lagging analysis between the electricity supply in
different industries. The inclusion of leading factors in the analysis of electricity sales is
conducive to enhance the identification ability of the analysis model for inflection point.

In addition, Chinese New year is a special holiday in China. Due to the unfixed date
of Chinese New Year, and the vacation time of Chinese New Year is long and it has
a long impact time, these will have different degrees of impact on electricity sales in
different regions and different industries. Accordingly the Chinese New Year factor is
also needed to be considered as an influencing factor. In this paper, we use the method of
function fitting to analyze the impact of the Spring Festival on electricity sales (Fig. 1).
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Fig. 1. Analysis framework.

4 Analysis on Influencing Factors of Electricity Sales

4.1 X13-ARIMA-SEATS

We use X13-ARIMA-SEATS to decompose the electricity sales curve at first and obtain
the trend term, seasonal term and random term. Here are the detailed steps of X13-
ARIMA-SEATS.

Mark the original sequence as Yt, we filter it linearly and obtain the trend term Tt

Tt =
(
1

2
Yt−6 + Yt−5 + · · · + Yt + · · · + Yt+5 + 1

2
Yt+6

)
/12 (1)

Let Yt minus Tt to get SIt , perform a moving average on SIt to get the seasonal term St .

St
∧

= (SIt−24 + 2SIt−12 + 3SIt + 2SIt+12 + SIt+24)/9 (2)

St = St
∧

− (
1

2
S
∧

t−6 + S
∧

t−5 + · · · + S
∧

t + · · · + S
∧

t+5 + 1

2
S
∧

t+6)/24 (3)

Then get stochastic term It by Yt minus Tt and St . Through the above algorithm, the
electricity sales sequence can be decomposed into three sub-sequences of trend, seasonal
and random items. And the relationship between them can be expressed as

Yt = Tt + St + It (4)

4.2 Pearson Correlation Coefficient

PCC is a statisticalmethod thatmeasures linear correlation between two variables [13]. It
has a value between+1 and−1. A value of+1 is total positive linear correlation, 0 is no
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linear correlation, and −1 is total negative linear correlation. PCC has been widely used
in many applications to name a few, such as time-delay estimation, pattern recognition,
data analysis. The calculation formula of PCC is as follows:

r =
∑

XY −
∑

X
∑

Y
N√(∑

X2 − (
∑

X)
2

N

)(∑
Y2 − (

∑
Y)

2

N

) (5)

X and Y are the two variables we used, N is the number of samples, r is the value of result
(PCC value). r is the ratio of the covariance to the standard deviation of two variables,
so the linear variation does not affect the result of PCC (Fig. 2).

Fig. 2. Pearson correlation coefficient.

4.3 Dynamic Time Warping

Dynamic Time Warping (DTW) is a is one of the algorithms for measuring similarity
between two temporal sequences, which may vary in speed. For instance, similarities in
walking could be detected using DTW, even if one person was walking faster than the
other, or if there were accelerations and decelerations during the course of an observa-
tion. DTW has been applied to temporal sequences of video, audio, and graphics data
— indeed, any data that can be turned into a linear sequence can be analyzed with DTW.
A well-known application has been automatic speech recognition, to cope with differ-
ent speaking speeds [14]. Other applications include speaker recognition and online
signature recognition. It can also be used in partial shade matching application.

We use DTW to obtain the leading factors. Here are the detailed steps of leading
study.

(1) Take the trend term of net capacity increase and electricity sales from January
2015 to August 2019 for the industry respectively, the former is denoted as {Ni|i ∈
1, 2, . . . , 45}, and the latter as {Qi|i ∈ 1, 2, . . . , 45}.
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(2) Use the DTW algorithm to calculate the shortest normalized path D(N,Q) between
the trend item of electricity sales and the trend item of net capacity increase.

(3) Mark leading month 0, leading month 1, …, leading month m as NiQi, Ni+1Qi+1,
…,Ni+mQi+m, and the occurrence times in the shortest regular path are denoted
as C0, C1, …, Cm. Take the largest leading month as 12, then the industry’s net
increase in capacity in the leading months L = max {Ci|i = 0, 1, . . . , 12}.

5 Experiment

5.1 Data Set

The research area of this paper is Hunan. Hunan Province has developed rapidly in
recent years and ranked 8th in China’s GDP in 2018. With the rapid growth of GDP, the
demand for electricity in Hunan Province is also increasing year by year. In order to help
the development of the power industry in Hunan Province, it is necessary to conduct a
reliable analysis of the electric industry in Hunan Province (Table 1).

Table 1. Data source.

Data Source Note

Net capacity Website of National Bureau of
Statistics/Database on Economic and Social
Development/The news media

External data

Manufacturing PMI

Non-manufacturing PMI

Per capita disposable income

Primary industry GDP

Secondary industry GDP

Tertiary industry GDP

The industrial added value

Temperature The weather sites

Days of holiday National holiday Office

Rainfall The weather sites

Five types of electricity usage Internal System Internal data

Industry expansion

Experimental data are divided into external data and internal data. The external data
include net capacity, manufacturing PMI, non-manufacturing PMI, per capita disposable
income, GDP of primary industry, GDP of secondary industry, GDP of tertiary industry,
the industrial added value, temperature, days of holiday and rainfall. And we can obtain
these data from public website, such aswebsite of National Bureau of Statistics, database
on Economic and Social Development and the newsmedia. The internal data include five
types of electricity use and industry expenses, and they come from the internal systems
of electricity companies.
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5.2 Curve Decomposition

After obtaining the electricity sales data, we use X13-ARIMA-SEATS to strip the trend,
seasonal and stochastic term of the original electricity sales curve. Here is the result of
striping (Fig. 3).

Fig. 3. Decomposition results of large industrial electricity curve using X13-ARIMA-SEATS.

5.3 Immediacy Factors

5.3.1 Large Industrial Electricity

(1) The industrial added value (Fig. 4)

Fig. 4. The year-on-year cumulative growth rate of the industrial added value and the large
industrial electricity sales term year-on-year cumulative growth curve.
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Through data exploration, it is found that there is a large correlation between the
electricity sales of Hunan’s large industry and the industrial added value. The Pearson
correlation coefficient between the industrial added value in large industry and electricity
sales is 0.57.

In order to grasp the details of the data, we analyze the trend term of large industry
and industrial added value which has been got the trend term of large industry. The
Pearson correlation coefficient between the trend item of large industrial electricity
sales and industrial added value is 0.72. There is a strong correlation between the two,
so the industrial added value can be regarded as an important factor of large industrial
electricity sales.

(2) Secondary industry GDP

The Pearson correlation coefficient between theGDPof secondary industry and large
industrial electricity sales is 0.66. And Fig. 5 is the year-on-year cumulative growth rate
of the secondary industry’s GDP and the trend term of large-scale industrial power sales
year-on-year cumulative growth curve. Through the above analysis, we can know there
is a strong correlation betweenGDP of secondary industry and large industrial electricity
sales and the GDP of secondary industry can be used as an important influence factor of
large industrial electricity sales.

Fig. 5. The year-on-year cumulative growth rate of the secondary industry’s GDP and the large
industrial electricity sales trend term year-on-year cumulative growth curve.

The immediacy influencing factors of large industrial electricity sales include the
industrial added value and the GDP of secondary industry. In Hunan Province, the
correlation between the electricity sales of large industries and the number of days on
holidays is relatively low, at −0.10, which is not considered for the time being.
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5.3.2 Residential Electricity

(1) Temperature

After analysis, it is found that there is an inconsistency between the electricity sales
of Hunan residents and the temperature data. Further business understanding is that the
electricity lags behind the weather data by one month due to the impact of the meter
reading routine, that is, the supply and sale period is different (Fig. 6).

Fig. 6. Temperature and residential electricity sales during summer scatter plot.

Fig. 7. Temperature and residential electricity during peak summer curve.

We first use this principle to restore the electricity sales data and weather data of
residents and urban residents. Then, in order to ensure the refined analysis of residents,
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the following is the correlation analysis of temperature and residential electricity sales
for peak summer and winter peaks (Fig. 7).

During the peak summer period, there is a strong correlation between electricity and
temperature. The Pearson correlation coefficient is 0.86, and the coefficient of determi-
nation of the fitting function between temperature and electricity is 0.77. And During
the peak winter, the Pearson correlation coefficient between temperature and electricity
is −0.87, showing a negative correlation between the two.

(2) Disposable income per capita

The Pearson correlation coefficient between disposable income per capita and res-
ident electricity sales is 0.79. There is a strong correlation between the two, so the
disposable income of residents can be used as an influencing indicator for electricity
sales (Fig. 8).

Fig. 8. Quarterly value of per capita disposable income and quarterly of residential electricity
sales curve.

The immediacy influencing factors of resident electricity sales include the tempera-
ture and disposable income per capita. In Hunan Province, the correlation between the
resident electricity sales and the number of days on holidays is relatively low, at -0.08,
which is not considered for the time being (Fig. 9).
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Fig. 9. Temperature and agricultural electricity sales during summer curve.

5.3.3 Agriculture Electricity

Through the analysis of agricultural electricity sales and related factors, we found that
the relationship between agricultural electricity and temperature during peak summer is
relatively clear. The Pearson correlation coefficient between the two is 0.59, and the peak
winter is related to Pearson in other months. The coefficients are respectively: −0.28,
0.21, that is, from the perspective of linear correlation in other months, the relationship
between the two is not obvious.

5.3.4 Business Electricity

(1) Temperature

Though the analysis of business electricity sales and related factors, it is found that
there is a strong correlation between temperature and business electricity sales (Fig. 10).

After analysis, the relationship between general industrial and commercial elec-
tricity sales and temperature during the peak winter period is relatively clear, PCC
between business electricity sales and temperature is −0.73, showing a strong negative
correlation.

The PCC between peak summer and other months are 0.32 and −0.07 respectively,
which means that the relationship between the two is not obvious from the perspective
of linear correlation in other months.

(2) Tertiary industry GDP

The PCC between business electricity sales and GDP of tertiary industry is 0.48,
there is a certain relevance between the two.The main immediacy factors that need to be
considered in affecting electricity sales include temperature andGDPof tertiary industry.
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Fig. 10. Temperature and business electricity sales during peak winter curve.

5.3.5 Leading Factors

Leading factorsmainly includemanufacturing PMI, non-manufacturing PMI, and the net
increase in capacity of industry expansion. The inclusion of leading indicators enhances
the ability of electricity sales analysis and forecasting models to identify turning points
(Fig. 11).

Fig. 11. The year-on-year cumulative growth rate of the secondary industry’s GDP and business
electricity sales trend term year-on-year cumulative growth curve.

Manufacturing PMI is an index compiled and compiled through the statistical sum-
mary and compilation of the monthly survey results of corporate purchasing managers.
It is an internationally-used leading index for monitoring macroeconomic trends and has
a strong predictive and early warning effect.. PMI usually uses 50% as the demarcation
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point of economic strength. When PMI is higher than 50%, it reflects the expansion
of manufacturing economy; when PMI is lower than 50%, it reflects the contraction of
manufacturing economy. The non-manufacturing business activity index is a diffusion
index compiled based on the monthly changes in the total amount of business activi-
ties completed by a company (such as the number of customers, sales, engineering and
other physical quantities). Since there is no synthetic non-manufacturing comprehensive
PMI index, the current international business activity index is usually used to reflect the
overall changes in the development of the non-manufacturing economy, usually 50%
is used as the demarcation point of economic strength, and higher than 50% reflects
non-manufacturing Economic expansion, less than 50% reflects non-manufacturing
economic contraction.

The business expansion installation business is the general term for the business
process of the electric power enterprise and security from the user application to the
actual electricity usage. The business expansion installation has a variety of business
types, among which the business types that mainly affect the electricity forecast include:
new installations (new users according to needs Establishing a relationship between
power consumption and power companies), increasing capacity (adding new capacity
on the basis of the original agreed capacity), reducing capacity (reducing the capacity
stipulated in the contract), and canceling households (terminating power supply and
consumption) Contract, stop all electricity consumption) etc. The net capacity increase
of the business expansion refers to the business expansion and new installation, the
capacity increase minus the business expansion and reduction, and the account sales
capacity. The analysis shows that the net increase in capacity has a certain leading effect
on the sales of electricity. The change in the net increase in capacity is a slow growth
process and will reach stability after several months (Fig. 12).

Fig. 12. Manufacturing PMI and Large industrial electricity sales (Leading 2 months) trend term.

We obtain manufacturing PMI leading large industrial electricity sales trend item
for 2 months and non-manufacturing PMI leading general industrial and commercial
electricity sales trend item 4 months by using DTW (Fig. 13).
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Fig. 13. Distribution of the number of electricity sales trend term in the electricity category leading
to the net increase in capacity of the industry expansion.

5.3.6 Other Factors

Chinese New Year
We analyze the impact of the Spring Festival on the electricity sales of large industries.
As can be seen from the figure above, Chinese New Year has an obvious impact on the
electricity sales of large industries. And the relationship function between the two is
computed as follows.

y = 0.000066x2 + 0.000458x + 0.289276 (6)

the coefficient of determination of the function is 0.85, the model fits well (Fig. 14).

Fig. 14. The influence curve of Chinese New Year on large industrial electricity sales.
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6 Conclusion

This paper uses X13-ARIMA-SEATS, PCC, DTW and other algorithms to study the
influencing factors of five types of electricity sales, and finally the immediate factors
and leading factors that impact the electricity sales are got. The work of this article can
provide great help for the forecast of electricity sales to protect electric data security.
And this will help policy makers formulate more reasonable policies to promote the
development of the electric industry and electric security.
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A Regularization-Based Positive and Unlabeled
Learning Algorithm for One-Class Classification

of Remote Sensing Data
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Abstract. Given some pixels with user-defined land cover types as labeled pos-
itive and negative samples, traditional remote sensing classification methods are
sufficient to obtain optimal classification results. However, in many cases, only the
positive pixels that users are interested in are labeled, and the negative samples are
too diverse to be labeled. Such classification problems are referred to as one-class
classification. Traditional learning methods are not suitable for one-class classifi-
cation problems because labeled negative samples are required for these methods.
In this paper, we propose a regularization-based positive and unlabeled learn-
ing method called RPUL for one-class classification of high-spatial-resolution
aerial photographs. RPUL uses the implicit mixture model of restricted Boltz-
mann machines (IRBM) as the base framework of the classifier. With the help
of a regularization term embedded into the loss function, an additional restric-
tion is imposed on the negative class conditional PDF to ensure that it is as far
from the positive class conditional PDF as possible. Thus, although no labeled
negative training samples are available, the negative class conditional PDF can
be estimated directly to obtain a binary classifier for the detection of the class
of interest. The experimental results indicate that the new method provides high
classification accuracy and outperforms state-of-the-art methods, including the
cost-sensitive positive and unlabeled learning (CSPUL) and Gaussian domain
descriptor methods.

Keywords: Remote-sensing · Positive and unlabeled data · Regularization
term · Restricted boltzmann machines (RBM)

1 Introduction

Remote sensing technology has been widely used in various urban and environmental
applications, such as land use change monitoring, water quality measurement and veg-
etation mapping. In general, remote sensing technologies rely on the classification and
detection of targets in remote sensing images. Target detection refers to the technical
process of distinguishing target and nontarget areas in an image and can essentially be
seen as a process of machine learning: learn and construct a statistical classification
model on the set of positive and negative labeled data and use this model to obtain the
class label of other unlabeled pixels.
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In recent years, with the development of machine learning and image processing
technologies, remote sensing object detection methods have provided relatively good
detection results. However, in some applications, we may be interested in only specific
target areas and not other areas, which may incur the absence of negative labelled data
[1–5]. For example, if the goal of a project is to detect roads from remote sensing data
and update the information of an existing transport system, we may be reluctant to label
forests and agricultural areas in the images as labeled negative training data. Moreover,
even if we can afford the time and labor cost, it is still difficult to obtain a proper negative
training dataset due to the high diversity of negative classes, particularly when high-
spatial-resolution images are used. The classification problem in which the training data
include only labeled positive training samples (target region) and not negative labeled
training samples (non-target region) is called the one-class learning problem in machine
learning [6, 7]. For this type of problem, traditional supervised classification methods
are usually inefficient because traditional supervised classifiers require the classes in the
remote sensing image to all have labeled training pixels. Thus, it is necessary to develop
a stable and efficient remote sensing image target region detection method for cases
where the training set contains only positive labeled samples.

At present, two strategies are used to address the one-class classification problem in
the literature. The first strategy completely ignores unlabeled data and trains a classi-
fier on only positive labeled data. Typical approaches of this type include the Gaussian
model (GM) [7], one-class support vector machine (OCSVM) [8, 9] and support vec-
tor data description (SVDD) [10]. The GM assumes that the positive data are sampled
from a Gaussian distribution. After density estimation of the positive labeled data, GM
discriminates the positive class from the other classes by specifying an appropriate
threshold. The disadvantage of GM is its inability to determine a suitable threshold.
Moreover, when the data feature dimensionality is high, density estimation is usually
very difficult. SVDD and OCSVM regard the original point as the only negative train-
ing case and find a hyperellipsoid that can exactly accommodate all positive examples
or a hyperplane to separate the positive labeled data from the original point with the
maximum margin. The disadvantage of these two methods is that their classification
results are sensitive to the parameter values, so careful parameter tuning is required.
The second strategy is semi-supervised learning, where unlabeled data are added to the
learning process to compensate for missing negative labeled data. Representative works
include semi-supervised one-class SVM (S2OC-SVM) [11], 1-SVMs [13], positive and
unlabeled learning method (PUL) [3] and cost-sensitive positive and unlabeled learning
method (CSPUL) [13]. S2OC-SVM and 1-SVMs improve the classifier by introducing
manifold regular terms into the learning goal to make the labels smoother. However, the
classification outcome is still sensitive to the parameter values. PUL and CSPUL are
state-of-the-art methods for one-class classification. They use the estimated class prior
to learning a classifier on positive and unlabeled data directly, where the unlabeled data
play a similar role as the negative labeled data. However, the two-step strategy makes
the classification precision strongly dependent on the class prior estimated in their first
step.
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In this paper, we propose a PUL method based on regularization, which is formal-
ized as the Bhattacharyya coefficient (BC). The BC is a measure of the amount of
overlap between two statistical samples or populations and is widely used in research
on feature extraction and selection, image processing, speaker recognition, and phone
clustering. We use the BC to impose an additional restriction on the unknown negative
class conditional PDF to ensure that it is as far from the positive class conditional PDF
as possible. Since the positive class conditional PDF and the mixture PDF of both the
positive class and negative class can be estimated from the positive data and the unla-
beled data, respectively, such a learning strategy makes it possible to obtain an estimate
of the negative class conditional PDF. Moreover, we adopt an implicit mixture model
of restricted Boltzmann machines (IRBM) to depict the data distribution to avoid the
problem of simultaneously estimating the value of unknown class priors and unknown
density functions. Thus, RPUL is established by embedding the BC between two class
conditional densities into the risk function, i.e., the KL divergence between samples and
the IRBM model, as a regularization item.

In contrast to other one-class methods, RPUL makes no assumptions about the data
generationmechanism and requires no processing steps to estimate the threshold or class
prior. We apply RPUL to classify data extracted from three scenes of a high-spatial-
resolution image under the assumption that only positive data and unlabeled data are
available for training. The experimental results illustrate the superiority of the proposed
method compared with other state-of-the-art strategies.

2 The Proposed Approach

2.1 Preliminaries

Bhattacharyya Coefficient. The BC between two probability densities p1(v) and
p2(v), with v ∈ Rd , is defined as

B =
∫
Rd

√
p1(v)p2(v)dv. (1)

Clearly, the value of B is always confined within the interval [0, 1].
Implicit mixture model of RBMs (IRBM) [14]. The IRBM is a mixture model of
RBMs with the mixed weights implicitly parameterized.

Let v ∈ Rd be a vector of visible (observed) variables and h be a vector of hidden
variables. Let K be the number of components (classes): K is two in this paper since we
discuss only situations with two classes. Let q be a K-dimensional binary vector with
only one element being one. Further, if q1 = 1 and q2 = 0, then the current v is a case
of the positive class; otherwise, it is a case of the negative class. The energy function for
IRBM is

E(v,h, q) = 1

2

∑
i

(vi − ci)
2 −

∑
j

hjdj −
∑
k

qk
∑
i,j

Wijkvihj (2)
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ci =
∑
k

qkCik , dj =
∑
k

qkDjk (3)

where W, C and D are the weight parameters, the visible unit biases and the hi-den unit
biases, respectively, and k represents the component index. The joint distribution for the
mixture model is

pmodel(vs,hs,qs) = exp
(−E(vs,hs,qs)

)
/Z (4)

where

Z =
∑
v,h,q

exp(−E(v,h,q)) (5)

is the partition function of the implicit mixture model. The components of IRBM are
standard RBMs. The energy function of the kth component derived from (2) is

Ek(v,h) = E(v,h, qk = 1) (6)

The corresponding distribution function of the kth component is

pmodel(vs,hs|qk = 1) = exp
(−Ek(vs,hs)

)
/Zk

Zk =
∑
v,h

exp(Ek(v,h)) (7)

Let θ = {W ,C,D} be the set of model parameters. Given a set of N training
cases

{
v1, ..., vN

}
, the learning process of IRBM is to maximize the log likelihood of

L = ∑N
n=1 log pmodel(vn; θ) or tominimize theKullback–Leibler (KL) distance between

the empirical data distribution and the model distribution KL(pdata(v)||pmodel(v ; θ)),
where pdata(v) = 1

N

∑n
i=1 δ(v − vn) and δ(v−vn) is 1 onlywhen v = vn; otherwise, it is

0. IRBM can be trained by a contrastive divergence-like algorithm by sampling the con-
ditional distributions p(h,q|v) and p(v|h,q). Sampling p(h,q|v) is not straightforward
and performed in two steps. First, the K-way discrete distribution p(q|v) is computed
(see below) and sampled. Then, given qk = 1, the kth component RBM is selected and
its conditional distribution p(h|v) is sampled. p(q|v) is given by

p(qk = 1|v) = exp(−F(v, qk = 1))∑
m exp(−F(v, qm = 1))

(8)

where

F(v, qk = 1) = 1

2

∑
i

(vi − ci)
2 −

∑
j

log

(
1 + exp

(∑
i

Wijkvi

))
(9)
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2.2 Learning Framework

Notation
Let Y = {+1,−1} be the set of possible labels. Without loss of generality, we suppose
only the first l cases in

{
v1, ..., vN

}
are labeled with positive label +1 and the rest are

unlabeled. LetP = {
v1, ..., vl

}
be the set of positive samples, and letU = {

vl+1, ..., vN
}

be the set of unlabeled samples.

Method
The goal of our method is to learn the posterior probability function p(q1 = 1|v).
According to Bayes’ rule,

p(q1 = 1|v) = p(v|q1 = 1)p(q1 = 1)

p(v)
. (10)

Then, the positive conditional density function p(v|q1 = 1),the mixture density p(v)
and the class prior p(q1 = 1) must be estimated. As the IRBM was adopted as the data
description model, estimation of the class prior is replaced by estimation of the negative
class conditional density function. However, because of the lack of labeled negative data,
estimation of the negative class conditional density is not straightforward. To address this
problem, we introduce the BC to obtain supernumerary information about the negative
class conditional density to compensate for the absence of negative labeled data. This
approach is reasonable. In fact, minimizing the BC between the conditional densities
of two class, i.e., the amount of overlap, would lead to a negative class conditional
density that is far from the positive class conditional density. Then, in the area far from
the negative data, it holds that p(v|q1 = 1)p(q1 = 1) is approximately equal to p(v).
Notably, approximating p(v|q1 = 1)p(q1 = 1) as p(v) is the starting point of the
state-of-the-art one-class method [13] for estimating the class prior.

Finally, the proposed framework of RPUL is formulated to minimize

Z(θ) = KL(pdata(v|q1 = 1), p(v|q1 = 1; θ1))

+ KL(pdata(v), p(v; θ)) + μB(p(v|q1 = 1; θ1), p(v|q2 = 1; θ2)) (11)

where θ = {θ1, θ2} is the set of model parameters and θk is the set of parameters of the kth

component of IRBM. KL(•) is the Kullback–Leibler divergence. The first two items on
the right side of the equal sign measure the degree of fit between the positive data and the
first positive component of IRBM and the degree of fit between the unlabeled data and
the complete IRBM, respectively. The final item is the BC regularization item, which
ensures that the second component of IRBM captures the negative class conditional
density precisely, as mentioned in the previous analysis. The trade-off between the data
fit items and the regularization item is positive parameter μ, which is fixed at 0.1 in this
paper.

Solution
As in the training process of IRBM, gradient descent is employed to solve optimization
problem (11). To make the notation concise, the three terms on the right side of the equal
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sign of (11) are denoted by KL1(θ1), KL2(θ), and B(θ). Given the samples vs ∈ U , the
estimate of B(θ) is computed by

B(θ) =
∑

vs

√
f (vs; θ1)g(vs; θ2). (12)

Then, the derivative of B(θ) with respect to θk is

∂B

∂θk
= −1

2
√
p(q1 = 1)p(q2 = 1)

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

∑
vs
p(vs)

√
p(q1 = 1|vs)p(q2 = 1|vs)∂Fk(vs)

∂θk

−
(∑

vs p(v
s)

√
p(q1 = 1|vs)p(q2 = 1|vs)∑
v p(v)p(qk = 1|v)

)

(∑
v
p(v)p(qk = 1|v)∂Fk(v)

∂θk

)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
(13)

where θ is omitted for brevity and Fk(v) = F(v, qk = 1). To compute the terms
associated with the variable v of (13) exactly, we would need to sum over the joint space
of all possible visible variables, which is an intractable task. Fortunately, we can address
this problem using the CD learning algorithm, which has been found to be effective for
training a variety of energy-based models. Based on the CD algorithm, we sample the
mixed probability density p(v) to compute the corresponding expectation terms and then
obtain the approximation to the derivative of B(θ):

∂B(θ)

∂θnk
≈ −1

2
√
p(q1 = 1)p(q2 = 1)

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

l+u∑
s=l

pdata(vs)
√
p(q1 = 1|vs)p(q2 = 1|vs)∂Fk(vs)

∂θnk

−

⎛
⎜⎜⎜⎝

l+u∑
s=l

pdata(vs)
√
p(q1 = 1|vs)p(q2 = 1|vs)

l+u∑
s=l

p
(
(vs)−

)
p(qk = 1|(vs)−)

⎞
⎟⎟⎟⎠

(
l+u∑
s=l

p
(
(vs)−

)
p(qk = 1|(vs)−)

∂Fk((vs)−)

∂θnk

)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(14)

where (vs)− is obtainedby thenegative phase,which are thevalues of thevisible variables
after M steps of alternating sampling and p(h,q|v) and p(v|h,q). Otherwise, given vs, if
the sampled q1 = 1, let sk = 1; else, let sk = 2. Similarly, given (vs)−, we can obtain the
value of (sk)−. The derivative of Fk in (14) can be computed approximately as follows:

∂Fk(vs)
∂Wijk

= −p
(
hj|vs, qk = 1

)
vsi ≈

{
−hsj v

s
i , k = sk

0, k �= sk
, (15)

∂Fk((vs)−)

∂Wijk
= −p

(
hj|(vs)−, qk = 1

)
(vsi )

− ≈
{

−(hsj )
−(vsi )

−, k = s−k
0, k �= s−k

, (16)
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∂Fk(vs)
∂Cik

=
{−vsi + ci, k = sk
0, k �= sk

, (17)

∂Fk((vs)−)

∂Cik
=

{−(vsi )
− + ci, k = s−k

0, k �= s−k
(18)

∂Fk(vs)
∂Djk

= −p
(
hj|vs, qk = 1

) ≈
{

−hsj , k = sk
0, k �= sk

, (19)

∂Fk((vs)−)

∂Djk
= −p

(
hj|(vs)−, qk = 1

) ≈
{

−(hsj )
−, k = s−k

0, k �= s−k
(20)

The derivative of KL1(θ1) with respect to θ1 and the derivative of KL2(θ) with respect to
θ can be computed by CD algorithm, as done in the preliminaries. After the derivatives
are computed, the parameters of our model are iteratively updated as follows:

θnew = θold − η�θ, (21)

where η is the learning rate and

�θ = ∂(μB + KL1 + KL2)

∂θ
. (22)

Finally, for any given sample v, following Bayes’ decision theory, if p(q1 = 1|v) >

p(q2 = 1|v), the label is positive. Otherwise, the label is negative, and p(q1 = 1|v) can
be computed via formula (8).

Note that the computation of (22) simply involved applying the CD algorithm to the
P set and U set, and the time complexity of the proposed method is the same as that of
IRBM.

3 Experiments

In this section, we investigate the performance of the proposed RPUL for one-class
classification of remote sensing data. The cost-sensitive LPU method (called CSLPU
below) proposed in [13] is a state-of-the-art alternative learning method for the same
positive/unlabeled scenario, and the Gaussian domain descriptor (GDD) methods are
commonly used one-class classifiers. Hence, these methods are also compared with the
proposed RPUL in our experiments.

3.1 Dataset Description

The initial dataset used in this paper was RIT-18 [15, 16], which is composed of very-
high-resolution aerial photographs (4.7 cm GSD) acquired by an unmanned aircraft
system (see Fig. 1). The dataset includes 6 VNIR spectral bands and 18 labeled object
classes. The 2nd, 14th, 15th and 16th classes were chosen as positive classes in this paper
because they are the first four classes that have a sufficient number of pixels (at least 1%
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of the total pixels). The size of the photographs is 9393× 5642, with a total of 52995306
pixels. We slid a 5 × 5 pixel template over the image and extracted 88 features for each
pixel, including the mean, variance, homogeneity, contrast, and second moment of the
six bands. All features were rescaled to the range [0, 1].

RPULandCSLPUrequire positive andunlabeled data for training,whereasGDDand
SVDD require only positive data. In general, more labeled training data results in higher
accuracy but also increases the required labeling effort. In our experiments, for each class
extraction, we randomly selected only 50 pixels of a class as labeled positive training
samples: the labeled pixels were less than 9e−5% of the entire image. Additionally,
for RPUL and CSLPU, we randomly selected an additional 1000 pixels from the entire
image as the unlabeled dataset. As mentioned in the introduction, the classification
results of GDD strongly depend on the tuned model parameters: high classification
accuracy on the testing dataset is difficult to guarantee if these parameters are tuned
with only positive data. To investigate the optimal performance, we used 1000 randomly
selected background pixels of other classes in addition to the previously prepared positive
labeled samples to tune the parameters. Finally, the remaining pixels of the photographs
formed the test dataset. Moreover, to obtain statistically reliable results, ten different
random realizations of the training data were considered for each classification, and the
classification results were evaluated in terms of the overall accuracy (OA), F-measure
(F), recall (R) and kappa coefficient (K) [17].

Fig. 1. RGB visualization of the RIT-18 dataset. This dataset has six spectral bands.

3.2 Model Development

RPUL. The RPULmodel was developed in MATLAB. Typically, we used models with
200 latent variables. The value of the parameter μ in (22) was fixed at 0.1; the learning
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rate in (21) was set to 1e−3; and the weight decay was set to 1e−2. A momentum
term was also used: 0.9 of the previous accumulated gradient was added to the current
gradient. A temperature parameter was introduced to scale the free energies, similar to
the training process of IRBM: the parameter was set to 100. We trained the model using
the entire sample in both the P set and the U set until the class labels of the data did not
change or the number of iterations reached 2000.

CSLPU. The CSLPUmodel was implemented inMATLAB.We used a Gaussian radial
basis function (RBF) kernel and followed the empirical approach in [6] to tune the
parameters. The number of basis functions was set to 300. The regularization parameter
was tuned in the range [−3, 10] on a log scale with a step size of 1. The kernel width was
tuned in the range that was computed by first estimating themedian value of the distances
from all samples to the randomly selected centroids and multiplying the median value
by the numbers in the interval [−2, 10] on a log scale with a step size of 1. Moreover,
CSLPUneeds the class prior to be known first.We used themethod in [13] to estimate the
class prior, with the parameters tuned under the same settings as those used for CSLPU.

GDD. The GDD model was implemented via dd_tools. We used the simple Gaussian
target distribution and tuned two parameters: the error on the target class in the range
[0.1, 1] with a step size of 0. 1 and the regularization parameter in the range [0.1, 1]
with a step size of 0.1. As for SVDD, only the samples in the P set were used to train
the classifier using the tuned parameters.

3.3 Experimental Results

Every experiment was repeated ten times with randomly selected positive and unlabeled
samples. Figure 2 shows the classification maps of one of the experiments of Fig. 1 for
each land type, where (a) is the benchmarks, i.e., the true pixel labels, and (b), (c) and (d)
are the classification results of RPUL, CSLPU and GDD, respectively. In general, RPUL
provides the best classification results in the extraction of a single land type from the
aerial photograph. Note that such good classification results are obtained in the situation
with only 50 positive labeled pixels and no negative labeled pixels for training. Therefore,
with the help of the regularization item, RPUL can learn additional information about
the unknown negative training samples from the positive and unlabeled samples to
construct a proper classifier even without the labeled negative training samples. CSLPU
also provides relatively good results, particularly forwater areas, butGDDproduces poor
results. Both RPUL and CSLPU used unlabeled samples to build the classifier, which
may be the reason that they have better classification results than GDD. Moreover,
CSLPU is slightly inferior to RPUL. The main reason is likely that the distribution of
the positive class in the training set is not identical to the distribution in the unlabeled
set since we selected only 50 positive samples as labeled samples; therefore, CSLPU
might not be able to obtain an optimal estimate of the class prior to train the classifier.
Table 1 compares the accuracy, F-measure, recall and kappa coefficient of the three
methods for different land types. The results in Table 1 show that RPUL and CSLPU
had similar best evaluation values and GDD provided the worst classification results,
even with the parameters tuned on the set of additional negative labeled samples and
positive labeled samples.
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Fig. 2. Prediction maps of each land type. From the first row to the last row, prediction maps of
tree, grass and water. White: positive; black: negative.
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Table 1. The accuracy (OA), F-measure (F), recall (R) and kappa coefficient (K) of RPUL,
CSLPU and GDD for all land types

Land Types RPUL CSLPU GDD

OA F R K OA F R K OA F R K

Tree 0.93 0.96 0.96 0.67 0.90 0.94 0.90 0.64 0.77 0.85 0.75 0.36

Grass 0.86 0.90 0.89 0.63 0.89 0.93 0.98 0.61 0.74 0.82 0.72 0.43

water 0.98 0.98 0.99 0.91 0.98 0.99 0.99 0.90 0.97 0.98 0.99 0.88

4 Conclusion

In this paper, we addressed the problem of one-class classification of remote sensing
data by proposing a newBC-based positive and unlabeled learning algorithm. In contrast
to other one-class methods, the proposed method makes no assumptions about the data
generation mechanism and does not need a processing step to estimate the threshold or
the class prior. Moreover, the proposed method is a semi-supervised learning method
that requires only a small set of labeled positive data for classifier training. The exper-
imental results indicated that the new algorithm achieves high classification accuracy,
outperforming the CSPUL, SVDD, and GDDmethods. In future work, we will apply the
learning strategy to a generative adversarial network to further improve the performance
of LPU methods.
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Abstract. With the rise of big data analytics and artificial intelligence,
an increasing number of enterprises and individuals are concerned about
the security and privacy of the shared data. However, it is still challeng-
ing to achieve a data sharing scheme, which meets the security, privacy,
security, and credibility requirements. This paper proposes SDSBT, a
multi-party data sharing platform based on blockchain and the trusted
execution environment (TEE), which effectively and securely realizes the
data sharing among multiple parties. SDSBT achieves the properties
including privacy-preserving, identity authentication, application secu-
rity, and accountability. The security analysis and experimental results
show that the scheme is secure and practical.

Keywords: Blockchain · TEE · SGX · Data sharing · Privacy
protection

1 Introduction

With the development of big data analytics and artificial intelligence, data is
becoming more and more valuable and has become the core asset of some enter-
prises and government agencies. One of the fundamental enabling components
for the big data analytics and artificial intelligence is the abundance of data.
Thus, it is essential to share data between multiple parties for the abundance of
data [1,2]. However, as more information on individuals is shared and analyzed,
data providers are getting increasingly concerned about data security and privacy
issues. How to effectively coordinate all parties to complete data sharing with a
secure and privacy-preserving way is one of the current research hotspots [3–11].
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Recently, many scholars propose schemes to solve the security problems in
data sharing. Zhao et al. [7] proposed a data sharing model for the Internet of
things(IoT) scenario, which used the attribute-based encryption to achieve fine-
grained access control of ciphertext and guarantee the data privacy. However,
the efficiency and security of the scheme need to be further improved. In [8],
the authors implemented a lightweight data sharing platform, which used the
data integrity verification to enhance security. But the scheme did not consider
the security of the data processing. Wu et al. [9] proposed a human intelligence,
artificial intelligence, and organizational intelligence (HAO) governance method
to achieve the requirements of data standard governance. However, the security
properties of data storage were not considered.

Blockchain is a public and decentralized ledger, which is tamper-proof and
traceable. One rising way is to use the blockchain technology to enhance the
security of data sharing. Wang et al. [10] proposed a data sharing platform,
which employs the tamper-proofing and traceability of the blockchain to ensure
the correctness of data. In [11], Wang et al. construct a blockchain-based data
sharing network, which implements the secure data sharing. However, both of
the schemes store the source data in the blockchain, which is visible to everyone.
Thus the data privacy can not be protected.

The trusted execution environment (TEE) technology implements the secure
container to protect the integrity and confidentiality of the internal data [12],
which can provide powerful support for the blockchain-based data sharing
schemes. In this paper, we designed a multi-party data sharing platform, which
meets the privacy, security, and credibility requirements of the data sharing, by
combining TEE and blockchain. We build the data sharing platform based on
TEE and run the data computation in the secure container to protect the data
privacy. The secure container can also guarantee the correctness of the internal
computation, thus the security of data sharing is ensured from the hardware
level. Moreover, we store the data sharing log in the blockchain to provide a
basis for data confirmation and to realize the functions of retrospective and
accountability afterward.

In summary, in this paper, we make the following contributions:

1. We propose a data sharing platform SDSBT based on blockchain and TEE,
which achieves privacy-preserving, identity authentication, application secu-
rity, and accountability properties.

2. Through simulation and analysis of experiments, the feasibility of the scheme
in this paper is confirmed.

The structure of the paper is as follows: in Sect. 2, the related background
is provided, including TEE, Intel SGX Software Guard Extensions (SGX), and
Blockchain technology. In Sect. 3, we describe the current system architecture,
threat model, and design goals. In Sect. 4, we propose the system design. In
Sect. 5, the security of the platform is analyzed. In Sect. 6, we conduct the cor-
responding experimental analysis. The paper is concluded in Sect. 7.
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2 Background

To better understand our scheme, the related backgrounds are presented, includ-
ing the basic concept of TEE, SGX, and blockchain technology.

2.1 Trusted Execution Environment (TEE)

The trusted execution environment (TEE) technology can provide the secure
container to prevent potentially malicious users from controlling or observing
the internal data [12]. To achieve the secure container, TEE needs to guarantee
the data isolation between the trusted environment and the normal environ-
ment. A common scheme is providing the physical memory isolation and the
extra access checks, so that the normal environment cannot directly access the
data in the trusted environment. Currently, the popular TEE solutions include
SGX(SoftwareGuard Extensions) based on Intel x86 architecture, TrustZone
based on ARM Architecture, and MultiZone [13] based on open-source frame-
work RISC-V.

At present, TEE [14] technology is used in many fields to improve privacy
protection and security properties. Chen et al. [15] used TEE to defense causative
attacks and achieve data privacy in federated learning systems. Sebastian et
al. [16] use TEE technology to enhance the security of IoT devices and provide
the implementation of the proposed architecture on the platform supporting
ARM TrustZone.

2.2 Intel Software Guard Extensions

Intel software guard extensions (SGX) is one of the most popular TEE products
in commodity CPUs, which is employed in various fields [17–19]. It provides the
new CPU instructions on the Intel CPU architecture to guarantee the integrity
and confidentiality for the security-sensitive computing performed on the SGX-
enabled machine where the privileged softwares (e.g., kernel, hypervisor, and so
on) are malicious [20].

Essentially, the new instructions are coupled with a pre-partitioned memory
called enclave page cache (EPC), which is the secure memory protected by the
hardware. Users can employ the instructions to create the secure container called
enclave for their applications in EPC [21], and the access to the enclave will be
performed additional checks to protect the security. To ensure the reliability of
the SGX-enabled platform, SGX implements the remote attestation to prove to
the remote parties that the particular application is loaded in the enclave, and
the enclave is running in the real SGX-enabled platform. Comparing to the other
TEE schemes, the trusted computing base (TCB) of SGX is smaller, which only
contains the CPU and EPC. Any privileged software, such as OS, hypervisor,
BIOS, SMM, etc., is not included in its TCB.

Note that we employ SGX as the TEE instance to implement the simulation
experiment of our schemes. Thus the characteristic of TEE is obeyed to SGX in
the paper.
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2.3 Blockchain Technology

Blockchain is a public, distributed ledger, which can record transactions in a ver-
ifiable and immutable way. It is jointly maintained by the nodes in the blockchain
system, and the nodes constitute a vast P2P network. The consistency of the
ledger is guaranteed by the consensus algorithm, which is the basis for quickly
reaching a consensus on the blockchain data among highly dispersed nodes. The
consensus algorithm allows the transactions to be securely stored and verified
without any centralized authority. A blockchain is a growing list of records,
called blocks, that are linked using cryptography technology. Each block con-
tains a hash value of the previous block, a timestamp, and transaction data
(generally represented as a Merkle tree).

3 Problem Statement

3.1 System Model

As shown in Fig. 1, the blockchain-based TEE secure multi-party data sharing
platform is mainly divided into four parts: data providers, data users, cloud
servers, and a blockchain.

– Data providers. The data provider uploads data to cloud servers and shares
it into the data sharing platform.

– Data users. The data user uses the data sharing platform to access the
desired data.

– Cloud servers. The cloud server is responsible for the secure transmission
of data, secure calculations, and interaction with the blockchain.

– Blockchain. The blockchain and the associated smart contracts are used for
storing transaction information and driving the transaction process.

3.2 Threat Model

In our assumption, the data user is an unreliable role. It will try to steal the real
data. Besides, the platform is also not enough security. It may be compromised
by the adversary. Moreover, we assume the TEE is normally trustworthy, i.e.,
the adversary cannot compromise it. The handled data can be protected by the
enclave. We also assume that the adversary cannot control the blockchain, such
as tampering with the data, blocking the consensus algorithm.

3.3 Design Goals

As SDSBT is designed to provide a trusted sharing environment for users,
it should meet the following goals: privacy-preserving, identity authentication,
application security, and accountability.
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Fig. 1. System model

(1) Privacy-Preserving : during the sharing process, the platform and data users
cannot infer the user’s real data.

(2) Identity Authentication: in our scheme, unauthorized users cannot partici-
pate in the sharing process.

(3) Application Security : it is difficult for the adversary to steal or corrupt the
sharing data in runtime.

(4) Accountability : in our scheme, once a role violates the protocol, it will be
found and blamed.

4 SDSBT System Design

In this section, we will systematically elaborate on the infrastructure and interac-
tion process of our platform. For the convenience of illustration, as well as given
the fact that SGX is currently the most widely used TEE technology, we will
adopt SGX to replace the term TEE in this section. We use SGX to construct
the main part of the platform and design five layers. At the same time, SDSBT
strictly controls user access rights. It provides users with access controls at the
contract layer and read permissions at the data sharing layer, which reduces the
risk of the platform.



SDSBT: A Secure Multi-party Data Sharing Platform 189

4.1 The Infrastructure of SDSBT

As shown in Fig. 2, the overall architecture can be divided into five layers: con-
tract layer, data transmission layer, data operation layer, data sharing layer, and
storage layer.

Fig. 2. The platform infrastructure.

Contract Layer. The TEE contract layer mainly implements the driving func-
tion of the data sharing process. The data sharing parties complete the data shar-
ing process by calling the contract. The contract layer mainly provides data/code
upload functions, platform authentication, and authentication result generation
and triggers the platform for data processing.

Data Transmission Layer. In the entire data sharing platform, the basic step
is to transmit the local data of the data owner to the cloud platform in a secure
and reliable manner, and to ensure that there will be no private copy or storage
of data on the platform level during the transmission process, or data leakage
caused by malicious third-party attacks.

To achieve this, we first use the enclave of the cloud platform to construct
a TLS secure transmission channel from the cloud to the data owner. Then, we
conduct the hash value of the code to build the secure channel, and store it in
the blockchain to guarantee the data owner can check the authenticity of the
data security transmission function.
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Data Operation Layer. The data operation layer is the core of the entire
secure multi-party data sharing platform. It is a cloud data computing sub-
platform built by the SGX server cluster to fulfill the functional requirements of
data users.

The data consumer needs to upload the verified function code into the data
operation layer. Next, the data operation layer puts the code and the original
data into the SGX for execution to obtain the operation result, and then deletes
the original data after the execution.

Data Sharing Layer. The data sharing layer mainly completes the sharing
process between users and users, ensures users complete the whole sharing strat-
egy according to the established sharing process, and at the same time sends
instructions for storing data in the blockchain to the storage layer.

Storage Layer. The storage layer is the underlying blockchain, which utilizes
its secure and traceable feature to save the transaction information on the chain
and provide the transaction verification mechanism.

4.2 Interactive Process of SDSBT

In this sub-section, we propose the interaction flow in Fig. 3. There exist data
providers and data users, denoted as si and ui (i> 0), respectively. We further
indicate the remote authentication result by ri, the original data set by Di, the
function code for the data user by Pi, the basic information of the platform
hardware by Oi, the result of the operation by Ans, the end of the operation by
fo, the end of the transaction for the data user by ftu, the end of the transaction
for the data supplier by fts, the overall transaction information by inf , and the
contract execution operation by Con.

User Registration Process (Step 1). The data user registers on the data
sharing platform, including data attributes and user information. The platform
assigns a user ID and a monotonic counter to the registered data owner and
maintains a table in the database as a retrospective basis.

FunctionUpload andAttestation Process (Step 2 – Step 6).The data user
sends the function code to the contract layer and calls the command to trigger the
attestation in the contract. At this time, the contract layer drives the SGX data
operation layer for local and remote attestation to the authentication agency. Then
the remote authentication agency calls IAS(Intel Attestation Server) to complete
the remote attestation of the device and function code, and returns the attestation
result to the contract driver layer. The data sharing parties confirm the attestation
result. Then the verification process can be expressed as follows, where thenmeans
the total number of Oi and the m means the total number of Pi:

n∑

i=1

m∑

j=1

(Oi + Pj)
Con−−−→
ISA

t∑

k=1

rk, i ∈ (0, n], j ∈ (0,m], t ∈ (0, t] (1)

t∑

k=1

rk
Con−−−→ si (2)
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Fig. 3. Diagram of platform interaction process.

Data Upload and Computation Process (Step 7 – Step 9). After receiving
the authentication result, the data sharing parties upload the corresponding data
and code by calling the contract. The contract layer passes the code and data
to the SGX data operation layer. After that, the data operation layer performs
data processing and ensures that original data is deleted in time during the
processing. Then the data upload and computation process can be expressed as:

n∑

i=1

Di
Con−−−→ O, i ∈ (0, n] (3)
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n∑

i=1

m∑

j=1

(Di + Pj)
O−→ Ans + fo, i ∈ (0, n], j ∈ (0,m] (4)

fo
Con−−−→ ui&si (5)

Data Share and Destruction Process (Step 10 – Step 12). After the
data operation is completed, the data sharing layer will return the data operation
result to the data consumer and the data completion status to the data provider.
After that, the data operation layer and the data sharing layer will automatically
delete the intermediate data.

Then the transaction process can be expressed as:

fts
si−→ Con (6)

ftu
ui−→ Con (7)

ftu + fts
Con−−−→
Ans

ui (8)

Certificate Preservation Process (Step 13). After the data sharing layer
completes the transaction recording, it will save the agreed content of the oper-
ation information on the chain so that the platform users can trace back the
related information when needed.

Then the process of saving the certificate can be expressed as follows, where
the “Hash” means the hash function:

ftu + fts
T−−−→

Hash
inf (9)

inf
Hash−−−→ P (10)

5 Security Analysis

During the process, the data owner needs to ensure that the original data cannot
be obtained by the data user without authorization [21]. As a data sharing
platform, our system can provide measures for owners to secure data, including
data privacy-preserving for data owners, identity authentication for data users,
application security for sharing platform, and accountability for malicious users.

Privacy-Preserving. In our system, data users cannot access the real data
without procession, such as encryption, aggregation. We isolate the sharing plat-
form and the data computing platform. The former is responsible for interacting
with the data consumer and the latter is used to operate on target data as
required by the data user, e.g., to return a result of aggregation. As a result, the
data user cannot get the real data.
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Identity Authentication. Our system provides an identity authentication
mechanism for both parties of the process. In the first step, all the users should
register in the sharing platform, where each user owns a unique identity in the
system. In the next sharing process, each communication data is attached to the
ID of a user. Data owners and data users can confirm the identity of the other
party based on the ID.

Application Security. To achieve the security of the application, we adopt
the TEE to operate the data. The pre-made code and uploaded code on the
platform are displayed and attested to provide code security for the data owner.
Then, all the computing resources and computing objects are placed in the TEE
environment to ensure the safe and reliable operation of data and code, thereby
ensuring the security of the application.

Accountability. To further implement the punishment for malicious users, we
take advantage of the blockchain, which is not tampered with. The entities’
operations during the sharing process are recorded by the blockchain system.
Once someone breaks the sharing rules, e.g., delay the submission time, others
can use the records in the blockchain to claim the malicious.

6 Experimental Evaluation

We implement the simulation experiment to evaluate the performance of the
cloud server, which is the only part with “nonlinear” performance overhead in
our scheme (we will explain that why the performance overhead is “nonlinear” in
the following paragraph). Specifically, we run a typical calculation that searching
for target data in the datasets of different sizes. The cloud server runs on the
SGX-enabled PC with Ubuntu 16.04 LTS operating system, a 3.6 GHz Intel(R)
Core(TM) CPU i3-9100F, and 8 GB RAM. The source dataset of the experiment
includes the metadata of 1.7 million arXiv scholarly papers gathered by Cornell
University [22].

The secure memory size of TEE is limited, and the oversubscription of mem-
ory may result in extra overhead. For example, SGX only supports secure mem-
ory that is smaller than 128 MB, and it requires additional operations to over-
subscribe the secure memory by evicting and loading enclave pages securely,
which will result in significant overhead. Thus, the calculation of different data
volumes in the TEE may bring “nonlinear” performance overhead. To test the
performance overhead caused by the use of TEE, we compare the computation
time of the searching operations executed in the enclave with the time of the
same operations performed out of the enclave in different dataset sizes (e.g., 1M,
10M, 100M, 500M, and 1G) derived from the arXiv metadata. Figure 4 shows
that the former is slightly more than the latter in 1M, 10M, 100M sizes, which is
because the programs in the enclave need to execute the additional encryption
and decryption operations. Moreover, with the 500M and 1G sizes, the former
is obviously more than the latter. It is because processing the excessive data
will oversubscribe the secure memory, which will generate frequent scheduling
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operations to bring the extra performance overhead. Thus, a possible future
work is that employing the collaboration of multiple cloud servers to reduce the
computational overhead of the single node.

Fig. 4. Experimental results

7 Conclusion

In order to address the security challenges in existing blockchain-based data shar-
ing schemes, we propose a secure multi-party data sharing platform combining
blockchain and TEE (i.e., SDSBT). In SDSBT, the tamper-proof features of smart
contracts not only ensure the security of the platform itself but also provide users
with a reasonable code review path. The operational security of the data sharing
platform is guaranteed through the trusted TEE server cluster and the overall per-
formance of the platform is improved through separating the transaction layer and
the operation layer. TEE improves the security of our system, but it also imposes
certain performance limitations. Through experiments, we have shown that the
performance difference between using TEE and not using TEE is significant for a
large amount of data due to the limited secure memory of SGX.

Future Work. With the increasing market demand for data sharing, the
demand for secure data sharing platforms and the platform visits will continue to
increase. Under such circumstances, we need to consider more about the security
and usability of the platform.

In terms of the platform security, we mainly consider further enhancing the
security capabilities of TEE, due to it suffers the side-channel attacks. For exam-
ple, we can consider using Oblivious Random Access Machine (ORAM) to fur-
ther enhance memory protection [23] to resist side-channel attacks. In addition,
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it is also promising to consider the fusion of trusted computing, secure multi-
party computing and SGX [24–26] to achieve stronger security.

In terms of the platform usability, from the perspective of the arnchitectural
design of the platform, in order to meet the requirements of security, computing
and usability of the users in the future, we will optimize the interactive architec-
ture of the platform and further distinguish on-chain management and off-chain
computation functions to enhance its security and efficiency.
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Abstract. TheCOVID-19 outbreak severely affected daily life. TheWorldHealth
Organiza-tion stated that quarantine was the most effective way to control the
spread of the epidemic before the vaccine was developed, but this also led to eco-
nomic recession. At present, there is an urgent need for solutions to ensure the
normal schedule of life while reducing the spread of the epidemic. Several contact
tracking solutions have been proposed in the market, but they all have certain limi-
tations, such as health certificates do not recognize each other, and user information
is leaked. This paper proposes a health passport system based on blockchain iden-
tifier (BID-HCP), which ensures that uninfected people travel normally through
a unified health certificate passport. What’s more, the method separates the user’s
location information from the user’s identity effectively, which protects the user’s
privacy and efficiently analyzes the high-risk areas of the epidemic.

Keywords: Blockchain · Health certificate passport · Digital identity

1 Introduction

Coronavirus disease 2019 (COVID-19) is a serious infectious disease. The disease has
spread globally, with a surge in the number of confirmed cases and deaths from COVID-
19 in Europe, Asia, North America and other countries. As of June 20, 2020, 8,776,456
people have been diagnosed and 492,910 have died worldwide. According to the current
epidemiological investigation, the incubation period of COVID-19 is 1–14 days. It also
has the characteristics of incubation period infection, asymptomatic infection and infec-
tion in the general population. In addition, it can be spread through respiratory droplets,
close contact and aerosols. All the above shows that COVID-19 is extremely spreading
and difficult to control. According to the characteristics of infectious diseases, isolation,
and restrictions on the movement of people are the most effective means to control the
spread of the epidemic as the world has not yet developed a relevant vaccine. Affected
by the epidemic, schools, shopping malls, companies and large enterprises have ceased
their normal activities. The suspension of production and economic activities has seri-
ously affected economic development, causing economic halt or even regression. The
prolonged epidemic has caused many companies to close. Recently, Hermes World-
wide (HERMS), Chanel, Gucci and other famous luxury goods companies have also
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announced the suspension of production. According to Moody’s Analytics, the global
real GDP will fall by 4.5% this year due to COVID-19 [1].

In order to accelerate economic recovery and reproduction, most countries have
adopted contact tracing technology to prevent and control the spread of the epidemic.
Early tracking was mainly carried out through personnel investigations, which was
time-consuming and labor-intensive and may be inaccurate in tracking. Nowadays, the
widespread application of smart phones provides convenience for tracking activities [2].
The user’s trace can be tracked through the Bluetooth technology and GPS positioning
technology of the smart phone, but this method has problem of leaking user privacy. This
paper proposes a blockchain identifier based heath certificate passport solution (BID-
HCP) to protect citizens’ healthy travel and gradually realize economic recovery while
reducing the risk of information leakage.

2 Related Work and Demand Analysis

The current international economic development is highly dependent on global tourism
and global trade, but with the outbreak of the epidemic, related activities must be sus-
pended. The WHO has given that when no effective vaccine has been developed, the
most effective way to control the spread of the epidemic is contact tracing and isola-
tion. Contact tracing refers to tracing potential patients who have been in contact with a
confirmed patient to help them obtain care and treatment, thereby preventing the further
spread of the virus. Many countries have stopped commercial activities to control the
spread of the epidemic [3]. For example, during the outbreak of the epidemic, China
adopted a total blockade of Wuhan, an area where the epidemic was severe, and prohib-
ited the entry and exit of people inWuhan. This measure of isolating infected people has
controlled the spread of the epidemic to a certain extent. Subsequently, this measure was
adopted almost nationwide to restrict the movement and gathering of people by stop-
ping commercial activities. Therefore, China’s epidemic prevention and control work
has achieved great results. However, such measures have severely affected production
and economic activities, causing companies to suspend production, and the economy has
experienced a serious economic downturn. How to ensure normal economic activities
while effectively controlling the epidemic is an important issue currently facing. Many
countries and companies around the world have taken corresponding measures to help
resume production and realize the recovery of economic activities.

China introduced a health code system during the resumption ofwork and production
[4–6]. The health code system determines the user’s health information by collecting key
data elements in various scenarios. In order to realize the unification of the nationwide
code system, the health code system defines a set of unified identification code mapping
rules to realize mutual recognition between different systems and ensure that residents
are recognized by one code nationwide. The health code uses the user registrationmethod
to complete the user information. When registering, the user first needs to fill in some
of their own key information in the health code system, and then the health code system
relates to the hospital information, and finally combines the first two to determine the
user’s health status. User information mainly contains four parts. One is the user’s own
health information, including current body temperature, whether he has fever, cough and
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other symptoms related to COVID-19. The second is whether the user has been in contact
with people with abnormal physical conditions recently. The third is to directly contact
the information of confirmed patients, including whether they have been in contact with
confirmed patients or suspected patients of the new crown within 14 days. The fourth
is the user’s trace. The system collects the user’s trace automatically, and through the
mobile phone number to confirm whether the user has visited high-risk areas. The above
four aspects of information can basically determine the status of the user’s own health
code. Finally, the above-mentioned health information is entered into the information
system, a unified interface is provided to connect with the hospital, and the hospital
determines the user’s health status. The health code displays the user’s health status in
the color of the QR code. The QR code of people who are the COVID-19 virus carrier
is displayed in red. The QR code of potential patients who have been in contact with the
virus patient is displayed in yellow, and the QR code of ordinary residents is displayed
in green. Only the people with green QR code can pass through the pre-set checkpoint.
This method can only ensure that healthy residents can travel normally and carry out
economic activities, but it cannot predict high-risk areas, and the privacy protection of
user information is not strong enough.

Singapore launched the TraceTogether solution [7], which uses Bluetooth technol-
ogy to detect nearby users within a short distance, and exchanges the TraceTogether ID
of users in the nearby range. Then the record stores in the mobile terminal to realize con-
tract tracking. This solution requires users to download and install the application. The
mobile terminal always needs to keep the Bluetooth device open, actively broadcast and
discover nearby device information, and store the close contact record information in the
user’s mobile terminal. The program introduces encryption technology, all recorded data
is encrypted, and it is not uploaded through the network casually. Only those who test
positive for COVID-19 will share information with the Ministry of Health to track close
contacts, which ensures the privacy of users to a certain extent. The Ministry of Health
can quickly trace the close contacts of the patient through the ID information saved in
the terminal of the confirmed patient, and notify those who have been in close contact
with the patient through TraceTogether. So the user who have been contact with patients
can receive treatment as soon as possible, which also blocks the source of infection to
a certain extent. The TraceTogether solution does not collect the user’s location infor-
mation, records the user with a random ID, and does not disclose personal identification
information. The phone number bound to the ID is stored on a dedicated server and
only read when necessary. The ID information stored in the phone will be automatically
deleted after 21 days. This method has a certain protective effect on the user’s privacy,
but from a technical point of view, the Bluetooth device interface has security risks
such as eavesdropping and interference. Furthermore, it’s power consumption, because
Bluetooth is in a long-term communication state.

Theworld’s twomajor technology giants Google andApple also adopted aBluetooth
short-range communication solution, which is similar to TraceTogether [8]. Google
and Apple created COVID-19 exposure tracking apps for mobile phones to help track
the spread of the COVID-19 virus. The application can be used on android and IOS
mobile phones, and realizes themutual detection ofBluetooth between different systems.
The solution also relies on Bluetooth technology to identify the device information of
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other people who have been in contact with residents, and directly anonymously records
and exchanges device information within the Bluetooth range through smart phones
insteading of the central database. Finally, ID comparisons are used to confirm whether
the user has been in contact with patients carrying the Covid-19 virus, and to conduct
contact investigations to reduce the spread of the virus. According to a poll conducted
by the “Washington Post”, nearly three-fifths of Americans said that they are unwilling
or unable to use Google or Apple contact tracking technology because of concerns
about privacy leakage. Both of the above methods use Bluetooth to exchange identity
IDs to achieve close contact tracking of COVID-19 patients. The program seems to
be feasible, but according to experts, the program must ensure that more than 60% of
the population are using the program to achieve the purpose of prevention and control
effectively. Moreover, this solution has technical problems, high power consumption,
and it is impossible to infer the susceptible area.

Mohaned Toky proposed a scheme framework based on blockchain [9]. The system
consists of four subsystems: infection verification subsystem, blockchain platform, p2p
mobile application and Mass-Surveillance System. The infection verification subsys-
tem simulates the epidemic infection mode through digital simulation technology. The
blockchain platform serves as a database to store the infection model data of each case.
The P2P mobile application system provides information such as visual infection risk
assessment results, prediction data, and infection case detection. TheMass-Surveillance
System monitors the user’s trace and whether have had contact with the COVID-19
patients. Through the creation of new blocks (new cases) in the blockchain and interac-
tive query of P2Pmobile application data, unknown infection cases can be automatically
detected. This program can be used to automatically detect infection cases in real time
and estimate the risk of COVID-19 infection. Based on the private and security advan-
tages of the blockchain system, the program proposes a concept of epidemic prevention
measures, control and tracking plans, and combines the advantages of P2P mobile appli-
cations to realize the prediction of unknown infection cases. However, the solution is
still under development, and it is not clear how the crowd detection system works, and
the incentive model is not clear.

The above methods almost have the problem of user privacy leakage. The blue-
tooth technology itself is vulnerable to malicious attacks and extremely power-intensive.
Although the QR code consumes a small amount of power and collects data only when it
is used, but the collected datawill eventually be concentrated in the hands of a centralized
service provider, which may be at risk of leaking user data. Existing technical solutions
have certain limitations [10, 11], and they cannot guarantee normal travel, prediction of
high-risk areas, and track potential patients while ensuring privacy. Through the com-
parative analysis of various programs, this article summarizes the existing problems as
follows:

(1) Inadequate Interoperability Considerations. In response to the prevention and
control of the COVID-19 epidemic, patient tracking through information technology is
a commonly adopted measure in most countries. Each country and region have actively
proposed corresponding solutions based on existing technologies, but each solution has
certain regional applicability and cannot guarantee cross-regional use. There is still no
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interoperability between these existing solutions. Therefore, a global health certificate
passport system is needed to ensure the normal development of transnational business.

(2) Lack of Privacy Protection. The current solutions may leak user privacy to a
certain extent. Currently, users are paying more and more attention to personal privacy
protection, but in order to track close contacts, data sharing is necessary, which leads to
the leakage of users’ personal information. In the above-mentioned scheme, the user is
not willing to use it because of concerns about privacy leakage, which makes it difficult
to achieve the purpose of tracking. Data sharing and privacy protection are contradictory,
but they must exist at the same time. There is no effective means to solve such problems.

(3) Bluetooth Tracking Technology Restricted. Bluetooth tracking technology is an
effective tracking method that uses Near Field Communication (NFC) to achieve close
contact record. However, like all wireless communication technologies, the technology
itself has security vulnerabilities and is vulnerable to various threats. For example, it
is easy for communication information to be eavesdropped, and even other personal
information in the user’s device is stolen. More importantly, the power consumption of
Bluetooth is serious.

(4)HealthCertificatewithoutContact Tracking Insufficiency. The health code in the
above scheme only provides a health certificate for the user’s travel, and lacks tracking
of the user’s close contact with the patient. Bluetooth technology can effectively track
and record close contacts of COVID-19 carriers, but it does not provide users with health
certificates, nor can guarantee normal travel. The existing scheme does not have both
health certificate and contact tracking functions.

This paper proposes a health certificate passport system based on blockchain iden-
tifier (BID-HCP). Specifically, the use of blockchain technology to achieve credible
authentication of digital objects, by defining a set of universal health passport data struc-
ture and interaction mechanism to ensure that users can carry out economic activities on
a global scale. At the same time, it can also analyze high-risk areas through the user’s
track, and provide notificaiton services for COVID-19 potential carriers through user
authorization.

3 System Design

The blockchain identifier based health certificate passport (BID-HCP) can provide users
with a globally unified health certificate, which can ensure that residents get back to
a normal daily lives, and then realize economic recovery gradually. This solution uses
blockchain technology to construct a unified identity authentication system, a permis-
sions management and information interaction mechanism based on the identity, which
can provide health status certificates to the demander while minimizing the leakage of
user privacy. Themethod of separating the user’s trace data from the user’s personal infor-
mation is adopted to minimize the leakage of user privacy. It then analyzes the risk level
of each region by using big data processing and other technologies. At the same time,
contact matching can be performed through user-authorized behaviors, which can locate
high-risk groups quickly. In this part, we will introduce the architecture, data model,
participating roles, and the interaction process between them based on the blockchain.
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Sharing of User Health Information. The global health certificate passport system
based on the blockchain requires all participants to register a digital identity, including
public keys, encryption protocols and service endpoints. The digital identity is used to
identify the user uniquely. The public key is used to authenticate the user’s identity,
and the user with the corresponding private key is the owner of the identity. The service
endpoint is used for interactive sharing of information. Then, the health certificate signed
by the testing agency is transferred among different participants in the form of authorized
access, thereby realizing the credible health information sharing on a global scale.

Privacy Protection and Contact Trace. The COVID-19 testing agency obtains the
trace information of users who are carriers of the COVID-19 virus and publishes it to the
service endpoint. The authorized location service provider subscribes and synchronizes
the data from the service system controlled by testing angency. After that, the location
service provider analyzes the trace data based on big data technology to predict high-risk
areas and infer people who may be infected. Finally, the user can submit their own trace
information stored on the mobile phone to the location service provider for determining
whether they are high-risk infection group, and accept theCOVID-19 nucleic acid testing
as soon as possible.

3.1 The Functional Architecture of BID-HCP

BID-HCP system provides a reference functional architecture for the mutual recognition
of health certificates among different systems, including a common data model and an
interaction method (see Fig. 1). In order to ensure that the health certificate can be used
on a global scale, the World Health Organization (WHO) is introduced to release the
information of the globally recognized COVID-19 nucleic acid testing agency and the
health certificate data model.

The BID-HCP system consists of a blockchain layer, an information service layer,
and an entity layer. The blockchain layer is the base of the entire system, and each

Fig. 1. The functional architecture of BID-HCP
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blockchain node stores the digital identity document. The most important thing in the
document is the correspondence between the digital identity and the public key, which is
mainly used for digital identity verification. The information service layer establishes a
secure identity authentication and data exchange mechanism for each participant, which
is composed of information service interface, digital identity, data authoritymanagement
and credential storagemodules. The entity layer is composedof health certificate passport
participants, and defines the role and data template of each participant.

In this article, the participants in the BID-HCP system are composed of user, WHO,
testing agency, enterprise, and location service provider. Each of the participants has an
identifier and associated identity description documents on the blockchain. The identity
documents include four elements: identity ID, public key, service information URL, and
self-declared signature. The public key is used for identity verification and credential
verification when interacting with other roles.

The user (terminal) is the applicant for the health passport. Generally, it is a mobile
phone application throughwhich the user can register a digital identity. At the same time,
the mobile terminal has the ability to communicate with the location service provider,
and record trace information. The trace information is mainly used for contact trace
analysis.

TheWorld Health Organization (WHO)mainly conducts qualification assessment of
COVID-19 nucleic acid testing agency. Only agencies with corresponding qualifications
can provide userswithCOVID-19 nucleic acid testing services, and have the right to issue
health certificates. As well, WHO provides a universal health certificate data template
to ensure that the health passport can be used globally.

The testing agency with COVID-19 testing qualification can issue a global health
certificate passport.

Enterprise is the user of the health certificate passport. The user presents the health
certificate issued by the testing agency to the enterprise. After the enterprise has passed
the verification, the userwill be granted the right to applied for, such as taking an airplane.

Location service providers have the ability to provide geographic location record.
In order to protect user privacy, the location information generated by the user during
the activity needs to be returned to the user and stored in the user’s mobile terminal.
Generally, the geographic location service providers need to register on the chain before
communicating with the user terminal„ which can prevent malicious attacks.

3.2 BID: Digital Identity Code and Data Structure Model

The identification coding scheme of this scheme (BID) adopts the Decentralized Iden-
tifiers (DIDs) [12, 13] scheme formulated by the International World Wide Web Con-
sortium (W3C), and the coding rule is did:bid:specification. Among them, did is the
identification prefix specified by the W3C, bid is a self-developed blockchain registra-
tion method, and specification is a customized identification coding scheme for bid. In
this scheme, the custom part is the first 12 bits of the hash value of the public key. Each
role verified byKYC before registering as a corresponding role to ensure the authenticity
of the information. TheBID is consist by theBID document and verifiable credential (see
Fig. 2). The BID document is used to describe how to use BID credibly, which consist
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by publick key, authentication protocol and service endpoint. The verifiable credential
are used to indicate the different identities possessed by the entity.

BID Document

Verifiable Credential

Claim

Signature/proof

Metadata

BID Subject

Public Key

Authentication
Protocol

Service
Endpoint

Fig. 2. The structure of BID

The following are the digital identity data model, health certificate data model, and
travel data model.

The Digital Identity Data Model:
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The Health Certificate Data Model:

The Track Data Model:
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3.3 The Workflow of BID-HCP

The registration and use process of the BID-HCP system is mainly divided into three
steps. The first step is the digital identity registration, the second step is the health cer-
tificate passport application, and the third step is the use process of the health certificate
passport. The specific process is as follows (Fig. 3).

blockchain

user Testing
gency

location service 
provider

health certificate

enterprise
airline

1.register digital identity

3.apply for health certificates 
WHO

2.Submit information and 
apply to become a COVID-19 
testing agency

5.Request a health certificate
7.Obtain the track of people infected with 
COVID-19

4.Issue a health certificate

6.Trace data on the chain

1.register digital identity

1.register digital identity

Fig. 3. Flow chart of BID-HCP

(a) The Process of Registration of Various Roles
The first step, the user downloads the blockchain wallet through themobile terminal
and generates a public and private key pair, then submits the user information to
register the identity through the terminal application, finally publishes the identity
and corresponding documents on the blockchain for subsequent interactive verifi-
cation work. Similarly, other roles also need to register digital identities and publish
the corresponding documents on the blockchain.
The second step, the testing agency applies to the WHO to become an international
health certification testing agency for COVID-19. After the WHO has reviewed the
information of the testing agency, it will expose the testing agency’s digital identity
to its service information site.

(b) Health Certificate Passport Application Process
The third step, enterprises and users query the identity information of testing insti-
tutions with COVID-19 testing qualifications through the service information inter-
face of WHO. After obtaining the identity information, the user further queries the
detailed information of the testing agency on the chain, including the location of the
testing agency, and finally goes to the location for COVID-19 nucleic acid testing.
The fourth step, if the user is a non-virus carrier, the testing agencywill issue a health
certificate for the user based on the universal health certificate model provided by
the WHO and the personal identification information provided by the user for the
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user to travel. The health certificate is stored in the service system of the testing
agency and the user’s mobile phone terminal. In order to protect the user’s privacy,
the health certificate is stored off-chain instead of on the blockchain.

(c) Use Process of Health Certificate Passport
The fifth step, the enterprise requests the user to access the health certificate. The
user obtains the company’s public key to verify the company’s identity by accessing
the document on the chain. If the verification is correct, the enterprise can access
health certificate owned by user. After obtaining the health certificate, the enterprise
queries the public key of the testing agency on the blockchain to verify whether the
health certificate is issued by a qualified testing agency. If the verification is passed,
the user is granted the corresponding rights, such as taking an airplane.

(d) Contract Tracking Process
The sixth step, if the user is a COVID-19 carrier, the testing agency will issue a
COVID-19 virus carrier diagnosis for him. At the same time, the testing agency
requires the user to provide its trace information and publish the user’s trace without
exposing user privacy. In order to prove the authenticity of the trace information,
the testing agency will sign the trace data with its own private key.
The seventh step, after the testing agency publishes the track of the COVID-19 virus
carrier on the server, the location service provider obtains the track of the COVID-
19 virus carrier through the subscriber. Then the location service provider analyzes
the trace data base big data technology, infer the high-risk areas of the COVID-19
epidemic, and publish the information on its exposed servers. The location service
provider matches the user’s trace information with the user’s authorization. If the
matching is successful, they will be classified as a high-risk group, and remind them
to perform nucleic acid testing as soon as possible.

4 Challenges and Analysis

The BID-HCP system solves the problem of information sharing between different
subjects to a certain extent. The digital island between each system is opened through
the health certificate passport. To a certain extent, this solution also protects the privacy of
users.However, in termsof technology andmanagement, there are still certain unresolved
problems, and further research work is needed.

Blockchain Performance Challenges. The trace data of COVID-19 carriers is stored
on the chain, which will cause data expansion. Later, the mode of on-chain and off-
chain storage can be considered. Specifically, the trace data is stored off-chain, and the
fingerprint of the off-chain data is stored on the chain. Using the form of data fingerprints
can not only save storage space, but also ensure that the off-chain data has not been
tampered with through on-chain fingerprint verification.

Mobile Phone Storage Space Challenge. In order to prevent the leakage of private
data, the verifiable credentials are stored in the mobile terminal, which occupies a large
amount of storage space on themobile phone. Later, it’s available using the proxy storage
mode to store the verifiable credentials in the proxy server. However, there is a problem
that the proxy server grasps user information, which may leak user information. It’s a
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new challenge that the agency service provider can save user data but not disclose user
information.

Location InformationLeakageChallenges. It’s obvious that location service provider
will store the user’s geographic location information when the user application interacts
with base station, and there is a risk of user privacy leakage. Therefore, it is necessary to
formulate user location information security protectionmanagement measures to restrict
the behavior of location service providers, and protect user privacy.

5 Conclusion

In order to effectively control the spread of the COVID-9 epidemic, a variety of contact
tracking applications based on smart phone terminals have been proposed on the market,
but these methods expose users’ privacy and leads to low user participation. At present,
all countries are on the brink of economic recession, and it is necessary to come up with
a method that can effectively prevent and control the spread of the epidemic, as well as
protect the lives of residents and restore the economy. This article proposes a blockchain
identifier based health certificate passport system (BID-HCP) that protects users’ privacy
while ensuring users’ normal travel and resumption of production. On the other hand,
this research saves the user’s trace data in the mobile terminal, which is controlled by
the user, and the data is shared to the demander through authorization, which protects
the user’s privacy. At present, the BID-HCP system has been deployed and verified in
Hubei and some other places, through integration with the National Industrial Internet
identification resolution system.
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Abstract. The research and application of lidar in the establishment of high-
precision maps and path planning of intelligent driving vehicles are being devel-
oped as a technical support for intelligent driving technology. In this paper we
mainly focus on the research and application of lidar real-time positioning and
map building technology in intelligent driving vehicles, including the preprocess-
ing of raw data required by Simultaneous Localization and Mapping (SLAM),
the front-end algorithm of SLAM, the back-end optimization of SLAM and the
final algorithm experiment. In the front-end algorithm of SLAM, we propose a
boundary line feature extraction scheme based on the traditional curvature feature
point extraction method and Random Sample Consensus (RANSAC) algorithm,
and realize point cloud registration and pose estimation based on optimized Iter-
ative Closest Point (ICP). In the back-end processing algorithm, we propose a
sparse algorithm of graph nodes for selection, and propose boundary verification
based on an improved loop detection and relocation strategy design. The results
showed that the algorithm in this paper was less affected by noise, which consid-
erably saves time in the operation of the loop frame determination algorithm and
improves the safety of the intelligent vehicle in the process of driving.

Keywords: Intelligent driving car · Lidar · Real time positioning · Map building

1 Introduction

Currently, with the development of science and technology, the improvement and pursuit
of vehicle performance, intelligence, safety and comfort, and transportation efficiency are
constantly changing and strengthening [1]. People’s pursuit and exploration of vehicle
intelligence have become the driving force for the development of the intelligent driving
industry. Among them, safety, efficiency and economy are driving the development of
intelligent driving [2].

The construction of high-precision maps and the acquisition of real-time accurate
positions are important contents of unmanned vehicle environmental perception, and
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have an important impact on the path planning and decision-making control of unmanned
vehicles. At present, the most widely used sensors in the environmental perception of
intelligent driving vehicles are laser sensors, GPS and visual sensors. Depending on
different application environments [3, 4], the selection of sensors has varying emphases;
however, lidar is a necessary sensor for all types of intelligent driving vehicles. The
main reason is that other sensors have their own defects to some extent, and they cannot
independently undertake the environmental perception of intelligent driving vehicles.

In this paper we summarize the problems of intelligent vehicle navigation based
on GPS and vision Simultaneous Localization and Mapping (SLAM) technology [5,
6]. (1) Navigation systems based on GPS have limited use scenarios, and signal loss is
easily caused as a result of blockage. In addition, the GPS signal is unstable. Therefore,
the application of this navigation scheme in intelligent driving vehicles has serious
drawbacks and security problems. (2) The SLAM technology, which is based on vision,
is greatly affected by light and weather. For example, in rainy days, foggy days, and
strong and weak light conditions, the sensors’ perception of the environment is affected,
and there are also serious security problems. Compared with the vision sensor, the lidar
sensor has fast response speed, strong anti-interference ability and high data accuracy,
which solves the problems inherent to GPS and camera technology [7].

2 Related Work

At the present stage, generally speaking, the sensors used in lidar SLAMmainly include
an inertial measurement unit, a wheel odometer and lidar. The map types constructed
include a coverage grid map and a point cloud map. The coverage grid map has clearer
divisions and annotation of the environment and iswidely used.According to the assump-
tion of the mapping environment, there are two types of SLAM technology: one is a
dynamic environment,whichmeans that there aremoving objects (high dynamic objects)
in the lidar field of vision, or that the position difference of the same object changes (low
dynamic object) when lidar is observed twice; the other is a static environment, which
is the type most SLAM algorithms widely use at present. In the latter, it is assumed that
the environment is static in the process of mapping and navigation [8, 9]. On the basis of
the static environment assumption, the environment is either divided into a scale map, a
topological map or a hybrid map according to the output process. At present, almost all
SLAMs are scale maps.

On the basis of a scale map, there are different branches varying in their main
principles. At present, SLAM based on filters and SLAM based on graph optimization
are widely used.

2.1 SLAM Based on Filters

According to the different filters, theSLAMmethodbasedonfilters is divided intoSLAM
based on a Kalman filter and SLAM based on a particle filter. However, the main basis of
the twofilters is the same, and themain principle is recursiveBayesian state estimation. In
order to avoid the problem of feature point definition and corresponding data association
to a certain extent, the FastSLAMalgorithm, as one of themost representative algorithms
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based on a particle filter SLAM algorithm, has become a hot topic of scholars at home
and abroad. Therefore, the algorithm has been constantly improved by different scholars,
which makes the algorithm capable of achieving good results in specific scenarios.

The core idea of the SLAM algorithm based on a recursive Bayesian estimation
is to use the motion model and observation model of intelligent driving vehicles to
forecast and observe the state of vehicles under the assumption of a hidden Markov
model. Although this method has the advantages of online real-time map updating, due
to its own characteristics, it inevitably has its disadvantages. Because the method of
map construction is incremental, and sensors errors and other aspects of the vehicle are
constantly accumulating during the driving process; this cumulative error will lead to
inconsistency of the constructed map when the vehicle driving environment is large.
Therefore, the application of SLAM based on recursive Bayesian state estimation in
large-scale environments is not ideal.

2.2 SLAM Based on Graph Optimization

With the widening application of SLAM technology, its application scenarios are also
growing. In order to adapt to large-scale application scenarios, more and more scholars
have carried out research on SLAM based on graph optimization. SLAM based on
graph optimization can correct the trajectory of intelligent driving vehicles through
global optimization and build a more realistic map. At present, SLAM based on graph
optimization is the most widely used and researched method, with good effect. This
SLAM method can have absolute position information and can recover to a better state
from the error accumulation process. Through the maximum likelihood estimation of
the position and attitude, the local minimum value is non convex optimization, so as to
obtain the position and attitude information of the vehicle at a certain time in the future.

Grisetti G et al. [11] proposed a solution based on least square error, and proposed
optimization using the framework of SLAM problem W et al. [12] and others proposed
to use the branch bindingmethod to effectively solve themapping problem of subgraphs,
and has good loopback ability. It has high accuracy in building maps, and can solve slam
problems in large environment. In 2016, vysotska et al. [13] and others will build new
subgraphs, public maps and data from laser sensors So as to improve the drawing effect.
Most of these graph optimization SLAM algorithms are basic nonlinear optimization
problems, and the least squares method is also the most commonly used algorithm
framework [14, 15].

Based on the lidar, we carry out the research and application of real-time positioning
and map building technology in intelligent driving vehicles, including the preprocessing
of raw data required by SLAM, the front-end algorithm of SLAM, the back-end opti-
mization of SLAMand afinal algorithmexperiment. Themain contributions of this paper
are as follows: in the front-end algorithm of SLAM, based on the traditional curvature
feature point extraction method and Random Sample Consensus (RANSAC) algorithm,
a boundary line feature extraction scheme is proposed, and point cloud registration and
pose estimation are realized based on the optimized Iterative Closest Point(ICP). In
the back-end processing algorithm, the sparse algorithm of graph nodes is proposed
to select, and the boundary test is proposed based on the improved loop detection and
relocation strategy. Through a series of front-end and back-end algorithm optimization,
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the influence of noise on the matching algorithm is reduced, and the time consumed by
loop frame determination algorithm is considerably reduced.

3 Design of SLAM Front End Processing Algorithm for Lidar

Due to the low density of lidar remote point cloud data, the effect and accuracy of these
point cloud data in point cloud registration and other post-processing are usually not
very good [16, 17]. Therefore, this paper sets conditions for the x-axis, y-axis and z-axis
to remove the remote data [18]. In this paper, we set the filter to specify the value range
from three dimensions, and then check whether a point is in the specified value domain
of the specified dimension as the condition to traverse the cloud data, remove the external
points and retain the internal points.

Suppose the midpoint P (x, y, z) of the original point cloud, if:

x ∈ (X1,X2) ∩ y ∈ (Y1,Y2) ∩ z ∈ (Z1,Z2) (1)

When Eq. (1) is satisfied, the point is retained, otherwise it is deleted.
On the other hand, in order to ensure the processing speed and efficiency of the

later point cloud data, the point cloud data must be downsampled in the process of
preprocessing the original input point cloud. Considering the effect of down sampling
and the fidelity of the original point cloud, the followingmethods are used to downsample
the input point cloud.

The main idea of this method is as follows: firstly, the input 3D point cloud is divided
into a series of 3D grids. Assuming that there are n point cloud data in a grid, the center
of gravity is as follows:

(x, y, z) =
(∑n

i=1 xi
n

,

∑n
i=1 yi
n

,

∑n
i=1 zi
n

)
(2)

For each grid point cloud, the center of gravity of these point clouds is approximately
replaced, and other point cloud data are removed and the center of gravity points are
retained to achieve the purpose of down sampling.

3.1 Feature Point Extraction from Point Cloud Data

At present, the curvature-based feature point extraction method is mainly used. The
theory of this method is relatively simple, the calculation speed is fast, and the extraction
effect of feature points is relatively ideal. However, this method is sensitive to noise and
does not have good robustness. Therefore, on this basis, this paper combines this method
with the RANSAC algorithm, and proposes a boundary line feature extraction scheme
to ensure the integrity of the method. The feature information of a point cloud is used
to prepare for the later point cloud registration. The boundary line feature extraction
scheme is as follows:

(1) Taking a grid point cloud Qdata as input, the model is set as linear model M, and
two points inQdata are randomly selected as sample points to fit modelM. The schematic
diagram is shown in Fig. 1.
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Fig. 1. Schematic diagram of any two points fitting model M.

(2) Because the point cloud data are not strictly in linear distribution, there are some
fluctuations in the data points. The tolerance range is set as δ, and then it is found out if
the point cloud Qdata falls within the tolerance range δ and the number of the points N
is counted. Figure 2 is a schematic diagram of the points within the tolerance range.

Fig. 2. Schematic diagram of points within tolerance range.

(3) In a point cloud Qdata, two points are randomly selected as sample points, and
the steps in (1) and (2) are repeated K times. The number of iterations K is determined
by the total number of data points N in the point cloud Qdata and the number of points
within the tolerance rangeNin. Suppose that the probability of n points out of all N points
of point cloud Qdata falling within the tolerance range is Pin, while the probability of
falling outside the tolerance range is Pout . Therefore, the probability that at least one of
these N points falls outside the tolerance range is 1 − Pin, while Pout = 1−Nin

N , and then
(1 − Pout)

n represents the probability that all points in point cloud Qdata fall within the
tolerance range. Therefore, when a point in point cloud Qdata falls outside the tolerance
range, the probability is 1 − (1 − Pout)

n. Therefore, in the process of K iterations, the
probability that each point falls out of the tolerance range is (1 − (1 − Pout)

n)K , where
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K is obtained by:

1 − Pin = (1 − (1 − Pout)
n)

K (3)

K = log(1 − Pin)

log(1 − (1 − Pout)
n)

(4)

Figure 3 is the schematic diagram of a certain iteration for reselecting sample points.

Fig. 3. Schematic diagram of a certain iteration for reselecting sample points.

(4) After each iterative fitting, there will be a corresponding number of local points
Nin in the tolerance azimuth δ. After iteration, the line model M corresponding to the
maximum value ofNin is the final extracted line feature. The schematic diagram is shown
in Fig. 4.

Fig. 4. Schematic diagram of line model corresponding to Nin Max in iteration process.

At the same time, according to whether there are point cloud data points in the grid,
it can be divided into a real grid and an empty grid. We binarize these two kinds of grids
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and define that f (x, y, z) = 1 is the real grid and f (x, y, z) = 0 is the empty grid. Real
grids can be expressed as:

g(x, y, z) =
∑

−1≤i≤1

∑
−1≤j≤1

∑
−1≤k≤1

|f (x, y, z) − f (x + i, y + j, z + k)| (5)

where I, J and K denote the topological directions of the grid, and satisfy the equation
i + j + k = ±1& (i = 0‖j = 0‖k = 0).

At this time, if g(x, y, z) ≥ 3,we determine the real grid as the boundary grid, and use
the RANSAC algorithm to calculate the straight line boundary in the same topological
direction in all of the boundary grids. The calculation effect is shown in Fig. 5.

Fig. 5. Effect of boundary line feature extraction.

So far, the feature information has been extracted based on curvature and the
RANSAC algorithm. The next step is to filter the feature information.

4 Design of Laser Radar SLAM Back-End Processing Algorithm

4.1 Selection and Extraction Strategy of Graph Nodes

Due to the low speed of intelligent driving vehicles at present, the speed is controlled
below 30 km/h in complex environments, and the speed can reach 50–60 km/h only
when the environment is simple and the road is straight. When the vehicle speed is low
in complex environments, there will be a large amount of redundant data in the front-
end of SLAM, while in a flat road environment, only a small amount of position and
attitude data is needed. Therefore, in order to effectively simplify the data and reduce
the complexity of the back-end optimization algorithm, this paper proposes a sparse
algorithm to sample the vehicle trajectory.

The algorithm used in this paper is based on the vertical distance between a point and
the line where two points are located, and it sets a threshold to screen the pose points.
The specific algorithm process is described as follows.

(1) A straight line is determined according to the starting position and pose point x1
and the ending position and pose point xn of the vehicle track.
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(2) The position and pose points xi on the vehicle track are detected one by one; then
the distance d1i between them and the straight line x1xn is calculated, and then
the position and attitude point xk corresponding to the maximum distance d1max is
determined.

(3) Comparing d1max with the threshold value ε, if d1max < ε, it can be considered
that the trajectory of this segment is approximately equal to the segment, so it is
replaced by this segment.

(4) If d1max ≥ ε, the vehicle trajectory is divided into two segments by taking the pose
point xk as the boundary, and the process of steps (1) to (3) is repeated separately
for these two segments.

(5) In the same way, all parts of the vehicle track are processed in the same way, and
the position and posture points on the track are compressed.

Fig. 6. Comparison of trajectory before and after using two kinds of thinning algorithms: (a)
effect of thinning algorithm; (b) vertical pumping effect.

Another widely used thinning algorithm is the vertical distance limit method, but this
method cannot control the fidelity of the original trajectory globally. Figure 6 shows the
comparison of the two algorithms. It is obvious that the proposed algorithm has better
fidelity while compressing the number of pose points.
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4.2 Improved Loop Detection and Relocation Strategy Design

The framework of the loop detection method proposed in this paper is mainly composed
of the following steps: 1. point cloud preprocessing; 2. feature point extraction; 3. pre-
liminary determination of candidate loop frame; 4. descriptor extraction; 5. loop frame
accurate determination; 6. target matching; 7. boundary verification.

This paper proposes boundary validation.When the target matchingwork is finished,
due to the determination of the looping frame and a small amount ofmatching inaccuracy,
in order to ensure the correctness of the whole process, the point cloud in the candidate
matching list in (3) is further verified. The specific method is as follows: match the
boundary line feature points extracted from two groups of point clouds based on the
RANSAC algorithm to obtain the transformation matrix Rv and Tv. If Rm and Tm are
consistent with Rv and Tv, it is judged that the loop detection match is consistent, that is,
the vehicle returns to the historical position in the track after a period of time, and then a
loop detection edge is added to the pose image; otherwise, when the loop frame appears
in the case of false detection, the values of Rm, Tm and Rv, Tv will be very different, and
the looping frame will be eliminated.

5 Experimental Verification and Result Analysis

The operating platform of the industrial control equipment is a 64 bit Ubuntu 16.04
system. The data processing and algorithm experiments involved in this paper are based
on the Robot Operating System (ROS) robot operating system.

5.1 Experimental Analysis of Front End Processing

Feature Point Extraction Experiment
The strategy of feature point extraction in this paper is a curvature-based and RANSAC-
based boundary line extraction method. The common curvature based feature point
extraction method has fast calculation speed but is sensitive to noise. The reliability of
feature points extracted in a complex environment will be greatly reduced. As shown in
Fig. 10, the feature points extracted from the point cloud data of the experimental scene
based on curvature extraction are shown in Fig. 7.

The red line in the above figure is the part with trees in the experimental scene. The
scene of this part is more complex and changeable, which leads to the reliability of the
feature points in this part to a certain extent. Therefore, based on this, this paper extracts
the boundary line features of the scene based on RANSAC, and the extraction effect is
shown in Fig. 8.
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Fig. 7. Feature point extraction based on curvature. (Color figure online)

Fig. 8. Boundary line feature extraction based on Random Sample Consensus (RANSAC).

Point Cloud Matching Experiment
In this paper, the point cloud matching is optimized on the basis of the original classical
iterative closest point (ICP) algorithm. After optimization, (1) when approaching the
minimum value of the objective function, the descent direction of the iteration gradually
approaches the Gauss Newton method, which is similar to the second derivative infor-
mation, so as to effectively improve the convergence speed of the algorithm; (2) when
far away from the minimum value of the objective function, the iterative descent method
can search the global solution and avoid the local optimal solution.

In order to show the advantages of point cloud matching after optimization, we
compared the twomatching algorithms before and after optimization in terms of iterative
efficiency and robustness to noise in the same experimental scene.

In the comparison experiment of iterative efficiency, this we iterated 10 times, 20
times, 40 times, 80 times, 160 times and 320 times to carry out the point cloud matching
experiments of the two methods. The comparison of the time-consuming of the two
methods is shown in Fig. 9. It can be seen from the graph that the efficiency of the
classical algorithm was greatly improved after optimization, and with the increase of the
number of iterations, the efficiency of the algorithm was increasingly different.
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Fig. 9. Time consumption comparison of point cloudmatching between classical Iterative Closest
Point(ICP) algorithm and our algorithm.

In the contrast experiment of robustness to noise, Gaussian noise was added to the
original data of the experimental scene to compare the matching accuracy of the two
matching algorithms. The addedGaussian noisewas divided into seven levels, fromweak
to strong. The first level did not add Gaussian noise, and then the standard deviation of
each level increased by 0.5 mm until the seventh level. As shown in Fig. 10, the point
cloud data with the third level of Gaussian noise were added. Green points are Gaussian
noise points, and white points are original data points.

Fig. 10. Point cloud data after adding level 3 Gaussian noise.

The comparison of matching accuracy scores of the two matching algorithms under
different levels of Gaussian noise is shown in Fig. 11. It can be clearly seen from the
figure that thematching accuracy of the classical ICP algorithm for point cloudmatching
was significantly reduced when there was too much noise in the environment, while the
optimized matching algorithm presented in this paper was less affected by the noise.
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Fig. 11. Comparison of matching accuracy under different levels of Gaussian noise.

5.2 Back-End Optimization Experiment Analysis

The back-end of SLAM in this paper refers to the optimization of the pose mapwith loop
constraints. For this part, a comparative experiment was set up to examine two aspects:
the optimization degree of the algorithm to the trajectory of the pose map and the time
consumption of the loop frame detection.

Regarding a comparative experiment of in situ pose map trajectory, we compared the
effect before and after the optimization of the back-end pose map from two perspectives
of the whole process of three-dimensional trajectory and of height change. In Fig. 12, the
3D trajectory comparison effect map of the pose map before and after the optimization
of the rear end is shown. The coordinate point (0, 0, 0) in the figure is the starting
point of the experiment, and the vehicle stopped at the entrance of the college after a
circle around the college. It can be seen from the figure that the red and blue tracks
basically coincided at the beginning of the journey. When entering the first corner, the
errors of the two kinds of trajectories began to appear. The later trajectory for back-end
optimization appeared more and more drift. When the red curve was close to the starting
point of the experiment, a good closed-loop was formed for the red curve, while the error
accumulation of the blue track was caused by the distance. There was a big deviation in
the red trajectory.

On the other hand, the comparison effect of height error before and after optimization
corresponding to the three-dimensional trajectory is shown in Fig. 13. The route of the
experimental scene in this paper basically had no large height fluctuation. It can be
seen from the figure that the height after the rear end optimization always fluctuated
slightly up and down based on the starting position, while the height before the rear end
optimization fluctuated greatly due to the impact of vehicle bumps and other factors.

In addition, in order to reflect the advantages of this algorithm in the back-end loop
optimization, the running effect of large-scale environmental offline data sets containing
loopbackwas comparedwithwhether to carry out graph optimization and loop detection.
As shown in Fig. 14, the trajectory had obvious drift without loop detection for pose
optimization.



222 B. Wang et al.

Fig. 12. Trajectory comparison before and after optimization. (Color figure online)

Fig. 13. Comparison of height error before and after rear end optimization.

Fig. 14. Large scale environmental mapping effect including loop: (a) the Simultaneous Local-
ization and Mapping (SLAM) algorithm presented in this paper; (b) SLAM algorithm without
loop detection and graph optimization.
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In this paper, the number of feature points is taken as the constraint condition to carry
out the prescreeningwork, which greatly reduces the time consumption of the loop frame
determination. In this regard, experiments were set to verify the optimization effect of
the algorithm’s time consumption by the number of feature points. The experimental
comparison is shown in Fig. 15. Experimental results showed that when the vehicle
passed through the straight road to a new environment, the time consumption of the loop
frame detection was greatly reduced, the algorithm time consumption increased within
the distance of less than 50m at the beginning of the experiment, and the remaining parts
significantly reduced the time consumption of the loop frame determination algorithm.

Fig. 15. Loop frame determination process time comparison.

6 Conclusions

The map and location technologies that intelligent driving vehicles depend on is one of
the hot topics of research. In this paper, considering the advantages of lidar data stability
and good development prospects of laser SLAM, the analysis and processing of raw
data, front-end processing and back-end optimization of lidar SLAM were studied. In
this paper, a boundary line feature extraction method was proposed to supplement the
curvature-based feature points, so as to enhance their anti-interference ability to noise.
Regarding graph nodes, reasonable sparse sampling was carried out on the nodes of
the pose map through the environmental characteristics and trajectory characteristics
of the intelligent driving vehicle. Regarding the constraint edge between nodes, the
loop edge was determined through the determination of a candidate loop frame, the
accurate determination of a loop frame and boundary verification. Finally, the back-end
optimization algorithmwasused tooptimize thewhole posemap to reduce the cumulative
error caused by the large scale of the environment. The experimental results showed
that the optimized matching algorithm was less affected by noise, and the loop frame
detection optimization algorithm was reduced by 75%, which greatly reduced the time
consumption of the loop frame determination algorithm and proves that the optimization
algorithm in this paper is effective. The results provide ideas for the accurate mapping of
intelligent vehicles in the process of driving, and improve the safety of vehicle driving.
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Abstract. The problem-driven discussion teaching method is that in the process
of teaching, according to the objective law of the learning process, teachers adopt
the methods of asking questions, inspiration and guidance, so as to make students
think actively and analyze initiatively, and then jointly explore the teachingmethod
to solve the problems raised. After discussing the significance of problem-driven
discussion teaching, this paper analyzes the design of the teaching model, and
takes the chapter “ranking” as an example to describe how to design problems
for group discussion. This paper presents a problem-driven discussion teaching
method based on progressive cycle, namely “from known to unknown and then to
known”. The specific idea is to design problems according to students’ mastery
of knowledge, so as to guide them to explore unknown knowledge, and then start
from new knowledge, they compare the new with existing knowledge, so as to not
only reviews the old knowledge, but also well master the new one. The comparison
between the students’ evaluation and the students’ achievements of the two years
proves that the problem-driven discussion teaching method can greatly improve
the students’ interest in learning, mobilize the students’ ability of autonomous
learning, and improve the teaching quality and learning effect of the data structure.

Keywords: Problem-driven teaching · Discussion teaching · Data structure ·
Teaching method

1 Introduction

One of the main advantages of object-oriented design is to encourage well-organized
code development to build reusable, robust and adaptable software. However, design-
ing high-quality object-oriented code requires not only understanding object-oriented
design methods, but also effectively using these and other object-oriented technologies
in a powerful and elegant way, and data structures are the effective way to use face-to-
face object technology. The data structure focuses on some basic problems in the scheme
design stage, simultaneous design coding and parsing stage in the process of software
development. The purpose of this course is to enable students to have an in-depth under-
standing of the logical relationship between data elements, physical storage and logical
storage of data, so as to implement the algorithm according to different storage struc-
tures, and be able to analyze the complexity of the algorithm. It is not only the first of the
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core courses in the computer science curriculum system, but also in order to meet the
needs of the wide application of computers in other disciplines, in order to improve stu-
dents’ programming ability, some schools set data structure as an important theoretical
basic course for their information science-related majors. For example, apart from the
Department of computer Science, the other departments of the School of Information
Science and Technology of Hainan University, such as electronics, communications,
information security and applied mathematics, all take data structure as a compulsory
course.

However, there are a large number of students in the Chinese classroom, so on the
whole, it is difficult to achieve teacher-student interaction. Students still listen passively
in class and have little time to think, thus reducing the teaching effect. How to improve
teaching from the perspective of students and improve their initiative and enthusiasm is
a problem that every teacher must think about.

The innovation of this study is that the previous problem-driven method guides
students from the unknown to the known knowledge, while this method runs through
the classroom, allowing students to move from the known to the unknown and then to
the known. Specifically, according to the knowledge that the students have mastered,
the problem is guided to another knowledge that has not been taught, so as to achieve
the purpose of “known to unknown”; Then the students explore the new knowledge and
continue to explore the differences between the old knowledge, so as to achieve the
purpose of “unknown to known”, and consolidate the new knowledge.

2 The Meaning of Problem-Driven Discussion-Style Teaching

Through an in-depth study of hundreds of effects on student performance in the United
States and other countries, American education researcher Robert J. Marzano believes
that the impact on student performance at the school level, classroom level and student
level accounts for 7%, 13% and 80% respectively. Therefore, there is no doubt that the
student-led teaching method has important practical significance. However, at present,
the attention of teaching and learning reform in colleges and universities is mostly
focused on teachers. How to enhance the influence of students to deepen education and
teaching reform is a problem that college teachers need to explore.

Problem-driven and discussion teaching methods are highly efficient teaching meth-
ods advocated in modern quality education [2–5]. Problem-driven discussion teaching
means that teachers use themethod of asking questions-inspiration and guidance tomake
students think actively and consciously to solve and understand problems according to
the course content, so as to achieve the purpose of grasping the knowledge they have
learned. This teaching method has made many achievements in teaching research and
practice [6–10].

2.1 It is Helpful to Cultivate the Innovative Thinking of College Students

President Xi Jinping mentioned at the Pujiang Innovation Forum in 2014 that “inno-
vation is an inexhaustible driving force for the prosperity of a nation.” The “problem”
is the starting point of innovation and the ideal carrier to arouse students’ interest and



A Problem-Driven Discussion Teaching Method Based on Progressive Cycle 227

motivation. Traditional classroom teaching puts too much emphasis on the imparting
of knowledge. Teachers only focus on the excavation and interpretation of knowledge,
ignoring the stimulation and cultivation of students’ thinking. The more clearly they
speak, the more restrictions on students’ thinking. Over time, students are lazy or even
unable to think, and regard the learning process of “class”, which requires active partic-
ipation, as a passive process that only needs to listen with their ears and take notes with
their hands. Therefore, as a course teacher, to a large extent, we should take students
as the center of teaching, so that students can maintain their initiative in the whole pro-
cess of learning, and take the initiative to ask questions, think about problems, discover
problems and explore problems.

2.2 It is Helpful to Cultivate the Students’ Team Spirit and Strengthen
the Democratic and Broad Mind

The level of students in the same class varies, with some students responding quickly and
others slightly slower. This phenomenon is particularly prominent among the students
of the information security department taught by the writers, because many students
are transferred to this major. Therefore, students’ entrance achievements vary greatly.
At this time, teachers should let every student give full play to his or her ability in
learning. for this reason, themethod of “group discussion teaching” is adopted at a certain
knowledge point, that is, students are freely combined into learning groups with roughly
the same number (such as 4–5 people). In each group, a group leader is freely selected
(usually by students who are good at learning), and the group leader is responsible for
coordinating the learning tasks of the students in this group. After that, the members
of the group are randomly selected to express their opinions in class. Through mutual
communication, mutual complement and mutual improvement, the students’ habit of
cooperative exploration is cultivated, which is beneficial to the students’ innovation and
divergent thinking, and to the cultivation of students’ innovation and divergent thinking.
In order not to affect the scores of their respective groups when answering questions,
each student’s main role can be brought into full play, so that students can form the
habit of being good at cooperation, critical self-enrichment and self-improvement in
communication [11]. And in the discussion, students should not only be good at listening
to the opinions of others, but also combine the opinions of others to form their own unique
opinions, which helps to enhance the nature of democracy.

3 Design of Progressive-Cycle-Based Problem-Driven Teaching

Themethodproposed in this paper is that on the premise that the teacher fully understands
the students’ mastery of knowledge, the existing knowledge is taken as the starting
point for question setting. Students acquire new knowledge through self-study, and then
compare with the old knowledge, so as to review the old knowledge and consolidate the
new one. Through consulting materials, the students discuss in groups, form a report and
elaborate the views. Finally, classroom teaching is evaluated by team members, other
students and teachers [12–16].

Taking data structure teaching as an example, we must design the teaching links
and procedures of group discussion according to the characteristics of the course, so as
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to ensure the effective implementation of group discussion teaching method. Figure 1
depicts the link design of the problem driven discussion approach.

3.1 Discussion of Good Quality Topics

“The essence of a university is to bring together a group of outstanding young people
to inspire each other’s creativity and generate wisdom that will benefit them for life,”
wrote the book the concept of a first-class university in the United States. Therefore, it is
very important for university teaching to create a more effective environment for young
people to stimulate each other’s wisdom and creativity. “How to break the choice of
theme, how to break the traditional teaching methods, and turn the “full classroom” into
an open forum of “group talk”, and let young people’s ideas blossom, so as to improve
their innovative ability, they are challenges for students and teachers.

The topic is the basis of the discussion and the focus of the preparatory work. In
order to implement problem-driven discussion teaching in classroom teaching, teachers
should first of all be good atmining problems from the teaching content,which should not
only be closely linked to knowledge points, but also be able to expand from knowledge
points. inspire students to master basic principles and core concepts in the process of
thinking. Not only that, but also need to read extracurricular literature to answer the
questions that cannot be found in the textbook. Therefore, teaching depends to a large
extent on teachers’ skills in setting questions and their ability to expand their knowledge.
Therefore, in the design of the discussion topic, teachers should design the discussion
content according to the teaching objectives and students’ knowledge mastery.

Since the quality of the questions set by teachers to students directly affects the effect
of students’ group discussion and learning, the topics chosen by teachers should have
the following characteristics [12]:

1. The problems discussed are open to a certain extent. The data structure in books is
only the tip of the iceberg of this subject, but it is impractical to explain all knowledge
in class, so teachers should not rigidly adhere to the introduction and explanation
of concepts and algorithms, but should pay attention to students’ understanding of
knowledge and guide how to use it. Access to literature to obtain knowledge that
is not available in textbooks. Therefore, the design of topic discussion should be
both flexible and interesting, which should not only arouse students’ thinking and
discussion, but also induce students to have learning motivation and strong desire
for knowledge.

2. The solution to the problem is diversified. The data structure involves a variety of
logical structures and storage structures, and sometimes the same problems can be
solved with static tables or dynamic tables, which makes the solution to the prob-
lem not necessarily unique, but multiple solutions that can be solved from multiple
perspectives, so teachers need to have the ability to set problems at a certain height.
It causes students to collide with each other in the process of thinking, which leads
to the debate on the solution to the problem.

3. The problem has practical application value. The data structure needs to construct
the mathematical model of the problems in real life and solve them by programming.
Although the course has strong theory, it is still closely related to practice, so the
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closer the choice of subject is to the actual problem, the more students can put
themselves in the shoes of thinking and exploring ways to solve the problem.

Fig. 1. The design of problem-driven discussion-based teaching.

3.2 Key Points of the Group Discussion

Mr. Meade, an American sociologist, believes that meaningful learning is produced
through interpersonal interaction [12]. Interaction in group discussion can effectively
promote young peoplewith different knowledge structures and differentways of thinking
to communicate with each other and develop together, and use collective strength to
complete learning tasks. Through the comparison of the number of different groups,
the author finds that the group size of group discussion teaching should be 4–5. If the
number is too small and the thinking is not divergent enough, it is not easy to form an
atmosphere of problem discussion; and if there are too many people, it is easy to make
the differences among the adult members too big, making it difficult to co-ordinate. In
order not to occupy too much class time, the pre-preparation of the group discussion is
mainly completed in the form of extracurricular homework, leaving the reading literature
and discussion time to the students to complete in their spare time, and then display the
cooperation results in the classroom in small groups [12]. In order to make the students
more motivated, the overall score of the group can be included in the overall evaluation
as the usual performance of the individual. In this way, students can help each other to
achieve common learning goals in group work.

3.3 Evaluation of the Effectiveness of Panel Discussions

In order to test the learning situation of the group, the teacher can randomly select a
classmate or multiple members to share the results of the discussion in this group. In
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this link, teachers and other members of each group comment and question the research
results of the members of the group by raising their hands freely, so as to help students
find the omissions in the research, so as to critically absorb the views of others and train
the openness and creativity of thinking, so as to improve their own innovative ability,
communication ability, expression ability and teamwork ability. The teaching content
is the leading group discussion, asking questions, extracurricular preparation, intensive
lecture, inter-group debate, summarizing and consolidating the effect of knowledge and
discussion. Teachers and students in each group after showing the learning results of
the group, teachers guide students to sum up the gains and experience in the process of
discussion, find and reflect on the deficiencies in problem analysis and scheme design
[12].

4 Specific Case Study

4.1 Teaching Content and Class Hours

This section takes the sorting algorithm as an example to explore how to carry out
the problem-driven discussion teaching method. The teaching contents and hours are
arranged as follows:

1. The basic idea and algorithm implementation of direct insertion sorting, as well as
the time performance analysis in the best, worst and average cases. Directly insert
the role of the Sentinel in the sort. For a given input instance, it is necessary to be
able to write a sorting process that is directly inserted into the sort (1 class hour).

2. The basic idea and algorithm implementation of bubbling and fast sorting, as well
as the time performance analysis in the worst and average cases to understand the
stability of the algorithm. The influence of the base element (partition element) in a
quick sort on whether the partition is balanced or not. According to the given input
example, the sorting process of quick sort can be written (1 class hour).

3. Pile, small root vertebra, large root pile, pile top and other related concepts and
definitions. Heap properties and the relationship between heap and complete binary
tree. The basic idea and algorithm implementation of direct selection sorting and
heap sorting, as well as time performance analysis. Write out the sorting process of
heap sorting (1 class hour) for a given input instance.

4. The basic idea and algorithm implementation of merge sorting, as well as time
performance analysis. According to the given input example, the sorting process of
merging sorting can be written, and the difference between allocating sorting and
other kinds of sorting can be written (1 class hour).

5. Through the comparison of the number of records to be sorted, the amount of infor-
mation recorded, the structure and initial state of keywords, stability requirements,
the size of auxiliary space, various time performance and other aspects to grasp
the advantages and disadvantages of various sorting. Choose the appropriate rank-
ing method (2 class hours) according to the characteristics and requirements of the
actual questions.
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4.2 Question Settings

With regard to the problem setting discussed, it is divided into the problems that all
algorithms must discuss and the problems that each algorithm must discuss separately.

The Problem Discussed by All Algorithms

1. Is your sorting algorithm easy to implement on linked lists (including single, double,
and circular linked lists)? Why?

2. Is the algorithm suitable for cases where the record value is large? Why?
3. Is the algorithm stable? Does the algorithm save memory (i.e. spatial complexity) if

unstable?
4. Discusses the time complexity of the algorithm at its best, worst, and average.
5. Is the algorithm you use more efficient in any case than the bubbling algorithm?
6. In three cases, the number of comparisons under the algorithm is discussed, and how

many movements are recorded. i) 1, 2, 3, ……, 10, J, Q, K; ii) K, Q, J, ……, 4, 3,
2, 1; iii)5, 9, 3, 2, 6, J, 8, 1, 7, J, 4, 10

Directly Insert the Question of Sorting Discussion

1. Why did you introduce a lookout? What is its function?
2. What is the ideal situation for this sort?
3. What does the efficiency of the algorithm depend on?
4. Can the algorithm be further improved? What is the idea of improvement?

Hill Sorted the Issues Discussed

1. How to improve the efficiency of the algorithm?
2. h1=N/2, N/4, N/8…, h2= 2k一1,…, 15, 7, 3, 1, h3= (3k一l) …, 13, 4, 1 and other

three groups of different step size values to sort a set of random numbers of Number
20, which group has the best performance? (need to be solved programmatically)

3. What is the best-known increment? (extra-curricular search and answer is required)

Quickly Sort the Issues Discussed

1. Why is it called “quick” sort? How fast is it?
2. Arrange the sequence QHCYPAMSRDFX in ascending order, what is the result of

the first quick sort?
3. What does the execution time of quick sort depend on? In accordance with what

characteristics of the sequence with the best quick sorting?
4. What is the worst-case scenario of sorting? How to choose a standard record to avoid

the worst?
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Directly Insert the Question of Sorting Discussion

1. What are the advantages of direct sorting?
2. What is the reason for restricting the efficiency of direct selection sorting? How to

improve?

Heap Sorting Discusses the Issue

1. What is the key to 1 heap sorting?
2. can all binary trees become heaps?
3. do the keyword sequences {75, 38, 62, 15, 26, 49, 58, 17, 6} and {10, 15, 50, 25,

30, 80, 76, 38, 49} meet the heap conditions? 4 what are the main factors that affect
the time efficiency of heap sorting?

Group and Sort the Issues Discussed

1. Why is the two-way merging sort suitable for internal and external sorting at the
same time?

2. what if the length of the two child tables of the remaining records are not the same
in the merge sort? What if the remaining records can only form one child table?

4.3 Discussion Session Settings

Take the information security majors of Hainan University in 2014 as an example, there
are 59 students in the class. Considering that there are six sorting algorithms to be
explained (bubbling sorting has been explained in detail in the “C language program-
ming” class of freshmen, so the algorithm is not used as a group discussion), it is divided
into five groups, and one algorithm is discussed by two groups respectively. If necessary,
the members of the group are randomly selected to give lectures, and the achievements
of each member of the group are used as the basis for the achievements of each member
of the group. In this way, the uneven division of labor among individual members of the
group can be avoided and work together to achieve common learning goals.

For the same algorithm, if the two groups have different opinions on the same prob-
lem, the two groups will debate, and then the whole class will discuss which group’s
answer is more accurate.

5 Student Evaluation and Two-Term Performance Comparison

For a long time, the teaching of “data structure” has been well received by the students.
According to the score of the course evaluation over the years, the students’ satisfac-
tion with this course is very high. In the academic year 2012–2013, the students scored
92.867 on the data structure and 91.082 in 2013–2014. after the adoption of discussion
teaching, the score for 2014–2015 suddenly increased to 96.482. Students generally
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believe that “data structure courseware has various forms, meticulous production, vivid
content, combined with practical application cases, profound and simple,” and the teach-
ing process is “very devoted, passionate, clear about concepts, profound and simple, and
contagious. The question is set properly”.

With the support of the school’s “discussion curriculum construction” project, the
author has made greater efforts to reform the courses such as “data structure” and “dis-
cretemathematics”, introducemore discussion teachingmethods into the classroom, and
increase the topic and time of discussion. After several years of practice, not only the final
grades of the students have been improved year by year compared with the unused dis-
cussion courses, but also the classroom activity has been significantly improved, which
is rare in the more boring engineering theory courses. It can be found from Fig. 2 that the
score of the paper is generally on the low side. This is because the volume of the paper
set by the author is large and the difficulty is on the high side. At the same time, it can
also be found that after a semester of classroom teaching practice, the excellent rate and
good rate of the students of Grade 2014 have been greatly improved after a semester of
classroom teaching practice, from 1.79% to 13.56% and 5.36% to 20.34% respectively.
The failure rate dropped from 53.57% to 40.68%. In addition, through the calculation,
the average class score of the final paper score rose from 53.3 to 63.6. These changes
prove that the problem-driven discussion teaching method helps to improve the learning
effect of students, which is greatly improved for middle and upper-class students, but not
obvious for those students with weak learning ability and poor foundation. but it’s just
as effective. However, it is a pity that later, because of the curriculum reform, the School
of Information of Hainan University adopted the mode of computer enrollment, and the
“data structure” was opened to freshmen, thus reducing the theory class hours from the
original 64 class hours to 48 class hours. therefore, in order to ensure the content of the
theory course, reduce the class discussion time, resulting in a lower excellent and good
rate.

Fig. 2. Comparison of the results of data structure between Grade 2013 and Grade 2014
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6 Conclusion

In our proposed teaching method, starting from the existing knowledge, set up problems,
stimulate students to explore, form their own views, and make knowledge and skills
become their wealth. The final exams prove that the proposedmethod has raised stutents’
grades and improve their mastery of knowledge. This shows that our proposed method
proposed has a positive effect and significance on computer science and Cyberspace
Security Education. In addition, teachers should also improve the artistry of classroom
teaching, so that students have time and space for independent learning, so that they have
the opportunity to experience the accumulation of knowledge, so that the classroom can
become a place that students look forward to.
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Abstract. Deep learning technology has been widely used in the classification
and recognition of various kinds of images. In order to improve the speed of deep
learning network and the accuracy of detection, the input images of deep learning
network, especially convolution neural network, have fixed size, which usually
is minuscule. However, the size of computed tomography (CT) images used for
detecting pulmonary nodules is 512 × 512, which is usually difficult for ordi-
nary convolution neural networks to detect directly. As a special full convolution
network, U-net can be used directly for large-scale image detection by replacing
the full connection layer with the convolution layer. The U-net network structure
is adjusted and optimized in this paper, and the improved U-net is used for region
detection and segmentation of pulmonary nodules. In order to avoid over fitting
of deep learning network, the method of generating pulmonary Nodules image by
deep convolutional generative adversarial networks (DCGAN) is used to enlarge
the sample size of pulmonary. By comparing the segmented resultswith the labeled
ground truth mask, the experimental results show that the proposed method based
on U-net in this paper can obtain high sensitivity, which is of great significance
for the recognition of pulmonary nodules and privacy protection of patients using
deep learning technology.

Keywords: Pulmonary nodules · U-net · DCGAN · Deep learning

1 Introduction

The incidence rate of lung cancer is the highest, and it is worthy of the name of cancer
killer [1]. Pulmonary nodule is an important early manifestation of lung cancer. Due to
the large amount of chest CT images, it is easy to increase the probability of missed diag-
nosis and misdiagnosis. Computer aided diagnosis (CAD) technology can automatically
analyze CT images and prompt suspected pulmonary nodules to radiology department
to improve diagnostic efficiency.
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In the past, support vector machine (SVM) and boosting method were usually used
in early medical image classification and recognition [2, 3]. This kind of method usually
needs to segment the sample image, and needs to be designed manually to extract the
visual features of the lesions, including gray, texture and shape, etc. through training
and learning to generate a discriminant model, and then according to the generated
discriminant model, each segmentation region of the image to be detected is classified
and judged in turn. The advantage of this method is that it needs less sample data. The
disadvantage is that the accuracy of image segmentation and the rationality of feature
extraction seriously restrict the effect of medical image classification and recognition,
leading to the accuracy of medical image classification and recognition has been difficult
to have a qualitative breakthrough.

Since 2012, Hinton’s research group, Alex krizhevsky, et al. proposed AlexNet,
which was applied to the large-scale image dataset ImageNet, and won the 2012 Ima-
geNet Large Scale Visual Recognition Challenge (ILSVRC) [4], the accuracy of deep
learning technology in the field of image classification and recognition continues to
improve, and has made a breakthrough. Since 2013, the best teams have adopted convo-
lution neural network and its related improved methods. However, deep learning tech-
nology needs a large number of sample image data, and the lack of sample data will
lead to the weak generalization ability of deep learning, which seriously restricts the
effect of deep learning classification and recognition. However, due to personal privacy
and other reasons, it is difficult to collect enough sample data from medical images.In
addition,whether it is the classic AlexNet or visual geometry group (VGG) network [5],
the size of the input images in each network is not only fixed but also small. The input
image size of AlexNet and VGG network is 224× 224, while the size of chest CT image
is usually 512 × 512. Therefore, how to detect pulmonary nodules from a large CT
image is a difficult problem.

As a special full convolution network, U-net uses convolution layer instead of full
connection layer. At the beginning, u-net was proposed to solve the biomedical problems
of small samples. And it can not only be used for large-scale image detection, but also
segmentation of the position of the target object. Therefore, in order to solve the problem
of small sample and large size of pulmonary noduless image recognition, this paper
proposes a method of detection and segmentation of pulmonary nodules based on U-net.
At the same time, in order to solve the problem of weak generalization ability caused
by too few sample data in deep learning network training, DCGAN image generation
technology is used to expand the sample data of pulmonary nodules.

The main contributions of this paper are as follows:

1. By adjusting and optimizing the U-net network structure, U-net is used for regional
prediction and segmentation of pulmonary nodules.

2. In order to avoid over fitting of deep learning network, the method of generating pul-
monary Nodules image by DCGAN is used to enlarge the sample size of pulmonary
Nodules image.

3. By comparing the segmented mask with the labeled ground truth mask, the experi-
mental results show that the detection and segmentation of pulmonary nodules based
on U-net can obtain high sensitivity.
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This paper is organized as follows:
Section 1: The background and current situation of computer-aided detection of

pulmonary nodules using deep learning are introduced.
Section 2: The network structure of U-net is introduced. And the network compo-

sition of pulmonary nodules area detection and image segmentation based on U-net is
elaborated.

Section 3: The U-net training data set, the method of expanding the data set and
some parameters setting of the training network are described in detail. The predicted
pulmonary nodule mask and the labeled pulmonary nodules mask are compared and
analyzed.

Section 4: In order to avoid over fitting of deep learning network, the method of
generating pulmonary Nodules image by DCGAN is used to enlarge the sample size of
pulmonary Nodules image.

Section 5: The methods of pulmonary nodules region detection and image segmen-
tation based on U-net are summarized, and the problems to be solved in the next step
are puts forward.

2 The Pulmonary Nodule Regions Detection Based on U-net

2.1 Overview of U-net

U-net is a deep learning model proposed by Olaf Ronneberger, which won the Inter-
national Biomedical Imaging Symposium (ISBI) competition in 2015 [6]. The U-net
adopts the Encode-Decode structure, which can be divided into down-sampling and
up-sampling. There are only convolution and pooling layers in the network structure,
but no full connection layers. There is an intermediate stitching operation between the
up-sampling and the down-sampling, that is, the skip connection. The convolution of the
same number of layers is used in both up-sampling and down-sampling of the U-net, and
skip connection is used to connect the up-sampling and the down-sampling layer so that
the features obtained by the down-sampling layer can be transferred to the up-sampling
layer.

The U-net was first proposed for cell wall segmentation, and it has excellent perfor-
mance in the detection of pulmonary nodules and the extraction of blood vessels from
the retina. U- net has been widely used in retinal vascular segmentation [7], rectal tumor
segmentation [8] and so on.

2.2 The Structure Design of Pulmonary Nodule Detection Based on U-net

The detection structure of pulmonary nodules based on U-net is shown (see Fig. 1).
In the application based on U-net network, the whole image is usually the input. After
passing through the U-net network, the segmented mask image is the output. In order
to reduce the influence of noise on the results, the lung parenchyma was extracted. The
size of the input CT image will not be changed after dataset preprocessing. Therefore,
the input is 512 × 512 × 1 Gy-scale image of lung parenchyma. After two convolution
operations with 3× 3× 32 convolution kernel, 512× 512× 32 feature data is obtained.
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Each 3 × 3 convolution is followed with a Relu nonlinear transformation. And then the
maximum pooling operation of 2 × 2 is performed to obtain the feature data with the
size of 256 × 256 × 32. The above process has to be repeated 4 times, that is, (3 × 3
convolution + 2 × 2 maximum pooling) × 4 times. After each pooling, the number of
3 × 3 convolution kernels increases exponentially. At the lowest level, after the fourth
maximum pooling, the image becomes 32 × 32 × 512.

After two convolution operations of 3 × 3, it enters the up sampling process of
deconvolution layer. Firstly, the image is changed to 64 × 64 × 256 by 2 × 2 deconvo-
lution, and then the image before the corresponding maximum pooling layer is copied
and cropped. The arrows connecting the middle part of the U-net network indicate that
the feature image is clipped and copied. Clipping is due to the loss of boundary pixels
caused by convolution, so clipping is needed. Copying is to provide detailed information
of the object during the above sampling process, forming a new feature map, and then
to convolute horizontally. The image is spliced with the deconvolution image to get a
64× 64× 512 image, and then the convolution operation of 3× 3× 256 is performed.
Repeat the process four times to obtain a 512 × 512 × 32-sized image at the top level,
and then perform a 1 × 1 convolution operation to obtain a mask for a 512 × 512 ×
1sized pulmonary nodule segmentation image.

Fig. 1. The detection structure of pulmonary nodules based on U-net.

3 The Data Amplification of Pulmonary Nodules Based on DCGAN

Although U-net is more suitable for deep learning of small sample data, too little data
will lead to low accuracy of network segmentation and recognition. Therefore, a tech-
nology based on Generative adversarial networks(GAN) is used to amplify the sample
data of pulmonary nodules. Automatic image generation has always been a key research
direction in the field of computer vision. The development of deep learning technol-
ogy also makes a breakthrough in image automatic generation technology. Generative
adversarial networks, which was proposed by Goodfellow in 2014 [9], has become a hot
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technology in the field of deep learning. However, the original GAN method has some
problems such as the problem of non convergence and training difficulty. In order to
solve the problems of the original GAN model, such as difficult convergence, unstable
training and poor quality of generated samples, Alec Radford et al. Introduced convo-
lution operation on the basis of GAN network, used the strong feature extraction ability
of convolution layer to improve the effect of GAN, and pro-posed deep convolution
generation countermeasure network (DCGAN) in 2015 [10]. After that, some improved
methods have been put forward and used in various image generation tasks, such as
image synthesis [11], style transfer [12], restoration of incomplete image [13].

GAN includes a generator G and a discriminator D. Generator G and discriminator
D in DCGAN are realized by two convolutional neural networks. DCGAN cancels
the pooling layer in convolutional neural networks (CNN) and uses deconvolution in
generator G for up sampling; DCGAN cancels the full connection layer in CNN and uses
convolution layer to connect the output of generator G and the input of discriminator D.
The generator used in this paper to generate pulmonary nodule data is shown (see Fig. 2).
The input of the generator is a uniform onedimensional random noise with a length of
8192. After reshape, the 512 dimensional data with a size of 4 × 4 is obtained. After
seven deconvolution up sampling operations, pulmonary nodule image is generated.
Among them, the first six deconvolution up sampling layers in the generator all use the
relu activation function, while the last deconvolution up sampling layer in the generator
uses the Tanh activation function to get the generated image of pulmonary nodule with
size of 512 × 512 × 1.

Fig. 2. The generator for generating Image data of pulmonary nodules.



The Detection and Segmentation of Pulmonary Nodules Based on U-Net 241

The discriminator judges whether the input image data is a real pulmonary nodule
image or a fake pulmonary nodule image. The structure of the discriminator is shown
(see Fig. 3). The discriminator for distinguishing true and false images of pulmonary
nodules has seven convolution operations. In addition to the last fully connected layer,
the LeakyRelu activation function is used for each convolution layer in the discriminator.
The discrimination result is converted into true and false value with length of 1 through
a full connection layer with the help of Sigmoid activation function.

Fig. 3. The discriminator structure for true and false images of pulmonary nodules.

After one round of training, the generator and discriminator in DCGAN will calcu-
late their respective loss functions according to the judgment results, and update their
respective parameters according to the loss value, so as to carry out the next round of
game.

4 Experiments

This experiment is based on LIDC-IDRI dataset. Among them, 2632 samples with pul-
monary nodules marked by experts were extracted as the sample data of U-net training.
In order to reduce the interference of chest contour and noise, the lung parenchyma is
segmented before training U-net. Two adjacent slices of the pulmonary noduless and
some good images of pulmonary nodules generated by DCGAN were added to the data
set to enlarge the sample set of pulmonary nodules. The processed data is divided into
two parts: training data and test data. Among them, 80% of datasets are training sets and
20% are test sets.
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The experiment uses Windows 10 operating system, python as programming lan-
guage, and implements the algorithm in keras framework. The computer is configured
with Intel Xeon 2.40 GHz CPU, NVIDIA GTX1080 8 G GPU and 32 G memory. In
each round of training, the sample data is divided into four batches. After 50 rounds of
training, the dice coefficients of training and verification obtained in the u-net training
process are shown (see Fig. 4). The evaluation was performed on 1007 pulmonary nod-
ules, and the result was 64%. The comparison between the predicted results of some
pulmonary nodules and the ground truth pulmonary nodules mask is shown in Table 1.
Through comparison, it can be found that U-net can better segment the area of pulmonary
nodules.

Fig. 4. The dice coefficient of train and validation
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Table 1. The comparison of the mask of predicted and the mask of ground truth.

The image of lung 
parenchyma

The predicted results of 
pulmonary nodules

The ground truth 
pulmonary nodules mask



244 G. Han et al.

5 Conclusion

By adjusting and optimizing the U-net network structure, the improved U-net is used
for regional prediction and segmentation of pulmonary nodules in this paper. When
training the model, 512× 512 images of lung parenchyma were used as the input of the
network. In order to avoid over fitting of deep learning network, themethod of generating
pulmonary nodules image by DCGAN is used to enlarge the sample size of pulmonary
nodules image. By comparing the segmented mask with the labeled ground truth mask,
the experimental results show that the method presented in this paper, which is based on
U-net, can obtain high sensitivity. By comparing the segmented mask with the labeled
ground truthmask, the experimental results show that theU-net based pulmonary nodules
prediction and segmentation method proposed in this paper can obtain high sensitivity.
However, this method still produce some false positive pulmonary nodules, which will
be the research content of our future work.
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Abstract. Under the condition of large maneuvering and small overload, the
improved trajectory shaping guidance law is easy to implement in engineering,
so that the medium and long range missile can not only attack from the front,
but also attack vertically from the top or even from the tail or side with large
maneuvering, obtain a reasonable impact angle and a small angle of attack, and
achieve the best hit effect. Also, maintaining the database security and the capacity
of resisting disturbance during the use of trajectory shaping guidance law is an
important issue. In this paper, the trajectory shaping guidance law in the case of
large maneuvering and small overload is derived and studied, the mathematical
model of the remain flight time is derived and the influence of its deviation on
the flight trajectory is analyzed. It provides theoretical and simulation support for
the missile to complete the mission of high maneuverability and precision attack
under the condition of small overload. The security of using database is discussed.

Keywords: Trajectory shaping · Fall angle constraint · Overload constraint

1 Introduction

Modern battlefield environment is extremely complex, many high-value fortifications
are located on the reverse slope of the hillside, while the top and front protection is
the strongest, if the missile can attack its weak links from the tail, it will undoubtedly
be more conducive to the formation of effective damage to the fortifications. The front
armor protection of tanks and armored vehicles is particularly strong, and with the
development of active protection system, the active protection formed in a certain area
in front of and above the armored vehicle can interfere with or even destroy the incoming
missile. In addition, in the process ofmoving in the battlefield, tanks are prone to produce
a large amount of dust, which will shield the target in some directions. Therefore, when
the missile attacks the moving target, it can not only attack from the front, but also
maneuver around the protection area or shelter area, attack vertically from the top or
even from the tail or side, which can greatly improve the damage effect to the target.
Under the condition of large maneuvering and small overload, the guidance law of
trajectory shaping is improved for medium and long range precision strike weapons,
so that the missile can obtain a reasonable impact angle and a small angle of attack to
achieve the best hit effect.
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2 Modeling

2.1 Coordinate System Description

(1) Terrestrial coordinate system Axyz: the terrestrial coordinate systemAxyz is a coor-
dinate system fixed to the surface of the earth. The coordinate system origin A is
selected as the missile launching point; the Ax axis is that line of intersection of the
ballistic plane with the horizontal plane, which is positive toward the target; the Ay
axis goes up along the vertical line, and the Az axis is perpendicular to the other
two axes and forms a right-hand coordinate system.

(2) Body coordinate system Ox1y1z1: the origin of the coordinate system O is chosen
as the center of mass of the missile (the center of mass is here taken as the center
of inertia); the Ox1 axis coincides with the longitudinal axis of the projectile and is
positive towards the nose; theOy1 axis is located in the longitudinal symmetry plane
of the missile body and is perpendicular to the Ox1 axis, and the upward direction
is positive; the Oz1 axis is perpendicular to the Ox1y1 plane and is oriented in a
right-handed coordinate system.

(3) Velocity coordinate systemOx3y3z3: the origin of the coordinate systemO is chosen
as the center ofmass of themissile; theOx3 axis coincides with the velocity vectorV
of the missile’s center of mass; theOy3 axis is located in the longitudinal symmetry
plane of the missile body and is perpendicular to the Ox3 axis, and the upward
direction is positive; theOz3 axis is perpendicular to theOx3y3 plane and is oriented
in a right-handed coordinate system.

(4) Ballistic coordinate systemOx2y2z2: the origin of the coordinate system O is
selected as the instantaneous centroid of the trajectory; the Ox2 axis coincides
with the missile velocity vector V; the Oy2 axis lies in the vertical plane containing
the velocity vector V, perpendicular to the Ox2 axis, and points upward to be pos-
itive; the Oz2 axis is perpendicular to the other two axes and forms the right-hand
coordinate system [1–4].

2.2 Missile Structure and Function Brief Introduction

Refer to Fig. 1 for the structural outline of the missile. The missile has a “ + − +” con-
figuration. A seeker, a direct lateral force control mechanism, a warhead cabin section, a
missile wing mechanism, an electronic cabin, a drag increasing device, an aerodynamic
rudder and an endurance engine nozzle. Initial mass of missile m0 = 120 kg.

A direct lateral force control mechanism is installed in front of the mass center posi-
tion of the missile to control the large angle steering of the missile body at low speed
(≤60 m/s). The fuel gas ejected from the engine is communicated to the control mech-
anism through a conduit, a control signal is generated by a missile-mounted computer,
and the fuel gas is ejected through four axisymmetrically distributed nozzles to change
the attitude of the missile.

The drag increasing device consists of four wings controlled by a pulley. When the
missile is about to enter the terminal guidance phase, the fins of the drag increasing
device are fully opened, the drag coefficient of the missile body is increased by more
than 1.5 times of the normal value, and the speed of the missile is rapidly reduced.
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When the missile is in the boost phase, the aerodynamic rudder installed on the tail
of the missile completes the guidance and control of the missile, and the aerodynamic
force provides lift, drag and lateral force for the missile.

The missile consists of three stages of engines, namely, take-off engine, acceleration
engine and endurance engine. At the end of the takeoff engine, the missile is leaving
the canister at a speed of 21.6 m/s, the thrust of the acceleration engine is 6 KN, the
endurance engine is a variable thrust engine. When the missile is in endurance flight
and terminal guidance flight, the thrust is 5 KN, when the missile needs large maneuver
flight, the thrust is reduced to 3.5 KN and the thrust ratio is 10:7.

Fig. 1. Sketch map of missile structure layout in endurance flight

2.3 Missile Flight and Guidance Constraint

Missile Motion Equation. Establish the kinematic and dynamic equations for the
missile in the longitudinal plane as follows [1−3].

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

m
dV

dt
= F + P

dH

dt
= M + MP

dx

dt
= V cos θcosψV

dy

dt
= V sin θ

dz

dt
= −V cos θ sinψV

dϑ

dt
= ωy sin γ + ωz cos γ

dϕ

dt
= (

ωy cos γ − ωz sin γ
)
/ cosϑ

dγ

dt
= ωx − tan ϑ

(
ωy cos γ − ωz sin γ

)

dm

dt
= −mc
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Where t is the missile flight times, m is the instantaneous mass of the missile, F is
the resultant of the total aerodynamic and gravitational forces, P is the engine thrust, v
is the missile instantaneous velocity, θ is the missile flight trajectory inclination, ϑ is
the missile pitch angle, ϕ is the missile yaw angle, γ is the missile bank angle, ω is the
rotational angular velocity of the missile body relative to the ground coordinate system.

Constraint Condition

(1) In the process ofmissile flight, considering the recognition distance of image seeker,
the maximum flight altitude is limited to 3 km.

(2) The overload of anti-tank missile should not be too large, and the overload required
by guidance law should be less than 7 g.

(3) Considering the damage effect of the missile to the target, the terminal angle of
attack is within ± 3°.

3 Research on Improvement of Trajectory Shaping Guidance Law
with Large Maneuver and Small Overload

3.1 Purpose and Method of Improvement

The traditional trajectory shaping guidance law can only control the impact angle within
0° ~−90°. If we want to realize great maneuver, we must have great overload. However,
for the traditional anti-tank missile, in order to ensure low cost and mass production,
the missile structure can not withstand large lateral overload. The improved trajectory
shaping guidance law can realize the large angle turn flight of the missile on the premise
of retaining the advantages of low overload near the impact point of the traditional
trajectory shaping guidance law. The variable thrust endurance engine, the direct lateral
force control device and the drag increasing device are comprehensively utilized, before
turning at a large angle, the variable thrust endurance engine reduces thrust, opens the
wing of the resistance increasing device, reduces the flight speed of the missile to less
than 60 m/s, retracts the wing of the resistance increasing device, controls the missile
body to rotate at a large angle to a preset angle by the direct lateral force control device,
increases thrust to about 6 KN, and accelerates the missile to normal endurance. Thereby
realizing large maneuvering and small overload.

The availability of the trajectory shaping guidance law in the case of high maneuver-
ing and small overload is derived and studied, the mathematical model of the remaining
flight time is derived and the influence of its deviation on the flight trajectory is analyzed.

3.2 Theoretical Derivation of Trajectory Shaping Guidance Law

If the relative velocity V r is constant and the relative distance R between the missile and
the target is known at the initial time, the terminal time T is known. v(t) is the missile
normal velocity. Because the greater the normal velocity of the missile at the end of the
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trajectory, the greater the impact angle of the missile, so the limit for the impact angle
of the missile can be transformed into the limit for the normal velocity at the end of the
trajectory. The geometric relationship between the missile falling angle and the missile
normal velocity at the terminal point is shown in Fig. 2. In Fig. 2, v(T) is the normal
velocity at the end of the trajectory and σ is the missile falling angle.

Fig. 2. Geometric relationship between missile impact angle and normal velocity at the end of
trajectory

According to the characteristics of different targets, the best falling angle value can
be found. To simplify the problem, the normal velocity at the end of the missile can be
used instead of the impact angle. According to the relative velocity between missile and
target Vr and the initial angle of sight between missile and target q0, the limit condition
of the impact angle can be transformed into the normal velocity value Ve at the end of the
trajectory. At the same time, the limitation condition of the angle of attack of the missile
is that the angle of attack value αe at the end of the trajectory is expected to approach
0. Here, the initial missile-target line-of-sight angle is a constant, and q0 = 0 may be
set, that is, the missile and the target are in the same horizontal plane at the initial time.
Generally, the error of the impact point is required to be ye = 0 at the terminal point of
the missile. For ease of study, only the case where the missile and the target are always
in the same vertical plane is considered.

That is, the end point constraint condition is:

y(T ) = ye (1)

v(T ) = ve (2)

α(T ) = αe (3)

Derivation by means of variational method:
System state equation:

ẏ = v (4)

v̇ = a (5)

The control variable for this problem is normal overload a(t).
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Objective function:

J (t0) = cy
(y(T ) − ye)2

2
+ cv

(v(T ) − ve)2

2
+

∫ T

to

1

2
a2(t) dt (6)

Among,

ϕ(x(T ),T ) = cy
(y(T ) − ye)2

2
+ cv

(v(T ) − ve)2

2

Where y is the displacement normal to the missile (i.e., perpendicular to the initial
target line), v is the missile normal velocity, and a is the missile normal overload. The
objective function is selected to minimize that integral of the square of the normal
overload, which means to minimize the control energy and the velocity loss caused by
the induced drag. Appropriate selection of the coefficients cy and cv can make the end
point constraint condition (1) or (2) both be satisfied as far as possible. The greater the
value of cy and cv is, the higher the degree of satisfaction of the end point constraint
condition is. If cy and cv is infinite, the end point restriction condition can be strictly
satisfied.

To study the optimal guidance law is to find the lawof controlling the normal overload
a to minimize the objective function J.

Hamiltonian function: [1−2]

H = 1

2
a2 + vλy + aλv (7)

Co-state equation:

−λ̇y = ∂H

∂y
= ∂

∂y
(
1

2
a2 + vλy + aλv ) = 0

−λ̇v = ∂H

∂v
= ∂

∂v
(
1

2
a2 + vλy + aλv) = λy

Extremum condition:

0 = ∂H

∂a
= ∂

∂a
(
1

2
a2 + vλy + aλv ) = a + λv (8)

From the extremum conditions, the conditions of the optimal control are:

a(t) = −λv(t) (9)

If can be known from the end point constraint condition,
[

∂ϕ(T )
∂y

∂ϕ(T )
∂v

]

−
[

λy(T )

λv(T )

]

= 0 (10)

Expand Eq. (10):

λy(T ) = ∂ϕ(T )

∂y
= ∂

∂y
(cy(y(T ) − ye)

2/2 + cv(v(T ) − ve)
2/2) = cy(y(T ) − ye)
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λv(T ) = ∂ϕ(T )

∂v
= ∂

∂v
(cy(y(T ) − ye)

2/2 + cv(v(T ) − ve)
2/2) = cv(v(T ) − ve)

Integrating λ̇y = 0 over the interval [t,T] yields:

λy(t) ≡ λy(T ) (11)

Substituting Eq. (11) into the covariant equation of state yields λ̇v = −λy(T ), and
integrating this equation in the interval [t, T] yields:

λv(T ) − λv(t) = −(T − t)λy(T ) (12)

Substituting Eq. (9) into equation of state (5) yields:

v̇ = −λv(t) (13)

Substituting Eq. (12) into Eq. (13) and integrating over the interval [0,t] yields:

v(t) = v(0) − t(λv(T ) + Tλy(T )) + t2λy(T )/2 (14)

Integrating Eq. (14),

y(t) = y(0) + v(0)t − t2(λv(T ) + Tλy(T ))/2 + t3λy(T )/6 (15)

When t = T, there is the following relationship,

cyy(0) + cyTv(0) = (1 + cyT
3/3)λy(T ) + cyT

2λv(T )/2 + cyye

cvv(0) = cvT
2λy(T )/2 + (1 + cvT )λv(T ) + cvve

Represented in matrix form as:
[
1 + cyT 3/3 cyT 2/2
cvT 2/2 1 + cvT

] [
λy(T )

λv(T )

]

+
[
cyye
cvve

]

=
[
cy cyT
0 cv

] [
y(0)
v(0)

]

(16)

SolvingmatrixEqs. (16), at the same time, in order to obtain the closed-loop guidance
law, we should take the system state y(t) as the feedback quantity. Therefore, in the
integral process of formula (14), (15), we can take the current time as 0, then the initial
value of the state integral becomes the current state value y(t), v(t) and the integral time
becomes T − t. Thus, we can obtain the relationship between the current value of the
system state and the terminal value of the adjoint state.

[
λy(T )

λv(T )

]

= 1

�(T − t)

[
(T − t) + c̄v (T − t)2/2 + c̄v(T − t)
−(T − t)2/2 −(T − t)3/6 + c̄y

] [
y(t)
v(t)

]

− 1

�(T − t)

[
(T − t)ye + c̄vye − (T − t)2ve/2

−(T − t)2ye/2 + (T − t)3ve/3 + c̄yve

] (17)

Among,

�(T − t) = (T − t)4/12 + c̄v(T − t)3/3 + c̄y(T − t) + c̄vc̄y

= ((T − t)3/3 + c̄y)((T − t) + c̄v) − (T − t)4/4
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The control law is known from the previous derivation,

a(t) = - λv(t) = −(
λv(T ) + (T − t)λy(T )

)
(18)

Substituting Eq. (17) into Eq. (18) yields:

a(t) = − (T − t)2/2 + c̄v(T − t)

�(T − t)
y(t) − (T − t)3/3 + (T − t)2c̄v + c̄y

�(T − t)
v(t)

+ (T − t)2/2 + c̄v(T − t)

�(T − t)
ye + −(T − t)3/6 + c̄y

�(T − t)
ve

(19)

Where �(T − t) = (T − t)4/12 + c̄v(T − t)3/3 + c̄y(T − t) + c̄vc̄y, the bigger the
coefficient cy, cv is, that is, the smaller the c̄y, c̄v is, the more the parameters of the
terminal trajectory are close to the terminal constraint conditions. When the terminal
condition y(T ) = ye,v(T ) = ve is strictly satisfied, we can take cy, cv → ∞ , namely
c̄y = 0, c̄v = 0, and substitute it into the expression of optimal guidance law a(t) to
obtain,

a(t) = − 6

(T − t)2
y(t) − 4

(T − t)
v(t) + 6

(T − t)2
ye − 2

T − t
ve (20)

Equation (20) is the guidance law in terms of two states y(t), v(t), remaining flight
time (T-t), and terminal constraint ye, ve.

Let tgo = T-t, substitute formula (20) to get,

a(t) = − 6

t2go
y(t) − 4

tgo
v(t) + 6

t2go
ye − 2

tgo
ve (21)

Equation (21) is the optimal guidance law expressed by the two states of normal
displacement y(t) and normal velocity v(t), the remaining flight time tgo and the terminal
constraint ye, ve. Because the normal displacement and normal velocity of the missile
at each moment are not easy to be measured directly during the flight of the missile, the
optimal guidance law expressed by Eq. (21) is not easy to be realized in engineering.
However, when themissile-target line-of-sight angle is relatively small, the tangent value
of the missile-target line-of-sight angle can be approximately considered to be equal to
themissile-target line-of-sight angle, so that the normal displacement y(t) and the normal
velocity v(t) can be replaced by two states, i.e. The missile-target ling-of-sight angle and
the missile-targets ling-of-sight angular velocity.

When the line-of-sight angle q is small, there exists the following approximation,

q(t) ≈ tan q(t) = − y(t)

(T − t)Vr
= − y(t)

tgoVr
(22)

q̇(t) ≈ − ẏ(t)

(T − t)Vr
− y(t)

(T − t)2Vr
= − ẏ(t)

tgoVr
− y(t)

t2goVr
(23)

It can be concluded that,

a(t) = 6

t2go
q(t)tgoVr − 4

tgo
(−q̇(t)tgoVr + q(t)Vr) + 6

t2go
ye − 2

tgo
ve
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That is,

a(t) = 4Vrq̇(t) + 2Vr

tgo
q(t) + 6

t2go
ye − 2

tgo
ve (24)

Equation (24) is an optimal guidance law expressed by using the missile-target line-
of-sight angle q and the missile-target line-of-sight angular velocity q̇ instead of the
missile lateral velocity and lateral displacement. The angular velocity of line of sight
between missile and target can be measured directly by seeker, the angular velocity of
line of sight between missile and target can be obtained by adding the frame angle of
seeker and the attitude angle of missile body measured by attitude gyroscope on the
missile, the remaining flight time can be estimated, the velocity Vr of missile along
the line of sight can be measured by inertial navigation system, and the terminal limit
condition ye, ve is a known constant. Therefore, the optimal guidance law can be realized.

At the end point, tgo = 0, the end line-of-sight angle constraint is qF, and qF < 0,
under the small angle, substituting Eq. (23),

ve = v(T ) = qFVr (25)

As shown in Eq. (25), the constraint on the terminal normal velocity can be translated
into a constraint on themissile-to-target line of sight angle qF at the terminal. Substituting
Eq. (25) into Eq. (24), then get,

a(t) = 4Vrq̇(t) + 2Vr(q(t) − qF )

tgo
+ 6

t2go
ye (26)

Equation (26) is the optimal guidance law of limited impact angle and impact point
expressedbymissile-target line-of-sight angle,missile-target line-of-sight angular veloc-
ity, remaining flight time tgo, terminal normal displacement limit condition ye and ter-
minal line-of sight angle limit condition qF. wherein the terminal line-of-sight constraint
qF is approximately equal to the terminal angle constraint.

When the constraint condition for the normal displacement of the end point is 0, that
is, ye = 0, it is obtained by substituting Eq. (26).

a(t) = 4Vrq̇(t) + 2Vr(q(t) − qF )

tgo
(27)

Equation (27) is the optimal guidance lawderived on the premise of linear assumption
and small angle assumption. Whether the guidance law can still meet the impact point
and impact angle constraints in the case of large maneuvering and small overload, the
following mathematical simulation to verify the availability of the guidance law in the
case of large maneuvering and small overload.

3.3 Emulation Verification of Large Angle Turn of Missile

The simulation conditions are as follows: the missile only considers the movement of
the vertical plane and ignores the dynamic link; the target is stationary, and the guidance
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Fig. 6. Terminal guidance phase overload command curve

is started at the initial moment of the terminal guidance stage; the altitude of the missile
at the beginning of the terminal guidance phase was 670 m, the distance to the target
was 3600 m, and the missile impact angle qF was −150°. The trajectory curve is shown
in Fig. 3, Fig. 4, Fig. 5 and Fig. 6.
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From the above trajectory simulation results, it can be seen that the guidance law
can not only meet the impact point accuracy requirements, but also achieve the desired
impact angle. Therefore, it can be proved that the optimal guidance law with limited
impact angle and impact point based on the assumption of small angle is suitable for the
case of large target line-of-sight angle.

3.4 Research on Realization of Trajectory Shaping Guidance

Realization of Traditional Trajectory Shaping Guidance Law. After the end of the
boost phase, the missile enters the terminal guidance phase, and begins to guide with
the trajectory shaping guidance law, ensuring the impact point accuracy and the impact
angle range of 0° ~ −90°. Due to the high velocity of the missile, the required overload
of the missile in the guidance and control process is relatively large. In that guidance
process, the sight line angular velocity of the missile and the target is directly measured
by a guidance head or calculate by inertial navigation information; and that sight angle
of the missile and the target can be calculated by the inertial navigation information.

Realization of Improved Trajectory Shaping Guidance Law. When the missile is
about to enter the terminal guidance stage, the speed of the missile is reduced to the
magnitude of tens of meters by using the variable thrust characteristic of the engine and
the action of a drag increasing device, and then the attitude of themissile is adjusted under
the action of a direct lateral force control mechanism to complete a large maneuvering
turn; at this time, because the speed of the missile is not large, the overload required is
not large. After the attitude adjustment is completed and the seeker locks on the targets,
the missile attacks the target. In the whole terminal guidance phase, the impact point
constraint, overload constraint and angle of attack constraint are implemented by the
improved trajectory shaping guidance law in the low speed state.

The implementation scheme is as follow:

1) The angular velocity of line of sight q̇(t) can be measured directly by seeker or
calculated by inertial navigation system.

2) The missile-target sight angle q(t) can be calculated by the inertial navigation infor-
mation; when the missile is equipped with a seeker, the line of sight angle q(t) can
be calculated from the frame angle of the seeker and the attitude angle of the missile
body measured by the attitude gyro on the missile.

3) Vr is the average relative velocity between the missile and the target along the
missile-target line. Because the target is stationary, Vr is replaced by the current
velocity Vm of the missile, Vm can be calculated by inertial navigation system.

4) Computational model of remaining flight time tgo is tgo≈Rtm/Vr,
where Rtm is the distance between the missile and the target, Rtm =√

(Xm − Xt)2 + (Ym − Yt)2 + (Zm − Zt)2, the target position (Xt,Yt,Zt) is known,
and the missile position (Xm,Ym,Zm) is calculated by inertial navigation.

From the above analysis, we can see that the trajectory shaping guidance law can be
realized in engineering.
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Due to the measurement error of inertial navigation system, Rtm, Vm will have an
error, which will lead to the calculation error of the remaining flight time, and the
deviation of tgo will affect the overload command. The influence of the deviation of
tgo on the deviation of impact point and the miss distance is analyzed by simulation.
Let a certain moment, the remaining flight time tgo = Rtm/Vr without considering the
deviation; considering the remaining flight time tgo’ = ktgo + �tgo after deviation, the
influence of remaining flight time deviation on miss distance and impact angle deviation
is analyzed below.

Effect of Δtgo.
Let k = 1, that is, t′go = tgo + �tgo, the curves of fall angle deviation and miss distance
versus �tgo are shown in the figure below. As can be seen from the figure below, the
influence of�tgo on the miss distance is very small, and the main influence is the falling
angle, and the falling angle deviation increases with the increase of �tgo absolute value
(Fig. 7 and Fig. 8).
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Fig. 7. Variation curve of falling angle deviation with �tgo
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Fig. 8. Curve of miss distance versus �tgo

Effect of k.
Let �tgo = 0, that is, t′go = ktgo, the variation curves of fall angle deviation and miss
distance with �tgo are shown in figures below. It can be seen from Fig. 9 that when k <

1.1, the size of k has almost no effect on the falling angle and the miss distance. When
k > 1.1, the falling angle deviation and the miss distance increase with the increase of
k (Fig. 10).
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Effect of Δtgo,k.
Let t

′
go,= ktgo + �tgo the curves of fall angle deviation andmiss displace corresponding

to different values of �tgo,k are shown in Fig. 11 and Fig. 12. It can be seen from the
figure that the fall angle deviation of �tgo < 0 is large, and when k takes some values,
the fall angle deviation and the miss distance diverge.
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Fig. 11. Curve of falling angle deviation corresponding to different �tgo and k

Introduce ε.
In order to reduce the fall angle deviation and miss distance caused by the measurement
error of the remaining flight time, a small quantity of ε(ε > 0)is introduced. When tgo <

ε, let tgo = ε.
Let k = 1, that is t′go = tgo + �tgo. The variation curves of falling angle deviation

and miss distance with �tgo corresponding to different ε are shown in the figure below.
It can be seen from the figure that the falling angle deviation of the �tgo < 0 part after
the ε is introduced is smaller than the falling angle deviation of the�tgo < 0 part without
introducing the ε, but with the increase of ε, the falling angle deviation are also increased
(Fig. 13 and Fig. 14).
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Fig. 12. Curve of miss displace corresponding to different �tgo and k

Fig. 13. Curve of falling angle deviation corresponding to different �tgo

Fig. 14. Variation curve of miss displace versus �tgo

Let �tgo = 0, that is t′go = ktgo. The variation curves of falling angle deviation and
miss distance with k corresponding to different ε are shown in the Fig. 15 and 16. It can
be seen from the figure that the falling angle deviation after the ε is introduced is bigger
than the falling angle deviation without introducing the ε, but the introduction of ε can
reduce the miss distance, and with the increase of ε, the reduction of miss distance is
greater.
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Fig. 15. Variation curve of falling angle deviation with k

Fig. 16. Variation curve of miss distance with k

4 Conclusion

Under the condition of large maneuvering and small overload, the improved trajectory
shaping guidance law can reach the impact angle of 0° ~ −180° while ensuring the
impact point accuracy. The ballistic characteristics of medium and long range precision
strike weapons are more conductive to the formation of effective damage to high-value
solid fortifications located on the reverse slope of the hillside. At the same time, the
moving target can not only attack from the front, but also maneuver around the active
protection area or shelter area, attack vertically from the top or even from the tail or side,
which greatly improves the damage effect to the target. The concept of large maneuver
and small overload is put forward for the first time, and the overload is no more than 6 g.
Traditionally, the realization of large maneuvering ballistic characteristics will produce
large demand overload, which requires high design requirements for missile overall,
structure and aerodynamics. With the development of variable thrust motor technology
and direct lateral force control technology, combined with the improved trajectory shap-
ing guidance law, the missile can complete the large maneuvering attack on the target in
the middle and long range under the condition of small overload. It must be realized that
the database security during the transportation of signals betweenmissile and controlling
center, which uses the guidance law, must be confirmed in order to keep the capacity of
resisting disturbance.
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Bibliometric and Graph Analysis in Document
Data Mining Based on the Cultivation of New

Type Professional Farmers
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Abstract. In order to further enhance the depth and breadth of literature mining,
this paper meets the needs of researchers to improve the efficiency of resource
utilization and strengthen the visualization effect, and understand the research
status and trends related to the cultivation of new-type professional farmers in
China. According to CNKI academic research literature in the field of cultivation
and research of new professional farmers in China, from the perspective of bib-
liometrics and social network map, this paper comprehensively uses CiteSpace
+ Gephi + UCINET knowledge map software. Qualitative analysis and quanti-
tative statistics are carried out on the time series, research field and organization
distribution, research hotspots and research trends of literature publication. The
analysis results show that the current cultivation of farmers has a wide range of
topics and rich content, but the lack of information literacy, especially the cultiva-
tion of information security literacy, so it is necessary to continue to expand the
scope of cultivation to adapt to the development of The Times.

Keywords: Bibliometric · Social network map · Knowledge map software ·
Information security literacy

1 Introduction

In 2012, the No. 1 document of the Central Committee of the Communist Party of
China clearly stated for the first time that it is necessary to vigorously cultivate new
types of professional farmers as the backbone of promoting the development of agricul-
tural industry, realizing agricultural modernization, and then improving the quality of
urbanization. Since then, the Central Committee No. 1 document from 2013 to 2016 has
emphasized the need to vigorously cultivate new-type professional farmers, and establish
the core and basic position of cultivating new-type professional farmers as the core and
foundation of promoting modern agricultural construction. In this context, the academic
circle has successively carried out a series of research and practice on the cultivation of
new-type professional farmers.

In the literature review, it is found that the qualitative analysis method is mostly used
in the literature on the cultivation of new-type professional farmers and related topics,
involving policy interpretation [1, 2], connotation extraction [3, 4], problem disclosure
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[5–7] and path analysis [8, 9] In some literatures, quantitative and visual analysis meth-
ods are used in the course review [10] and hot-spot tracking [11], reflecting the diversity
of current researchmethods and forms.However, there are some problems in the research
process, such as insufficient combination of qualitative and quantitative analysis, super-
ficial use of tool software, insufficient correlation and support. In order to accurately
clarify the research context of the cultivation of new-type professional farmers, clar-
ify the development status and existing problems, further deepen the research content,
broaden the scope of research, and explore the unknown areas, we need to explore more
analytical methods and tools.

In the research, the author found that the combination of CiteSpace + gephi +
UCINET can link up and strengthen the results of qualitative and quantitative analysis
from multiple levels and angles, and give full play to the advantages of these software:
(1) as one of the most popular mapping tools, CiteSpace software is used to construct
knowledgemap and track research hotspots and development trends in the field Potential
[12, 13], outline user portrait [14], etc. (2) Gephi is an open source free cross platform
software, which is suitable for various network and complex system analysis, can pro-
vide a variety of symbiotic graphs and cluster graphs [15], support dynamic graph data
analysis [16], and is widely used in hot research in many fields [17–19]. (3) UCINET, as
one of the social network analysis software, has complete supporting tools and supports
the quantitative analysis of the whole and detailed network. It can be analyzed from the
sub network structure, network density, network distance, centrality and small groups
[20]; it supports seamless dockingwithNetdraw software to build the domain knowledge
map [21].

Drawing on the previous research results, this paper intends to use bibliometrics and
social network graph analysis technology to analyze and explore it from the perspectives
of keyword change, hot spot distribution and edge clustering in the form of visualization,
trying to reveal its development trend and provide beneficial reference for the sustainable
development of the cultivation of new professional farmers in the future. At the same
time, through summarizing the advantages and disadvantages of the two methods, it
provides guidance and ideas for researchers to mine literature information.

2 Bibliometric Analysis

2.1 Literature Sources

In order to more accurately and comprehensively reflect the research status in related
fields in China, the author adopts the theme of “new professional farmers” and (“cul-
tivation” or “training”) in CNKI “China academic literature online publishing general
database”, with the time span of 2006–2019 (retrieval time: November 15, 2019), and
a total of 926 articles with fund support were selected. The author carefully combs the
above literature, and on this basis, carries on the statistical analysis to the research results
in this field.

2.2 Analysis Methods and Means

In order to fully integrate and give full play to the advantages of various analysis soft-
ware and tools, the author, on the one hand, uses the statistical function of CNKI and
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the co word analysis technology of CiteSpace [22], a scientific and technological text
mining software, to complete basic econometric analysis such as literature publica-
tion time series statistics, research field and research institution statistics. On the other
hand, with the help of social network graph analysis, the co-word matrix is further
mined: (1) the original co word matrix is obtained by reverse calculation of the co word
matrix obtained by CiteSpace; (2) the keyword co-occurrence network map is generated
by gephi software, from which the current research hotspots can be found; (3) Using
UCINET software, the centrality of the original matrix is calculated and the core edge
matrix is divided, and the central words and marginal words are screened out. (4) The
edge matrix is divided into subgraphs and clustered to extract new research hotspots and
topics.

2.3 Bibliometric Analysis Results

Quantitative and qualitative analysis can be carried out from time series, distribution
of disciplines and journals, distribution of high-yield authors and research institutions.
This paper mainly considers the statistics on time series.

Time series involves two aspects: one is the time series of literature publication
quantity change, the other is the time series of literature keyword change. Key words as
the concentration of the main content of the article, its statistical analysis can extract the
idea and theme of the article to a certain extent [11].

From the time of publication, the research literature on the cultivation or training
of new-type professional farmers can be divided into two stages: the first stage is from
2006 to 2012, which is the initial stage of research in this field. The number of published
papers is relatively small (about 10 articles), and the research scope is also narrow.
This is mainly because China is in the early stage of transformation from traditional
agriculture to modern agriculture, the concept of new professional farmers has not been
clear, the relevant policies have not been issued, and the research papers are basically in
the initial stage of exploration. The second stage is the 2013–2019 year blowout period,
which mainly stems from 2012–2016 years’ central 1 document, which has promulgated
relevant policies for training new occupation farmers. The 13th five year plan for the
cultivation and development of new professional farmers in China was issued in 2017,
which clarified the development ideas, main tasks, key projects and specific measures
of cultivating new-type professional farmers in China during the 13th five-year plan. It
was proposed that the total number of new-type professional farmers in China would
reach 20 million by 2020, becoming the leading force in the construction of modern
agriculture. Driven by a series of policies, the number of research literature at this stage
has been increasing, and the research upsurge has continued to rise.

From the perspective of time change of keywords, the author uses cite space In
the software, co-occurrence analysis was conducted on the keywords retrieved from
the previous 926 articles on the cultivation of new-type professional farmers, and the
time series map of keywords was drawn (Fig. 1). The size of the circle around the key
words in the figure reflected the heat of the research on the word, and the connection
curve reflected the relationship between the keywords The first stage (2006–2012) only
focuses on the basic vocabulary of new-type farmers and cultivation; the second stage
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(after 2012) has a wider range of literature research and more diversified subject con-
tents (from cultivation of new professional farmers, training of new professional farmers,
training countermeasures, agricultural modernization, training willingness, cultivation
mode, cultivation path to precision training, Rural Revitalization and mutual promotion)
Networking + open education, etc.). In addition to some key words such as new profes-
sional farmers and cultivation, there are few central nodes in the map, which indicates
that the relevant research has not formed a clear direction and goal.

Fig. 1. Time series graph of keywords

3 Social Network Analysis

In order to understand the current research hotspots and possible research directions in
the future, the author uses the analysis method and means of social network graph to
further mine. Since the co word matrix generated by CiteSpace is not the original matrix,
it is calculated by cosine algorithm. The internal standard value of the matrix is 0–1.
The algorithm is shown in Formula 1:

cosine
(
cij, sj, sj

) = cij√
sisj

(1)

Where cij is the co-word frequency of i and j, si is the frequency of i and j, and sj is
the frequency of J. Since the co word matrix is in CSV format, it can be easily imported
into the table software for further processing. Therefore, the author compiles VBA
code in Excel software, and calculates the original matrix by combining with frequency
statistical matrix. The value of VBA code can reflect the common word frequency of
each keyword, which is convenient for subsequent graph network analysis.
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3.1 Co-word Network Map Display

The drawing of the co-word network map relies on the natural connection between
the keyword data, which three-dimensionally and intuitively presents the relationship
between the keywords and the overall characteristics of the co-word network [23]. In
order to highlight the characteristics, the author uses Gephi software to import the.net file
exported by CiteSpace into the system and build a common word network map (Fig. 2).
The 134 keywords in the figure are marked with dots. The larger the dots and labels, the
greater the centrality and the more they are located in the core of the network.The lines
between dots indicate that there are co-words between keywords, and the thicker the
lines indicate these two key points The frequency of co-occurrence of words is higher.
Except for the search terms “new professional farmer cultivation” and “new professional
farmer training”, keywords such as “professional farmer”, “new professional farmer”,
“countermeasures” and “agricultural modernization” are relatively central, with rich
surrounding relationships and located in the center of the network The location reflects
their importance in the research field or research perspective, and is a research hotspot in
this field. However, most of the vocabulary has a small centrality, the correlation curve is
relatively sparse and thin, and the profile also reflects that the overall research direction
is relatively scattered.

Fig. 2. Co-word network map
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3.2 Network Density Measurement and Centrality Analysis

The network map can let us intuitively feel the status of various keywords from a quali-
tative perspective. In order to further explore the relationship, we need to do quantitative
calculation and analysis. Through the measurement of network density, a quantitative
description of the overall situation of the network diagram can be obtained. Density
describes the closeness of the relationship between the key words in the network graph,
that is, the cohesion. The value range of this measure is [0,1]. The closer the value is to
1, the closer the relationship between nodes is, that is, the cross influence of research
sub fields represented by keywords in the network graph is stronger [24]. According
to the operation line of network/cohesion/density, the density of the network is 0.2691
calculated by UCINET software. This shows that most of the keywords in the co word
network are not closely related to each other, reflecting that the research direction in this
field is relatively scattered. In addition, in the study of social network, centrality is to
evaluate whether a person is important or not, to measure the superiority or privilege of
his position, status, and social prestige [25]. Drawing on this idea, the centrality of the
network map in the field of literature analysis reflects the status and role of a keyword
node in the co word network, and reflects the degree of attention and cross influence in
the research field.

Around the measurement of centrality, Freeman divided the centrality of networks
into several categories: degree centrality, intermediate centrality and proximity centrality
[26], and then added centrality of eigenvectors. The intermediate centrality can be used
to measure whether a node is in the core position of the network. If the middle centrality
of a node is higher, the dependence of other nodes on it is stronger. Therefore, in the co
word network, the middle centrality of a keyword can be used as an index to measure the
ability of the keyword to influence the co-occurrence of other keywords in a journal paper.
According to the operation line of network/centrality/multiple measures, the centrality
values of 134 keywords can be obtained by importing the co word matrix (Fig. 3). The
summary is shown in Table 1 (only 9 keywords with the highest middle centrality are
listed in the table due to space limitation).

Fig. 3. Centrality operation interface
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Table 1. The centrality table of keywords

Key words Betweenness centrality Eigenvector centrality Closeness centrality

Professional farmer 17.951 42.293 9.353

New professional
farmers

13.212 40.895 9.333

Nurture 11.715 36.09 9.281

Countermeasure 10.467 37.028 9.294

Training 7.361 29.754 9.198

farming
modernization

7.246 29.053 9.217

Cultivation of new
professional farmers

6.553 20.596 9.103

Rural revitalization 5.571 24.362 9.185

Vocational education 4.230 28.359 9.141

FromTable 1, it can be found that several keywords such as “professional farmer” and
“new professional farmer” are relatively high (the centrality is above 10), and the core
position is relatively prominent, which is consistent with the situation presented by the
previous networkmap. In general, the centrality of keywords shows a gradual and gradual
decline, but statistics show that there are still 30 keywords with zero centrality, which
indicates that the transmission of information in the co-word network is more dependent
on a few Keywords, lack of information flow between some keywords, independent and
scattered. In order to visually show the closeness between the core keywords and between
the core words and other edge keywords, the author will use the core edge measure to
divide the core word area and the edge word area, which can reflect the current research
on the distribution of cold and hot, but also Pave the way for subsequent optimization
and screening of potential keywords.

3.3 Core-edge Matrix Analysis

The core-edge matrix divides the nodes in the network into core areas and edge areas
according to the closeness of the connections between nodes in the network. Thismethod
divides keywords into two types according to the density of network relationships: the
core is a cluster of keyword nodes with a closely related pattern, which represents a high
degree of structure; the edge is a cluster of keyword nodes with a sparse relationship,
which represents association Loose. With UCINET, the core-edge matrix is constructed
on the input co-word matrix (Fig. 4). The dense matrix in the upper left corner of the
figure is the core area, and the keywords in the area are closely related; the remaining
keywords are distributed in the edge area, and the sparse matrix in the lower right corner
reflects the looseness of their mutual connections. On the one hand, keywords in the
marginal zone reflect their low level of attention and lack of relevant research; on the
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other hand, they also show that they have a certain research potential. If combined with
the current policy orientation, they may become a new round Research hotspots.

Fig. 4. Core-edge matrix

3.4 New Research Hotspots and Trend Analysis

In order to dig out some potential keywords and focus on new research directions, it is
necessary to further filter the edge vocabulary: (1) the core edge matrix is successively
divided into subsets and sub graphs, which can be split to obtain the core and edge. Two
different matrices; (2) Use the previous set of intermediate centrality as the separation set
and then divide the edge matrix into sub-graphs to obtain a matrix M0 with a keyword
intermediate degree of zero and a non-zero edge matrix M1; (3) The M1 matrix is
processed twice to eliminate the keywords that do not meet the conditions to obtain new
research hotspots.

The first two steps mentioned above can be completed by the sub-set division and
sub-graph division functions of the UCINET software, which will not be repeated here.
So how to define which keywords should be eliminated in the third step? The author
considers from two levels: (1) from the perspective of time, keywords with a closer
year are more likely to become hotspots. According to the time when the keywords
first appeared, remove those that appeared before 2015 in the M1 matrix. Keywords;
(2) from the perspective of centrality, the centrality of a point is closely related to the
centrality of its neighbors. For example, in a school, if some students are very popular and
they like another student very much, then this student must also be very popular. In the
social network, those actors who themselves receive a lot of information are also more
valuable information. Source [25]. The eigenvector centrality measurement proposed by
Bonacich is based on this idea. He believes that if a point is related to other points that
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are at the core of itself, the point is also at the core, and the status of an actor is related to
other points. A linear function of the status of the actor [27]. According to the centrality
of the keyword feature vector in Table 1, sort the keywords appearing in the M1 matrix,
and then eliminate the keywords with little meaning, such as “revelation”, “challenge”
and other words, the final word The table is shown in Table 2:

Table 2. Feature vector centrality screening table

Key words Eigenvector centrality

Targeted poverty alleviation 19.927

Internet+ 11.547

Agricultural supply-side structural reform 9.355

family farm 6.186

logistic model 5.338

New agricultural management system 5.287

Binary logistics 4.67

Modern apprenticeship 4.458

Professionalism 3.815

Analytic hierarchy process 3.488

Performance 3.047

efficacy 3.039

Precision cultivation 2.94

Open education 2.94

Training mode 2.099

Innovation and entrepreneurship education 1.481

Micro lesson 1.226

Training path 0.712

The above research mainly focuses on individual marginal words and excavates
the status of individuals in the group in which they belong. However, sometimes our
research may focus more on the relationship between these words. How can they be
brought together to condense new research topics? For this reason, the author makes
further discussion from the perspective of cohesive subgroup.

3.5 Cluster Analysis

The cohesive subgroup satisfies the following conditions-a subset of actors, that is, the
actors in this set have relatively strong, direct, close, frequent, or positive relationships.
The applied research on agglomerated subgroups has gone deep into various fields. For
example, agglomerated subgroups are used to reveal the hierarchical characteristics of
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urban network link strength [28]; the influence of the strength of agglomerated subgroups
on the speed of word-of-mouth information is used to improve the communicationmodel
[29]; Take the main path as the seed document to extract the condensed subgroups to
show the domain evolution structure [30] and so on.

Condensed subgroups are a broad concept of subgroups, including a variety
of specific types, such as factions, k-nuclei, lambda sets, and the aforementioned
core-periphery, etc. The “component” subgroups can target multiple polarities. The
network graph of large connected sub-graphs is divided into sets. Although sim-
ple, it can sometimes provide us with sufficient useful information. Select Net-
work/Regions/Components/Simple graphs to operate the line, the result is shown in
Fig. 5. It can be seen that these edge words have been divided into 5 sets, which is basi-
cally the same as the visualization results displayedwhen the edgematrixM1 is imported
into Visualize/NetDraw (Fig. 6). Although the keywords in the cohesive subgroup are
not as popular as the previous core keywords, they belong to the same set, indicating that
they have a strong dependence. For example, words such as “modern apprenticeship”
and “micro lessons” reflect farmers Changes in training and educationmethods; “precise
poverty alleviation” is inseparable from the support of policies and systems such as “sup-
ply side”, “structural reforms”, “vocational colleges” and “Internet+”; “dual logistic” is
the current “training More methods are used in modeling research of “willingness”.

Sometimes we should not only focus on the nature of the relationship within the
subgroup, but also analyze the characteristics of the relationship within and outside the
subgroup. Therefore, it is necessary to promote the concept of “components”, which is
a condensed subgroup. “Block” is such a concept. It divides each actor in a network
into discrete subsets according to certain standards, and calls these subsets “Location”
can also be called “clustering” [25]. Before clustering, I first streamline the matrix M1,
remove some words with similar edges or similar meanings, and finally get a newmatrix
M2 with only 19 words, expand along the path of Network → Roles & Positions →
Structural → CONCOR, Cluster analysis of words (Fig. 7) can group the 19 marginal
words into four groups, and summarize them into four themes of cultivation model
exploration, cultivation mechanism reform, cultivation policy support, and cultivation
demand change, which shows that the current research The shortcomings also point out
the future research direction.

Fig. 5. Results of component subgroups
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Fig. 6. Network display of the results of subgroups

Fig. 7. Cluster analysis results

4 Conclusion

This article uses bibliometrics and graph analysis methods to analyze the literature on
new occupations in my country at multiple levels and angles. Summarizing the results
of the statistical analysis, the following conclusions are drawn: (1) The research topics
related to farmer cultivation are extensive and the content is rich. Excluding the core
keywords such as “professional farmer”, “new professional farmer” and “new profes-
sional farmer training (training)” obtained from the literature search, there are more than
120 keywords, indicating the wide range of research. In addition, the keywords include
words related to “cultivation policy”, “cultivation path”, “cultivation mode”, “training
demand”, “training willingness”, etc., indicating that it is enriching cultivation conno-
tation, optimizing cultivation policies, improving cultivation methods, and quantifying
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cultivation factors. Corresponding research has been conducted in other aspects. (2) The
research direction is scattered and the correlation strength is not enough. The measured
value of co-word network density is 0.2691. In addition, the core matrix vocabulary
in the core-edge partition is small (only 21), and the edge matrix is relatively sparse,
indicating that the research direction is too scattered and the cohesion is insufficient. (3)
The research method is relatively simple and the depth is not enough. Among the many
keyword vocabularies, there are relatively few research methods involved, and there are
only keywords such as “dual logistics”, “logistics model”, “analytic hierarchy process”,
“factor analysis” and other keywords, and these words are related to other words. Lower.
It shows that a large number of studies still prefer to conduct purely descriptive analysis
of cases, and insufficient exploration of quantitative analysis and new research methods.
There is a lack of research depth for analyzing the causes of cases from a more macro
perspective or predicting the future development direction from the time dimension [5].
(4) The scope of research needs to be expanded. Analyzing the intensity of hot keywords,
it is found that the research on countermeasures to problems and cultivation paths is rela-
tively concentrated. However, the exploration of the cultivation mode under the Internet
and big data environment is still slightly weak, although there are also new cultivation
methods such as “open education”, “micro-classes”, and “modern apprenticeship”.

Summarizing the techniques and methods used in the analysis process can be
obtained: (1) CNKI has a good support for the statistical functions of the document’s
table time, organization distribution, and personnel distribution, while the CiteSpace
software can provide the themes and key points contained in the literature. The words
are displayed over time. In addition, the keyword emergence detection function of CiteS-
pace can also characterize the change of the subject in time, so as to provide a certain
basis for the future development of the field. (2) Using VBA programming in EXCEL
can convert the co-word matrix output by CiteSpace into the original co-word matrix,
and Gephi software can display the overall status of the co-word network map in a visual
form. (3) UCINET can perform qualitative and quantitative analysis of the co-word net-
work, such as density measurement to reflect the overall degree of relevance; use the
middle centrality function to further quantify the central position of keywords; divide
two types of keywords based on core-periphery subgroups Matrix; use the component
analysis in the agglomerated subgroup to obtain the correlation between keywords in the
edgematrix; use the block agglomerated subgroup to cluster these keywords to condense
the topic.

Through the quantitative keyword analysis, it is found that there is almost no training
on Farmers’ information literacy.With the rapid development of information technology,
we need to improve the quality of new occupation farmers, besides building a newmode
of cultivation suitable for Internet plus environment, we should also optimize training
contents and scientifically set up courses. That is to say, the training content should not
only include professional skills courses, but also include public basic courses. The public
basic courses not only involve policies and regulations, green development concept and
other contents, but also include newprofessional farmers’ information literacy, especially
information security literacy. Through the education of information security, the new
professional farmers can have a strong awareness of information security, understand
the information security situation, clarify the importance of information security to their
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own development, improve their own information security skills, standardize the use of
mobile phones and other electronic devices to participate in training, prevent the leakage
of personal information, and how to prevent criminals from using the name of training
for fraud.

Acknowledgments. This work was supported by the Hainan Provincial Natural Science Foun-
dation (618ms025); the Hainan Higher Education and Teaching Reform Research (hnjg2020-12).

References

1. Wu, Z.: On the cultivation of new-type professional farmers under the new situation. Agric.
Econ. 04, 67–69 (2018)

2. Zhang, Y., Zhu, Q., Cao, Y.: Analysis of influencing factors and policy recommendations on
the effect of new-type vocational farmer training. Vocat. Educ. Forum 03, 108–112 (2018)

3. Chen, J., Zhu, Y.: A review of domestic scholars’ research on the cultivation of new-type
professional farmers. South. Agric. 12(29), 139–141 (2018)

4. Liang, C., Huang, X.: The historical origin and connotation interpretation of Xi Jinping’s
vocational farmer training thought. Qinghai Soc. Sci. 04, 20–26 (2018)

5. Wang, H., Sun, Z.: Review and prospects of the research on new-type professional farmers
in China. Adult Educ. 39(08), 52–59 (2019)

6. Li, Y., Zhou, J., Zhang, L., et al.: Analysis of the needs and directions of the cultivation of
new-type vocational farmers in the future–based on the survey of demand for training of
new-type vocational farmers in my country. High. Agric. Educ. 309(03), 121–125 (2018)

7. Liu, Y., Feng, J.: Research on the issue of cultivating new-type professional farmers under
the background of migrant workers returning to their hometowns to start businesses. Rural
Econ. Technol. 28(23), 200–203 (2017)

8. Qu, K., Zuo, D.: Research on the internal construction path of rural revitalization–based on
the perspective of village community rationality. J. Southwest Univ. (Soc. Sci. Ed.) 45(01),
55–61 (2019)

9. Guo, Y.: Analysis of the path of training new-type professional farmers. Contin. Educ. Res.
06, 38–39 (2016)

10. Liang, C., Shu, H.: Retrospect and prospect of the research on professional farmers in china
since the reform and opening-up–based on the perspective of quantitative visual analysis
method. J. Southwest Univ. (Soc. Sci. Ed.) 45(04), 36–46 (2019)

11. Zuo, J., Sun, G., Wu, J.: The hotspots and frontiers of farmer education research in the 70
years since the founding of new China-visual analysis based on knowledge graphs. Contemp.
Vocat. Educ. 05, 89–98 (2019)

12. Wang, X., Jia, R., Wang, D., et al.: Research on the research hotspots and development trends
of artificial intelligence in the field of library and information. Libr. Inf. Serv. 63(01), 70–80
(2019)

13. An, J., Liang, Z., Chen, X.: Research on cyberspace security knowledge graph. Cybersp.
Secur. 9(01), 30–35 (2018)

14. Zhang, H., Xu, H., Zhang, X., et al.: Current status and prospects of user portrait research
in the field of library and information at home and abroad. Libr. Inf. Serv. 63(07), 127–134
(2019)

15. Yang, J., Cheng, C., Shen, S., et al.: Comparison of complex network analysis software:
CiteSpace, SCI2 and Gephi. IEEE (2017)



274 C. Tang and L. Qin

16. Liu, P., Li, X., Wang, L.: Research on social network analysis software. Comput. Sci. 42(12),
171–174 (2015)

17. Zhao, S., Long, J., Fan, X., et al.: Visual analysis of new retail model research based on Gephi.
E-commerce 04, 50–52 (2019)

18. Yang, R., Jiang, X.: From the citation perspective of disciplines and journals, the knowl-
edge structure and evolution of interdisciplinary research–an empirical study of library and
information disciplines. Libr. Inf. Serv. 62(05), 30–39 (2018)

19. Huang, S., He, C., Xu, H.: Visualized research on R&D investment and company growth
based on Gephi. Electron. Commer. 11, 30–31 (2019)

20. Lu, W.: Research on author’s co-authorship in the field of book collection culture–based on
social network analysis. Libr. Res. Work 05, 43–47 (2019)

21. Liu, H., Li, Y.: research on the academic contributions of important countries in the field of
library and information from the time series perspective. Libr. Inf. Serv. 62(23), 87–96 (2018)

22. Chen, Y., Chen, C., Liu, Z., et al.: Methodological function of CiteSpace knowledge graph.
Stud. Sci. Sci. 33(2), 242–253 (2015)

23. Huang, J., Liu, W.: Literature review and prospects of the study of land-lost farmers in my
country–based on bibliometric methods and social network analysis techniques. Local Gov.
Res. 3, 58–70 (2017)

24. John, C.: Social Network Analysis Method. Chongqing University Press, Chongqing (2007)
25. Liu, J.: Lecture Notes on Whole Network Analysis: A Practical Guide to UCINET Software.

Gezhi Publishing House, Shanghai (2009)
26. Freeman, L.C.: Centrality in social networks’ conceptual clarification. Soc. Netw. 1(3), 215–

239 (1979)
27. Bonacich, P., Holdren, A.C., Johnston,M.: Hyper-edges andmultidimensional centrality. Soc.

Netw. 26(3), 189–203 (2004)
28. Sheng, K., Yang, Y., Zhang, H.: Research on the cohesive subgroups and influencing factors

of China’s urban network. Geogr. Res. 38(11), 2639–2652 (2019)
29. Liu, X., Qian, X.: Research on word-of-mouth communication mechanism based on

agglomerated subgroups. Appl. Res. Comput. 35(12), 70–73 (2018)
30. Han, Y., Zhou, C., Liu, J.: The domain evolution context of themain path as the seed document

and the identification of agglomerated subgroups. Libr. Inf. Serv. 57(3), 22–26 (2013)



Privacy-Preserving Movie Scoring Algorithm
Based on Deep Neural Network

Weinan Song1, Xinyu Fan1, Jing Li2, Aslam Niaz Khan1, and Lei Wang1(B)

1 Hainan University, Hainan 570228, China
wanglei@hainanu.edu.cn

2 Capital Medical University School, Beijing 100050, China

Abstract. The development of modern technology has made the movie recom-
mendation system more and more diverse. However, it will also violate users’
privacy and lack the accuracy of recommendation information.This paper pro-
poses a movie scoring algorithm based on deep neural networks. Firstly,user data
is processed through homomorphic encryption. The pre-processed user data and
movie data are embedded, and at the same time, the natural language text informa-
tion of the movie name is embedded using word vectors. Then the text convolu-
tional neural network is used to extract the local feature of the movie name vector
sequence, and the feature is obtained after semantic fusion. Finally, the fully con-
nected layer was used to jointlymodel user data andmovie data to obtain the user’s
score prediction for the movie. This method was 0.237, 0.043, 0.057 lower than
the user-based collaborative filtering algorithm, Slop one algorithm, and SVD++
algorithm on theMSE. Besides, after using the multi-scale convolution regression
proposed in this paper, the MSE further decreases the rate by 0.027 based on the
fully connected layer regression model.

Keywords: Movie scoring algorithm · Data privacy · DNN · Text CNN · Fully
connected layer

1 Introduction

The recommendation system is one of the most effective ways to solve the problem
of information overload. By combining with traditional classification, search engine,
and other technologies, it can effectively improve the efficiency of users in obtaining
information and bring people a good experience. However, user information leakage
and inaccurate recommendation information also affect the trust of users and the devel-
opment of the industry. Face with a large number of videos, on the one hand, it better
protects user privacy, on the other hand, it promotes the evolution and development of
scoring algorithm.The research of Chenchen et al. [1] has been able to protect the privacy
of the recommendation system well. Currently, the most widely used scoring algorithm
is the collaborative filtering algorithm [2]. However, the recommendation accuracy of
the traditional collaborative filtering algorithm is still not good,. At present, deep learn-
ing technology has achieved great success in the fields of computer vision and natural
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language processing. In 2012, in the Image Net Image classification competition, the
Alex net model proposed by Hilton [3] team achieved amazing results. Aaron proposed
a deep music audio content recommendation system by predicting potential factors in
2013 [4]. These papers show that deep convolutional neural networks are significantly
better than traditional methods.

To further improve the recommendation accuracy, this paper designs and imple-
ments a movie scoring algorithm based on deep neural networks. Firstly, user data is
processed through homomorphic encryption. The preprocessed user data andmovie data
are embedded to map to a feature vector high-dimensional space and each dimension of
the vector has its unique semantics. At the same time, the natural language text infor-
mation of movie names is embedded using word vectors to map movie names to natural
language word feature semantic spaces. Then the text convolutional neural network is
used to extract the local features of the word vector sequence of movie names, and the
features are obtained by semantic fusion. Finally, the fully connected layer is used to
jointly model the user data and movie data to obtain the user’s scoring prediction for
the movie. The mean square error is used to regression fit the predicted value to the
true value. This method has significantly improved accuracy compared with the tradi-
tional method. To further improve the accuracy ofmovie score regression prediction; this
paper proposes a regression algorithm based on multi-scale convolution, which further
improves the model accuracy during the regression prediction stage of the model.

2 Text Convolutional Neural Network

Convolutional neural networks were originally mainly used in the field of computer
vision to extract the visual features of images. Convolutional neural networks have
strong non-linear mapping capabilities, high self-adaptability, and weight sharing. More
and more scholars have explored the application of convolutional neural networks to the
field of natural language processing. Neural networks came into being. The core of the
text convolutional neural network is to organically combine the “word vector” and the
“deep convolutional neural network”, and use the word vector as the input of the deep
convolutional network.

2.1 Word Vector Embedding

CBOW Language Model
CBOW [5, 6] (Continuous Bag-of-Words Model) is a similar model to forward NNLM,
except that CBOW removes the most time-consuming non-linear hidden layer and all
words share the hidden layer. As shown in Fig. 1 below, the CBOWmodel is a prediction
p(wt |wt−k ,wt−(k−1), . . . ,wt−1,wt+1, . . . ,wt+k).
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Fig. 1. CBOW language model example

Skip-Gram Language Model [7, 8]
The graph of the Skip-Grammodel is exactly the opposite of CBOW.As shown in Fig. 2,
Skip-Gram predicts the probability p (wi/wt) (t − c ≤ i ≤ t + c&i �= t), c is a constant
that determines the size of the context window. The larger c is, the more pairs need to
be considered, which can generally bring more accurate results, but the training time
will also increase. Assuming a phrase sequence w1,w2,w3, . . . ,wT exists, the goal of
Skip-gram is to maximize:

1

T

∑T

t=1

∑
−c≤j≤c,j �=0

logp
(
wt+j|wt

)
(1)

Basic Skip-Gram model definition is:

p(wO |wI ) = ev
T
wO

vwI

∑W
w=1 e

vTwO vwI
(2)

It is not difficult to see from the formula that Skip-gram is an asymmetric model. If wk
is in its window when wt is the central word, then wt must be in the same size window
with wk as the central word. That is:

1

T

∑T

t=1

∑
−c≤j≤c,j �=0

logp(wt+j |wt) = 1

T

∑T

t=1

∑
−c≤j≤c,j �=0

logp(wt |wt+j) (3)

Fig. 2. Example of Skip-Gram language model
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At the same time, each word vector in the Skip-gram represents the distribution of
the context.

2.2 Text Convolutional Neural Network

Convolutional neural networks were the first algorithms applied to images. In 2014Yoon
Kim proposed a text convolutional neural network for text classification [9]. There is not
much difference in structure from the ordinary convolutional neural network for image
processing. The main difference is that the input to the network is a word embedding
vector, and the convolution kernel is not a square n ∗ n like in a convolutional neural
network that processes images.

As shown in Fig. 3, the input layer of the network is a word embedding layer, and
the input is a matrix of two-word vectors (a matrix composed of “word-word vectors”)
of a sentence. The two matrices are identical at first, one of which is defined as static
and the other as non-static. The difference is that the word vector in non-static will be
changed by “backpropagation” during model training, while the staticmatrix is will not.
The purpose of doing this is to better adapt to the vectors in the data set and improve the
classification efficiency.

Fig. 3. Example of a text CNN

3 User Information Encryption Design of Movie Scoring Model

3.1 Homomorphic Encryption

According to the types and operations of supported mathematical operations, homo-
morphic encryption algorithms can be divided into: partial homomorphic encryption
algorithm which supports one mathematical operation and does not limit the number of
operations; SW homomorphic encryption algorithm which supports specific mathemat-
ical operation and limited number of operations; Supports full homomorphic encryption
algorithm without restriction of mathematical operation types and unlimited number of
operations. Paillier homomorphic Encryption algorithm is adopted in this study, which
includes four steps (key generation KeyGen, Encryption, Decryption and verification)
[10–12]:
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(1) The secret key generated keyGen() → (pk, sk).
Two large prime numbers p and q of the same length are randomly selected, and
they satisfy gcd(pq, (p − 1)(q − 1)) = 1.
To calculate N = pq, λ = lcm(p − 1, q − 1), Randomly selected g ∈ Z∗

N 2 . The
public key is pk = (N , g), and the private key is sk = λ.

(2) Encryption algorithm Encryption(pk,m) → c.
Input public key pk and plaintext information m, randomly selected r ∈ Z∗

N .
Calculation ciphertextr is

c = gmrN (modN 2) (4)

(3) Decryption algorithm Decryption(sk, c) → m.
Enter the private key sk and the ciphertext message c, where L(x) = x−1

N . Calculate
plaintex is

m = L
(
cλ

(
modN 2

))

L
(
gλ

(
modN 2

)) mod N (5)

(4) Verification algorithm:

E(m1) × E(m2) =
(
gm1rn1

(
modN 2

))
×

(
gm2rn2

(
modN 2

))

=
(
gm1+m2(r1 × r2)

N
(
modN 2

))

= E(m1 + m2) (6)

3.2 Fully-Connected Layer Regression Scored for Movie Scoring

Themovie recommendation system contains a large amount of user data andmovie data.
When calculating the similarity between users or movies, it is difficult for traditional
methods to quickly and efficiently extract features with sufficient recognition from com-
plex massive data. However, neural networks can better extract data features to complete
recommendation due to its modeling and prediction ability far beyond the algorithm.
The movie scoring model based on deep neural network mainly uses the training data
set to model the relationship between user information and movie information, so that a
fully connected layer is used to perform regression forecasting using both user features
andmovie features to get scores. Themovie scoringmodel based on deep neural network
designed in this paper is shown in Fig. 4.
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The training data set contains user data of user ID, gender, age, and occupation, as
well as movie data of movie ID, movie type, and movie name. Among them,the movie
name is composed of severalwords,and the others can use numbers to indicate categories.
The first four dates and the last two are embedded with feature vector respectively to
extract the corresponding features. The principle of the embedding layer is similar to the
principle of word vector embedding. One-hot data is transformed into a dense vector to
represent its characteristics, and the implementation of embedded layer function tf.nn.
Embedding_lookup can be directly called in the tensor flow environment for the movie
name data composed of words; the text convolutional neural network is used to extract
its features. Then, all features are jointly modeled using a fully connected layer, and
user features and movie features are obtained. Thereafter, a fully connected layer with
a sigmoid function is used for regression forecasting to obtain the final score.

Fig. 4. Movie scoring model based on deep neural network

The algorithm for training the model is mainly as follows, the flowchart is shown in
Fig. 5.

(1) The data set is divided into a training set and a test set, and n samples are selected
from the training set and input into the network as a batch:

X(n) = (x1(n), x2(n), . . . , xk(n)) (7)

Y(n) = y1(n) (8)

X(n) the training data, k is the number of data contained in a sample, and Y(n) is
the true label.

(2) Randomly initialize all parameters of the network.
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(3) The batch is fed into the network, and each neuron in the network automatically
computes the input and output until the entire network runs. The calculation of
neurons can use the following formula:

fout(xin) =
∑n

i=1
(wxin + b) (9)

w is the weight of the neuron and b is the bias of the neuron.
(4) After the final result is calculated by the neural network, the loss function loss is

established by using the neural network result and the label value. Loss is a function
of weight and bias. This article uses the MSE loss function (mean square error).
Then, the partial derivatives of the loss function concerning the weight and the bias
are obtained, and the corresponding parameters are updated by using the gradient
descent method [13] for backpropagation [14]. The formula of MSE is as follows:

loss = 1

2

∑ (
ypred − ytrue

)2 (10)

The formula for gradient descent backpropagation is as follows:

w = w − α
∂loss

w
(11)

b = b − α
∂loss

b
(12)

α is the learning rate.
(5) When the number of iteration steps reaches the set maximum number of iterations

or the loss drops to a reasonable stable value, the training ends, otherwise return to
step (3).

(6) The test set is entered into the network for testing, and the algorithm ends.

3.3 Multi-scale Convolution Regression Scored Movie Scorings

Movie score prediction is a typical regression problem, that is, it is desirable to design
a movie score prediction model so that the predicted score of the model is as close
as possible to the real movie score. Commonly used regression methods include linear
regression [15], Logistic regression [16], support vectormachine regression (SVM) [17],
etc. In recent years, due to the rise of neural networks, some scholars began to use neural
networks for regression prediction [18, 19]. Due to the powerful modeling ability of
the neural network, it can achieve better results than traditional regression methods.
The most common neural network regression method is to use fully connected neural
networks for regression prediction. Regression prediction is a key step for the movie
scoring system to get the final score, so the quality of the regression model directly
affects the performance of the final score. The previous section used the simplest fully
connected neural network regression method. This section improved it. This section
proposes a regression prediction algorithm based on multi-scale convolution, as shown
in Fig. 6.
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Fig. 5. Flow chart of movie scoring model based on deep neural network

Fig. 6. Regression forecasting algorithm based on multi-scale convolution

4 Experimental Design and Analysis

4.1 Introduction to Data Set and Experimental Environment

Data Set Introduction
The data used in this article has been encrypted.

This article usesMovieLens1M. This data set is collected byMovie Lens [20] movie
video website user scorings given to the movie, and then organized by the Group lens
group. Now it is widely used in the research of movie recommendation algorithm. The
details of the data set are shown in Table 1.

Users rate the video as an integer between 1 and 5. A score of 1 indicates that the
user does not like the movie, and a score of 5 indicates that the user particularly likes
the movie.

The data set consists of three files: users.dat, movies.dat, and scoings.dat.
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Table 1. Details of the MovieLens1M dataset

Dataset User data Number of movies Number of
scorings

MovieLens1M 6040 3544 993482

(1) User data
User data includes user ID, gender, age, occupation ID, zip code, and the data format
is User ID: Gender: Age: Occupation: Zip-code. Among the age data, 0 represents
below 18, 1 represents 19–24,2 represents 25–34, 3 represents 35–44, 4 represents
45–49, 5 represents 50–55, and 6 represents 56 ormore. Career data 0: “other” or not
specified, 1: “academic/educator”, 2: “artist”, 3: “clerical/admin”, 4: “college/grad
student”, 5: “customer service”, 6: “doctor/health care”, 7: “executive/managerial”,
8: “farmer”, 9: “homemaker”, 10: “K-12 student”, 11: “lawyer”, 12: “program-
mer”, 13: “retired”, 14: “sales/marketing”, 15: “scientist”, 16: “self-employed”, 17:
“technician/engineer”, 18: “tradesman/craftsman”, 19: “unemployed”, 20: “writer”.
Part of the data is shown in Fig. 7:

Fig. 7. Example of user data

(2) Movie data
Movie data contains movie ID, movie name, and movie type. The data format is
Movie ID: Title: Genres. Part of the data is shown in Fig. 8:

(3) Scoring data
The scoring data includes user ID, movie ID, scoring, time stamp, and the data
format is User ID: Movie ID: scoring: Timestamp. Part of the data is shown in
Fig. 9:

Introduction to the Experimental Environment
The experiment was performed in Ubuntu 16.04 environment, and the running memory
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Fig. 8. Movie data example

Fig. 9. Example of scoring data

was 8G. The development language is python3.6, and the deep learning platform used
is tensor flow developed by Google [21]. Also, some Python toolkits such as jumpy,
pandas, sklearn, etc. are also used.

4.2 Data Set Preprocessing and Network Hyperparameter setting

Data Set Preprocessing
Zip code data and timestamp data were not used in the experiment, and the user ID,
occupation, and movie ID remained in the original data form. For the gender field, this
article converts F and M into computer-process able 0 and 1. For the age field, this
paper divides it into 7 consecutive ages from 0 to 6. For the movie category field, first
convert the categories in it to a dictionary mapping of strings to numbers, and then turn
the category field of each movie into a list of numbers. Some movies are combinations
of multiple categories. For the movie name field, first remove the year from the movie
name, then create a dictionary of text to Numbers, and finally turn the description in the
movie name into a list of Numbers. The length of the field of movie category and movie
name needs to be uniform for neural network processing. The missing part is filled with
the number corresponding to <PAD> in this article. Partially processed data is shown
in Tables 2 and 3:
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Table 2. Partially processed user data

Date User ID Gender Age Occupation

1 1 0 0 10

2 2 1 5 16

3 3 1 6 15

4 4 1 2 7

5 5 1 6 20

Table 3. Partially processed movie data

Date Movie ID Movie name Movie type

1 1 [310, 2184, 634, 634, 634, 634, 634,
634, 634,…

[0, 18, 7, 17, 17, 17, 17, 17, 17, 17,
17, 17, …

2 2 [1182, 634, 634, 634, 634, 634, , 634,
634, 634, …

[3, 18, 8, 17, 17, 17, 17, 17, 17, 17,
17, 17, …

3 3 [5011, 4744, 2629, 634, 634, 634,
634, 634, 63…

[7, 9, 17, 17, 17, 17, 17, 17, 17, 17,
17, 17, …

4 4 [4095, 1535, 1886, 634, 634, 634,
634, 634, 63…

[7, 5, 17, 17, 17, 17, 17, 17, 17, 17,
17, 17, …

5 5 [3563, 1725, 3790, 3727, 838, 343,
634, 634, 6…

[7, 17, 17, 17, 17, 17, 17, 17, 17, 17,
17, 17…

Network Hyperparameter Setting
The hyperparameters of the deep neural network will have some influence on the exper-
imental results, so the reasonable selection of hyperparameters is a very important issue.
For example, if the dimension of the feature vector is too large, the network training
time will be too long, and it is so difficult to fit; if the dimension of the feature vector is
too small, which will lead to the lack of feature information and the bad learning effect
of network. If the number of neurons is too much, the training time of the network will
be longer; if the number of neurons is too little, the fitting ability of the network will
be insufficient. The iteration cycle is the number of times that the entire network learns
completely over the entire data set. The batch size [19] is the number of data samples
sent into the network at one time. Too much of it will lead to too much computation
of network training, and too little will make the network training fluctuate greatly and
affect the training effect. Dropout is a parameter to prevent network overfitting. If it is
too large, toomuch noise in the network will make the network fittingmore difficult. The
Learning rate is the step size of the network using a gradient descent method to find the
optimal solution. If it is too large, the network will cross the optimal solution, while if it
is too small, it will not only slow the training speed, but also make the network fall into
the local optimal, which will affect the final network performance. After experimental
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adjustments, the final hyperparameters of the network structure are shown in Table 4,
and the training hyper-parameters of the network are shown in Table 5:

Table 4. Network structure hyperparameters

Parameter Setting value

User ID feature embedding dimension 32

Gender feature embedding dimension 16

Age feature embedding dimension 16

Occupational characteristics embedded dimension 16

Movie ID feature embedding dimension 32

Movie genre feature embedding dimension 32

Movie name feature embedding dimension 32

Number of neurons in the first fully connected layer of user data 128

Number of neurons in the second fully connected layer of user data 200

Movie name text convolution network convolution kernel 8

Number of neurons in the first fully connected layer of movie data 64

Number of neurons in the second fully connected layer of movie data 200

Table 5. Training hyperparameters

Parameter Setting value

Iteration cycle 10

Batch size 256

Dropout proportion 0.25

Learning rate 0.001

4.3 Experimental Results and Analysis

In this paper, amovie scoring predictionmodel based ondeepneural networks is designed
and trained, and verified on theMoiveLen1M dataset. The network randomly selects 256
samples from the processed data set for training each time. During the training process,
the tensor board visualization tool that comes with the tensor flow can observe the
change trend of training loss. As shown in Fig. 10, the training loss of the network
decreases continuously with the iteration of the network. Finally stabilize at a level that
the training is complete.
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To verify the performance of the movie scoring prediction model based on a deep
neural network designed in this chapter, this paper compares it with several classic tra-
ditional methods. This paper uses the existing algorithm design comparison experiment
in the open-source software package Mahout and directly calls its API. The methods
used include a user-based collaborative filtering algorithm, the Slop one algorithm, and
SVD++ algorithm.

Fig. 10. Training loss change

In the comparison experiment, each algorithm uses the same divided training and
test sets. The indicator for evaluating the quality of the algorithm is MSE on the test
set [22–24]. MSE represents the mean square error between the predicted value and the
real value. The smaller the MSE is, the closer the predicted value of the algorithm is
to the true value, and the better the algorithm’s effect is. The results of the comparison
experiment are shown in Table 6. Since there are some dirty and difficult to fit special
data in the data set itself, when the MSE of the algorithm drops to a certain level, due to
the reason of the data set, the space for MSE to drop becomes more and more limited
and the difficulty becomes greater and greater.

Table 6. Comparative experimental results

Algorithm MSE

The User-based collaborative filtering algorithm 1.092

Slop one algorithm 0.898

SVD++ algorithm 0.912

Movie scoring model based on deep neural
network (fully connected layer regression)

0.855

Movie scoring model based on deep neural
network (Multiscale convolution regression)

0.828
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5 Conclusions

This paper designs and implements a movie scoring algorithm based on deep neural
networks. Firstly, user data is processed through homomorphic encryption to protect
user privacy. The pre-processed user data and movie data are embedded to map to a fea-
ture vector high dimensional space. At the same time, the word vector is used to embed
the movie name into the feature semantic space of the natural language word. Then,
the text convolutional neural network is used to extract the local features of the word
vector sequence of movie names and obtain the features after semantic fusion Finally,
the full connection layer is used to conduct joint modeling of user data and movie data
to obtain the user’s rating prediction of the movie. The mean square error is used to
regression fit the predicted value to the true value. This method is better than the com-
parison method on MSE. In addition, MSE declines further after using the multi-scale
convolution regression proposed in this paper.In the future, the undifferentiated local
feature extraction by convolution can be considered to further introduce the attention
mechanism of deep learning and focus the model on the extraction of a specific effec-
tive feature, to further improve its performance.The robust federated recommendation
system can also be studied to further protect user information data.
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Abstract. For malicious code detection, the paper proposes an improved seri-
alization detection method based on convolutional neural network algorithm, it
adopts the architecture of “domestic environment virtual sandbox+ convolutional
neural network detection model+ dynamic simulation”. First, extract the features
of the API sequence, use the Densenet model to detect on the basis of redundant
information preprocessing, and then use the characteristics of the convolutional
neural network in deep learning to process time series data to directly model
and learn the sequence. Finally, based on virtualization technology, a simulation
experiment is carried out in the virtual sandbox environment of a domestic safe and
reliable operating system. Through three comparative experiments of malicious
code detection accuracy, missed detection rate and efficiency, The results show
that the improved method has high efficiency and accuracy in detecting a large
number of malicious codes, and it can be applied to the detection of malicious
codes in a safe and controllable operating system.

Keywords: Industrial information security · Virtualization · Sandbox ·
Malicious code · Convolutional neural network

1 Introduction

With the in-depth integration of new-generation information technology with key infras-
tructure industries such as aerospace and power, the Industrial Internet has become a
new network infrastructure that promotes the transformation and upgrading of indus-
trial industries and develops the real economy. An important carrier of globalization,
industrial information security has become an important component of national security
[1]. At the same time, industrial information security faces the influence and threats
of a variety of targeted, concealed, and anti-kill malicious attack technologies, among
which malicious programs are the most important source of threats in the Internet [2].
There are more and more malicious code attacks against national key infrastructures
and industrial control companies, and CNVD contains as many as 2,306 vulnerabilities
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related to industrial control systems [3]. Most of the current research on malicious code
detection is based on feature extraction methods, through feature extraction of the byte-
code, assembly code, PE structure or dynamic execution results of the malicious code,
and various machine learning algorithms are used to complete the variant detection of
the malicious code. For example, a malicious code detection method that extracts the
opcode sequence of a malicious code disassembly file and converts it into a dot matrix
graph [4], unknown threat code detection method based on partial least squares and
nuclear vector machines [5]. Traditional information security protection methods are no
longer sufficient to effectively protect industrial information security. Therefore, it is
necessary to adopt safe and controllable malicious code detection technology to solve
industrial information security problems [6].

This paper adopts the architecture of “domestic environment virtual sandbox +
convolutional neural network detection model+ dynamic simulation”. By constructing
a domestic safe and controllable virtual sandbox environment, it captures the API call
behavior, network behavior, and files in the running process of malicious code. Dynamic
behaviors, such as behaviors, analyze the behavior characteristics of the entire life cycle
of the file program to identify threats and vulnerabilities and expose hidden attacks.

2 Principle and Methods

2.1 Virtual Sandbox Simulation of Domestic Environment

Safe and Controllable Environment
This paper combines the operating system and hardware to compile and transplant mul-
tiple systems. During the compilation process, the basic libraries needed by the system
are constructed first, such as Glibc library, graphics library QT, NGINX/PHP/SSL, etc.,
to compile and build a static appraiser, Basic equipment components such as dynamic
sandbox identification system. Install the selected operating system on the hardware plat-
form, and then compile and build the malicious code detection model on the domestic
platform, modify the compilation errors, and install the domestic security and control-
lable office software into the sandbox to simulate the environment. The behavior rule
module conducts dynamic testing and optimizes the simulation environment [7].

Virtual Sandbox
The sandbox is a security mechanism that isolates and executes untrusted software with
unknown threats [8]. The virtual sandbox scene simulation is based on a virtualized envi-
ronment to realize the restoration of attack behaviors of domestically made independent
controllable software and scenes [9]. Any known or unknown program that accesses
resources in the cloud sandbox system will be strictly controlled and recorded. The vir-
tual sandbox system will adopt redirection technology to virtualize its attack behavior
and transfer the harm of unknown threat code to the local computer to the cloud. The
shadow resources in the sandbox system directory can prevent the real host operating
system of the local computer from being infringed.
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Based on virtualization technology, the paper realizes the simulation of the charac-
teristics and application scenarios of the domestically made safe and controllable oper-
ating system and office software in the virtual sandbox system, and traps malicious code
behavior materials by trapping. By simulating the real user’s computer environment and
simulating mainstream security and controllable software application scenarios, more
comprehensive sample behaviors can be collected. The restored samples that have been
recorded to the truest level should have all behaviors. The technical architecture is as
follows (Fig. 1):

Simulation of domestic operating environment

Memory analysis technology Lua script module Control module

Virtual dynamic behavior virtual sandbox based on operating system simulation

Json communications technology

Behavior 
analysis 
plug-in

Analysis 
layer Lua behavior threat analysis technology

Communication 
layer

Virtual execution engine

Simulation 
layer

Sandbox technology based on QEMU

Domestic self controlled hardware adaptation

Nginx

Linux lsm RegistHook Windows drive, LuaBehavior material
collection Honeypot plug-in deployment

Load balancing configuration Nginx

Integrated 
manageme

nt

Python

PHP+SSL+Lua+database

HTML+JavaScript
Jquery

Redis

Windwos driver 
layer behavior 

logging

Linux driver 
layer behavior 

logging

Android 
underlying 

behavior logging

Underlying 
virtualizatin

Binary 
translation process thread clock File system registry

Fig. 1. Virtual sandbox architecture diagram

2.2 Malicious Code Detection Model Based on Convolutional Neural Network
Algorithm

The paper mainly focuses on API sequence data, improves the serialization detection
scheme based on the convolutional neural network algorithm, uses the improved con-
volutional neural network model to model and analyze the API sequence, and mines
more local related information of the variant sequence, thereby Realize the detection of
malicious code variants [10].

Dynamic API Sequence Extraction and Preprocessing
In the malicious code dynamic sequence task, each line in the dynamic behavior file
can be regarded as a dynamic behavior, and all the dynamic behaviors obtained by
traversing the dynamic behavior logs in all files can be used as the lexicon [11]. The
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construction of the thesaurus is essentially to encode all the prototype functions of the
Windows API, label the words in the thesaurus with consecutive numbers, obtain the
mapping from dynamic behavior to the label ID and add an Unknown label to handle
future occurrences. Dynamic behavior that has occurred. The following figure shows the
process of building and labeling the thesaurus (Fig. 2):

Fig. 2. Schematic diagram of sample dynamic behavior building word database

For the constructed thesaurus, map it to a serialization mode. Each word in the data
set, that is, each Windows API, can be represented as a vector, which is generated by
random numbers in the initial stage and used in the algorithm process [12]. Forwarding
dynamically updates the sequence matrix. If the word vector is already a trained model,
it can also be directly input to the next layer in a static manner without updating. The
generation and selection process of the lexicon matrix is shown in the figure (Fig. 3).

Fig. 3. The sample dynamic behavior log is converted to a full matrix diagram

Improved Malicious Code Detection Method Based on Convolutional Neural Net-
work
The paper first embeds the API vocabulary into a low-dimensional vector in the embed-
ding layer. The convolutional layer uses multiple convolutional checks of different sizes
to perform convolution on the embedded word vector. The pooling layer converts the
result of the convolutional layer into a long feature vector. And add dropout regularity.
The fully connected layer performs backpropagation to update the word vector and con-
volution kernel parameters according to the penalty agreement of the penalty layer, and
finally classifies the results according to the output of the softmax layer.
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Fig. 4. Improved malicious code detection model based on convolutional neural network

Wherein, the method includes:

a) Use the Densenet model to process the malicious code library, map the malicious
code in the library to a file gray image, and extract its gray image features;

b) Use general clustering algorithms, such as hierarchical clustering, density clustering,
K-means clustering, etc., to cluster the features of the gray-scale image of malicious
code, and perform clustering results based on the Microsoft MSE malicious code
analysis equipment Malicious code family annotation;
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c) Construct a convolutional neural network to train the gray-scale image recognition
model, and set the network structure parameters and training parameters;

d) In the data preprocessing stage, the Densenet model is used to divide the malicious
code file into multiple sections. Then, map each section of the malicious code to
grayscale images;

e) In the training stage, the convolutional neural network model is trained using
the labeled malicious code family files and the file segmented gray-scale image
collection, and the classification model is cross-validated and evaluated;

f) In the detection stage, according to the input PE file to be detected, the malicious
code file is divided into multiple section sections using the Densenet model, and
each section section is converted into a gray image, and the file and its divided gray
image are input In the convolutional neural network CNN classification model, it is
determined whether the malicious code to be tested is malicious code according to
the output result of the model, and the malicious code family is determined (Fig. 4).

3 Experiments and Results

This experiment selects 12,000 unknown threat codes in the CNCERT data set as the
experimental objects, and uses detection accuracy and detection time as standards to
test the improved malicious code detection method based on convolutional neural net-
works in this article, and test the performance of each method on this data set [13, 14].
Malicious code detection capabilities. Conclusions can be drawn through the following
experiments:

3.1 Comparative Analysis Experiment of Malicious Code Detection Accuracy

The literature [4] method extracts the operation code sequence of the malicious code
disassembly file, and transforms it into a bitmap malicious code detection method. The
detection accuracy decreases with the increasing number of unknown threat codes in
the data set. When there are 10,000 unknown codes, the detection accuracy is less than
30%; the method in literature [5] is a method of converting the malicious code binary
executable file into a gray-scale image, and the detection accuracy is poor and has large
errors. The detection accuracy of the method in this paper is the highest and most stable.
At the same time, because the method is implemented in a virtual sandbox, it is least
affected by the number of unknown threat codes, and it can prevent the computer’s real
host operating system from being infringed (Fig. 5).
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Fig. 5. Comparison Chart of detection rate of unknown threat code

3.2 Comparative Analysis Experiment of Malicious Code Detection Efficiency

Contrast with literature [4] method and literature [5] method. The method in this paper
has the faster detection efficiency for unknown threat codes in the data set. This is because
the proposed method uses the bag-of-words model method to process the analysis report
to eliminate some of them. Redundant and interfering structural information effectively
improves the detection efficiency of unknown threat codes (Fig. 6).

Fig. 6. Comparison chart of detection efficiency of unknown threat code
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3.3 Comparative Analysis Experiment on the Missed Detection Rate of Malicious
Code

With the increase in the number of malicious codes, the missed detection rate of the
methods proposed in [4] and [5] both exceeded 5%. The model in this paper has a lower
missed detection rate because of the unknown code analysis in the virtual sandbox, This
method can greatly reduce the missed detection rate (Fig. 7).

Fig. 7. Comparative analysis experiment on the missed detection rate of malicious code

4 Conclusions

Unknown threat analysis of malicious code is a key technology for realizing network
security emergency response, which is of great significance to maintaining national
security and stability [15]. Based on a virtualized environment, this paper realizes the
behavior collection of running samples in a multi-platform simulation environment, and
adapts autonomous controllable application software, scenarios and a variety of safe and
controllable application software. Through the simulation of the virtual environment, this
article can achieve better triggering malicious strategies for unknown files, expose the
behavioral characteristics of malicious code, build a highly realistic honeypot scene, and
improve the use of algorithms based on convolutional neural network for API sequence
data. The serialization detection programuses an improved convolutional neural network
model to model and analyze the API sequence, and mine more local related information
of the variant sequence, thereby realizing the detection of malicious code variants.
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Abstract. Accurate forecast of electricity sales is a very meaningful task for
both electricity companies, security and government departments. This paper pro-
poses a forecasting model for short-term, mid-term and long-term electricity sales
respectively. For short-term and mid-term forecasting, we use multiple base mod-
els to make predictions and use model fusion methods to get the final prediction
results. As for long-term forecasting, the tuned Prophet is used to make a predic-
tion. Through experiments, we found that XGBoost as the base model can achieve
the best prediction effect, in which the short-term prediction error can reach 1.97%
and the average error of the mid-term prediction is 1.472%. In the long-term fore-
casting, the MAPE of the entire month of June 2020 is 3.64%. It can be seen that
they have achieved good prediction results.

Keywords: Electricity sales forecasting · Model fusion · Prophet · X11

1 Introduction

Electricity plays an important role on human production, data security and life. With the
rapid development of China, electricity consumption is increasing rapidly [1]. Electricity
consumption is an important indicator to measure the development level of a certain
area [2]. Accurate forecasting of electricity consumption is of great significance for
managers to make policy. Therefore, electricity consumption forecasting is one of the
most important tasks for electric power systems. Electricity sales is an important part of
electricity consumption. Forecasting electricity sales can also help electric companies
estimate electricity generation. So the forecast of electricity sales is a very meaningful
work.

Since the electricity sales data is in the form of a sequence, time series analysis
methods are commonly used to analyze electricity sales data in the past studies [3–5]. In
order to make more accurate predictions, some researchers used some simple machine
learningmethods such as linear regression and SVM to predict the electricity sales [6–8].
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But these simple methods need some real-time features as input data to make predictions
and the real-time features are difficult to collect real-time.

In this paper, we first use feature engineering with the decomposed electric load data
and the preprocessed electricity data to transform them into the input data of forecasting
models. For short-term forecasting and mid-term forecasting, we perform model fusion
to several base models. As for long-term forecasting, use the adjusted Prophet to make
prediction.

The contribution of this paper is summarized as follows:

(1) We proposed a short-term andmid-term electricity sales forecast model based on an
Integrated learning method stacking, which can simultaneously reduce the impact
of variance and bias, thereby improving model performance.

(2) We proposed a long-term electricity forecast model based on tuned Prophet model.
The tuned Prophet model can work well on electricity sales data with strong
volatility and sensitivity.

2 Related Works

There are been many previous researches on electricity sales or consumption based on
time series algorithms. Zhang et al. [3] used seasonal adjustment algorithm to decompose
the electricity sales curve and predicted the electricity by linear regression. Zheng et al.
[4] used LSTM recurrent neural network to predict the household electricity and used
the prediction model to home energy management system they proposed. Yang et al.
[5] combined with the economic index analysis method and the adjustment of holiday
factors to analyze and forecast the time series of electricity sales. These time series
analysis algorithms can well control temporal changes and periodic laws, but electricity
sales are affected by many factors. So just analyzing the time series of electricity sales
is not enough.

There are also simplemachine learningmodels for research. Bianco et al. [6] develop
different regression model by using historical electricity consumption, gross domestic
product (GDP), gross domestic product per capita (GDP per capita) and population. Cao
et al. [7] hybridizes support vector regression (SVR) with fruit fly optimization algo-
rithm and the seasonal index adjustment to forecast monthly electricity consumption.
Al-Musaylh et al. [8]made short-term electricity demand forecasting based onMultivari-
ate Adaptive Regression Spline (MARS), SVR, and Autoregressive Integrated Moving
Average (ARIMA). These models have obtained high accuracy. But many important
factors related to electricity sales are real-time factors and cannot be obtained in real
time. In order to solve this problem, some studies directly predict those related fac-
tors first, and then predict electricity sales. Liu et al. [9] used X13 seasonal adjustment
algorithm to decompose electricity sales, and respectively predicted the decomposition
items and merged them to obtain the final prediction result. The work of Sun et al. is
more detailed [10]. They forecast monthly electricity consumption based on X12 and
Loess (STL) decomposition model, and made more detailed predictions for different
influencing factors. However, there are errors in directly predicting related factors, and
these errors will accumulate in the final electricity sales forecast.
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This paper uses X11 to process electric load data to obtain data that can be input
to the machine learning model. At the same time, other relevant observable factor data
are processed and used as input at the same time. And use different methods to forecast
long-term, short-term and medium-term electricity sales respectively.

3 Overview

The overview of our electricity sales forecasting model is shown in Fig. 1. The overall
electricity sales forecast model is divided into five processes, including data preprocess-
ing, feature engineering, electric load curve decomposition and itemized processing, grid
optimization, model fusion and Prophet model tuning. They are introduced separately
below.

Fig. 1. Overall structure of electricity sales forecasting model.

• Data preprocessing: Data outlier identification and outlier processing.
• Feature engineering: Select and extract relevant features (such as power load, date,
temperature, etc.) for modeling data, and perform correlation coefficient or chi-square
test on the features to optimize.

• Power load curve decomposition and itemized processing:Use theX11 decomposition
algorithm to decompose the power load curve, and decompose to get the trend item,
the seasonal item and the residual item.Weuse Prophetmodel to predict the trend item.
The seasonal item has strong regularity, so we fill it according to the periodic item.
And perform LB test on the residual item, if it is judged as a white noise sequence,
use random Gaussian model to fill it with white noise.
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• Grid optimization: The strong learner model for short-term and mid-term forecasting
of electricity sales contains a large number of parameters. Use GridSearchCV to
perform a grid search on the parameters to select the optimal parameter combination.

• Model fusion: Use the stacking method for model fusion to further improve the
accuracy of the model.

• Prophet model tuning: For long-term forecasting of electricity sales, tuning Prophet
model by setting breakpoints, increasing disturbances, setting thresholds and other
tuning methods, the electricity sales curve in the long sequence is more realistic.

4 Electricity Forecasting Model

4.1 Data Preprocessing and Feature Engineering

The research extracts 12 features from feature engineering, including electric load
(purchase_elecqt), day of year (day_of_year), day of week (day_of_week), year
(year), month (month), the id of total week (week_total_id), the id of week of year
(week_year_id), whether the day is a holiday (if_holiday), the id of month of year
(month_year_id), the id of total month (month_total_id) and the number of holiday
(holiday_num).

In addition to date and load, the project also considers relevantweather factors, which
are one of the main factors that affect electricity sales. How to deal with weather data
is very important to the results of electricity sales forecasts. In this study we preprocess
weather data by setting a comfortable temperature range. Generally, people will not take
cooling or heating measures at a comfortable temperature. Therefore, this project sets a
low temperature threshold temperature and a high temperature threshold temperature for
each industry, and only when the actual temperature is lower than the low temperature
threshold temperature or higher than the high temperature threshold temperature. When
heating or cooling measures are generated, the corresponding heating coefficient and
refrigeration coefficient are set, and their quantified value is included as an influencing
factor of monthly electricity sales into the prediction model.

Fig. 2. Electric load curve.
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4.2 Electric Load Curve Decomposition

Electric load is a real-time feature. To use electric load to forecast electricity sales, it is
necessary to estimate the electricity load first, and use the estimated electricity load as
a feature of future electricity sales.

Figure 2 is the electric load curve from January 2018 to July 2019. It can be observed
that the cyclic trend of the load curve is relatively stable, and the estimated error will
not be too large.

Putting the electricity sales and the electricity load together as Fig. 3 shown, we can
find that the curves of the two are very similar. Therefore, it is concluded that power
load is a strong correlation real-time feature of electricity sales forecast, which can be
accurately estimated.

Fig. 3. Relationship diagram between electricity sales and power load.

We use X11 to decompose the curve of electric load. The formula of the additive
model of X11 decomposition is as follows:

Y = T + S + R (1)

i.e., divide the electric load data series Y into a trend item T, a seasonal item S, and
the residual item (residual error item) R for the next forecast. [11].

And we will forecast the trend item, the seasonal item and the residual item
respectively.

The method used to predict trend items is the Prophet model proposed by Facebook
[12]. Compared with other traditional time series models, the Prophet model has the
following advantages: (1) More flexible; (2) Don’t worry about missing values; (3) The
fitting is very fast, making interactive exploration possible; (4) The parameters of the
prediction model are very easy to explain, so the analyst can set some parameters based
on experience.
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The seasonal item is a periodic component decomposed by the curve. Therefore, the
seasonal term does not need to be predicted by complicated methods, but only needs to
be filled according to the period.

Fig. 4. Histogram of remaining electric load.

As for residual item, according to the probability distribution in its histogram (Fig. 4)
and the LB test, it can be found that the residual data conforms to the standard Gaussian
noisemodel. Thismeans that the residual items cannot be predicted (because it is random
data), and accordingly, just continue to generateGaussian noise (white noise) to complete
the filling of the residual items.

After obtaining the trend item, seasonal item and residual item, we estimate the
electric load according to Eq. 1.

4.3 Short-term and Mid-term Electricity Sales Forecasting

The estimated power load is added as a new feature to the short-term and mid-term fore-
casts of electricity sales. The selected forecastingmodels areGradient BoostingDecision
Tree (GBDT) [13], XGBoost [14] and Light Gradient Boosting Machine (LightGBM)
[15].

GBDT is an algorithm implemented by multiple decision trees based on Boosting.
It consists of multiple decision trees, and the conclusions of all trees are added together
to make the final answer. When it was proposed, it was considered as an algorithm with
strong generalization ability together with SVM. The model has the advantages of good
training effect and not easy to overfit.

XGBoost is an efficient implementation of GBDT. It mainly optimizes the following
three aspects of GBDT. One is the optimization of the algorithm itself. XGBoost adds
regularization to the loss function, and unlike the loss function of GBDT, only the first-
order Taylor expansion is performed on the error part, and the XGBoost loss function is
the second-order Taylor expansion on the error part. The second is the optimization of
algorithmoperation efficiency.Makeparallel selections for eachweak learner, such as the
process of decision tree building, to find suitable subtree split features and eigenvalues.
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The third is the optimization of algorithm robustness. The third is the optimization
of algorithm robustness. For the features of missing values, the processing method of
missing values is determined by enumerating whether all missing values enter the left
subtree or the right subtree at the current node. The regularization term is added to
prevent over-fitting and has a stronger generalization ability.

LightGBM is a framework that implements the GBDT algorithm, supports high-
efficiency parallel training, and has the advantages of faster training, lower memory
consumption, and better accuracy. At the same time, LightGBM has distributed support
and can quickly process massive data.

After obtaining these three forecasting models, we perform model fusion to these
models. Model fusion is to train multiple models, and then integrate multiple models
according to a certain method, such as voting, averaging, stacking, etc. We choose
stacking as themethod ofmodel fusion. Simply put, stacking is to design several separate
models, perform K-fold cross-validation to output the prediction results, then merge the
prediction results output by each model into new features, and train the base model, so
as to improve the accuracy of the model.

4.4 Long-term Electricity Sales Forecasting

In this study, we use the improved Prophet model to predict long-term electricity sales.
The Prophet model has been used in the forecast of the trend item of the electric load.
Compared with electricity load, the volatility and sensitivity of electricity sales data are
stronger, so Prophet model needs to be optimized. For seasonal disturbances, weekly
(7 days), monthly (30.5 days) and annual (365.5 days) variables are added, and weekend
and holiday fluctuations are added. The growth trend line and threshold are set to make
the overall trend as realistic as possible.

5 Experiment

5.1 Data Set

The data used in this study are the daily electricity sales from January 2018 to June 2020,
the monthly electricity sales and power load data from January 2011 to June 2020 in a
province in China. We use the data of April, May, and June in 2020 as the test set.

5.2 Data Preprocessing

The first step is to set the low temperature and high temperature threshold tempera-
ture. First, we count the daily electricity sales and daily average temperature in Hunan
Province in 2019, then draws the daily average temperature-daily electricity sales scatter
diagram and draws the fitting curve, and finally analyzes the curve trend to set the thresh-
old. Figure 5 is a scatter diagram of the relationship between daily average temperature
and total electricity sales. According to the analysis, it can be concluded that the low
and high temperature thresholds for residential electricity consumption are 15 °C and
25 °C respectively.
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Fig. 5. Daily average temperature-daily electricity sales scatter plot.

After setting the high temperature and low temperature thresholds, the heating coef-
ficient and cooling coefficient are calculated according to the thresholds. The heating
coefficient represents the average temperature below the low temperature threshold tem-
perature. The larger the heating coefficient, the lower the temperature and the greater the
heating intensity required. And the refrigeration coefficient indicates the magnitude of
the average temperature above the high temperature threshold temperature. The larger
the refrigeration coefficient, the higher the temperature and the greater the refrigeration
intensity required. When the temperature is higher than the low temperature threshold
temperature or lower than the high temperature threshold temperature, it is in the comfort
zone, and no heating or cooling measures are taken. The calculation formula of daily
heating coefficient and refrigeration coefficient is as follows:

hdi = max (Tlow − Ti, 0) (2)

cdi = max (Ti − Thigh, 0) (3)

hdi and cd i are denoted as the heating coefficient and cooling coefficient respectively
in day i. Tlow and Thigh are denoted as low temperature threshold temperature and high
temperature threshold temperature respectively, and the value of them can be determined
according to the daily average temperature-daily electricity sales scatter diagram and its
fitting curve diagram for each industry. Ti is the daily average temperature of the day.
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After obtaining the daily heating coefficient and refrigeration coefficient, the
corresponding temperature coefficient is obtained:

HCDi = α ∗ hdi + cdi (4)

Where hdi and cd i are the heating and cooling coefficients on the i-th day, respectively.
And α is calculated by the following formula:

α =
∑2019

X=2018 S7:8/S1:2
X

(5)

The electricity sales in the m-th month of the X year are recorded as Sm:m+1. The peak
electricity sales are generally in January and July, so it is S7:8/S1:2. α is the average
value of the ratio of peak electricity sales in 2018 and 2019.

After extracting and sorting out relevant feature information, filter the features
and adopt the spearman correlation coefficient. The correlation coefficient is shown in
Table 1. The features with a correlation coefficient greater than 0.05 are selected as the
features of the final data set.

Table 1. Spearman correlation coefficients of all Features and electricity sales.

Feature name Spearman

day_of_week 0.033597

month_year_id 0.040365

day_of_year 0.042342

month 0.049902

week_year_id 0.058902

if_holiday 0.082758

day_of_month 0.085564

holiday_num 0.095444

month_total_id 0.426949

week_total_id 0.429911

year 0.468665

purchase_elecqt 0.733308

conselecqt 1.000000



308 K. Li et al.

5.3 Electric Load Curve Decomposition

Decompose the original electric load data series into a trend item, a seasonal item,
and a remaining item (residual error item) by using X11 for the next forecast. The
decomposition effect is shown in Fig. 6.

For the trend item, we use Prophet model to perform the forecasting. And Prophet
uses the default parameters when predicting the electric load here. Prophet’s prediction
curve is shown in Fig. 7. Among them, the MAPE in April was 6.379%, the MAPE in
May was 5.929%, and the MAPE in June was 0.761%. From the curve and error, we can
see that there was an abnormal decrease during the epidemic. The overall trend item is
accurate.

Fig. 6. Electric load X11 decomposition curve.
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Fig. 7. Electric load trend item forecast curve.

The filling effect of seasonal item is shown in the Fig. 8.

Fig. 8. Filling curve diagram of power load seasonal item.

We fill in the residual item by generating Gaussian noise. And the filling effect is
shown in the Fig. 9.

Fig. 9. Filling curve diagram of residual items of electric load.

After forecasting and filling the trend items, seasonal items and residual items, we
restore the electric load data by calculate the sum of them according to Eq. 8. The
restoring effect is shown in Fig. 10. Among them, MAPE in April was 5.93%, MAPE
in May was 3.38%, and MAPE in June was 0.761%. According to the monthly error of
the second quarter, it can be proved that the load evaluation is feasible.
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Fig. 10. Electric load forecast curve.

5.4 Short-term and Mid-term Electricity Sales Forecasting

We use GridSearchCV to select the optimal parameters of GBDT, XGBoost and Light-
GBM. GridSearchCV uses the current parameter tuning that has the greatest impact on
the model until the optimization; then takes the next parameter tuning that has the most
impact, and so on, until all the parameters are adjusted.

The parameters determined by GridSearchCV are shown in Table 2, which are the
optimal parameters of each model to the training set.

Table 2. The optimal parameters of GBDT, XGBoost and LightGBM.

GBDT XGBoost LightGBM

Learning rate 0.2 0.1 0.005

n_estimators 1030 170 5157

Metric – – Mae

Max_depth 3 4 4

Num_leaves – – 5

Min_child_samples – – 20

Min_child_weight – 8 0

Bagging_fraction – – 0.5

Feature_fraction – – 1.0

Reg_alpha – 0.5 0.08

Reg_lambda – 1 0

Min_samples_split 130 – –

Min_samples_leaf 60 – –

Gamma – 0

subsample – 0.8 –
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And Next, we perform model fusion on the optimal models obtained by Grid-
SearchCV. Figure 11 is the curve chart of short-term and mid-term forecasting results.
And the detailed forecasting results are shown in the Table 3.

According to Table 3, the daily error of each model is about 6.5–7%, the 7-day error
is about 3.5–4%, the 15-day error is about 1.8–2.8%, and the monthly error is about
0–3%. The model fusion method with xgboost as the base model has the best effect. The
error in 15 days can reach 1.97%, and the average error in April, May, and June can be
reduced to 1.472%.

Fig. 11. Curve chart of short-term and mid-term forecasting.

Table 3. Short-term and mid-term electricity sales forecast errors of each model.

Mape (%) Daily 7 days 15 days 4 months 5 months 6 months Second quarter

LightGBM 7.002 3.963 2.815 2.553 2.615 0.366 1.845

XGBoost 6.465 3.604 2.240 0.972 1.071 4.178 2.074

GBDT 7.014 3.993 2.110 1.715 1.238 2.407 1.786

EL(lgb) 6.845 4.041 2.165 0.566 0.292 4.624 1.828

EL(xgb) 6.905 4.027 1.970 0.133 0.014 4.269 1.472

EL(gbdt) 6.886 3.902 2.316 0.257 0.507 5.390 2.051
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According to the forecast error, the selected model is based on XGBoost, and
XGBoost, LightGBMandGBDT are combined. Themodel uses a 15-day cycle,monthly
electricity consumption for three months from April to June, and the overall quarter of
the second quarter. The electricity sales short-term and mid-term forecast results are
shown in Table 4.

Table 4. Forecast results of short and medium-term electricity sales in April, May, and June in
2020.

Date Real electricity sales Forecast electricity sales MAPE

4.1–4.15 5721915407 5743509700 0.377396229

4.16–4.30 5762598366 5756301090 0.109278411

5.1–5.15 5908824579 5778365800 2.207863472

5.16–5.30 5965766882 6071295130 1.768896608

5.31–6.14 6179979786 5813112060 5.936390385

6.15–6.29 6812189773 6640018480 2.527400122

April 11484513772.9 11499810790.0 0.133196907

June 12254688369 12252921830.0 0.014415209

July 13075093129.5 12516875020.0 4.269324157

Second quarter 36814295271.4 36269607640.0 1.479554688

5.5 Long-term Electricity Sales Forecasting

For long-term forecasting, we adjust the parameters of Prophet. The Prophet parameter
component curve is shown in the Fig. 12. From top to bottom, it is trend component,
holiday component, weekly component, annual component, monthly component, and
weekend (holiday) component.

In addition, Prophet can manually set mutation points to more accurately capture the
overall trend of the data. The mutation point setting curve is shown in Fig. 13. And the
long-term forecast is currently judged based on the forecast results in June and July 1–8
in 2020 and the overall curve fitting trend. The average error for 7 days is 8.24%, the
error for 15 days is 7.49%, MAPE for June is 3.64%, and MAPE for July 1–8 is 0.29%.
The long-term forecast curve of electricity sales is shown in Fig. 14.



Electricity Sales Forecasting 313

Fig. 12. Prophet model parameter component curve.
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Fig. 13. Prophet model manually set mutation points.

Fig. 14. Curve chart of Prophet model long-term electricity sales forecasting.

6 Conclusion

The electricity sales forecasting model that proposed in this paper can achieve good
accuracy whether in the short-term, mid-term or the long-term electricity sales fore-
casting. Even after experiencing the new crown epidemic in 2020, it has achieved good
prediction results, which shows that it can accurately capture the trend of electricity
sales.
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Abstract. Electricity plays a leading role in reflecting macroeconomic trends. It
is sensitive and closely related to the implementation of national policies, industry
development, data security and electricity demand of various users. In this paper,
X13-ARIMA-SEATS is used to decompose the original electricity sales curve,
combined with immediacy factors and leading factors, to use a variety of machine
learning algorithms to establish forecastmodels for the trend, seasonal and random
items obtained from the decomposition to predict. Finally,we useAHP to select the
optimal curve and reconstruct the curve, and get the final prediction curve after the
Spring Festival adjustment. This work has solved the problem of messy electricity
sales forecast data and huge amount of calculation. We used this model to predict
and verify the historical data of the five types of electricity sales of industry,
residents, agriculture, industry and commerce, and bulk sales of a provincial power
company. The forecast results obtained by this model in each month are generally
better than the industry-wide error. And after segmented modeling and the Spring
Festival adjustment algorithm is optimized, the error can be reduced.

Keywords: Electricity sales · Big data · X13-ARIMA-SEATS

1 Introduction

As the core indicator of power grid business, electricity sales directly reflect the achieve-
ment of the company’s business goals and data security [1]. Some electricity companies
have carried out some related work on electricity sales forecast, but the following prob-
lems still exist: (1) Lack of power sales forecasting system support. (2) Lack of analysis
methods for the influence of internal and external factors on electricity sales. (3) Lack
of support for electricity sales forecasting methods based on big data analysis.

With the development of emerging technologies such as big data and artificial intel-
ligence, traditional electricity sales analysis and forecasting methods can no longer meet
the requirements of electricity market development [2, 3]. There is an urgent need for
big data technology to empower the electricity sales forecasting business and deeply
analysis of the changing law of power company sales growth.
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Usually in research, a combination of multiple forecasting methods is usually used
to obtain higher-precision forecasts. Big data analysis methods, regression algorithms,
time series algorithms, etc. are often used for forecasting. These methods all use the
historical data at the corresponding time point as the basis. However, as the month of
the launch is different, the amount of electricity sold in the known month continues to
increase, and the month that needs to be predicted decreases accordingly. In addition,
historical data often has jumps, especially near the jump point, which easily leads to
large errors in the predicted value.

In summary, in order to improve the forecast accuracy of annual electricity sales,
this paper proposes a model. First, based on the X13-ARIMA-SEATS (X13) algorithm,
the original electricity curve is decomposed into trend term, seasonal term and random
term, considering the immediacy and leading indicators. Under the circumstances, the
use of machine learning methods to carry out the construction of predictive models.

The contributions are summarized as follows: (1) We proposed an electricity sales
prediction framework based on big data which can improves the model’s perception
of data; (2) We merged multiple machine learning methods to obtain the prediction of
electricity sales and select the best result based on the analytic hierarchy process (AHP);
(3) The result is optimized based on the influence of seasonal factors and Spring Festival
factors.

2 Related Work

There are already many studies on electricity forecasting. Ding and etc. [4] used the
grey model (GM) based on particle swarm optimization to forecast China’s overall and
industrial electricity consumption. Hu [5] used a neural-network-based GM (NNGM)
to predict the electricity consumption of Taiwan because GM’s developing coefficient
and control variable were dependent on the background value that is not easy to be
determined. GM is a commonly used electricity related forecasting model and a lot
of improvement methods have been proposed for it. But the data that the GM relies
when the model makes predictions is only the historical data, the accuracy of prediction
results is difficult to guarantee. Zheng and etc. [6] use LSTM recurrent neural network
to forecast individual household electric power consumption. Bedi and etc. [7] propose
a deep learning framework to forecast electricity demand based on historical electricity
consumption data. These methods achieved a higher accuracy but the data they used is
still only historical data of electricity consumption, which is still its limitation.

With the development of big data related technologies and security requirement, the
means of obtaining data become varied, researchers begin to incorporate more data into
the study. Marvuglia and etc. [8] use recurrent artificial neural networks (RANN) base
on the dry bulb air temperature, the air relative humidity and the other data to forecast
household electricity consumption.Tang and etc. [9] proposed an electricity consumption
farecasting method based on expert prediction and Fuzzy Bayesian theory by using the
per capita gross domestic product, the electricity intensity, the adjustment of the industrial
structure and the other data. Liu and etc. [10] forecast the annual electricity sales based
on co-integration theory, which effectively solve the problem of false regression caused
by the instability of time series. These studies incorporate a variety of data into the
research, but none of them consider the influence of seasonal factors.
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3 An Overview

The electricity sales forecastingmodel based onbig data analysis proposed in this paper is
based on the investigation of the electricity sales analysis methods that have been carried
out by power companies and security department. It is constructed by combining more
than ten kinds of big data algorithms. The scheme used for electricity sales forecasting
is as follows. The prediction model is mainly composed of the following parts.

Fig. 1. Electricity sales forecasting model structure.

(1) Data Preprocessing. The content of this part mainly includes outlier processing and
data screening. The work of outlier processing is to identify the abnormal data in
the data set and deal with it accordingly. The work of data set screening is to filter
out the optimal modeling data set and improve the quality of modeling data.

(2) Curve Decomposition. In this part, we use the X13-ARIMA-SEATS algorithm to
decompose the original electricity sales data. This can grasp the rules of data details
and improve the scientific of the model.

(3) Itemized Forecasting. Combining immediacy factors and leading factors to con-
struct forecast models for trend term, seasonal term and random term. And then
reconstructing them and obtain the prediction result.

(4) Curve Reconstructing. Sum the forecast results of the trend term, seasonal term and
random term. Since there are four forecast results for the trend term, four forecast
results will be generated after the addition; comprehensively consider the forecast
error, trend reliability, forecast trend similarity, etc. Index, combined with AHP to
get the best prediction result.
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4 Forecasting Model

4.1 Curve Decomposition

X-13-ARIMA-SEAT is a seasonal adjustment program issued by U.S. Census Bureau.
The basis is X-11, which is a series of centralized moving averages. Because it is a
centralized moving average, X-11 has difficulties in processing the data at both ends of
the sequence. X-13-ARIMA-SEAT uses ARIMA (reg-ARIMA) with regression inde-
pendent variables to predict and expand the series, thereby partially solving the moving
average of the latest data. In addition, reg-ARIMA can also identify outliers, calendar
effects, mobile holidays, etc. Due to factors such as seasons, weather, etc., the shape of
the electricity sales curve changes diversified, which has drowned the trend of electricity
sales to a certain extent. In this paper, we use X13 to decompose the original electricity
sales curve to obtain the trend term, seasonal term and random term. The following is
the steps of decomposing the original electricity sales curve. At first, we perform linear
filtering on the original time series data Et and obtain the trend term Tt . And this is the
formula for linear filtering computed by:

Tt = (
Et−6

/
2 + Et−5 + . . . + Et+5 + Et+6

/
2
)/

12 (1)

Qt minus Tt gets SEt , use the moving average method of SEt to get the seasonal term
St . The formula is as the following.

S∗
t = (SEt−24 + 2SEt−12 + 3SEt + 2SEt+12 + SEt+24) (2)

St = S∗
t − (

S∗
t−6

/
2 + S∗

t−5 + . . . + S∗
t+5 + S∗

t+6

/
2
)/

24 (3)

And we let Tt minus St and obtain the random term Rt . After the above calculation, we
decompose the original electricity sales data into trend term, seasonal term and random
term. And their relationship can be expressed as:

Et = SUM (Tt, St, Rt) (4)

Byusing theX13algorithm,wehave effectively extracted the change trend term, seasonal
term and random term of electricity sales, which improves themodel’s ability to perceive
the electricity sales trends.

4.2 Itemized Forecasting

We forecast trend items and random items separately based on immediacy factors and
leading factors. The immediacy factors include temperature, disposable income per
capita, rainfall, etc. And the leading factors refer to factors that have a leading or lagging
influence on electricity sales, including manufacturing PMI, non-manufacturing PMI,
and the net added capacity of industry expansion.

1) Trend Term
The monthly electricity sales trend item curve is relatively smooth, which is mainly
affected by economic factors. We use the following steps to predict the trend term
of electricity sales.
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Mark the data sequence of the known electricity sales trend term data as {T(t)|t =
1, 2, …, N}. The immediacy factor is marked as {F(t)|t = 1, 2, …, N}, and F(t) =
{F1(t),F2(t)| t = 1, 2,…, N} if there are 2 factors. The leading factor is marked as {L(t)|
t = 1, 2, …, N}, and L(t) = {L1(t), L2(t)| t = 1, 2, …, N} if there are two factors. If
these two leading factors are the net added capacity of industry expansion and PMI, then
L1(t) = {net(t − 1), net(t − 2), …, net(t − m)} and L2(t) = {PMI(t − 1), PMI(t − 2),
…, PMI(t − m)}, m is the number of months in which the trend term of net increase
in business expansion leads in front of the trend item of electricity sales, net(t) is the
trend term of net increase in business expansion in month t, n is the number of months
in which the PMI leads in front of the trend item of electricity sales, PMI(t) is the PMI
in month t. Other leading factors and so on.

Then use Principal Component Analysis (PCA) to remove the correlation between
the leading factors and the immediacy factors [11].

P(t) = PCA(F(t), L(t)), t = 1, 2, . . . ,N (5)

P(t) is the data that has been removed the correlation, so we use it as the input data of
model.

Finally, the trend term forecastingmodel is established. Since the trend item accounts
for a relatively large proportion, in order to ensure the prediction accuracy, four algo-
rithms, Support Vector Machines (SVM) [12], Sparse Logistic Regression with L1/2
(SLR), Echo State Network (ESN) [13] and Extreme Learning Machine (ELM) [14] are
used to predict separately.

2) Seasonal Term
The seasonal term of electricity sales has strong regularity, with small fluctuations
in the same month value each year and relatively stable trend changes. In this paper,
SLR is used to predict the seasonal term of electricity sales.
We use SLR to forecast the seasonal term and obtain the result of seasonal term
forecasting.

3) Random Term
The random term of electricity sales fluctuates greatly but has a small amplitude,
which is mainly affected by holidays and temperature. The prediction steps are as
follows. We use the mixture of experts model whose every expert in the model uses
SVM, the number of holidays and the monthly average temperature is the input data
of the model. Then we obtain the prediction of factors. The number of holidays
can be obtained directly through the national government website. And the monthly
average temperature can be predicted by SLR. Finally, we can obtain the result of
random term prediction.
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4.3 Curve Reconstruction

After the above calculation, we obtain the prediction of trend term, seasonal term and
random term within l prediction steps. Because there are four algorithms in the trend
term forecasting process, we have four prediction results. We reconstruct electricity
sales curve by adding them together according to Eq. 4 and get four prediction results
of electricity sales. Then use AHP to obtain the best prediction result. According to the
hierarchical structure of AHP, the problem of selecting the best results of electricity sales
forecast is divided into target layer, criterion layer and scheme layer.

The target layer includes one target, which is to select the prediction curve with the
most predictive performance.

a1 = 1 − 1

n

∑n

i=1

(∣∣∣Y i
h − Y i

p

∣∣∣
)/

Y i
h, i = 1, 2, . . . , n (6)

Y i
h, Y

i
p are the actual electricity sales and forecast electricity sales in the i-th month

respectively. Forecast trend similarity reflects the similarity between the current forecast
results of the forecast model and the historical electricity sales curve shape.
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}
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})
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Y i
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p are the predicted electricity sales in the i-th month and the corresponding actual

electricity sales in the month of the previous year. The length of
{
Y i
h, . . . ,Y

12
h

}
is 12,

which can avoid the problem of index failure when the curve length is shortened to 2.
Forecast trend credibility is a measure of the current forecast results of the forecast

model in line with historical curve trend changes.
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1
1+(rmin−r) , r ∈ (−1, rmin)

x, r ∈ [rmin, rmax]
1

1+(r−rmax)
, r ∈ (rmax,+∞)

(8)

rmin, r, rmax are annual growth rates of electricity sales.
The scheme layer includes 4 schemes, namely the forecast results of electricity sales

of the four algorithms SVM, SLR, ELM and ESN. Then construct the judgment matrix
of the target layer to the criterion layer, obtain the weight vector. It should be noted that
the AHP judgment matrix needs to be tested for consistency.

4.4 Spring Festival Adjustment

The Spring Festival adjustment model uses the number of days between the first day of
the historical Spring Festival from January to March and the historical quarterly ratio of
electricity sales from January to March as input data. Secondly, a polynomial is used to
fit the input data to obtain the fitting function of the number of days between the first
day of the historical Spring Festival from January to March and the quarterly ratio of
electricity sales from January to March.

wt = f (xt) (9)
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Combining the fitting function and the number of days from the first day of January to
March during the Spring Festival of the year to be predicted, calculate the forecasted
quarterly ratio from January to March of the forecast year. Finally allocate the forecast
value of electricity sales in each month of the first quarter, obtain the output result of the
Spring Festival adjustment model.

5 Experiment

5.1 Data Set

This paper uses the electricity sales data of a certain province from January 2015 to
December 2019 as the data set, which is divided into total electricity sales forecast,
residential electricity sales forecast, large industrial electricity sales forecast, general
industrial and commercial electricity sales forecast, agricultural electricity sales forecast,
and bulk sales electricity forecast.

We use the electricity sales data from January 2015 to December 2018 as the training
set, and the electricity sales data from January 2019 to December 2019 as the verification
set to conduct the forecast of electricity sales in 2019.This paper uses theMean Absolute
Percentage Error (MAPE) as the criterion of the model. And the value range of MAPE is
[0, +∞]. When the value of MAPE is 0, the model is perfect. When the value of MAPE
value is greater than 100%, the model is bad.

5.2 Electricity Sales Forecasting

Figures 2, 3, 4, 5 and 6 show the forecast curves of electricity sales from January to
November in 2019 for residential, large industrial, general industrial and agriculture
respectively.

Fig. 2. Forecast curve of residential electricity sales from January to November in 2019 of the
electricity.



Research on Electricity Sales Forecast Model Based on Big Data 323

Fig. 3. Forecast curve of large industrial electricity sales from January to November in 2019 of
the electricity company.

Fig. 4. Forecast curve of general industrial electricity sales from January to November in 2019
of the electricity company.

Fig. 5. Forecast curve of agricultural electricity sales from January to November in 2019 of the
electricity company.
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Fig. 6. Forecast curve of bulk sales from January to November in 2019 of the electricity company.

5.3 Error Analysis

Table 1 is the error analysis of the above forecast results using MAPE. The average
MAPE of the total electricity sales in 2019 is 3.14%, the residential electricity sales is
6.61%, the large industrial electricity sales is 3.10%, the general industrial electricity
sales is 6.81%, the agricultural electricity sales is 6.81%, the bulk electricity sales is
28.60%.

Through error analysis, we found that average error of the bulk electricity sales is
large, reaching 28.60%. By observing Fig. 6, we can find that the bulk sales of electricity
fluctuate greatly, and its value is small, which is likely to cause large forecast errors.

From the perspective of bulk sales forecasting, more consideration needs to be given
to the business reasons that affect bulk sales, especially the impact of temporary event
factors on bulk sales, so as to reduce the model prediction error of bulk sales.

Through the analysis of the total amount and the forecast error of the electricity
sales of each electricity consumption category, the forecast error distribution and model
verification from January toNovember aremastered. In order to analyze themain reasons
for the total error, the error contribution analysis of each electricity consumption category
is carried out. The meaning of the error contribution is the error contribution of the
sub-industry that causes the total forecast deviation.

The main calculation method is as follows:

(1) Calculate the difference A between the predicted value of each electricity consump-
tion category and the true value of each electricity consumption category;

(2) The total real power sales is Q, and A/Q = M is defined, and M is the error
contribution degree of each power consumption category.

Weverified the total electricity sales of a provincial company fromJanuary toNovem-
ber in 2019 and the electricity sales forecast of each electricity consumption category.
And the contribution of each electricity consumption category is calculated to the total
forecast error from January to November in 2019. The result is shown in Table 2.
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5.4 Model Improvement and Optimization

(1) Segmented Modeling

Through the analysis of the verification errors in 2019, there is a certain degree of
optimization space for the verification errors of the residents’ electricity sales forecast
during the non-peak period. For the forecast in April andMay, considering that it has not
been affected by low or high temperature in the past fewmonths, the two-stage modeling
method is considered for forecasting. The main ideas are as follows:

Calculate the average electricity in April and May from 2015 to 2018. And use the
least squares algorithm to fit the function on the basis of drawing a scatter plot.

It can be seen fromFig. 8 that the average electricity consumption in thesemonths has
been regularly increased year by year because it has not been affected by extreme high
temperatures and low temperatures. Therefore, the average electricity (Basic electricity)
in these months can be directly established as a function of time, or with per capita A
function of disposable income. Take the function of time as an example. The function
we get is as follows:

y = 313140835.70 ∗ x + 1757794358.00 (10)

And the Coefficient of determination (R2) is 0.99. Using the function (14), it can be
predicted that the basic electricity for the two months of 2019 will be 3323498537 kWh.
Then combine the three variables of the basic electricity (a) in April and May 2019,
the monthly average temperature (b), and the year-on-year temperature change (c) to
construct a functional relationship with the total electricity in each month. The resulting
function is as follows:

y = −273154428.51 + 0.99131998 ∗ a + 13303887.21 ∗ b + 16653134.49 ∗ c (11)

And R2 is 0.9677, which shows that the model can track the amount of power change
well. In this way, the forecast optimization of residential electricity sales in 2019 can be
realized.

From the analysis results in Table 3, it can be seen that the two-stage modeling
forecast adjustment for residents can effectively reduce the residents’ electricity sales
forecast errors in April and May in 2019. Explains the effectiveness of using the seg-
mented modeling for the optimization of residential electricity sales during non-peak
periods.

Forecasting optimization during the Spring Festival Since the Spring Festival is
usually in the middle of late January or February in the first quarter, it mainly affects the
electricity sales from January to March, but has a small impact on the total electricity
sales in the first quarter, so the available electricity sales account for the quarterly ratio
(The proportion of electricity sold in each month to the total electricity sold in the
quarter) is to redistribute the forecast results for the first quarter, and then obtain the
forecast results of electricity sales in each month after the Spring Festival adjustment.
Figure 9 is an analysis of the impact of the Spring Festival on the electricity sales of
large industries.
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As can be seen from the above figure, the Spring Festival has a obvious impact on
the electricity sales of large industries. And the relationship function is is

y = 0.000066 ∗ x2 + 0.000458 ∗ x + 0.289276 (12)

The coefficient of determination of the function is 0.85, and the model fits well.
We calculated the quarterly ratio of monthly electricity sales in the first quarter based

on the fitting relationship between the number of days before the Spring Festival and
the electricity sales of large industries. After obtaining the quarterly ratio, redistribute
the monthly electricity sales in the first quarter and obtain the adjusted electricity sales
forecast results after the Spring Festival.

Take the first quarter of 2019 as an example to illustrate the impact of the Spring
Festival adjustment on the forecast of electricity sales. The results are shown in
Table 4. After the above analysis, it can be seen that after the Spring Festival adjustment,
the total electricity sales forecast error rate in the first quarter of 2019 will be reduced
by 1.09%, of which the forecast error rate of large industrial and general industrial and
commercial electricity sales will be reduced by 3.89% and 4.14%. This proves that the
Spring Festival adjustment algorithm has a good effect on reducing errors.

Table 1. Forecast error of electricity sales from January to November in 2019.

Residential Large
industrial

General
industrial

Agricultural Bulk sales Total sales

January −5.16% 2.51% −12.50% 8.84% −14.15% −4.66%

February −7.11% 15.7% −8.42% −2.76% −6.08% −1.69%

March −9.45% −1.07% −4.18% 0.52% 86.57% −3.91%

April −1.66% −6.05% 3.35% 12.76% 10.28% −0.78%

May 9.93% −2.80% 8.27% 10.43% 103.30% 5.20%

June 14.8% −1.66% 7.34% −6.78% 25.39% 5.66%

July 14.3% −0.60% 0.91% 4.84% −6.58% 4.33%

August −0.63% −8.58% −13.60% 5.00% −38.15% −5.07%

September −2.99% −0.45% 4.25% −18.64% 2.14% −0.64%

October −3.40% −0.24% −4.65% −12.55% 1.99% −2.33%

November −3.24% −0.20% 7.50% 5.28% 19.94% −0.28%

Average 6.61% 3.10% 6.81% 8.04% 28.60% 3.14%
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Table 2. The company’s total error from January to November 2019 and the error contribution
of each electricity sales category.

Large
industry

Residential Agricultural General
industrial

Bulk
sales

Industrywide
error

January 0.80% −2.05% 0.08% −2.88% −0.61% −4.66%

February 3.89% −3.40% −0.03% −1.94% −0.21% −1.69%

March −0.34% −4.27% 0.00% −0.86% 1.55% −3.91%

April −2.43% 0.60% 0.13% 0.69% 0.23% −0.78%

May −1.27% 3.06% 0.13% 1.74% 1.54% 5.66%

June −0.74% 4.40% −0.10% 1.65% 0.45% 5.20%

July −0.24% 4.40% 0.10% 0.22% −0.15% 4.33%

August −0.15% −0.22% 0.08% −3.42% −1.36% −5.07%

September −0.08% −1.20% −0.28% 0.99% −0.06% −0.64%

October −0.08% −1.07% −0.20% −1.07% 0.08% −2.33%

November −1.24% −0.93% 0.07% 1.56% 0.82% 0.28%

Table 3. Comparison of errors before and after adjustment of residential electricity sales forecast
in April and May 2019.

Period Ground
truth

Prediction
before
optimization

Prediction
after
optimization

MAPE before
optimization

MAPE after
optimization

Reduced
value of
MAPE

201904 31.44 36.96 34.56 17.56% 9.92% 7.63%

201905 31.63 38.07 36.33 20.36% 14.86% 5.50%

Table 4. Based on the average error of the first quarter electricity sales before and after the Spring
Festival adjustment.

MAPE before adjustment MAPE after adjustment Decrease value

Total sales 4.51% 3.42% 1.09%

Large industrial 10.31% 6.45% 3.87%

Residential 7.24% 7.24% 0.00%

Agriculture 2.87% 4.04% −1.17%

General industrial 12.50% 8.37% 4.14%
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6 Conclusion

This paper proposes a model with higher accuracy that can predict electricity sales. This
model has good perception of data, and through the non-peak period and peak period
segmented modeling and adjusted according to the impact of the Spring Festival, the
accuracy of the model is effectively improved.
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