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Preface

The need to handle uncertainty and to make informed decisions renders evident
the importance of the probabilistic and reliability topics. This can be seen in the
most recent advances on the topic of the existing infrastructure maintenance and
management, especially those related to safety and security under extreme events.
Additionally, it is well-known that climate change issues are becoming even more
relevant, with an impact on society, mostly affecting the likelihood and consequences
of some natural hazards. Indeed, there is a need to develop deeper studies on data
science, as well as on its application to system analysis, combining probabilistic and
reliability tools to face the huge uncertainty.

The International Probabilistic Workshop (IPW) series started in 2003 as the
Dresden Probabilistic Symposium at the Technical University of Dresden, repeated
in 2004. In 2005, the 3rd edition held in Vienna was renamed as International Prob-
abilistic Workshop. The previous IPWs took place in Berlin (2006), Ghent (2007),
Darmstadt (2008), Delft (2009), Szcecin (2010), Braunschweig (2011), Stuttgart
(2012), Brno (2013), Weimar (2014), Liverpool (2015), Ghent (2016), Dresden
(2017), Vienna (2018) and Edinburgh (2019).

The IPW2020 (18th edition) was planned to take place in September 2020 at the
University of Minho, Guimaraes, Portugal. Unfortunately, the worldwide COVID-19
pandemic forced the postponement of the event to May 2021 and the adoption of
an online format. Nevertheless, the scientific value and quantity of contributions (65
papers from 27 countries covering different probabilistic calculation methods) ensure
the high quality of this Workshop, keeping the same scientific level as the previous
ones.

The editors would like to thank all authors, keynote speakers, organizers of special
sessions and participants for their valuable contributions, members of the Scientific
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Committee for their meticulous work and the Workshop Secretariat for the dedicated
teamwork, particularly during this exceptional pandemic period.

Guimardes, Portugal José C. Matos
Guimaraes, Portugal Paulo B. Lourengo
Guimaraes, Portugal Daniel V. Oliveira
Guimardes, Portugal Jorge Branco
Burgdorf, Switzerland Dirk Proske
Guimardes, Portugal Rui A. Silva

Guimaraes, Portugal Hélder S. Sousa
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Decision Analysis Applied to Natural )
Hazards e

Herbert H. Einstein and Rita L. Sousa

Abstract Formal methods to handle decision-making under uncertainty that have
been created for business management lend themselves to applications in many other
areas, in which uncertainties play a major role. Hence, the authors and their co-
workers have applied decision analysis to landslides since the 1980’s but many other
approaches to landslide assessment and management have in principle done so. The
keynote lecture itself will illustrate the application of decision analysis with many
examples. For this reason, we concentrate in this paper on the principles of decision-
making under uncertainty and the concept of using these principles in hazard and
risk analysis of natural threats. We also like to note that what we present here is a
summary of our past work. The paper starts with an introduction to the decision-
making process and its application to natural threats. Risk management of natural
threats is then demonstrated in detail with decision trees and Bayesian networks.
This leads to sensitivity analyses to determine which risk management action is
most effective.

Keywords Natural threats + Landslides - Decision making + Bayesian networks

1 Introduction

Uncertain events can be formally handled by decision-making under uncertainty that
was developed for business management [1]. Given the uncertainty of many natural
events, it is, therefore, quite logical to apply methods of decision-making under
uncertainty to natural threats such as landslides, floods and wildfires, for instance. The
authors of this paper have developed and applied these decision-making processes to
landslides (e.g. [2, 3]). This involved the use of classic decision tree procedures that
were extended to include warning systems. Very importantly, an alternative approach

H. H. Einstein (B<)
Massachusetts Institute of Technology, Cambridge, MA, USA
e-mail: einstein @mit.edu

R. L. Sousa
Stevens Institute of Technology, Hoboken, NJ, USA

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2021 3
J. C. Matos et al. (eds.), 18th International Probabilistic Workshop, Lecture Notes
in Civil Engineering 153, https://doi.org/10.1007/978-3-030-73616-3_1
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using Bayesian networks was then developed [4]. This paper, therefore, will first
introduce the reader to the principles of decision-making under uncertainty (Sect. 2)
and then comment on the formalization of the threat assessment process and how
to incorporate it in the decision-making process (Sect. 3). This will be followed by
showing examples of decision trees (Sect. 4), the use of Bayesian networks (Sect. 5)
and end with conclusions (Sect. 6).

2 Decision-Making Under Uncertainty

Figure 1 is a schematic of decision-making under uncertainty based on the original
development at the Harvard Business School [1]. As can be seen, the process can
lead directly to the result of accepting the risk or to an updating cycle. The updating
cycle on the left side relates to obtaining and using additional information or to
managing the risk. The information model on the right side can be used to decide
if it is worthwhile to collect additional information or not. Sousa et al. [5, 6] have

———®| Collect Information

r
Deterministic
(Model) Phase
« Select Initial Variables
and Models
« Sensitivity Analyses
« Eliminate Variables
(Models)

v
Probabilistic
(Model) Phase

» Express Probabilities
and Create Probabilistic
Models

» Sensitivity Analyses

« Eliminate Variables

(Models)
| ,

Updating Risk Determination Information
(Model)
ry i
| Decision

L

Fig.1 Decisionanalysis cycle | Decision: accept risk or “Update” | Update: collect more information
and/or manage risk
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Ul [u l
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(Countermeasures, 8]
Warning,

Additional Exploration)

Fig. 2 Decision analysis cycle applied to natural threats | U = Updating

applied and explained the use of such information models in the context of natural
hazards and tunneling.

The decision process of Fig. 1 can be expanded and adapted to dealing with natural
threats as shown in Fig. 2. The expansion contains details on the decision in form of
different actions in the context of risk management.

3 Formalization of the Threat Assessment Process

The terms threat, hazard and risk have already been used in Fig. 2, and they need
to be formally defined. This is first done through the verbal expressions of Table 1
that lists the definitions as formulated by the Technical Committee No. 32 of the

Table 1 Definitions (Based on glossary of TC 32 of the ISSMGE)

Term Definition

Threat (Danger) | Natural phenomenon that could lead to damage. Described by geometry,
mechanical and other characteristics. Can be an existing one, or a potential
one, such as a rockfall. No forecasting

Hazard Probability that a particular threat (danger) occurs within a given period of
time
Risk Measure of the probability and severity of an adverse effect to life, health,

property, or the environment
Risk = Hazard x Potential Worth of Loss
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Table 2 Other important concepts

Concept Definition

Consequence | Result of a hazard being realized

Damage Another way of expressing detrimental consequences

Vulnerability | — Often expressed on a scale of 0 (no loss) to 1 (total loss)

— Expresses the fact that even if a threat materializes, it is not necessarily 100%
certain that the consequences materialize

— Can be formulated as a conditional probability

ISSMGE. In addition, several other concepts (terms) need to be used, and they are
listed in Table 2.

The expressions in Table 1 and Table 2 can be used in the formal decision-making
process discussed in Sect. 4.

4 Decision-Making Process

The intent is to make a decision in the context of risk management (recall Fig. 2).
Before doing so, it is important to point out that very often it is better to work
with hazard than with risk. The latter requires that one expresses the consequences
with a value. Although this value can be qualitative or quantitative it can be often
problematic e.g. if one deals with lives. Hazard to lives can be dealt with the so-called
FN charts [7, 8] as shown in Fig. 3 for Hong Kong. The frequency (F) of events is
the hazard and it is subjectively related to the number of fatalities (IN).
If one goes all the way to risk (see also Table 1):

Risk = Probability of Threat x Worth of Loss
= Hazard x Worth of Loss
= Hazard x Consequences @9)

This can be expressed as:
R = P[T] x u(Xj) ()

where

R Risk

P[T]  Probability of Threat = Hazard

u(X;) Utility of the consequence, where (X;) is a vector of attributes if one uses a
~ multiattribute approach [9, 10] )

As indicated in Table 2 the fact that the consequences are uncertain is reflected
by vulnerability, which can be expressed by the conditional probability P[X;IT] and
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Fig. 3 Consideration of life losses with F-N charts. Example from Hong Kong [7] | ALARP = As
Low As Reasonably Practical

thus risk is:
R = P[T] x P[X;|T] x u(X;) 3

One can manage risk in the following manner:

No action

Active countermeasures reduce P[T] i.e. the hazard

Passive countermeasure reduce P[X;IT] i.e. the vulnerability
Warning systems also reduce P[X;IT] i.e. the vulnerability.

Clearly combinations of all the above are possible.

5 Decision Trees

The management actions and their “cost” will produce what we term as “modified
risk”. If the modified risk is smaller than the original one, it is worthwhile to take
the management action. All this will now be shown in detail with decision trees
related to the typical management actions. Figure 4 shows the overall decision tree
that includes all actions.
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The first possibility is “no-action” for which the decision tree is shown in Fig. 5.
With this tree we also introduce some basic concepts and assumptions: The hazard
model represents the probability P[T] that the threat occurs. The specific numbers
(20.7, 79.3%) can be obtained e.g. with a probabilistic slope stability analysis. The
vulnerability model provides the probability P[X;|T] that a consequence material-
izes if the threat occurs. The numbers used here are subjective estimates. Finally,
one needs to associate costs with consequences, which is done in the consequence
model. It is important to realize that vulnerability and consequence depend on each
other. This is expressed here by having smaller vulnerability (40%) for the higher
consequence costs (—20,000). These costs are here in terms of utilities. The total
risk of no action is then obtained by multiplying and summing [(0.5x — 10,000) +
(0.4x — 20,000)] x 0.207 = —2691.

This “no action risk” is the “original risk” R that will be compared to modified
risks R’ reflecting active or passive management actions. These management actions
have a cost that needs to be included when determining the modified risk, as will be
seen in the following.

With active countermeasures one reduces the probabilities of the threat from
P[Threat] (20.7%) to P’ [Threat] (5.2%). This reflects, for instance, the effect of
stabilizing a slope.

The stabilizing measures do have a cost that need to be considered. The modified
risk will then be:

R’ = u(Cy) + P/[Threat] x P[X;|Threat] x u(X;) 4)

where C,. = cost of countermeasures.

Figure 6 presents the decision tree for active countermeasures. Different from
the tree for no action it now includes the cost of countermeasures “-2000” and the
lower probability of the threat. The multiplying and summing is as before leading to
a slightly lower modified risk R’ = - 2672.75 compared to the original (no action)
risk R = —2691.
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Fig. 6 Decision tree—active countermeasures.

Passive countermeasures reduce the vulnerability e.g. a protective shed against
rockfall consequences. In the modified risk R’, the hazard P[T] will be the same as
for no action but the vulnerability will change to P'[X;|Threat] and thus R’ will be:

R’ = u(C,) + P[Threat] x P'[X;|Threat} x u(X;) 5)

where Cpc = cost of passive countermeasures. In the corresponding decision
tree (Fig. 7) the vulnerabilities reflect the fact that the countermeasures reduce the
probability of damage occurring and correspondingly increase the probability of no
damage. With the numbers shown in Fig. 7 one obtains a modified risk of R = 2864.6
that is higher than what resulted from active countermeasures.

Warning systems are also a kind of passive countermeasures. Many such systems
exist, notably the tsunami warning systems in Japan and the Caribbean as well as
avalanche warning systems in Switzerland [11] and Norway. Figure 8 shows how
such systems fit into the overall decision-making process. The important component
of warning systems is the trigger and this also complicates the decision-making
process. Specifically, the reliability of the warning system that can be expressed
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Fig. 7 Decision tree—passive countermeasures.
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Fig. 8 Decision cycle for natural threats with warning system. | The “trigger” initiates counter-
measures

in form of a reliability matrix (Fig. 9) needs to be included. In all decisions with
countermeasures (active, passive, warning systems) it is also possible to include the
effectiveness of countermeasures.

The decision trees show that there are sets of branches for each decision model.
In the complete tree and going from right to left these models are “consequences”,
“vulnerability”, “hazard”, and “reliability”’. The number of trees increases if other
models such as “effectiveness of countermeasures and multiple dependent hazards
(e.g. earthquake or rainfall causing landslides) are included. In the extreme case one
may thus end up with tens of branches. While informative since one can follow the
decision process, it becomes visually difficult to fully capture the process.
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Fig. 9 Reliability matrix: Reliability matrix
shows probability that alarm -
is triggered if threat occurs Reality
Threat | No Threat
Alarm 0.9 0.1
No Alarm 0.1 0.9

6 Bayesian Networks

This can be remedied by using Bayesian networks [4], a probabilistic graphical
model, that represents a set of random variables and their conditional dependencies
via a directed acyclic graph. Figure 10 represents a generic BN. In this BN one has
5 random variables: X1, X2, X3, X4 and X5, represented by the nodes of the graph,
and several edges that represent the conditional dependencies between variables.
For example X2 has two parent nodes X1 and X4, so X2 conditionally depends on
X1 and X4. On the other hand, for example, the random value X3 is conditionally
independent of X4. Attached to each node of the BN are prior probability distributions
(in the case of random variables without parent nodes) and conditional probability
distributions for all the other nodes. Bayesian networks represent joint probability
distributions in a compact and factorized way, by taking advantage of conditional
independence, considering that not all variables depend on each other (i.e. do not have
edges connecting all variables). In Fig. 11 the results of using Bayesian networks for
the previously described cases using decision trees are given in table form and the
results are summarized in Fig. 12.

In the discussion so far we assessed probabilities to demonstrate what can be
done in decision-making under uncertainty. What is particularly interesting is the
possibility to conduct sensitivity analyses to determine how the results i.e. the risk
expressed in utilities will change if the underlying probabilities change. An example
is shown in Fig. 13 in which P[T] the hazard is varied. For low P[T] no action results
while warning systems are recommended for higher P[T].

P(X1)

.
" P(XlXs) (:/
P (X0, X X) = [ [ PKilm) ) ()

i=1 P(Xz1X1. Xs)

Xi'i Random wvariables in the BN ,/'ﬁ
a3 P(X5]X
K / ( Rl ?)

m;: Parents nodes of X;
©
_ P(XsIxs)

Fig. 10 Bayesian networks are a concise representation of joint probability
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7 Conclusions

Natural threats are characterized by uncertainty regarding temporal occurrence,
spatial extent and many other aspects. Using probabilistic methods to describe the
uncertainties is therefore common. It is then also logical to use methods of decision-
making under uncertainty to assess and manage the threats and their consequences.
Over the years the authors of this paper have developed decision-making approaches
mostly regarding landslides. The keynote presentation and this paper summarize
these approaches, which use decision trees and Bayesian Networks. This paper in
essence provides a succinct guideline on how to use the decision-making approaches.
The keynote presentation will then build on this with applications to practical cases
mostly involving landslides but also other natural threats.
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Probabilistic Seismic Risk Assessment )
of School Buildings L

Ricardo Monteiro

Abstract The inadequate behavior of existing school buildings observed during past
earthquakes in Italy have underlined the need to accurately understand their seismic
performance. In order to do so, different metrics can be adopted to characterize their
seismic response, either more focused on structural aspects or economic variables.
This paper assesses the seismic risk level for three case study school buildings,
representing the main typologies found within the Italian school building stock,
and comments on the eventual need for retrofitting. A probabilistic-based earth-
quake engineering (PBEE) performance assessment is carried out using detailed
numerical models, analyzed under ground motion records of increasing intensity,
to quantify risk-based decision variables, such as expected annual loss and mean
annual frequency of collapse. As an alternative to the detailed PBEE framework, a
simplified seismic risk classification framework, recently applied in Italy, was also
implemented. Different uncertainty parameters are included in the risk estimation
frameworks, with a view also to future large-scale implementation of cost-benefit
analyses. Lastly, one of the school buildings is further analyzed to understand the
impact of the structural modelling uncertainty in the risk estimates and the conse-
quent need for its proper consideration. The results show how the simplified risk
classification framework is, as expected, conservative with respect to the detailed
component-based approach, as well as the need for retrofitting of some of the building
structural systems.

Keywords Risk assessment + Seismic retrofit - Cost-benefit analysis * Loss
estimation - Modelling uncertainty

1 Introduction

Extensive damage and structural collapse observed in Italian school buildings during
past seismic events have pointed out the need for seismic risk mitigation programs.

R. Monteiro ()
University School of Advanced Studies IUSS, Pavia, Italy
e-mail: ricardo.monteiro @iusspavia.it

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2021 15
J. C. Matos et al. (eds.), 18th International Probabilistic Workshop, Lecture Notes
in Civil Engineering 153, https://doi.org/10.1007/978-3-030-73616-3_2


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-73616-3_2&domain=pdf
mailto:ricardo.monteiro@iusspavia.it
https://doi.org/10.1007/978-3-030-73616-3_2

16 R. Monteiro

These should identify the most vulnerable building typologies and reduce the
earthquake-related economic losses and casualties through adequate seismic retrofit
strategies. The collapse of a school in San Giuliano di Puglia during the 2002 Molise
earthquake in Italy, which caused 30 fatalities, is a key example of the seismic vulner-
ability of the Italian existing school building stock [1]. Recent studies have also
pointed out the importance of non-structural elements in achieving adequate seismic
performance levels for an entire building system [2-4]. De Angelis and Pecce [5]
reported the death of a student caused by the collapse of a classroom ceiling on
November 22nd, 2008 at the Darwin High School in Rivoli, Italy and proposed a
simplified methodology to assess the safety of non-structural elements installed in
school buildings. Based on these considerations, the need for a seismic risk iden-
tification scheme for Italian school buildings comprising both structural and non-
structural elements appears evident. Grant et al. [6] developed a risk-management
framework to prioritize rehabilitation interventions for Italian school buildings; once
the more vulnerable structures are identified. Furthermore, the seismic risk classi-
fication guidelines recently introduced in Italy [7] provide a simplified method that
classifies existing buildings before and after strengthening interventions. The use of
these guidelines may result in tax deductions as an incentive to improve the seismic
safety of the existing Italian school building stock, leading to increased awareness
of seismic safety and the importance of adequate seismic retrofit among citizens.

To contribute to this important issue, the European Centre for Training and
Research in Earthquake Engineering (EUCENTRE) conducted “Progetto Scuole”,
a research project aimed at investigating the seismic vulnerability of Italian
school buildings. A comprehensive database was developed for approximately
49,000 school buildings in Italy by Borzi et al. [8]. Data related to structural behavior,
as well as other features concerning school organizations, was collected. From the
database, it was observed that approximately 80% of school buildings in Italy are
made of unreinforced masonry (URM) and reinforced concrete frames with masonry
infill (RC), whereas the remaining 20% are characterized by other typologies, such as
precast structures (PC), steel constructions or mixed assemblies [9]. The knowledge
of the main features of the existing school building stock allowed the identifica-
tion of representative case study school buildings in order to perform detailed loss
estimation studies, to be used in future identification of adequate retrofit strategies.

The well-known performance-based earthquake engineering (PBEE) method-
ology, proposed by Cornell and Krawinkler [3], and subsequently developed by the
Pacific Earthquake Engineering Research Center (PEER) in California as the PEER-
PBEE methodology, is applied in a systematic fashion in this study to perform the
seismic loss assessment [4] of three case study school buildings, representative of
different structural typologies, namely RC frames with masonry infill, URM build-
ings and PC structures. As reported by Taghavi and Miranda [10], the initial mone-
tary investment in non-structural elements for office/schools, hotels, and hospitals
buildings can reach up to 60-90% of the total building value.

In this study, the complete seismic loss assessment of the aforementioned three
case-study school buildings, belonging to the most common typologies of the Italian
existing school building stock, is presented. A detailed inventory of structural and
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Step 1 : Building Survey Structural Layout,
Damageable Inventory

Step 2 : Numerical Modelling
Modal Properties

Step 3 : Hazard Characterisation
Site Hazard Curve, Ground Motion Records

Non-linear Static Analysis Non-linear Time History Analysis
Step 4: Characterizing Structural Response Step 4: Characterising Structural Response
Displacement, Drifts, Internal forces, Base Shear Drifts, Floor Accelerations and Velocities, Collapse

Fragility functions
Step 5 : Verificacion of limit states solicitations
Comparing Structural Results, Decision Making Step 5 : Loss Estimation
Expected Losses versus Intensity

Step 6 : Decision Making

Expected Annual Loss Ratio, Annual Probability of
Collapse

Fig. 1 Steps of the performance assessment, based on the PEER-PBEE methodology [3], applied
to the case study school buildings [9]

non-structural elements was developed during in-situ surveys to enable the imple-
mentation of the component-based seismic loss assessment foreseen by the FEMA
P58 procedure, using more advanced metrics. Figure 1 summarizes the steps that
were followed.

The results of this detailed exercise are then compared with those obtained through
nonlinear static analyses [12] to evaluate the structural performance at different limit
states defined by the Italian National Code (NTC 2018) and to apply the seismic
classification guidelines recently introduced in Italy [7].

2 Case-Study School Buildings

The data collected in the EUCENTRE database of school buildings [8], as well as
the results of previous studies [13, 14], were used to identify the main features of
existing school buildings in Italy and the main sources of structural vulnerability. The
construction period was found to be a preliminary indicator of the seismic vulner-
ability. Table 1 lists the construction typology, number of stories and constructions
periods of the three case-study school buildings extracted from the database and
analyzed in this study. An in-situ building survey was carried out for each building
to gather information and create an inventory of damageable structural and non-
structural elements. From a structural point of view, all the information required
to identify the main deficiencies of the buildings was collected, including also the



18 R. Monteiro

Table 1 General information for case study school buildings, adapted from [9]

Typology Label | No. of storeys | Construction period
Reinforced concrete frame with masonry infill | RC 3 1960s
Unreinforced masonry URM |2 1900s
Precast RC frame PC 2 1980s

possible degradation of structural elements and, for the PC case study school building,
the details on the beam-column connections and on the connections between the
cladding panels and the frame structure.

2.1 Numerical Modelling

Based on the in-situ surveys, advanced non-linear numerical models were developed
to simulate the structural seismic response of the three case study school buildings.
The main features of the numerical models are reported in the next sections.

2.1.1 Reinforced Concrete Case Study School Building

The OpenSees software [15] was used to develop a numerical model of the RC
school building. To account for all possible deficiencies related to RC structures
designed before the 1970s in Italy, the modelling recommendations by O’Reilly
and Sullivan [16] were followed. Beam and column members were modelled as
force-based beam-column elements with a modified Radau plastic hinge integration
scheme, as suggested by Scott and Fenves [17] that provides a lumped plasticity
component. Frame elements included a post-peak strength and stiffness degradation,
while the non-linear behavior of beam-column joints was simulated using zero-
length elements, as illustrated in Fig. 2. The slab was assumed to be rigid based
on its structural configuration. The stair cases were modelled using elastic frame
elements to consider the potential shear failure of the surrounding columns. The
numerical model also included the effect of exterior masonry infill walls. As shown
in Fig. 2, masonry infill walls were represented through an equivalent diagonal strut.

2.1.2 Precast Concrete Case Study School Building

The numerical model of the PC case study school building was also developed in
OpenSees [15]. The structural system comprises precast columns that support precast
beams in the longitudinal direction. The absence of precast beams in the transverse
direction was confirmed from the in-situ survey. The precast columns were modelled
with a lumped plasticity approach following Haselton et al. [18] recommendations.
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Fig. 2 Main features of the numerical model of the RC case study school building, adapted from

[9]

Due to the lack of continuity in the beam-column joints, no moment transfer was
assumed between adjacent beams. For this reason, the beams were modelled as elastic
elements. The slab’s bending stiffness was explicitly modelled to account for the lack
of structural connections and the absence of beams in the transverse direction. A
detailed numerical model was developed to simulate the beam-column connections
through rigid elements to represent the depth of the beam and zero-length elements at
its top and bottom to simulate a gap effect and contact seat, respectively. The cladding
panels were incorporated into the numerical model following the recommendations
by Belleri et al. [19].

2.1.3 Masonry Case Study School Building

The URM case study school building was modelled in TreMuri [20], a specialized
software suitable for the seismic analysis of 3D masonry buildings. The model uses
an equivalent frame approach to simulate the behavior of the building, which takes
into account the two main components in a masonry wall: the piers and the spandrels.
The piers act as the main vertically resisting elements, while the spandrels couple
the response of two adjacent piers. The non-linear macro-element implemented in
TreMuri allows two main failure modes to be simulated: (1) flexural failure, expressed
as rocking and crushing mechanisms; and (2) diagonal cracking and shear sliding
to account for shear failure. The failure of the panels is defined in terms of a drift
limit. If the maximum story drift in a pier is achieved, the element becomes a strut,
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Table 2 Translational elastic mode periods of the numerical models and adopted conditioning

periods
School building | Longitudinal | Transverse mode | Arithmetic mean | Conditioning
mode period period (T1y) (s) period (Tayerage) period (T%*) (s)
(T1x) (s) (s)
RC 0.36 0.61 0.49 0.50
PC 1.10 1.11 1.11 1.00
URM 0.22 0.49 0.36 0.20

meaning that shear and bending capacity are reduced to zero, while the axial load
is still supported. Following NTC 2018 [21], it was considered reasonable to set the
drift limit for shear and bending failure at 0.4% and 0.8%, respectively.

Second-order geometrical P-A effects were taken into account for all the case
study buildings. The inherent damping in the URM school building was defined
through a 5% tangent stiffness proportional Rayleigh damping model, whereas
constant 5% critical damping to all modes of vibration was assumed for the RC
and PC school buildings. Cracked section stiffness was assumed in the numerical
analyses. Table 2 reports the results of the eigenvalue analyses carried out on the
three case study school buildings. The elastic fundamental periods reported in Table
2 were used to characterize, by different conditioning periods, the hazard curves
necessary for the analyses, as described in the next section.

2.2 Seismic Hazard Characterization

Probabilistic seismic hazard analysis (PSHA) was conducted for the city of Cassino,
Italy—the actual location of one of the selected case study school buildings. Adopting
the hazard model proposed by Meletti et al. [22], this location is characterized by a
peak ground acceleration (PGA) of 0.21g for a return period of 475 years. The sets
of ground motion records were chosen to match a conditional spectrum generated
with the REASSESS software tool [23]. A total of 22 pairs of ground motion records
in two horizontal components were taken from the PEER NGA-West 2 database
[24]. Furthermore, the spectral acceleration, Sa(T*) at a conditioning period, T*,
was chosen as the intensity measure (IM) for the hazard curve. The arithmetic mean
of the two computed orthogonal fundamental periods was used to define T*, as
suggested in FEMA P58 [4] and reported in Table 2 for each case study school
building. The hazard curves for each conditioning period T* are shown in Fig. 3.
Moreover, for the structural performance assessment, the uniform hazard spectra
(UHS) were also calculated at different return periods for the selected site. The
following four return periods were considered according to the prescriptions provided
by NTC 2018 [21]: 45,75, 712 and 1463 years, corresponding respectively, to SLO:
operational limit state, SLD: damage limitation limit state, SLV: life safety limit state
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and SLC: collapse prevention limit state, for a building class III with a nominal life
of 75 years, which would correspond to a school building.

2.3 Structural Response

The structural performance of the case study school buildings was assessed through
nonlinear static and dynamic analyses. Figure 4 shows the static pushover curves
of these buildings, expressed in terms of base shear coefficient (ratio between the
base shear capacity and seismic weight of the building) and the building roof drift
(roof displacement/total building height). The performance points corresponding to
the four limit states, also plotted in Fig. 4, were identified according to the following
criteria: SLO as two thirds of the suggested drift for limiting the damage to non-
structural elements specified in NTC 2018 [21]; SLD as the minimum between the
drift at incipient yielding in a structural element and the recommended drift limit
[16]; SLV as the drift at maximum lateral capacity; and SLC as the drift after reaching
a drop of 20% of SLV lateral capacity.

The SLD drift limits are described as 0.5% for a building with rigid partitions
(adopted for the RC and PC school buildings), and 0.2% for unreinforced-masonry
structures (adopted for the URM school building). Due to the type of failure mecha-
nism observed in the URM case study school building, the SLV and SLC limit states
for this typology were assumed to be achieved when the building reached a drift of
0.4% and 0.6%, respectively. These values, suggested by Morandi et al. [25], are
conservative for describing the incremental damage undergone by URM structures
when shear is the dominant failure mode. For the bare RC building, the SLV and SLC
limit states were determined based on the capacity of the bare RC frame structure,
following the recommendations established by NTC 2018 [21] and Eurocode [26].
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Fig.4 Static pushover curves for the case study school buildings, where the base shear is normalized
by the total building weight and the point at which each of the limit states are exceeded is marked

The lateral capacity of this assembly in both directions is significantly different if
the masonry infills are considered or not (i.e. BARE in Fig. 4a), while for the PC
case study school building the lateral capacities in the two directions are similar. The
PC case study school building shows the highest displacement capacity, while the
URM case study school building is characterized by the lowest lateral strength and
deformation capacities.

In order to evaluate the structural performance of the case study school build-
ings, the N2 method [27] was implemented, considering the structural requirements
of NTC 2018 [21]. The serviceability limit states (SLO and SLD) were assessed
according to the drift limits proposed by NTC 2018; this verification is illustrated
in Fig. 5a. On the other hand, the requirements for the ultimate limit states (SLV
and SLC) imply maintaining the vertical stability and the development of a ductile
mechanism, which avoids soft story or weak-story failure and promotes the strength
hierarchy criteria presented by Tasligedik et al. [28].

Figure 5 illustrates the distributions of maximum story drifts along the building
height for each return period considered. The RC case study school building is the
only structure meeting the drift criteria at the serviceability limit states, while the
PC and URM case study school buildings largely exceed the drift limits, being more
detrimental in the case of the PC structure. In terms of the ultimate limit states, the
RC and PC case study school buildings exhibit drift concentrations, which can be
related to the lack of lateral story strength and/or stiffness. No results are shown in
Fig. 5 for the URM case study school building at these ultimate limit states since its
pushover curve does not intersect with the life safety demand intensity, meaning that
it is expected that it would have collapsed already. These results highlight the very
high seismic vulnerability of this building.

The local response of the structural elements was also investigated with a view to
identify, in subsequent studies, the best retrofit strategies for the case study school
buildings. The performance assessment illustrated in Fig. 5 evaluates the main code
requirements [21], demonstrating that in many cases the buildings are not meeting
the requisites for diverse limits states. Consequently, retrofit interventions will need
to be considered to satisfy the code provisions.
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Nonlinear response history analyses (NRHA) were then conducted following
the multiple-stripe analysis (MSA) methodology, using the ground motion records
described in Sect. 2.2. Figure 6 illustrates the response of the different case study
school buildings in terms of median value of the maximum peak story drifts (PSD)
and peak floor accelerations (PFA), along the building height, in both principal direc-
tions. The drift demands for the RC and PC case study school buildings are larger
than that of the URM case study school building. This highlights the flexibility of
these buildings when compared to the URM structure, which is stiffer. The RC case
study school building is both stiffer and stronger than the PC case study school
building due to the presence of the masonry infills. This can also be verified through
the translational mode periods listed in Table 2 and the drift profiles plotted in Fig. 5.

The results of the NRHA were used to construct the collapse fragility function for
each building, considering uncertainty due to record-to-record variability through
the use of ground motion sets and amplifying it to account for modelling uncertainty.
The number of collapses at each intensity level was expressed as a fraction of the
total number of records and then used to compute the probability of collapse. These
collapse probability data points were then fitted with a lognormal distribution through
the maximum likelihood method outlined by Baker [29]. This method is described by
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drift demands exceed the maximum drift capacity.

Fig. 5 Maximum storey drifts in case study school buildings at different limits state intensities
specified in NTC 2018 [21]
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a median collapse intensity, 6, and a logarithmic standard deviation, fr associated
with the record-to-record variability as presented in Fig. 7. The numerical values
for 6 and Br associated with these collapse fragility functions are listed in Table
3 along with the collapse margin ratios (CMRs), defined as the ratio between the
median collapse intensity and the intensity at the collapse prevention limit state
(spectral intensity at Tk = 1463 years listed in Table 3). These results along with
other sources of uncertainties (Byy and Pr) will be discussed in the next section. For
the RC school building, collapse was assumed to have occurred when the story drift
exceeded 5% at any level of the building in either direction. The same drift limit was
assumed to define the probability of collapse for the PC case study school building,
considering that reaching 5% drift involves excessive columns’ plastic hinge rotations
and unseating of the beams from the column corbels. For the URM case study school
building, collapse was evaluated in terms of failure of the pier elements due to shear
or flexure mechanisms. The maximum drift limit assumed for reaching collapse was
taken as 0.5%, as defined in the NTC 2018 [21].
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Fig. 7 Collapse fragility functions for the case study school buildings

3 Detailed Component-Based Loss Estimation
and Collapse Performance

A loss estimation assessment was carried out for each case-study school building.
The total expected losses at different intensity levels E[LtIIM] were determined.
The epistemic uncertainty, Bmy, was introduced in the assessment to consider the
modelling uncertainties, whereas the aleatory uncertainty, Bgr, was associated with
the record-to-record variability. These values are presented in Table 3. The epistemic
uncertainty was adopted from FEMA P58 guidelines [4] according to each building
typology. The total dispersion Bt was obtained as the square root sum of the squares
(SRSS) of Byy and Br. The loss calculation was performed in the software PACT
[30] for 11 return periods resulting in 200 realizations. Figure 8a illustrates the
vulnerability curve describing the loss ratio associated with each return period. The
expected losses reach the replacement cost at a different return period for each school
building. For the URM school building, the expected losses equal the replacement
cost (i.e. expected loss ratio = 1) near the 475-year return period. For the RC and
PC case study school buildings, the expected loss ratio reaches a value equal to unity
near the 2475-year return period.

The collapse performance of each case study school building was assessed
according to FEMA P695 by verifying that the probability of collapse under

Table3 Median collapse intensities, 6, dispersion due to record-to-record variability, Pr, dispersion
due to model uncertainty, fpmu, total dispersion, B, median collapse intensity at collapse prevention
limit stated, S, at TrR = 1463 years and collapse margin ration, CMR, for each case study school
building

School Median IM, | Dispersion, | Dispersion, |Dispersion, |SaatTgr = |Collapse

building | 6 (g) BrR Bmu Br 1463 years | margin ratio
(CMR)

RC 1.91 0.28 0.15 0.32 1.02 1.87

PC 1.01 0.27 0.35 0.44 0.50 2.01

URM 0.63 0.24 0.20 0.31 1.10 0.57
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maximum considerable earthquake (MCE) ground motions (P[CIMCE] is less than
10%. The return period associated with the MCE intensity level was defined
according to NTC 2018 and is equal to 1463 years. The CMR values, presented
in Table 3, are very similar for the RC and PC school buildings (approximately 2.0)
meaning that these buildings present a considerable safety margin against collapse.
On the other hand, the CMR for the URM school building is lower than unity, high-
lighting once again the building’s vulnerability to collapse (i.e. P[CIMCE] > 50%).
Another approach to assess the collapse performance is to integrate the collapse
fragility curve over the entire hazard curve to obtain the mean annual frequency of
collapse (MAFC), which is presented in Fig. 8b for each school building. DolSek
et al. [31] reviewed typical acceptable MAFC limits obtained from various studies
available in the literature and noted that this limit is in the range of 107> to 1074,
which are represented by the red dotted horizontal lines in Fig. 8b. It is clear that
the performance of the URM case study school buildings is unacceptable. Further-
more, even if not as prominently, the RC and PC case study school buildings also
fail to meet the acceptable MAFC limits as well. Based on these considerations, the
seismic performance of the case-study school buildings should be improved through
appropriate structural retrofit interventions to meet code requirements and evaluate
their influence on the collapse performance.

The obtained EALSs, computed using Eq. (1), are listed in Table 4 for each school
building along with the assumed replacement cost of the building (RepC). The URM
case study school building is the most vulnerable in terms of EAL, followed by
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Fig. 8 Loss estimation of case study school buildings, a expected annual loss vs return period and
b mean annual frequency of collapse (range of acceptable MAFC limits indicated by horizontal
dotted red lines)

Table 4 Expected annual o
hool buil EAL R
loss ratios, EAL, and total School building (%) epC (€)
replacement cost, RepC, for RC 0.27 3,929,937
each case study building. PC 0.27 4212,616
URM 0.43 2,075,892
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the RC and PC case study school buildings. The EALSs reported in this study are in
line with other results available in the literature. For example, Cardone and Perrone
[49] examined the performance of an existing RC frame building with masonry infill
located in L’ Aquila and reported EAL values between 0.75% and 1.07%. Considering
that L’ Aquila is characterized by a much higher seismicity with respect to the Cassino
site considered herein, the findings of Cardone and Perrone [32] are in line with the
EAL value reported in this study. A similar range was also highlighted in Perrone
et al. [33] for infilled RC frames located Italy. Similarly, Sousa and Monteiro [34]
have analyzed pre-1970 RC frames with masonry infills in different Italian locations
characterized by low to high seismicity, and obtained EAL ranging from 0.2 to
0.5%; hence, again, in agreement with the results presented here. Ottonelli et al.
[35] examined two case study URM buildings located in L’ Aquila and reported EAL
values between 0.55 and 0.68%, which again align reasonably well with the findings
herein, considering the relative differences in seismicity. Lastly, Cornali et al. [36]
examined existing PC frame buildings in Italy and reported EAL ratio between 0.51
and 0.71%, which again are in line with the results obtained in this study.

dn
EAL = [ E[Lr|IM]|— |dIM 1
/ [Lr| ]‘dIM (D

4 Simplified Assessment Through Risk Classification
Framework

A document of particular relevance to the case study school buildings considered
herein is the recent Italian seismic risk classification guidelines detailed in Decreto
Ministeriale (D.M.) 58/2017 [7]. These guidelines aim to incorporate some of the
more recent advancements in the field of seismic risk assessment into a procedure
that is both straightforward to implement and integrates well with existing codes in
Italy. The guidelines focus on two specific aspects regarding buildings; life safety and
expected annual loss, and provide a classification system with which practitioners
can assess the current status of buildings and demonstrate improvements in seismic
performance via different retrofitting measures. The procedure is illustrated in Fig. 9
and shows how only a pushover analysis is required to identify the different limit
states described in Italian national code [21] for each building typology. These four
limit states are outlined qualitatively in NTC 2008 as: ‘Operational’ (SLO); ‘Damage
Control’ (SLD); ‘Life Safety’; and ‘Collapse Prevention’ (SLC).

By identifying these four limit states for a case study building and converting it
to an equivalent single degree-of-freedom (SDOF) system, as shown in Fig. 9b, c,
the intensity required to develop each of these is identified in Fig. 9d. This inten-
sity is defined in terms of the peak ground acceleration (PGA) of the code-defined
acceleration spectrum. With this intensity, the mean annual frequency of exceedance
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Fig. 9 Illustration of various steps within the Italian seismic risk classification scheme described
in [7]

(MAFE) is determined from a hazard model fitted to the available seismic hazard
information since this information is typically available in discrete values of return
period, as shown in Fig. 9e. Once the MAFE for each of the limit states are estab-
lished, these are then integrated with prescribed values of expected loss ratio for
each limit state outlined in D.M. 58/2017 to compute the EAL as the area under
the loss curve illustrated in Fig. 9f. This approach is quite simple as it requires the
analyst to conduct just a pushover analysis and eliminates the need for many of the
steps involved in the PEER-PBEE loss estimation methodology discussed in Sect. 3.
The end result of the guidelines is that an EAL is computed and classified within a
letter. In addition to the EAL-based score that classifies the seismic performance in
terms of economic loss, another score is attributed based on the structural safety of
the building. This is determined based on the ratio of the PGA required to develop
the SLV limit state (PGASLV in Fig. 9d) to the PGA demand that structures are
designed for at the same limit state. For example, a regular structure with a design
life of 50 years would have a design return period of 475 years (10% probability of
exceedance in 50 years), whereas school buildings would be designed for a return
period of 712 years (10% probability of exceedance in 75 years).

Using the demand to capacity ratio computed as function of the PGA at the SLV
limit state, termed IS-V, another letter-based rank is attributed to the building and
the overall ranking is determined as the more critical of the EAL-based and life
safety-based ranks, which are listed in Table 5.

It was also deemed reasonable to assume that the selected school buildings may
exist in any location throughout Italy hence an additional site, characterized by
medium-low seismic hazard intensity level (medium-low and medium-high), corre-
sponding to the city of Ancona was selected and the PSHA performed. The first site
(Ancona) is characterized by a PGA on stiff soil equal to 0.16g for a 10% probability
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Table 5 Seismic performance classification ranking system as a function of EAL and IS-V
prescribed in [7]

EAL classification Life safety index Classification ranking

range classification range

EAL < 0.5% 1.00 <IS-V A+ =

0.5% <EAL<1.0% |080<IS-V<1.00 |A ;

1.0% <EAL<15% |0.60<IS-V<0.80 |B -

1.5% <EAL<2.5% |045<IS-V<0.60 |C

25% <EAL<35% |030<IS-V<045 |D >

3.5% <EAL<45% |0.15<IS-V<030 |E (=

4.5% <EAL<7.0% |IS-V<0.15 F =
7.0% < EAL G

of exceedance in 50 years (or 475 years return period), while the corresponding PGA
value for the second site (Cassino) is 0.21g.

Following the simplified procedure outlined in D.M. 58/2017 and utilizing the
relevant analysis methods from NTC 2008, this simplified method was also applied
to the three case study school buildings at both site locations to establish their seismic
performance within these classification guidelines. Their performances were also
compared with those computed following the rigorous approach outlined in Sect. 3.
Each of the building models detailed in Sect. 2 was analyzed using static pushover
analyses, their limit states identified and their equivalent SDOF systems determined.
This was performed for the two principal directions of each school building and the
PGA to exceed each limit state in either direction of the school building was deter-
mined, with the lesser of the two PGAs being adopted for final evaluation. The MAFE
for each limit state were then determined, the EAL computed and the final values are
reported in Table 6. In addition, the life safety index (IS-V) was also computed as the
ratio of the PGAgy determined in Fig. 9d and the PGA corresponding to a design
return period of 712 years for school buildings. The scoring for both of these criteria
was determined and the resulting overall seismic classification of the buildings is
listed in Table 6.

By comparing the values presented in Table 6 first, it is clear that the life safety
index is the governing criteria that determines the overall seismic classification in all
but one case, with the URM buildings being observed to be particularly vulnerable
when examining the IS-V indices. This is somewhat consistent with the previous
findings presented in Sect. 3, where the collapse performance was seen to be critical
for the URM buildings. The guidelines note that for a new structure designed using
NTC 2008, the IS-V score ought to be greater than or equal to unity.

Comparing the EAL values reported in Table 6 with those computed using the
rigorous approach, some discrepancy can be seen in the results plotted in Fig. 10.
The overall magnitude of the EAL values computed using the simplified method is
much higher than those computed in Sect. 3. While the overall magnitude of the EAL
computed using the two methods differs, the overall trend and relative differences
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Table 6 EAL and IS-V values computed using D.M. 58/2017 guidelines.

Site location High seismicity Medium seismicity
Building RC URM |PC RC URM | PC
typology
EAL 0.84% 1.01% |0.60% |0.60% 0.68% | 0.48%
EAL A B A A A A+
classification
IS-vV 0.60 0.50 0.90 0.79 0.67 1.20
IS-v C C A B B A+
classification
Overall C C A B B A+
classification

Fig. 10 Comparison of the 1.2 T

EAL ratios from detailed N 1121 Scisticity (PACT)

I Medium Seismicity (PACT)
analysis and those estimated 1| M High Seismicity (Simplified)
I Medium Seismicity (Simplified)

from simplified analysis

Expected Annual Loss Ratio [%]

RC URM PC

between the different typologies and site locations remain the same. This suggests
that, while the results obtained using the simplified method may not align closely with
the values obtained from detailed analyses, the relative quantities remain similar and
may still be used as a method with which to demonstrate an improvement in seismic
performance. Nevertheless, even if conservative with respect to detailed analysis,
the simplified seismic classification guidelines introduce more advanced means of
quantifying seismic performance and offer a metric with which the overall seismic
resilience of communities can be increased in addition to providing a motivation for
stakeholders to upgrade the seismic performance of their buildings.

5 Impact of Modelling Uncertainty in Risk Estimations

The masonry-infilled school building is now considered to further scrutinize its
seismic risk, given the variability typically observed in some of the required
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modelling parameters. The seismic assessment of existing masonry-infilled rein-
forced concrete (RC) buildings is a highly relevant issue in Italy and other Mediter-
ranean countries, particularly in regions where a large part of the built environment
was not designed according to modern seismic codes. In the past, masonry infills
were generally considered as non-structural elements and were not accounted for
in the design process. However, the results of experimental tests and past earth-
quake evidence demonstrated the influence of masonry infills on the global and local
behavior of RC buildings. Furthermore, the acknowledgment of different construc-
tion practices points out the significant variability affecting the masonry infills in
terms of material properties, thickness, presence of openings and manufacturing
techniques. While the previous sections have considered the masonry-infilled school
building with constant infill properties, this section accounts for the uncertainty
related to the variability in the mechanical properties and the modelling of masonry
infills and its impact on the corresponding risk estimates. Statistical data and results of
experimental tests were used to identify the main masonry infill typologies adopted in
the Italian context. Five different infill types are defined according to, amongst other
parameters, their strength and the detailed and simplified risk analysis of the infilled
RC building are repeated for each of them to understand the potential differences.

5.1 Masonry Infill Classification

As mentioned earlier, despite the high-level of uncertainty surrounding the masonry
infill properties, constant mechanical and geometrical properties of the masonry
infills are typically assumed in risk assessment studies both at single-building and
regional scale. To the authors best knowledge, the results of in-situ tests on masonry
infills are not available. The results of experimental studies [12], also reported in
recent databases dealing with the definition of the mechanical properties of masonry
infills [4], are taken into account to define the variability in the masonry infills’
characterization, which is related to many parameters, such as the maximum shear
strength of the panel, the stiffness of the panel, the relative stiffness between the
panel and the surrounding frame, the vertical/horizontal compressive strength of the
masonry, vertical/horizontal modulus of elasticity and thickness of the masonry. In
this study, it was decided to proceed with a macro-level distinction of the infills
in terms of shear strength. According to the results available in the literature [15],
this parameter is one of the most important affecting the lateral capacity of RC
frames and could also lead to local shear failure (e.g. shear failure of columns that
were built without particular construction details). Five masonry infill typologies,
from weak to strong, classified according to the shear capacity, were thus selected
as representative of the existing masonry infill typologies used in RC residential
buildings built in 1970-1980 in Italy. The results of three quasi-static cyclic tests
[12] were used to evaluate the properties of the infill panels. The first three typologies
were selected according to the classification proposed by Hak et al. [16]. These three
typologies are referred to as infill type 1, type 2 and type 3. Infill type 1 is a weak
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masonry infill that was investigated in [12], in which the clay blocks and mortar
were selected according to the building practice of the European earthquake-prone
countries. This is a single leaf infill, constructed of horizontally hollowed brick with
a 1.0cm thick plaster on each external side and thickness of 8.0cm. Infill type 2
is made up of double leaves, each constructed of horizontally hollowed bricks and
12.0cm of thickness, covered with a 1.0cm thick external plaster and divided by
a cavity of 5.0cm; infill type 3 is a single leaf constructed by vertically hollowed
bricks and 30.0cm thick. The other two masonry infills, termed type 4 and 5, were
selected from the experimental tests provided in [13], respectively. Infill type 4 [13]
is an ordinary single-leaf masonry infill of 35cm thickness, made up of vertically
hollowed lightweight tongue and groove clay block units, while infill type 5 [14] is
a traditional single-leaf masonry infill of 15 cm thickness, consisting of vertically
hollowed clay block units. Considering the high variability in the selected infill
typologies, it is believed that, even if some typologies that can be found in existing
buildings are not represented, due for example to the variation in the thickness of the
panels, the combination of five different masonry infill typologies is representative
(Table 7).

5.2 Detailed and Simplified Risk Analysis Using Different
Masonry Infill Types

The masonry-infilled RC school building was analyzed according to the methodolo-
gies described and applied in Sects. 3 and 4, assuming the five different masonry
infill types outlined in Table 6. The results of the detailed component-based PEER
approach are illustrated in Fig. 11.

It can be seen how important variations in the estimated expected annual losses
occur when considering separately the drift-sensitive and acceleration-sensitive
components, with variations of nearly 50%. This is somehow an expected outcome,
given the growing stiffness given by the increase in the masonry infill strength (from
Typel to Type5). On the other hand, when combining the two types of elements,
for this particular building and its component inventory, the differences somehow
counterbalance and the total expected annual loss presents a more modest variation,
in the order of 5-10%. Although this observation may seem reassuring with respect
to the low impact of not carrying out an accurate characterization and modelling of
the masonry infill properties, this can be the case for this particular building, in which
the proportion of drift-sensitive and acceleration-sensitive elements is balanced. In
other buildings (e.g. residential, industrial, hospitals, etc.) the observations might
differ significantly and further research is necessary. Moreover, it is important to
note that the fragility functions of the masonry infill panels themselves were kept
constant throughout the five typologies, given that no specific studies were available
to assign distinct fragility models. The differences in the estimated losses come,
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Fig. 11 Dirift-sensitive, acceleration-sensitive and total expected annual losses, as a function of the
masonry infill typology

therefore, solely from the reduced structural demand, caused by an increase in the
strength of the infill panels.

Furthermore, Fig. 12 illustrates the obtained simplified variability metrics (mean
and standard deviation) in the loss ratio (percentage of the replacement cost of the
building) given by the variability in the masonry infill typology. The results are
presented for the drift-sensitive components only (the ones with highest variation) and
the total losses (drift-sensitive and acceleration-sensitive put together). The results
highlight the larger dispersion around the mean loss ratios for higher return periods.
Given that higher return periods have much lower probability of occurrence, the
impact on the expected annual losses is less pronounced, as discussed in the previous
paragraph.

For what concerns the simplified SISMABONUS approach, the estimated seismic
risk classes when foreseeing the different types of masonry infill are outlined in Table
8. It can be seen that, contrarily to what was observed for the detailed component-
based approach, according to the simplified SISMABONUS framework currently
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approach, as a function of 1 Weak C
infill type 2 Weak-Medium C

3 Medium-Strong C

4 Medium-Strong C

5 Strong B

implemented in Italy, the uncertainty surrounding the modelling of the masonry
infills leads to a different risk class only when the strong masonry infill type is used.
Such difference corresponds to an increase in the performance of one risk class. This
outcome is very likely due to the simplified, conservative nature of the procedure,
which relies only on the capacity curve of the building, which, after the collapse of
the infills, becomes very similar for all the infill typologies, unless significant damage
has been induced to the RC frames, for the case of the stronger infills. It is also worth
noting how the risk class is nevertheless low (essentially C), which clearly indicates
a need for retrofitting of the building.

6 Conclusions

The seismic risk of existing Italian school buildings of three different typologies has
been analyzed and presented in this paper. A detailed seismic loss assessment frame-
work, following the developments by the Pacific Earthquake Engineering Research
Center on performance-based earthquake engineering, and the recent simplified
Italian guidelines developed for seismic risk classification of existing buildings were
both applied, as detailed and simplified approaches respectively, to the three school
buildings in Italy to identify the most vulnerable structural typologies. The school
buildings were selected from an Italian school database developed within the “Pro-
getto Scuole” as well as during previous research projects made in collaboration with
the Italian Department of Civil Protection. Each building had a different construction
typology: 1) Unreinforced Masonry (URM), Reinforced Concrete (RC) and Precast
(PC). Detailed in-situ surveys were performed to gather the information required
for the numerical modelling as well as for the loss estimation assessment. Two sites
characterized by different seismic hazard levels were initially selected to compare
the results of the detailed analyses with those of the simplified methodology. The RC
school building was then further analyzed under the consideration of five different
masonry infill typologies, to understand the impact of the uncertainty modelling of
this component type on the estimated losses.

The results highlighted the seismic vulnerability of existing school buildings in
Italy both in terms of collapse capacity and expected annual loss (EAL). The URM
was identified as the most vulnerable structural typology and the damage to non-
structural elements tends to dominate the EAL for all analyzed school typologies,
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in particular at more frequent return periods of the seismic intensity. Comparing the
findings of the detailed loss assessment with those of the recent seismic risk classifi-
cation guidelines, introduced in Italy in 2017, a similar trend in terms of identification
of more vulnerable typologies was observed. However, due to the simplified nature
of the guidelines, the overall magnitude of the EAL was significantly overestimated
with respect to the EAL evaluated using the detailed approach. Nevertheless, this
simplified methodology is recognized as a useful tool to the future investigation of
the seismic risk of school buildings at regional scale. A lower, but always consider-
able, seismic risk has been observed for RC school buildings, while the lowest seismic
risk has been observed for PC school buildings. Finally, the additional analysis of the
RC building showed that the uncertainty on the infill characterization has a relevant
impact on both drift-sensitive and acceleration-sensitive components, although, when
combined, the overall expected annual losses present lower variability with respect
to the infill strength. Further research is required, through the extension to additional
buildings, with different configurations and component inventories, to check these
specific conclusions.

The results of this case-study application are considered particularly useful to
governmental decision makers who would need to decide and justify the distribution
of limited financial resources that aim to reduce the overall seismic risk of the Italian
school building stock and the analysis framework can be easily reproduced and
adapted to any context.
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Towards Climate Change Adaptation m
of Existing and New Deteriorating i
Infrastructure

Emilio Bastidas-Arteaga

Abstract Infrastructure assets are essential components to the economical devel-
opment of modern societies. They are designed to ensure target levels of service-
ability and safety on the basis on past experiences and current knowledge on design,
construction and maintenance practices. However, changes in climate could modify
the lifetime performance of infrastructure by increasing or decreasing failure risks.
Therefore, a rational and scientific approach is necessary to deal with the adaptation
of existing and new deteriorating infrastructure in a comprehensive way. This keynote
paper provides an overview of recent works on this area including: (1) assessment
of climate change effects, (2) adaptation to new environmental conditions for future
climate change scenarios and (3) decision-making under a changing climate. Several
examples for different kind of deteriorating infrastructure assets are also presented
and discussed in this paper.

Keywords Climate change -+ Adaptation - Infrastructure - Reliability

1 Introduction

Infrastructure assets are a key component for the development of modern societies.
These assets are designed to provide specific services and are subjected to environ-
mental or operational actions that could affect their serviceability and safety [1].
Among the environmental ones, deterioration processes (corrosion, fatigue, etc.) or
extreme events (hurricanes, floods, winds, etc.) are examples of actions that decrease
the infrastructure performance gradually or suddenly and could in some cases lead
to structural failure.

Design and operation of infrastructure assets is mainly based on the past expe-
riences and knowledge at the design time. Probabilistic approaches are generally
directly or indirectly included in the design stage to account for uncertainties related,
among others, with environmental actions. Nevertheless, studies on climate change
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announce variations (increase, decrease, frequency, intensity, etc. [2]) of the patterns
of current weather that are not included in the design stage but that could affect the
infrastructure performance. Therefore, a rational and scientific approach is neces-
sary to deal with the adaptation of existing and new deterioration infrastructure in a
comprehensive way [3].

Adaptation of infrastructure to new environmental conditions is not an easy
decision-making task because hard policy choices are needed in the present to deal
with consequences in the mid- (20—40 years) or long-term (more than 70 years). The
choices should take into account current needs and uncertain and complex future
risks under a changing climate. Within this context, this paper provides an overview
of recent research works dealing with the topics of: (1) assessment of climate change
effects (Sect. 2), (2) adaptation to climate change (Sect. 3), and (3) decision-making
under a changing climate. Applications to various study cases including power
distribution systems, bridges subjected to scour, and corroded reinforced concrete
structures are also included in the paper.

2 Effects of Climate Change on Infrastructure

Climate change could affect serviceability and safety of infrastructure assets by three
ways: (1) changes (increase/decrease) in the intensity and frequency of extreme
events; (2) changes in the kinetics of deterioration rates; and (3) a combination of
effects on extreme events and progressive deterioration.

The current patterns of extreme events that affect the structural integrity could be
affected by climate change. For example, Iman [4] evaluated the effects of climate
change on bridges subjected to scour. The development of scour holes, that could
induce the bridge failure, is widely influenced by the river flow magnitude. This
latter is affected, in turn, by modifications on precipitation patterns that could be
affected by climate change. Figure 1 presents some projected changes in seasonal
streamflow in various European rivers. It is observed in this figure that future climate
conditions could increase or decrease the normalised discharge depending on the
location. For some rivers (e.g. Loire, Danube, etc.) there would be future peak values
of normalised discharges that will increase bridge scour risks. For other places, the
change is not significant or there is a reduction of the normalised discharge that could
reduce scour damage. These findings highlight that a comprehensive management
of structures subjected to new environmental conditions affected by climate change
should account for these local effects.

Climate change is also affecting the long-term performance of deteriorating infras-
tructure [5—11]. For example, Merschman et al. [5] studied the effect of variations of
temperature and precipitations on the durability of timber poles for power distribu-
tion systems subjected to decay. In Fig. 2 are given the mean timber decay for timber
poles placed in Miami and New York City and subjected to various climate change
scenarios (RCP4.5 and RCP8.5). It is observed in this figure that without consid-
ering climate change, the local weather of each location provides a different timber
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decay evolutions where the hotter and rainy weather in Miami increases the decay
rate. It is also observed that higher decay rates are expected for the most pessimist
scenario (RCP8.5) that announces higher temperature and precipitation by the end of
this century. Thus, the lifetime assessment of ageing infrastructures should consider
several (optimistic or pessimistic) climate change scenarios to give a wide overview
of their potential effects that facilitate the formulation of robust design/maintenance
solutions.

Merschman et al. [5] also considered the combination of progressive deterioration
(timber decay) and extreme events (cyclones) on the assessment of climate change of
timber poles. Cyclone’s intensity and frequency could be affected by climate change;
however, nowadays it is still very challenging to assess the extent of these changes for
a particular location. Therefore, the probabilistic approach proposed by Merschman
et al. [5] is useful to account for the uncertainties on these future predictions and
allows to estimate the probability of failure when considering failure induced by
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Fig. 3 Failure probability for timber poles located in New York City. Adapted from [5]

progressive decay and cyclones. In Fig. 3 are presented these failure probabilities for
timber poles located on New York City by considering two climate change scenarios
(RCP4.5 and RCP8.5) and two failure conditions: (1) decay and cyclones with inten-
sity increase by climate change, and (2) decay and cyclones without intensity increase
by climate change). In all cases, it is observed that climate change increases failure
probability with the maximum values for the most pessimistic scenario RCP8.5. It
is also noted that the changes of cyclones intensity due to climate change increase
significantly the failure probability. Therefore, the consideration of the combined
action of extreme events and progressive deterioration was crucial in this example to
provide a more realistic assessment of the effects of climate change on the probability
of failure of a timber pole.

3 Climate Adaptation

Adapting existing and new infrastructure assets to future uncertain environmental
conditions is a challenging problem of decision-making under uncertainty. Towards
this aim, Bastidas-Arteaga and Stewart [3] proposed a framework to estimate the
cost-effectiveness of adaptation strategies that combines: (1) models able to estimate
the effects of climate change, (2) stochastic approaches to account for the sources of
uncertainty in the problem, (3) cost-benefit analysis to assess the cost-effectiveness
of adaptation strategy under a given climate change scenario, (4) climate change
predictions for a particular zone, and (5) the characteristics of the studied infras-
tructure that depend on the construction year, standards at the construction time,
etc.
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One of the key points in this framework is the evaluation of costs-effectiveness
of adaptation strategies. Cost-benefit analysis in a probabilistic context could be
applied to determine the benefit-to-cost ratio and probability of cost-effectiveness
for adaptation strategies applied to both new and existing structures [12, 13]. The
‘benefit’ of an adaptation measure is the reduction in damages associated with the
adaptation strategy, and the ‘cost’ is the cost of the adaptation strategy. The benefit-
to-cost ratio BCR(7';) over the service life period T’ is:

Eq.gau(T}) AR(T})
E.(T})

Eq_Bau(Ty) — Eq. adapt(T7)
Eq_au(T?)

BCR(T)) = . AR(T)) = (D

where E,(T;) is the adaptation cost, Eqpau(7;) and Eqg.agap(T;) are the cumula-
tive expected damage cost (economic risk) for no adaptation measures (business as
usual BAU, or existing practice) and considering adaptation measures, respectively;
AR(T,) represents the proportional reduction in expected costs due to an adapta-
tion measure. Ey(T,), Eq.gau(T), Ed-adapt(T;) and AR(T;) may be computed from
comprehensive models that take into account the effects of climate change [12, 13].

An adaptation strategy is cost-effective if the benefit-to-cost ratio is larger than
one — i.e., BCR(T,) > 1. In addition, if probabilistic tools are used to propagate
uncertainties in the cost-benefit analysis, it is possible to estimate the mean value of
BCR(T;) > 1, as well as the probability that an adaptation measure be cost-effective,
Pr(BCR(T;)) > 1. These indicators are very useful to estimate the risk of adaptation
investments under several climate change scenarios.

3.1 Adaptation of Existing Reinforced Concrete
Infrastructure Subjected to Chloride-Induced Corrosion

Bastidas-Arteaga and Stewart [13] evaluated the cost-effectiveness of adaptation
strategies for existing reinforced concrete structures located in Saint-Nazaire (France)
under a splash and tidal exposure and designed according to different design stan-
dards. Table 1 presents the mean BCR for slabs built in different years under RCP4.5
and RCP8.5 future concentration scenarios. The adaptation strategies consisted on
increasing the design concrete cover (c,) by Ac, = Smm or Ac, = 10mm for repairs
carried out after the adaptation time 7, = 2020. The adaptation time is the year

Table 1 Mean BCR(T) for slabs built in different years and 7, = 2020

Construction | Design concrete | RCP4.5 RCP8.5

year cover (¢g) (mm) Acg =5mm | Ac, = 10mm | Ac, = S5mm | Ac, = 10mm
1970 40 0.8 0.7 0.8 0.7

1990 50 3.8 3.4 3.9 3.6

2010 55 4.6 43 4.7 45
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after which repairs account for the extra concrete cover Ac,. The service life period
considered is 7, = 100 years.

The values of BCR(T';) provided in Table 1 show that this indicator is less than one
(1.0) for older structures and greater than one for recent structures, i.e. built in 1990
and 2010. A BCR(T),) less than 1.0 implies that the adaptation measure is not cost-
effective for old structures, built in 1970. Recent standards recommend larger design
concrete covers and are therefore more cost-effective during the service life period.
The increase of BCR(T,) for recent structures is due, on the one hand, to the larger
concrete cover recommended by the standards (Table 1) and/or considered by the
adaptation measures. This means that a larger concrete cover is cost-effective for this
splash and tidal exposure in Saint-Nazaire. On the other hand, larger BCR(T';) values
are also related to the increase of climate change effects on chloride ingress rates that
justify the implementation of adaptation measures. Table 1 also shows that higher
values of the mean BCR(T,) are expected for the RCP8.5 scenario that imply more
severe changes with respect to the actual climate (Fig. 4). The differences between
the BCR(T';) for both scenarios are slightly larger for recent structures because they
will be exposed to larger climate variations that are more pronounced after 2050 for
the RCP8.5 scenario (e.g., Fig. 4). These climate variations will accelerate chloride
ingress, so the cost-effectiveness of adaptation strategies will also increase. In all
cases, increasing cover by 10 mm is less cost-effective than a 5 mm increase in cover.
Even if the risk reduction, AR(T,), should be higher for Ac, = 10 mm, the costs
associated to this adaptation strategy are larger and thus reduce the mean BCR(T).

The effect of the time of adaptation on the mean BCR(7;) and the probability
that BCR(T;) exceeds unity (Pr(BCR(T;) > 1)) for slabs, concrete cover increase
Ac, = 5 mm and the RCP4.5 scenario is shown in Table 2. Note that the closer
the adaptation year is to the end of the service life period, the lower the mean BCR
and Pr(BCR(T;) > 1) are. Of interest is that Pr(BCR > 1) only reaches a value of
59% when the mean BCR exceeds 4. This illustrates the high variability of damage
risks caused by uncertainties of climate change projections, and variability of design
parameters and deterioration processes.

Fig. 4 Yearly temperature | A A —
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o 164 ’
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Table 2 Mean BCR and Pr(BCR > 1) (within brackets) for slabs for various ¢,, RCP 4.5 scenario
and Ac, =5 mm

Construction year Adaptation year (t,)

2020 2040 2060 2080
1970 0.8 (6.1%) 0.05 (0.2%) 0 (0.0%) -
1990 3.6 (43.5%) 1.4 (10.2%) 0.2 (0.7%) 0 (0.0%)
2010 4.6 (59.0%) 3.9 (44.7%) 1.7 (13.1%) 0.3 (0.9%)

These results could be used by structures’ owners and other stakeholders to eval-
uate the benefits and risks of implementing adaptation strategies at various years. For
example, it is observed that the mean BCR(7;) and Pr(BCR(T;) > 1) are small for
older structures and therefore owners and stakeholders could prioritise investments
in adaptation measures for more recent ones. These results could also be used to
evaluate the impact of the adaptation year. For example, for structures built in 1990,
if the owner or stakeholder decides to postpone the adaptation actions until 2040,
the mean BCR(T,) is about 1.4, which is still beneficial. However, the Pr(BCR(T,)
> 1) for this adaptation time is less than 11% indicating that the risks of having no
benefits are high.

3.2 Adaptation of New Reinforced Concrete Infrastructure
Subjected to Chloride-Induced Corrosion

This section focuses on the adaptation of new reinforced concrete structures placed
in a chloride-contaminated environment under various exposures and climate change
scenarios [12]. We particularly focus on structural reinforced concrete components
subjected to atmospheric exposure to salt-spray (XS1 exposure according to the
European Norm EN 206 [14]). The climatic conditions are defined by an oceanic
environment placed at a middle latitude (i.e., Europe) where the yearly mean temper-
ature and relative humidity vary between the intervals [5 °C; 25 °C] and [60%; 80%],
respectively. The EN 206 [14] durability design requirements for a structural lifetime
of 100 years and a rebar diameter of 16 mm are (1) 55 mm cover, and (2) 30 MPa
concrete compressive strength. The adaption strategy will be to increase the concrete
cover by Ac, =5 mm after the repair time, .

Using the probabilistic model of chloride-induced deterioration given in [15] are
obtained the results given in Fig. 5 that present the time-dependent probability of
severe cracking for various climate change scenarios. Figure 5 clearly shows that the
rate of damage risk is highly dependent on climate change effects and environmental
exposure. If there is no climate change, the probability of severe cracking increases
with time and remains constant for all times of repair. However, if climate change
reduces the environmental relative humidity, i.e. ARH = —10% in 100 years, the
chloride ingress mechanism slows down, and consequently, the probability of severe
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cracking decreases. For instance, for a structure with no repairs (¢,,, = 0), the prob-
ability of damage decreases from 20% to 8% after 100 years of service. In this case,
climate change has a “positive effect’ on reinforced concrete durability reducing by
60% the corrosion damage risk. An opposite behaviour is observed when climate
change increases the temperature and relative humidity. For the same conditions, the
probability of corrosion damage increases from 20 to 98%.

Table 3 summarises the mean BCR and Pr(BCR > 1) for various climate change
scenarios and 300 mm reinforced concrete slabs. The results show that the mean
of the BCR is highly dependent on both the exposure and the type of structural
component. In some cases the mean BCR is lower than 1 indicating that the adaptation
strategy is not cost-effective under given climate change scenarios. Similar behaviour
is observed for the Pr(BCR > 1).

Higher temperature and relative humidity accelerate the deterioration processes
by increasing the cost-effectiveness of the implementation of an adaptation measure.
In Table 3, the mean BCR is only higher than one when climate change could induce
increases of relative humidity equal or higher than 10% in 100 years. However, even
under these scenarios, the Pr(BCR > 1) indicates that the risks associated to a bad
investment are higher. It is noted that an increase of 5 mm cover provides higher
estimates of BCR and Pr(BCR > 1). However, the likelihood that BCR > 1 is less
than 60% even for a pessimistic (worst-case) climate change scenario of ARH =
20% and AT = 6 °C.
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Table 3 Mean BCR and Pr (BCR > 1) (within brackets) for slabs and several climate change
scenarios

ARH (%) |AT=0°C (%) |AT=2°C(%) |AT=4°C(%) |AT=6°C (%)
-10 0.33 ®) (053 @®) (057 © 057 ©)
0 0.68 (18) |0.91 (20) |0.94 (22) |0.95 (23)
10 1.17 (34) [1.27 37 [1.35 (38) | 1.32 (40)
20 1.65 (50) | 1.70 (53) | 1.72 (55) | 1.76 (59)

4 Decision-Making Under A Changing Climate

Political, economic and social imperatives could affect the policy-making decision
process. The World Resources Report [16] highlights five key elements for effective
decision-making: Engagement; Decision relevant information; Institutional design;
Tools for planning and policymaking; and Resources [3] that are presented and
discussed in the next sections.

4.1 Engagement

Early and on-going public and/or private engagement is essential to effective adap-
tation. The first step to create this engagement will be to identify the different actors
involved on the problem. In the case of adaptation of infrastructure and buildings,
these actors (or stakeholders) are: governments, academia, owners, users, insurers,
communities, designers and constructors. Engaging these actors will be crucial to
prioritise needs, provide and recover information, determine acceptable risk levels,
and choosing among the possible adaptation solutions. Discussions with these actors
will also give them the possibility to express their views to increase the acceptability
and applicability of adaptation measures.

Some challenges for improving public/private engagement in civil engineering
are related with the type of climate hazard and affected infrastructure or buildings.
Concerning the type of hazard, there is a high level of governmental engagement to
implement initiatives to reduce vulnerability after an extreme events like floods [17,
18]. However, the lack of exchanges with the different actors involved in the problem
such as the population (i.e., community), led to the implementation of expensive,
unpopular and unsuccessful adaptation measures after storm Xynthia in France [19,
20]. For progressive climate-related hazards (acceleration of corrosion due to climate
change), it is very difficult to create strong engagement with major decision-makers
(government, owners) because climate change effects are expected in the long-term
and decision-makers mainly focus on short- or mid-term problems.

Communication and education are also useful tools to increase the awareness of
these actors concerning climate change risks. Future evolutions of civil engineering
and public administration education programs should also consider that infrastructure
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and buildings would be subjected to a changing climate that will modify current
practices of design, construction and management.

4.2 Decision-Relevant Information

Relevant information is required for different stages of decision-making. This infor-
mation includes temperature, relative humidity, rainfall, wind speed, sea water level,
etc. that is estimated from several global circulation models for different climate
change scenarios. For the case studies presented in this paper, the information was
provided from specialised websites or scientific partners and requires a given level of
expertise to define if the databases are well suited for the applications. For example,
downscaled data is necessary to obtain representative results in some cases. Under
these conditions, it would be difficult for decision-makers to use it directly for
assessing climate change effects and cost-effectiveness of adaptation strategies.

In addition to the above-mentioned climate hazards and specific technical infor-
mation for infrastructure and buildings, other types of data such as demography,
economy, social and environmental information are also needed. This information
is crucial for vulnerability assessment as well as for understating if the adaptation
measures could be locally implemented and accepted.

4.3 Institutional Design

The implementation of cost-effective adaptation strategies should be administratively
supported at different institutional levels (ministries, public or private institutions,
regions, states, municipalities). This will require evolutions on current practices to
deal in a broad way with the problem. One of the major challenges is to maintain
its consistency, completeness and integrity along with the national policies in terms
of visions and goals. Towards this aim, the role of centralised agencies is crucial to
coordinate these efforts in a comprehensive way.

It is expected that the work of centralised agencies will produce standardised
procedures for decision-making under a changing climate sometime in the future.
For the moment, some discussions for normalisation have started at national, Euro-
pean and International levels. In Europe CEN (European Committee for Standardi-
sation) and CENELEC (European Committee for Electrotechnical Standardisation)
launched the Adaptation to Climate Change Coordination Group (ACC-CG) in 2014
to coordinate standardisation activities in the field. An effort focused in construction,
transport and energy sectors has bee initiated and a first guide for addressing climate
change adaptation in standards has been produced in 2016 [21].
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4.4 Tools for Planning and Policymaking

Advanced models able to simulate the behaviour of infrastructure and buildings under
realistic environmental exposure have been employed in the examples mentioned in
this paper to assess climate change effects and cost-effectiveness of adaptation strate-
gies. In the current form, these models are useful to provide the information required
for adaptation planning and policymaking in the studied applications. However, their
use requires a certain level of expertise that is not currently easily accessible for non-
academic users. In the future, it is expected that engineers, software and standards
will provide the capability to directly integrate climate change issues into infrastruc-
ture planning. This will require implementing training programs as well as software
development. In the meantime, collaborations between decision-makers, industry
and academia will allow useful outputs to be produced to benefit decision-making.

4.5 Resources

In the aftermath of extreme events that directly affect communities such as floods,
heatwaves and extreme winds, decision-makers urgently provide the necessary finan-
cial resources to restore the situation as before as these events. Or preferably, to
reinstate infrastructure to a higher (less vulnerable) standard—i.e., to “build back
better” [22]. Additional policies may also be adopted to reduce the vulnerability
to future extreme events in the mid-term. Nevertheless, increasing the resilience of
infrastructure and buildings to face climate change hazards would require targeted
and sustained long-term funding. Public and/or private engagement motivated by
financial incentives would help to promote the culture of long-term planning.
Prioritising spending is a complex task for decision-makers that should optimise
their budget to deal with unexpected, short-, mid- and long-term expenditures. To help
them in this task, a risk-based decision support containing the elements mentioned
in Sect. 3 is useful for the evaluation of adaptation costs. This risk-based decision
support is paramount for effective decision-making under a changing climate. There-
fore, promoting and funding technical training on this subject among decision-makers
will allow them to integrate climate risks into existing decision-making processes.

5 Conclusions

This paper summarised recent contributions to the field of climate adaptation of
existing and new deteriorating infrastructure. Climate change could affect the service-
ability and safety of infrastructure assets by modifying: (1) the intensity/frequency of
extreme events, (2) the kinetics of the deterioration processes, and (3) a combination
of both. Therefore, a widespread evaluation of the potential effects of climate change
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is crucial to carry out a realistic lifetime assessment under several climate change
scenarios. Once this assessment is completed, adaptation becomes a problem of
decision-making under uncertainty. Towards this aim, cost-benefit analysis is a very
useful tool to evaluate the cost-effectiveness of adaptation strategies. Comprehensive
models able to account for the effects of climate change in a probabilistic context are
essential to support this cost-benefit analysis. The outcomes of this analysis provide
valuable information to estimate the potential benefits and risks of climate adap-
tation investments. Besides these economic and technical considerations, decision-
making requires: engagement of all the stakeholders related to the problem; relevant
information for assessing climate change effects and for implementing adaptation
measurements; institutional design that facilitate the implementation of adaptation
measures; tools for planning and policymaking accessible for non specialists; and
substantial/sustained financial resources.
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A DC Optimal Power Flow Approach m
to Quantify Operational Resilience oo
in Power Grids

Zarif Ahmet Zaman and Edoardo Patelli

Abstract The primary objective of resilience engineering is to analyse and mitigate
the risk of a system once a vulnerability has been triggered by an attack. Resilience is
amultidimensional concept in the field of engineering and incorporates restoration in
the form of a performance and time. Nodal restoration is a key factor in the analysis
of resilience in systems, and the properties of the nodes can be analysed to assess the
states on the system. The model proposed for the power grid to demonstrate the failure
of the network has been used to simulate probability of contingencies on the system
and applies a Sequential Monte Carlo simulation to simulate the energy supplied.
Additionally, a weather model incorporating the effects of both severe winds and
lightning storms has been applied to act as a trigger to the contingency. Once failure
of one component has occurred, it cannot be repaired until the network’s performance
reaches zero. Given failure of all components, the network will immediately start its
restoration phase, and using the same algorithm for optimal power flow calculations, a
DC power flow approach is implemented to assess the energy supplied to the whole
network in a transient model until the network’s loads meet the demand criteria
completely.

Keywords Power-grid - Risk * Resilience + DC-OPF + Uncertainty

1 Introduction

The power grid is an essential tool for modern society and its function is crucial for
the wellbeing of people. A failure of the system can lead to major consequences,
in a socio-economic scale. The assessment of reliability in power grid systems and
the parameters incorporating reliability in the power grid such as availability, conse-
quence modelling and energy not supplied has been an important field of research
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for the IEEE community. Past events such as the 2003 British National Power Grid
Corporation outage which was responsible for the load loss of 724 MW, or approx-
imately 20% of London’s power load have costed the UK a significant economic
burden [1].

The reliability of any system can be defined as the probability of success of the
system at a given period of time, and the knowledge of reliability plays a role for
system engineering to enable system maintenance planning to optimize risk miti-
gation [2]. System reliability can be thought of as a multidimensional analysis and
incorporates many parameters. The user can analyse a single metric or multiple
metrics simultaneously. The constraint with complex systems is developing the most
computationally inexpensive technique and producing the most accurate results, with
the aim to maximise the efficiency of the simulation.

Rochetta et al. developed a load flow approach to calculate failure probabilities
from contingencies incorporating a wind model [3]. This was further developed
with an artificial neural network surrogate model to act as a meta model for the
analysis in order to minimise computational time when applied to AC optimal power
flow calculations [4]. This model was developed on the basis of a severe weather
model which was developed by Cadrini et al. [5] which combines stochastic extreme
weather model and realistic power grid fault dynamics in order to model a restoration
model quantified by sequential Monte Carlo. The constraint placed when applying
this model is the high computational cost for the resilience function, especially when
assessing networks with large scales of nodes.

There are various definitions of resilience available, both in a scientific context
and a general context. The United Nations International Strategy for Disaster Reduc-
tion defines resilience as “The capacity of a system, community or society potentially
exposed to hazards to adapt, by resisting or changing to reach and maintain an accept-
able level of functioning and structure” [6]. However in a more specific context from
that of extreme weather events, the definition of resilience can be thought of as “the
network ability to withstand high impact low probability events, rapidly recovering
and improving operations and structures to mitigate the impact of similar events in the
future” [7]. Efforts placed on quantification of resilience analysis have been limited
and have only been tested in the last 20 years. Additionally, such efforts placed into
resilience analysis applied to the power grid have been performed, which includes
various techniques such as transient performance modelling for the case study of
typhoon Bolaven in South Korea [8]. However the authors mentioned that the limi-
tations in their study included only computing resilience in the form of restorative
and absorptive capacity without considering anticipated and adaptive capacities and
also did not include a cost benefit analysis for the quantification of resilience in an
economic sense. Panteli et al. developed a method to quantify resilience in the power
function n with extreme weather events by developing the three phase resilience
trapezoid [9]. This is an extension to the traditional resilience triangle developed in
prior literature [10] which involves three stages to the disintegration, stagnation and
recovery of the structure. The author divides resilience into two types, infrastructural
and operational, stating that infrastructural resilience is in a more vulnerable condi-
tion given its recovery times and damage done to the system. Kim et. al developed
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a novel function to analyse the South Korean power grid network using cascading
failure analysis using three different node centrality metrics; degree, clustering coef-
ficient and betweenness [11]. A high clustering coefficient of a network indicates
a more resilient network as it contains a higher redundancy potential as alternative
paths in the network’s nodes are present. Resilience has also been portrayed in the
field of structural engineering [12] by associating a structural resilience index to
for both a pre-event and post-event state. The arbitrary structural resilience index is
conformed from certain parameters deduced by the nature of the structure as stated
in the article.

1.1 Proposed Approach

This paper aims to apply a DC optimal power flow approach to quantify resilience
in a simple power grid system after a network failure has occurred. The novel theme
of this paper is the application of resilience as an extension to the weather induced
model introduced in [3]. The chosen application for modelling will be MATLAB
2020b and the application will be case 9 as obtained from MATPower.

2 Resilience Model

The index of resilience chosen for the power grid system is the Expectation of Energy
Not Supplied which is deemed to be the most appropriate performance and has
historically been used as an indicator of reliability performance and can further be
extended for resilience analysis. The equation listed below states the resilience index
as a dividend of the load received and the expected load:

Tsim

ENS = ZLcul,i,t -t (1

t=1 ieN

where Ty, is the simulation time and Ly, is the load curtailed at each individual
node during time t.

2.1 Optimization

In the case of optimization, the two models are the DC Optimal Power Flow approach
and the AC Optimal Power Flow approach. In the real life power grid system, the elec-
tricity is generated in power plants using methods such as fossil fuels, converted fuels
or geothermal steam and transfer this energy through the transmission network at high
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voltage using either DC or AC flow [13]. This high voltage steps down into a medium
voltage range. The primary difference between the DC and AC optimal power flow
models is the convexity. DC power is constantly in a steady state, and therefore is
both a linear and convex optimization problem. However, AC optimal power flow
calculations are non-linear and non-convex leading to much higher computational
expense. It should also be noted that in high-fidelity models, DC optimal power flow
are limited in terms of details for these grids as noted by [14]. This is due to DC
optimal power flow models being an estimation of AC optimal power flow models
and only accounts for active power, without reactive power in the model [15]. The
equations for optimal power flow approach can be denoted below as obtained from
[16]. The standard optimization vector is defined as:

min £ (x) )
Subject to

g(x)=0 3)

h(x) =0 “)

Xmin < X = Xpax 4)

The optimization vector for DC optimal power flow neglects reactive power and
voltage magnitude and is defined as;

0
= 6
(7] ®
Equation 2 is reduced to;
min ) £, (p;) )

2.2 Load Contingencies

The representation of failure for this model will be in the form of contingencies. In
this context, a contingency is defined as an event occurring that is not considered
predictable at a given time. Contingencies when applied to the power grid network
imply the network’s architecture is the disruption of the load transfer from one bus
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to the next. This is commonly caused by a failure by extremely hot weather, system
failure such as outages in loads and human errors [17].

2.3 Severe Weather Model

In extension to the contingencies faced in the model, a weather model has been
proposed in the simulation algorithm to mimic the real-life application of an event.
These events include lightning strikes, extremely high winds and natural disasters.
The occurrence of normal weather conditions can be modelled as a homogeneous
Poisson process. All equations for this weather model have been taken from [18].

[)"n : []k

P(Ns(t) =k) = T

e k=0,1,...,N (8)

Where P(Ny(t)= k) represents the probability that k failures happen within the
network given the time (0, t) and Nf(¢) is the number of failures per kilometre of grid
line. However, in a more realistic perspective, the weather model is more likely to
affected by uncertainty. Therefore the occurrence of severe weather events is more
suited to be modelled by a Non-homogeneous Poisson process:

U1

P(Ns(t) =k) = i

k=0,1,..,N )
In this case, Ve(t) represents the time dependent probability of the event occurring
and can be obtained applying the following equation:

V. (t) = } ve(t')dt’ (10)

v.(¢) is the rate at which the disturbance occurs. Given a severe weather occurrence
in a storm consisting of severe winds and lightning strikes, the time of the event is
obtained from data from previous events and will be carried out using probability
distribution functions obtained from the variables listed in Table 1.

In the case of high winds, the windstorm intensity is obtained via the following
equations:

Ww(t) = Wer + Ay(t) (11)

where W,,(¢) is the wind speed intensity at time t for the and W, is a datum wind
speed known as the critical wind speed set at 10 m/s. A,,(¢) is the difference between
the critical wind speed and the actual wind speed during the event. In terms of the
lightning severe weather model, the intensity of a the weather event is set at the
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Table 1 Variable attributes Distribution Scale (a) Shape (b)
Dw Weibull 9.86 1.17
Dyg Weibull 0.96 0.85
Ay(t) Weibull 1.23 1.05
Mean (ing) | SD (ong)
Ng(t) Log-normal —5.34 1.07

lightning strike ground density Ng(t)which takes the units of ground flashes per unit
time and area [occh km?] modelled with log-normal variability.
The table below shows the shape and scale factors for the respective variables:
Both high winds and lightning strikes are a cause of contingency and therefore it
is crucial to define an equation which considers both contingencies to calculate the
total failure rate:

MO = hy 4 o (W (1) + Aig(Ng (1)) (12)
\w is the total line failure contribution due to high wind measured per km and X (i)is

the lightning storms contribution. When considering individual lines, the contribution
to line failure due to high winds can be denoted in the equation;

W, (t)*
Aw<ww<r))=xn( W —1)% (13)

o, is the regression parameter for failure data obtained from the literature. The
line failure rate as a result of lightning can be denoted as:

)ng(Ng(t)) = )Ln,BIgNg(t) (14)

B, is the regression coefficient obtained from prior data [18].

2.4 Repair Speed

The model for recovery has been obtained from [5] and takes into consideration
the efficiency of the repair crew as they are also affected by the adverse weather
conditions. The assumptions in this model are:

i.  Repair is initiated instantly after failure
ii.  After a line is repaired, it is considered fully functional
iii.  The transitional time between failure and repair is negligible.
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Ty L Wot) = Wer, Ng =0
Tz i f Wo(1)(Wers, Ng)O

Urepair = 14+W-Ng°
if Wo()= Werr, Ng >0

Vnorm
(47 (Wo () =Wer) 14+ 149N, |

In this model and 7 are positive parameters and Vyorm 1S set at 20[%/h]. The values
for \r and n are set to 40 and 0.4, respectively.

2.5 Probabilistic Load Uncertainty

It is important to quantify uncertainty in the model used which uses data for vari-
ability in average daily load demand. The aleatory uncertainty of the model can be
considered by implementing a gaussian with parameters fitted on historical data;

_LiO-npi

1 2
fLi@®) = \/ﬁe i® (15)

The parameters implemented are L;(¢) is the transient node demand at node i
during a specific hour of the day denoted as 7. wL;(¢) is the mean load value and
o L;(¢) is the standard deviation of node i at time t. The gaussian will be applied at
each output value with the standard deviation obtained from the equation subject to
the variance from the parameters listed. An assumption of this model is that seasonal
effects do not play a role in the parameter values.

3 Methodology

The proposed approach applied is a DC optimal power flow approach to quantify
the energy not supplied during the severe weather contingency, which has been
applied to quantify the resilience function of energy supplied after disaster through
the same algorithm. The implementation of the methodology is applied using
MATLAB 2020b, and the inputs are the parameters listed in Table 1. The network
is presented with failure from a single continency simulated from the risk model
combining high winds and lightning strikes from Eqs. 10-14 and is implemented
on the power flow equations to calculate the loss of load for disaster, and following
this, the energy supplied after the disaster has occurred. The simulation is repeated
until the network’s performance has been fully restored. The pseudocode below
displays the steps of the proposed approach below;
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Algorithm 1 DC Optimal Power Flow model
procedure ENS (Risk Assessment based on DC-OPF)

Input = { Ay, ,Blg, ay, Werr, bpw, apig, bDlg, aAws baws Viorms KUNg, UNg}
t=0,e=1,f=0

1:

2

3

4 Sample failure events for [0, T, ]
5: t = TTE(e)
6

7

8

9

if event i is a failure then

f=f+1

Sample Xy and Ly for ¢

Update repair speed and time to repair

10: else Sample Te and (Ng, Ay,)

11: Compute failure rates

12: if t + TTF(f) > t + T; then

13: Compute load

14: Compute ENS(f) using L (f) and TTR(f)

15: elsesett=r+Tyandf=f+1
16: Sample Xy and Ly for ¢

17: Update repair speed and time to repair
18: OUTPUT - Energy Not Supplied

4 Case Study

This paper implements case 9 as an example from MATPower’s default folders [19].
It is composed of a 9-node, 9-line network which is assumed to be equidistant in all
lines. This file was chosen due to the ring style topology which represents a simplified
version of a small landlocked country in nature (Fig. 1).

The power grid’s network lines represent the various branches with a 10-mile
length. The failure rates of each branch have been obtained from the original
MATPower file and have been implemented in the table. The failure rate is given as
a relative probability of a line contingency for each individual line (Table 2).

4.1 Results

The recovery time initiates after 1 x 107* s in the simulation and continues to restore
the energy supplied to the nodes are fully recovered after 4 x 10~ s, in which the
system has fully recovered and therefore all the energy required for the nodes in the
whole network is being supplied. The uncertainty applied from Eq. 15 shows the
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case9 topology

Fig. 1 Topology of case 9 network under matter to remain

—345kV

63

Table 2 Branch failure rates

[19] Branch Relative failure rate
1-4 0.1455
4-5 0.8693
5-6 0.5797
3-6 0.5499
6-7 0.1450
7-8 0.8530
8-2 0.6221
8-9 0.3510
94 0.5132

possible ranges of the energy supplied to the recovery function which also converges
in the latter stages of the simulation. The model restores energy to each individual
node simultaneously and therefore the restoration of all nodes improves rapidly
during initial recovery, however, requires a start-up time in which no nodes are
recovering. This initial period lasts less than 1 s of the simulation time and then
increases rapidly. The drive for a lower range of uncertainty can be trialled by using
more Monte Carlo simulations which are likely to sample more simulations on the
same target output, energy not supplied leading to lower variance in results in output

energies (Fig. 2).
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Fig. 2 Results for DC-OPF simulation under matter to remain

5 Conclusion

This paper demonstrates the application of a restoration function applied to a simple
power network when DC optimal power flow is applied to the 9-node example
provided in MATPower by applying a Monte Carlo approach. The work presented
has innovated the weather model applied to contingencies in the general power grid
to the application of resilience for the energy supplied after disaster. Further work
that could be done on this topic includes developing a cost model for resilience
quantification for the respective nodes in the network, and further expanding this
application into three phase resilience models for realistic and complex networks
using real time event timelines, rather than timelines based on simulation only.
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Management by the Cathedral of Milan
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and Stefano Della Torre

Abstract Since the introduction of expert systems for the preservation of Cultural
Heritage, several research projects developed codified procedures for the condition
assessment of the materials composing historical buildings. The identification of the
decay typologies observed on the materials was considered a first step for supporting
future interventions on the historical surfaces of the buildings. This kind of formal
tool, providing data collected over the course of time by periodical survey campaigns,
showed also other potentialities, like damage prediction and risk assessment. In recent
years, the Veneranda Fabbrica del Duomo (VFD), the board managing the Cathedral
of Milan, developed new approaches for preventing the risks connected to its rich
apparatus of stone decorations. Based on the wide experience matured in a long-
lasting calibration of good practices set for preserving the architectural features of
the temple, the VFD adopted recently a new analytical procedure, set on behalf of the
association of the Italian cathedrals (AFI), for detecting risk conditions and evaluating
the evolution of decays and their potential consequences. The proposed method
was studied by the authors, within the convention between Veneranda Fabbrica and
Politecnico, in order to verify its reliability through several simulations of different
scenarios. Moreover, this study pointed up the difficulties concerning an objective
evaluation of the parameters on which the analytical procedure is based and therefore
the need of defining criteria for an effective and reliable data gathering and processing
to support decision-making. The expected results should provide alarm in case of
dangerous scenarios and recommendations concerning the planning of preservation
actions: the updating of the inspection interval, the necessity of further diagnostic
investigations and the urgency of repair interventions.
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1 Introduction

The collaboration between Politecnico di Milano and the Veneranda Fabbrica del
Duomo (VFD) is facing different topics concerning the practices for managing and
preserving the Milan Cathedral. The research activities are focusing on the realization
of a detailed 3D geometrical survey of the complex, static, dynamic and environ-
mental monitoring, studies of the decay processes occurring on the stone materials,
prevention strategies against risks.

The risks connected to monumental buildings were documented in several
episodes. The vulnerability of the historical structures caused the collapse of the
Civic Tower of Pavia, in 1989 and the partial failure of the masonry pillars of the
Noto Cathedral, occurred in 1996. These two cases showed the effects of the long-
term behaviour on load-bearing masonry elements [1]. Problems limited to the failure
of some stone pieces, in 1999 a small marble stone (shorter than 20 cm) felt down
from the vault of the New Sacristy, from a height of 28 m, into the complex of the
Medici Chapels in Florence. In that case, no visitors were present in the monument,
but in 2017, in Santa Croce Basilica, again in Florence, a corbel broke down and a
piece of the stone felt down killing a Spanish tourist. This last event drove the asso-
ciation of the Italian cathedrals (AFI) to work on the development of an analytical
tool for damage detection and risk interpretation set for the specific characteristics
of ancient churches.

The analytical tool set by AFI is then described in its different evaluation steps.
The procedure consists in a semi-qualitative analysis obtained by a first observation
of the conditions of the investigated element and a second computational estimation
of different parameters which will define its operative condition. The method is set for
controlling the evolution of decays on the stone elements in order to define the correct
timing between the periodical inspections on the building, according to a scale of 5
risk levels provided by the AFI analytical tool. The present work presents the results
obtained by the application of a novel strategy for the condition assessment of the
different elements composing the rich decorative apparatus of the Milan Cathedral
(Fig. 1). The sculptures and the moldings composing the surfaces of the building
are subjected to stone deterioration connected to chemical, physical and mechanical
causes [2].

The procedure is set on the identification of the state of conservation of the selected
elements. A first evaluation of the AFI procedure was obtained by some simulations
aiming at observing the response of the system to the progressive increasing of the
decay gravity for some categories of the evaluation method. The obtained alert levels
and the corresponding agenda for the inspections and the maintenance interventions
are the ultimate safety indicators proposed by AFI.
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Fig.1 Some features of the plastic decorations of the Milan Cathedral

2 Historic Buildings and the Analysis of Damage and Decay

2.1 Evaluation and Interpretation of the Observed Damages

Thanks to several efforts matured in architectural preservation field, guided proce-
dures for the analysis of the material decay were introduced in national and inter-
national recommendations. The establishment of a shared methodology for decay
and damage detection drove to the elaboration of a common lexicon, introducing the
definitions of the decays for natural [3] and artificial stones [4].

The Damage Atlas published in 1998 and the Masonry Damage Diagnostic System
(MDDS) were elaborated within a research project on brick masonry degradation
supported by The European Commission [5]. The aim of the project was to improve
our knowledge of the environmental effects on brick masonry deterioration and assist
practitioners in the diagnosis process through the evaluation and interpretation of the
observed damages [6].

As about the expert system MDDS, its structure was based on the logic procedures
followed by an expert, divided in 5 steps: (1) Identification of the visible damage;
(2) Analysis of the environmental circumstances; (3) Hypothesis on the damaging
processes; (4) Scientific control of hypothesis; (5) Diagnosis of damage causes [7].

Further research in recent years regards the development of a Structural Damage
Atlas that will finally be inserted in the MDDS [7]. Gathering together and ordering
the current knowledge on the mechanical behaviour of brick- and stonework masonry
under different actions, caused by sudden events such as earthquakes, floods etc. or by
long term phenomena such as soil settlement, heavy loads and lack of maintenance,
formed a basis for the definition of typical structural damage patterns.
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2.2 Description And Prediction Of Damages In Different
Scenarios

During the last years, the studies on the effects of the environmental factors on the
cultural heritage have drawn attention to the issues related to climate change and
the new pressures that will be caused by variations in temperature and precipitation,
changes in soil conditions, groundwater and sea level, and extreme climatic events
[8].

The Noah’s Ark project has developed quantitative models for the global climate
change impacts on the deterioration of different heritage materials on European
geographical scale [8]. The results of the research project, gathered in different types
of maps (climate maps, heritage climate maps, damage maps, risk maps), correspond
to the methodological approach adopted. [9].

Within the Climate for Culture European project [10] research on climate change
impacts has further extended to the impacts on indoor environments in historic build-
ings and their collections. In order to pass from outdoor to indoor climate change,
climate modelling was combined with building simulation tools. Within the project,
buildings were classified according to volume, window area, structure and moisture
buffering performance and indoor climate and risk maps were produced for all the
building types, with or without active climate control.

The Cultural Heritage Protection against Flood (CHEF) project [11] carried out
a comprehensive study of protective measures, before, during, and after a flood, by
investigating a large number of case studies and taking into consideration the wide
diversity of situations that depends on flood characteristics, materials, structures and
sites. The analysis of different cases contributed to the identification of the various
damage processes and the classification of typical damages to cultural heritage on
various scales, such as movable objects, buildings, heritage sites, cities and entire
landscapes.

The research conducted within New Integrated Knowledge Based Approaches
to the Protection of Cultural Heritage from Earthquake-Induced Risk (NIKER)
project developed an integrated methodology for the improvement of the seismic
behaviour of historic buildings. For this purpose, a structured catalogue linking earth-
quake induced failure mechanisms, construction typologies, structural elements and
materials, interventions and assessment techniques was created [12].

2.3 Continuous Monitoring: Early Detection of Risks
and Decay Evolution Modelling

The Smart Monitoring of Historic Structures SMooHs project [13] focused on the
improvement and the effective use of monitoring systems for early detection of risks
and the taking of prompt actions, as well as for the understanding of the long term
effects of deterioration processes and the planning of adequate measures.
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The main issues that were addressed by the project concern: the development of
monitoring systems using wireless networks of miniature and robust sensors for mini-
mally invasive installation at historic buildings; the monitoring of the most significant
parameters (temperature, humidity, air velocity, strain and crack opening, acoustic
emissions, vibration, inclination, chemical attack due to gases or salts, ambient and
UV light) for the understanding of deterioration processes; data processing based on
the built-in material deterioration models able to inform practitioners about changes
and increasing risks and to support actions; development of modular and open source
software that can be continuously updated [14].

Another research programme focused on the study of material degradation over
time in relation to environmental parameters by using non-invasive techniques and
passive monitoring combined with mathematical models is the Italian Research Unit
for Integrated and Predictive Systems [15].

Among the various analytical approaches, an operative protocol for decay analysis
and vulnerability identification was proposed by [16, 17], aiming at evaluating the
risks referred to cultural heritage. The proposed analysis is divided in three steps:

1. Decay investigation, organized in the following inspection levels: visual inspec-
tion, decay typology, decay nature, decay intrinsic factors, and decay extrinsic
factors.

2. Identification of the Risk Indicators (RI) associated to each form of decay.
Each risk is defined according to a scale from 1 to 5 in order to indicate if the
decay is acceptable or not. The RI are divided in 7 main classes: microstructure
parameters variation, soluble salts concentration, determination of the soluble
anions fraction, surface decay mapping, ultrasonic velocity propagation of the
material, environment characterization, and evaluation of the surface typology.

3. Evaluation of the final risk index of the building, according to the above
mentioned quantitative and qualitative parameters.

The risk index could be used as a part of a documentation system, organized
as a control procedure addressed to support decision makers and the strategical
interventions requested. This last example presents an analytical approach with some
similarities to the analytical tool for damage control proposed by AFI and recently
adopted by the Veneranda Fabbrica del Duomo (VFD). The problem connected to
risk assessment and damage prevention became priority, in Italy, in 2017, when a
Spanish tourist died after being hit by a piece of stone coming from the pulvinus of
a column in Santa Croce, in Florence. Since that episode, the association collecting
the managing boards of the Italian Cathedrals (AFI) introduced a shared analytical
procedure for improving the risk assessment.

3 The AFI Novel Analytical Tool for Damage Control

The experts involved in the AFI association, set a shared procedure for the conser-
vation of these monuments, based on a rigorous constant control. The Veneranda
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Fabbrica del Duomo, for example, introduced since the 1960s, after important restora-
tion works on the Cathedral of Milan, a periodical inspection of its parts. The obser-
vations are carried out by using different supports, like aerial platforms, moving from
the top to the base of specific sectors of the building, following a precise order to cover
the entire surfaces of the monument, along external and internal sides. This condi-
tion allowed introducing the experimentation of the new procedure for improving
the damage control of local elements and the risk prediction.

3.1 The Semi-quantitative Evaluation Procedure Set by AFI

The evaluation procedure is carried out in two steps. A first evaluation of the problems
is set by filling information in a form divided in 5 voices. This is the inspection form,
designed for simple users, like the workers of the Veneranda Fabbrica, prepared staff
with specific competences on the building characteristics. The indications collected in
the inspection forms are then processed in an electronic sheet by the expert members
of the technical office of the management board, like surveyors, architects and engi-
neers. The aim of the procedure is to identify a final safety level for each analysed
element, in order to drive future decisions on the conservation design of the building.
The procedure is set to be repeated along the time, aiming at detecting the eventual
evolution of the decay observed on a specific architectural element.

3.2 The Parametrization of the Evaluation Procedure

The categories proposed by the first part of the analytical method are addressed to
define a numerical value for the operative state of the investigated element.

The first effort requested to the operator is to subdivide the building into main
units and sub-classes. After defining the elements composing the considered unit,
the inspection form requires the following evaluations:

e General state of conservation, defined by (a) condition state, (b) presence of new
cracks, (c) presence of previous cracks, (d) falling effects of the element or its
components.

Damage level of the new cracks (DL), expressed by the 5 levels of severity.
Maintenance timing, defined as the periodical interventions planned on the
element.

e Inspection timing, defined as the expected period between the routine controls on
the element.

Table 1 presents the detailed parametrization of the AFI procedure.

The recorded parameters are used in evaluating the Alert Level (AL) for each
specific analyzed element. The alert level is defined as the operative state (S.) of
the element and is determined combining the parameters describing the damage
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Table 1 The evaluation parameters used by the AFI procedure for risk identification

Category

Parameter

Coefficient description

Element inspection timing

periodicity of the inspection
(Ta)

Expressed in years, indicates the
recurrent period of control

Condition assessment

General state of conservation (a)

Optimum (1.0); good (0.8);
moderate (0.6); poor (0.4); bad
(0.2);

New cracks (b)

No (1); Yes (0.8)

Previous cracks (c)

Absent (1.0); slight (0.8);
moderate (0.6); serious (0.4);
deep (0.2)

Elements falling effects (d)

Negligible (1.0); slow (0.8);
moderate (0.6); serious (0.4);
deep (0.2);

Damage level of the new
cracks

Damage level (DL)

Deep (0.2); serious (0.4);
moderate (0.6); slight (0.8);
absent (1.0)

Maintenance and care

Maintenance nominal life (V)

Expressed in years, Vi,
represents the duration from the
last maintenance intervention
and the planned further one

Time form the last maintenance
intervention (Ty)

Expressed in years

Investigations level (L)

Exhaustive (1.0); moderate
(0.9); minimum (0.8);

Inspection period (DT)

Respect to the inspection date
(T), indicates the period from the
previous control carried out on
the element (Tp): DT =T — Ty

level observed on that element and the respect of the planned time of inspection and

maintenance.

The inspection timing factor (F;) indicates the respect of the planned periods for
the inspections of the element under evaluation. It is obtained as reported in 1.

F[ == [6 (DTD}T“) ] (ﬁ)

(D

where DT is the difference from the date of the inspection (7') and the date of the
previous one (7'); Ta is the planned inspection timing and V,, is the supposed nominal
life of the maintenance intervention.

The maintenance timing factor (fy,) refers to the failure in respecting the timing
of the maintenance interventions. It is expressed as reported in 2.
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Table 2 Determination of Alert level determination Inspection timing
the alert level

1 75% < Se T,

2 45% < Se < 15% Ty

3 20% < Se < 45% T,

4 10% < Se <20% 0.75-T,

5 Se < 10% 05T,

1

Fp = [e”“iv”“](v’") 2)
where T, is the period spent from the last maintenance intervention and V,, is
its supposed nominal life. This parameter is derived by the empirical experience
matured by the experts involved in the conservation process and is also based on the
rich documentary heritage of the archives belonging to the managing boards of the
cathedrals.

The aim of the proposed procedure is to evaluate the operative condition (S,) of the
analyzed element as indicated in 3. The result provided by S, allows the remodeling
of the time interval for the inspections, according to the gravity condition of the
element.

_ [a+ (b -c)+d] L .min(DL)

Se c
3 Ft'Fm

3)

According to the value obtained by the operative condition S,, the alert level is
defined as reported in Table 2. With the alert level 1, 2 and 3, the inspection timing T,
is not modified. In case of alert levels 4 and 5, the period planned for the inspection
is reduced. The logic of the described procedure is to guarantee the constant check
for those elements subjected to a recognize alteration process that can drive to the
appearance of real dynamics of decay.

4 Experimentation and Discussion

The investigation procedure set by AFI is oriented to a precise definition of the peri-
odical inspections on the elements composing the building. The idea is to use the
planned audits on the building elements for the remodulation of the planned control
activities in those cases presenting unexpected anomalies. This method should guar-
antee the constant control on the worsening processes occurring to the architectural
elements.

As described before, the gravity of the damage is linked to the reliability of
the planned activities: the inspection timing (F;) and the maintenance timing (Fp,).
These two factors are determined as coefficients having the structure of the function
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Fig. 2 Trend of the inspection timing factor and the maintenance timing factor according to the
delay of the planned activities

F, reported in 4. The coefficient b quantifies the respect of the targets for which the
system is designed. This parameter represents the mean time to failure, intended as
the recurring time required by a specific damage condition to reappear again after its
repairing.

F,=e() (4)

where a is the delay in the inspection or in the maintenance and b is the path of the
curve obtained by 1/V,,.

Considering a time for the inspections T, = 2 years and a time for the maintenance
nominal life V,, = 10 years, both parameters have an exponential growth when the
delay is higher than 1 year, as described in Fig. 2. The analytical tool promotes the risk
assessment by increasing the F, index when the respect of the inspection activities is
lacking. In this case, the impact on the evaluation of the risk level is really relevant.

A first simulation was carried out considering a nominal life V,, = 30 years
for all the investigated elements, according to the main interventions reported in the
archive documents of the VFD. For each simulation, one of the parameters of the AFI
evaluation tool was modified from positive to negative condition, whereas the other
parameters remained constant. The results showed the key role of the information
connected to the crack pattern. Even if the cracks are considered to have a low level
of gravity, the obtained level of alerts drive to a reduction of the timing for the
inspections and the maintenance interventions.

The AFI inspection form is not set for an exhaustive evaluation of other decay
pathologies. The influence of the effects produced by other decay categories, like
erosion, black crusts or pulverization, are part of the parameter a, general conser-
vation condition, connected to parameter d, effects of the element collapse. Among
the various parameters, the estimation damage level attributed to the new cracks of a
component (DL) should also plays a key role for the activation of the alarm imposing
a rapid control given by the analytical tool. These three voices can affect the esti-
mation of the operative condition (S.) of the materials. Considering a nominal life
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Fig. 3 Influence of 3 parameters in the evaluation of the operative condition of an element along
a nominal life period of 30 years

of the maintenance intervention of 30 years and simulating a delay in the planned
maintenance on a specific element, Fig. 3 compares the impact of parameters a, d
and DL on the evaluation of its operative condition and the connected alert level.

The elaboration shows that for a contained increasing of the general decay condi-
tion of the element () in the first 22 years, the alert level remains 2, indicating that no
maintenance interventions have to be rescheduled respect to the ones already planned.
The same condition characterizes also the severe cracks persistence (DL). Only after
more than 23 years these two parameters reach the alert level 3, a risk index imposing
shorter periods between the inspections and urgent maintenance interventions. The
parameter d, related to the effects given by an eventual collapse of the component,
has higher consequences in the rearrangement of the planned maintenance activities:
even a moderate risk, if connected to low consequences due to a possible impact by
a falling object, is displayed in the alert level 3 and in about 12 years it moves to
alert level 4.

The proposed procedure assumes a reliable result when the damage is evident,
characterized by cracks and the riskiness of a detachment with the further fall of
the element is identified with a high impact. The problem remains for those compo-
nents that could present cracks, but a low risk in terms of collapse effects. Respect
to the more accurate evaluation of the decays proposed for example by the vulner-
ability analysis described in [16, 17], the presence of cracks on a stone element
remains a phenomena requiring only common periodical visual inspections, for the
AFI method. The analytical tool does not provide any linkage between cracks and the
origin of the tensions appeared into the stone element taken into consideration. The
mechanical origin of that tensional state could derive by the combination of different
materials, reacting with not uniform deformations, for example, to the exposition to
environmental factors (temperature, moisture, etc.). In Milan Cathedral, this kind of
dynamic occurs commonly on the stone coating containing metal elements: if water
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can get in contact with the metal bars reinforcing the structures, the dilatation deter-
mined by the oxidation process can produce serious stresses on the stone materials,
like severe cracks and detachments.

The lower impact of other evidences given by the decay traces on the masonry
elements, like the subjective estimation of the decay gravity, remain an issue requiring
further improvements. The black crusts afflicting several stones of the cathedral, for
example, present different effects that a non-expert observer could not correctly
identify: from the deposits of the calcite crystals dissolved by acid rains getting in
contact with the smog in the air, to the detachments caused by the increasing of the
porosity into the stone substrate driving the material to a higher sensibility respect
to frost cycles. A more detailed evaluation of the decay could be proposed for the
determination of the a parameter, concerning the general state of conservation of the
element, in order to reach a more reliable connection between the manifestations of
the decays and their causes.

5 Conclusions

The novel analytical analysis procedure for the evaluation of the risks connected to
architectural heritage offers an interesting opportunity for comparing a new method
matured among the very high competences developed by the experts of the AFI
association with the rich scenario of the projects concerning damage prediction and
risk assessment.

The AFI procedure is structured in a series of steps giving a significant relevance on
cracks severity and maintenance timing according to the periodical inspections on the
architectural elements composing the building. The incidence of a wrong subjective
interpretation of other decays is also consistent and could drive to a underestimation
of the alert level, with important consequences on the setting of both inspections and
maintenance interventions. Among the various parameters of the analytical proce-
dure, according to other evaluation methods, like the one promoted in [17], future
improvements for the AFI method could be focused on a more reliable identification
of the general state of conservation of the investigated element. The guided inspec-
tion procedure could be implemented by a more specific decay identification, useful
for applying new correction factors in the described analytical formulas that could
be tested in future simulations.
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A Quick Criterion for Calculating )
Waiting Phenomena at Intersections e

Raffaele Mauro, Marco Guerrieri, and Andrea Pompigna

Abstract Calculations of queues length and waiting times at intersections are
essential to evaluate the quality of circulation at road junctions (Level of Service,
LOS). These calculations are carried out with the theory of waiting phenomena
(probabilistic and/or deterministic queue theory) and different models are adopted,
depending on whether the operating conditions of the traffic are stationary or not. In
technical practice for some time, both for sub-saturation and over-saturation situ-
ations for the intersection arms, the formulations of the time-dependent queues
obtained with the so-called criterion of coordinates have been used. Depending on
the degree of saturation of an input arm (traffic intensity), this criterion allows the
transition from probabilistic solutions to deterministic ones. In the paper, after a brief
review of time-dependent solutions, a quick criterion is provided for calculating the
length of queues and waiting times in the event of peak traffic—as well as the dura-
tion of the effects of the latter—obtained under specific characteristics of the arrival
processes at the intersection; a demonstration is given of how this criterion leads to
solutions conforming to the deterministic type; estimates of the errors, which arise
from the criterion developed in this paper to replace a time-dependent formulation,
are provided in terms of confidence intervals with varying the degree of saturation.

Keywords Queuing theory + Non-stationary queues * Time-dependent queues *
Renewal processes * Unsignalized intersections

1 Introduction

In Fig. 1 we consider the basic case of a road intersection in which only two traffic
streams interact with each other. The major flow Q on the major street crosses the
intersection, while the minor flow g on the minor street turns right.

Q has priority (priority flow) over g (non-priority flow). For this rule of priority
of Q over g, the vehicles of flow g can form a queue. The interaction between g and
0 can be modeled with the simplest of the queue models [1]. The waiting system of
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Fig. 1 Example of traffic flows with different priority at an intersection

Fig. 1 has a single service point (at Stop or Yield line) and a single serving channel
(minor street). The discipline of the system service is First In—First Out (FIFO). The
intersection of Fig. 1 can be studied with the mathematical queue theory [2, 3]. The
theory of queues includes deterministic and probabilistic models to calculate waiting
system states. Generally, the state variables E [L,] and E [W,] are used. E [L,] is the
average length of the queue. E [W ] is the average waiting time in the queue. Other
state variables are also used, which are deduced directly from E [L,] and E [W,]. Ina
waiting system, inputs and outputs are sequences of events over time. The incoming
flows are the arrivals in the system. The outgoing flows are the departures from the
system (from the queue). Deterministic solutions are used when the count x, = A(f)
of arrivals and the count y, = D(¢) of departures are regular (VAR[x,] = VAR[y,] =
0) [4]. The cumulated functions A(¢) and D(¢) are step-functions of time ¢, with inter-
arrival and departure times of constant amplitude over certain time intervals. So if we
interpolate these step-functions with continuous functions of time, the rates dA(t)/dt
and dD(t)/dt do not have random fluctuations. In deterministic solutions E [L,]
and E [W,] are functions of time, like the other state variables. Thus, deterministic
solutions are called time-dependent solutions. The probabilistic solutions of queue
theory are used for random arrivals and departures [2, 3]. In this case, the queue
length values L, in the time form the random processes of queue. Every value L,
has its own probability of occurring. If the probability law of L, does not change
over time, evidently also E [L,] and E [W,] do not change over time. In this case,
the waiting system is stationary. If the probability law of the queue length L, varies
instant by instant, waiting system is not in a steady state, but in a transitory state.
Probabilistic solutions for non-stationary states are time-dependent solutions because
they are obtained by probability law of L, as time functions. In general, probabilistic
solutions for stationary conditions are very simple mathematical expressions and £
[Ly] and E [W,] can be calculated easily. On the contrary, the solutions for non-
stationary conditions are not simple mathematical expressions and the calculation
of E [L,] and E [W,] is also not immediate. Thus, probabilistic time-dependent
solutions are of little use in practical applications and heuristic solutions have been
obtained for queues in transient states.
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2 Operating Conditions of Intersections

In Highway engineering, the system shown in Fig. 1 is of significant interest. All
the methods for calculating the performances for the unsignalized intersections are
derived from the simple waiting system of Fig. 1. The operating conditions of the
intersections depend on the traffic demand that must be served (Q and g of Fig. 1). It
is intuitive that this intersection is in a steady state if Q and g are constant during an
infinite time interval. If c is the capacity of the turn right maneuver by the vehicles
of g, for the steady state it must be g < c. In all the other conditions of Q, ¢ and
¢, the intersection is not in a steady-state condition. In general, ¢ depends on Q, on
the geometric layout of the intersection G and on human factor parameters 6 of the
drivers at intersections, i.e. ¢ = f (Q, G, 6). Steady-state conditions are not realistic
in actual traffic operating conditions because traffic demand always varies over time.
Therefore, also Q and g always fluctuate during the different time periods of the day.
Moreover, for p > 0.8 — 0.6, the queue length and the waiting times by stationary
solutions tend to become infinite [5]. p is the traffic intensity, i.e. is the ratio between
the average service time 1/c and the average interval between two arrivals 1/g. This
result is clearly unrealistic, because the time intervals with p > 0.8 — 0.6 are of finite
length, and so the queue cannot grow indefinitely. In technical practice, in steady-state
conditions but with p > 0.8 — 0.6 and in no steady-state conditions, heuristic solutions
[4] are usefully used to calculate the state variables of the waiting system of Fig. 1.
As mentioned, the non-stationary probabilistic solutions are too complicated to be
easily implemented in the calculations. Heuristic solutions are also time dependent,
since they relate to non-stationary conditions. These heuristic solutions are obtained
with the method of the coordinates transformation [6] from the stationary solutions
tending asymptotically to the deterministic solutions. The heuristic solutions E [¢]
=f (p) are continuous functions of p. p continuously assumes values in the interval
[0, 4+-00], so all the possible operating conditions of the intersection in Fig. 1 can be
analyzed in a unitary way from a low traffic intensity (p < 1) to a congested traffic
situation (p > 1) (Fig. 2), as in the case of traffic peak (Fig. 3).

Heuristic solutions also allow the study of the effects of traffic peaks. However, if
traffic peaks involve high levels of congestion, arrivals in the queue and departures
from the queue are less random and more regular. Thus, with increasing congestion
(p — +00) the heuristic solutions tend to asymptotically coincide with the deter-
ministic solutions. In operational terms the intersection of Fig. 1 is congested if g >
c(p=gqg/lc>1),orif g < c(p=¢qg/c < 1)butthe queue evolves in the time from
an already long extension.

To study the effects of traffic peaks at intersections, or in other traffic waiting
systems, other solutions for peak traffic (also asymptotic formulations) can be used.
These formulations have simpler mathematics than heuristic formulations. Further-
more, there are interesting mathematical relationships for asymptotic and determin-
istic formulations for congested traffic. These issues are covered in the following
points of this paper.
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Fig. 3 Example case of a traffic peak

3 Approximate Solutions for Traffic Peaks

To analyze the intersection in Fig. 1 the state variables are:

¢ [ number of vehicles in the system, i.e. waiting on the minor road. If the system
is not empty, L is the number of vehicles in the queue L, plus the vehicle in first
position (i.e. Yield or Stop line):

L=L,+1 (1)

e 7,= s service time. s is the time spent by the vehicle in first position waiting to
perform the maneuver;
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e W, time spent in queue. W/ is the time that passes between the instant in which
a vehicle joins the queue and the instant in which it occupies the first position;

e W waiting time in the system. W is the total waiting time spent in the waiting
line:

W=W,+s )

Ly, L, W,, W and s are random variables. The mean values E [L] and E [W] are
used in applications as state variables for the system. E [L] and E [W] are preferred
to the mean values E [L,] and E [W,] for L, and W, because L and W contain more
information than for L, and W,. Letbe L at t = 0, Lo, Lo = 0 (no vehicles initially
observed in the system for a generic time interval [0, ¢]). To obtain the L equation
(as function of time #), a balance equation can be written between the number x, of
vehicles arriving in the queue and the number y;, of vehicles leaving the queue at the
end of a generic time interval [0, ¢]:

Li=x—y 3)

Now, let be the system characterized by a continuous and long queue with respect
to the single vehicle. Also let be waiting times long if compared with the average
service times. In this case, it may be appropriate and useful to replace these discon-
tinuous trends with continuous functions that allow a "smoothing" over time. If x;
and y, assumes sufficiently large values with respect to the unit, therefore, only
small relative variations with respect to the average value can be expected. In these
conditions, the negligible variations with respect to the average value allow to use
a so-called first order approximation for x, and y,. Thus the continuous time and
discrete valued random processes x; and y;, are replaced with A(z) and D(¢). A(¢) and
D(t) are continuous-time and continuous valued deterministic processes. Therefore,
within this approximation and with Ly = 0 we obtain:

Ly =A@ — D@ 4)

where also L”; is a continuous and deterministic function of time. If 1/7,(t) = ¢,=
dA(t)/dt and 1/7 (1) = ¢;= dD(t)/dt, we have that A, =f(;q (u)du and Dt =f(;c(u)du.
Assuming that ¢, = g and ¢; = ¢ have constant values in the interval [0, 7], in the
more general case of non-zero initial queue Ly we obtain:

Ly =Lo+ t(g—c) =t(p—Dc (%)

L%, represents the first order (or deterministic) fluid approximation for L, [2, 3].
This approximation (i.e. L, ~ L";) only considers the accumulation that occurs due
to the saturation of the system. In compliance with the Law of Large Numbers,
its degree of approximation increases with increasing p over 1 and up to +o0, as
the basic hypotheses relating to the negligibility of the variations with respect to
the average values are more sustainable. Still operating in the stochastic field, the
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problem of the peak of traffic can be tackled using the Renewal Theory [7]. Taking
into account the balance Eq. (3) with a non-zero initial queue and under the same
hypotheses of the fluid approximation, in terms of expected value we can write:

E[L;] = E[Lo] + E[x;] — E[y] (6)

If the intersection is congested in [0, ¢] the queue is always present on the minor
street. Under such conditions it is very likely that in the interval [0, ¢] the system is
always busy. In this case, the times of departure of the vehicles that leave the system
can be considered with the same probability distribution as the service times. The
departure times are therefore independent from the arrival times so:

VAR[L,] = VAR[Lo]l + VAR[x;] + VAR[y] )

The renewal processes theory allows to express the values E [*] and VAR [°] for
x; and y,, and finally for L;. By a renewal processes, if vehicles arrive in the system
and leave the system continuously (i denotes a generic vehicle), this processes can
be interpreted as a sequence of replacements/substitutions with random times of
replacements 7,,; and random time of substitutions 7 ;, Let the random variables 7 ,;
and 7,; be independent and identically distributed respectively with mean p, and
W, and variance 02y and o2,. It has been widely demonstrated that, whatever the
distribution of ,; and 7,;, the realizations over time of the counting processes of
departures y, and arrivals x, asymptotically follows (i.e. # — +00) a normal distri-
bution respectively with mean #/j1, and #/u, and variance t(o Zy/u3 y and t(o 2 /30).
With C, = o,/ (Cy = o./11,) we can write that for r — +00:

yi~ N(t/uy; Cot/py) (8)

X~ Nt /i C2 /) ©)

Assuming that the parameters of the distributions do not vary over time, with
1/puy= g and pu,= E [s] we have:

i ~ N(t/s: C; t/E[s]) (10)

x; ~N(rq; C?tq) (11)

In view of this, Eqs. (6) and (7) approximate asymptotically with the following
equations:

E[L;] ~ E[Lol+qt —t/E[s] = E[Lo]l +t/E[s](p = 1) (12)

VAR[L,] ~ VAR[Lo] + C;t q + C;t/E[s] (13)
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The renewal processes theory proves that this asymptotic approximation for t — +
0o holds with good approximation if > p,/C Zy and 1> 11,/C?, [8]. It should be noted
that the same result as in Egs. (12) and (13) for the approximation with p > 1 and
t — +o0 arises from a diffusive or second-order approach [2, 3], which proposes
to approximate x, and y, (considered independent under the usual hypotheses of
extended queue) as normally distributed, in accordance with the Central Limit
Theorem [3]. An important result is proven for exponential distributions of arrival
and departure inter-times (i.e. x; and y, realization of counting processes with Pois-
sonian arrivals and departures). With reference to the system in Fig. 1, this is an
M/M/1/00/FIFO type queue system. In this case C,= C,=1 and the approximations
for p > 1 (and asymptotically — +o00) are exact for each value of ¢ [8, 9]. In this
case, in fact, y, and x; follow two Poisson distributions with mean fu, = t/E [s] and
tiy =t g. It turns out that:

E[L:] = E[Lol +qt —t/E[s] = E[Lo]l +1(p — 1)/ E[s] (14)

VAR[L;] = VAR[Lo] +tq +1t/E[s] = VAR[Lo]l +t(p + D/E[s]  (15)

4 Traffic Peaks Solution for Random Arrivals
and Exponential Service Times

4.1 Queue Growth in Saturation Conditions

In the following, the simple traffic situation of Fig. 3 is considered for the intersection
of Fig. 1. In Fig. 3 the minor flow q;= ¢, are constant and less than the capacities
c; = ¢, before and after the peak period 7. During the same peak period the flow g
is greater than the flows before and after this period. Furthermore ¢ during the peak
period T exceeds capacity c. So in the interval T, i.e. between instants 7 and o+ 7,
the intersection of Fig. 1 is subject to a traffic peak.

In this way the waiting system of Fig. 1 can be considered in a steady state at the
instant #( starting from which the peak demand g occurs. The effects of the traffic
peak on the intersection are affected beyond 7, for a time interval 7" starting from ¢
=ty + Tand included in T',. For the situation in Fig. 3, if Ly is the steady state queue
at the instant r = O before the start of the traffic peak, for Poissonian arrivals with
rate g and service times distributed exponentially with mean E [s] (oo = q1/c1), we
have that:

E[L:]= po/(1 = po) +1(p — 1)/ Els] (16)

VARIL,] = po/(1 = po)* + t(p + 1)/Els] a7
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Equation (16) allows to obtain the expected value of the waiting time in the system
W, of a vehicle arriving at the instant ¢. This vehicle will see L, vehicles waiting in
queue, so neglecting that the vehicle currently in service at time ¢t may be partially
served, its waiting time Sy, is equal to the sum of L, exponential service times with
mean E [s]. Asis demonstrated for renewal processes [7], Sy, is distributed according
to an Erlang variable of parameters L, and 1/E [s], with expected value L,E [s] and
variance L, (E [s])?. For the hypotheses considered above, the expected value and
the variance of the waiting time W, of the vehicle arriving at the instant ¢ conditioned
with respect to the presence of total L, vehicles in the system can be approximated
as follows [9]:

E[W| L]~ E[L] E[s] A7)

VAR[W,| L] ~ E [L)(E [s])’ (18)

In this way the expected value for waiting time W;, considering a vehicle arriving
at the instant # (i.e., at the end of the peak period) is:

E[W] = E[slpo/(1 — po) + t(p — 1) (19)
Furthermore, considering that [9]:
VAR[W,]= E[L/]VAR[W,|L,] + VAR[L,] E [W;| L,] (20)

using the previous equations we also obtain the approximation for the variance of
W[.

4.2 Saturation Queue Discharge

With reference to Fig. 3, we want to find the duration of the time interval 7’; starting
from ¢t = tp+ T and included in T,. In this interval, the effects of peak traffic that
arose during the T interval are exhausted. If L, = p,/(1 — p») is the steady state
number of vehicle in the system with traffic demand ¢, and capacity c¢; (p, = g2/c2),
using Egs. (16) and (17) we can approximate E [T’;] and VAR [T’;]. After some
calculations, we have that [9]:

E[T;] = (E[Lr] — Lo)/(cx(1 — p2)) Q1)

VAR[T;] = 2p2(E[L7] — Lo)/(c5(1 = p2)?)
+(E[Lr] + VARI[LD/(c3(1 = p2)) (22)
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5 Comparisons Between Approximate and Heuristic
Solutions

Firstly we propose some comparison tests for the queue growth between Approximate
solutions (cf. 3.1) with Heuristic solutions (cf. 2). We refer to Kimber and Hollis [6]
Heuristic formulation as proposed by [4, 10] with:

QZ%LU@+B—A] (23)

where

A={0—=p)t+1-1Ly 24)

B = 4(Lg + pct) 25)

For the intersection of Fig. 1 we consider the traffic condition of Fig. 3, but in
this case with p; = 0, therefore Ly = 0. L, is calculated with Eq. (16) and with Eqgs.
(23)—(25) for p ranging between 1.0 and 2.0, and 7 = 10 min. It is considered 1/E[s]
= ¢ =0.278 veh/s (1000 veh/h). Also, Fig. 4 shows the upper limit of Cebysév (CSL)
interval at 85% for Eq. (16), considering the variance value obtained using Eq. (17).

The comparison shows the deviations between Heuristic and Approximate solu-
tions which are more and more reduced with increasing the traffic congestion. The
deviation values appear to be extremely low compared to CSL at 85%. For the
analyzed case study, Fig. 5 shows the percentage deviation (plotted in logarithmic
scale) between Heuristic and Approximate solution related to 7 in the range from
1 to 60 min. It is worth pointing out that in the time intervals usually used for the
performance analysis of road intersections, the deviations between the two time-
dependent solution types, already for p = 1.2 are less than 8 and 2.5% in case of T
= 15 min and 7 = 60 min respectively.

230 Approximate solution Eq. (16) —
200 = - = 85% Ceby3v int. for Eq (16) by Eq (17) —= =
150 4L===== Heuristic solution Eq (23) (24) (25) —_—— E—
e e Bt L o _‘_‘___’,———-"""—’_ |
199 == ‘:’.'__.———“‘-_ f
50 =T :
0 === T T T T r T r T T
1.00 1.10 1.20 1.30 1.40 1.50 1.60 1.70 1.80 1.90 2.00

p

Fig. 4 Comparison between heuristic and approximate solutions
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Figure 6 shows L; values (plotted in logarithmic scale) obtained with the two
time-dependent solution and the CSL at 85% in function of p, in the case of non-
zero initial queue Ly = 9 veh (c; = 0.278 veh/s q; = 0.25 veh/s, with p; = 0.9),
under the condition 7 = 15 min and 1/E[s]=c¢ = c¢;.

In accordance with L, values of Fig. 6, the percentage deviation of Heuristic and
Approximate solutions have been calculated in function of p (p = 1.0-2.0) and T (T
= 1-60 min) as shown in Fig. 7a. Figure 7b reports similar assessments for the case
Lo = 19 veh (¢; = 0.556 veh/s = 2000 veh/h and g; = 0.528 veh/s = 1900 veh/h,
with p; = 0.95) and capacity 1/E[s] = ¢ = c;. Thus, obviously, for fixed T and p
values, the deviation between the two time-dependent solution types decreases as L
increases.

Finally, Fig. 8 shows the evolution of queue length in a traffic saturation state, for
a time interval of 60 min, under the following conditions: initial queue Ly = 9 veh,
c1 = 0.278 veh/s, g, = 0.25 veh/s (p; = 0.9), I/E[s] = ¢ = c¢; and g = 0.333 veh/s
= 1200 veh/h. Let be note here that for every solutions, the trend of L; in Fig. 8
has been obtained considering subsequent regular intervals k; = 1, 2, ... 20, each of
3 min. Once again, for the Approximate solution (Eq. 16) the 85% Cebysév interval
values over the time (namely in function of k;) are given. According to Egs. (23),
(24) and (25), in Fig. 8 for the Heuristic solution two trends are reported:

a) thefirstone with re-initialization of the queue at the beginning of each 3 min time
interval respect to the initial equilibrium one (Ly = 9 vehicles at the beginning
of each interval);

100.0%
S o0
g 10.0% A T=1
'% TiZ
2 1.0% =
S =30
g 01% T=60
&
0.0%
1.10 1.20 1.30 1.40 1.50 1.60 1.70 1.80 1.90 2.00

. -/_,:—;; ==
(S5 5 [ 7« S S S gy Heuristic solution Eq (23) (24) (25)
Approximate solution Eq. (16)
! — - = 85% Cebysév int. for Eq (16) by Eq (17)
1.00 1.20 1.40 1.60 1.80 2.00 2.20

p

Fig. 6 L, values in function of p (case of non-zero initial queue: Ly = 9 veh)
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b) the second one with the evolution of the queue at the beginning of each 3 min
time interval considering the queue at the end of the previous interval [10].

As expected, the curves of Fig. 8 highlight a substantially convergence of the
results obtained with the two different time-dependent solutions.

It is interesting to test the Egs. (21) and (22) in order to evaluate the time interval
T’; obtained with the Approximate solution in comparison with the Heuristic one
(queue discharge, cf. 3.2). In this regard, and in compliance with Fig. 3, the following
traffic condition was analyzed: g; = 300 veh/h, ¢; = 450 veh/h (p; = 0.667); g =
600 veh/h, ¢ = 450 veh/h (p = 1.334), T = 10 min and g,= ¢;= 300 veh/h, c,=
¢y = 450 veh/h (p; = 0.667). By means of Egs. (23)—(25), a queue length Ly =
29 has been obtained. Using Eqgs. (16) and (17), it results E[Ly] = 27 and VAR[L7]
= 6. These values demonstrate that the Approximate solution is very close to the
Heuristic one.

Now we want to evaluate the time interval 7°; that, once the traffic peak period
T is over, the system employs reducing the queue Ly to the stationary value for p;

= 0.667, which is L, = 2 veh. Using Eq. (21), it results E[T’;] = 600 s and (VAR
(T4 =277 s.

100.0% + — = 100.0% +

/ . = o
10.0% qp]l 10.0% /
——-\plz

X X /”\
s \ g /x p=1.1
T 1.0% : 13 10% p=l2
% ’ pz}g % ’ - =13
g le 8 p=14
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- p=1.8 -9 p=1.6
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p=2
0.0% 0.0%
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Fig.7 Percentage deviation between the two time-dependent solutions (a: Lo = 9 veh; b: Lo = 19
veh)
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Fig. 8 Evolution of queue considering subsequent time intervals k; = 1, 2, ... 20, each of 3 min
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To estimate a realistic duration 7”; by Heuristic solutions, some corrections to

increase accuracy of calculation of queue discharge are required [6]. In our case (e.g.
Ly > 2L,) we consider the following relationships [6]:

Li=Lyr+ (pp—Ly/(Lr + 1)t if 0<t=<tc (26)

1
L,=2Le—§[\/A2+B—A] i1 > 10 27)

with
A=(1=p)t—tc)er+ 1 (28)
B =4pycr(t — 1c) (29)
tc = QL. = Lr)/c2(p2 — L7 /(LT + 1)) (30)

For determining 7Ty, it is essential to find the value of ¢ for which Eq. (26) is
satisfied with L, = L, = 27 veh for every 0 <t < t¢, or else Eq. (27) with values
according to Egs. (28) and (29) if # > f¢. In both cases, ¢ is calculated with Eq. (30).
In the example under study, it results tc = 619 s. Fig. 9 shows the values of L,
in function of ¢, calculated with Eq. (16) (Approximate solution) and using the set
of relationships (26)—(30) (Heuristic equation with correction for queue discharge).
Moreover, in Fig. 9 are plotted: the L, values estimated with Egs. (23)—(25); the
value E [T’;] = 600 s (from Eq. 21); the CSL 85%, obtained considering (VAR
[T’4)"? =277 s (from Eq. 22). For t = E[T";] = 600 s, evaluated with Eq. (21)—for
which it results E [L;] = L, = 2 veh with Eq. (16)—the queue length estimated
with the corrected Heuristic solution is slightly below 5 veh, decreasing to 3 veh
after just 2 min. Therefore, the value E[T”;] can be considered a good approximation
of the time taken for the queue discharge due to the traffic peak. Based on these
considerations, the proposed method (Approximate solution) turns out to be very
accurate and even simpler than the Heuristic solution.

Approximate solution Eq. (16)

= = = Heuristic solution Eq (23) (24) (25)

= = Henristic solution Eq (26) - (30) with queue correction
------ E[T,] Eq 21)

— - = CSL 85% for E[T,']

W BT 15 20CSL 85% for E[T,]»5
t (min)

Fig. 9 Comparison among Heuristic solution with—without queue discharge correction and
approx. solution
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6 Conclusions

This article demonstrates that in congested traffic conditions, the approximate deter-
ministic solutions for the calculation of the state variables of a road intersection can
be deduced as an asymptotic result of the renewal theory. In congested traffic condi-
tions, these approximate solutions have proven to be substantially coincident with the
heuristic solutions by coordinates transformation method. The differences obtained
by applying the two time-dependent solutions have been estimate as function of
traffic intensity. These differences that we get, even if small, are to be considered in
the context of the underlying uncertainty in road intersections calculation, primarily
for traffic demand and driving behavior parameters. The results have shown that
the proposed approximate solutions, marked by a reliable and rapid mathematical
approach, could be widely and profitably used in traffic analysis. It should be noted
that the solutions obtained were tested by taking comparison with theoretical queue
models, on the basis of the most widespread and shared assumptions in the literature
for the analysis of unsignalized intersections for arrival and service time probability
distributions. The possibility of further testing the acceptability of the same assump-
tions through comparisons against real traffic scenarios in situations of congestion at
unsignalized intersections represents an important topic that is interesting to deepen.
This in the continuous search for calculation criteria that, as well as being quick
and easy to formulate mathematically, are effectively able to represent real world
occurrences.
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A Reliability Based Crack Propagation m
Model for Reinforced Concrete Bridge L
Piers Subject to Vehicle Impact

Suman Roy and Andrew Sorensen

Abstract Bridges play a critical role in transportation infrastructure networks. As
such, their ability to withstand hazardous loading scenarios is essential. The response
of bridges and specifically of bridge piers to hazardous loading scenarios such as
earthquake and blast have received significant attention. However, their behavior
under vehicle impact has received less attention. This is significant due to the fact
that the frequency of occurrence for vehicular impact is appreciably higher than
that of earthquake and blast. Of larger significance however is the fact that bridge
piers that have experienced impact loading may have reduced capacities to withstand
secondary hazardous loadings. This multi-hazard loading scenario of bridge piers is
ideally suited for reliability-based risk analysis methods for study; however, very
few such studies exist. In this research, a reliability-based model is used to deter-
mine the crack propagation in circular reinforced concrete bridge piers at different
strain rates. Crack propagation is an important characteristic for structural health
and ability to withstand future loading. However, in the case of vehicular impact,
only the deformation of the pier is typically taken into account for determine post
impact serviceability. In the model, quasi-static to dynamic strain rates are consid-
ered for steel while only dynamic strain rates are considered for concrete. Using
Monte Carlo simulation, crack propagation rates for both Grade 60 and Grade 80
reinforcing steel are developed. The Hasofer-Lind reliability method is then used to
determine the subsequent reliability of the piers post-impact. Models representing
the dynamic reliability indices validating limit state equations show persuasive and
practical trends. Furthermore, the model can serve as a design tool in predicting
serviceability as well as analyzing design scenarios in an economic and practical
way.

Keywords Crack propagations - RC bridge pier - Vehicle impact Monte Carlo
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1 Introduction

The increasingly widespread occurrence of vehicle-pier collision accidents, and blast
due to terrorist attack present a significant threat to the safety and survivability of
bridge structures subjected to these high strain rate loading events. Additionally,
these loadings weaken the structure making them more vulnerable to subsequent
loading scenarios such as seismic. This type of sequential multi-hazardous loading
requires proper analysis techniques which can be used in normal practice for bridge
pier design as well as for damage mitigation. Some accidental collisions result in
severe damage to bridge structures, such as pier fracture and bridge collapse, while
others cause localized concrete cracking at the specific impact location. To study
the behaviors and failure modes of the impacted piers, it is necessary to develop
utilitarian studies in order to accurately analyze the bridge-pier failure patterns and
develop an insight for code calibration.

Reinforced concrete (RC) bridge piers are the first and most vulnerable structural
element exposed to impact resulting in failure under static and dynamic load; and
hence, crack propagation [1]. Current post impact rating models rely on the residual
curvature and serviceability criteria to assign damage index levels [2]. Accurate
prediction of crack propagation in a concrete structure is a crucial parameter for
calculating reliability, improving durability, accurate structural health monitoring,
and determining serviceability. Many investigations have been conducted to analyze
structural performance under dynamic loading conditions and calibration followed by
development of the respective codes has been undertaken by legitimate committees
and standards bodies [3, 4].

To achieve rational, feasible, and reliable structural design approaches, predic-
tion for the performance in terms of serviceability has become essential through its
service life span and as such design rules stipulated in the codes should conform
to corresponding performance criteria [5]. A number of analyses with numerical
simulations have been carried out and have shown that crack propagation followed
by the flexural deflection is frequently observed to be catastrophic for RC beam [6].
However, the pattern of the crack propagation in a concrete bridge pier caused by
dynamic impact, appear to be due to localized action [6].

In the past couple of decades, the probabilistic assessment of highway bridges has
developed rapidly in order to prioritize bridges for retrofit and rehabilitation based
on their seismic risk [7]. Multi hazard sequential load predicting blast and impact has
also been conducted [8]. Unfortunately, very few studies have focused on developing
aholistic numerical approach to investigate frequently occurred damage as a function
of crack propagation caused by vehicular impact, nor the validity of developed models
for different concrete and steel grade combinations. This has led to a need to develop
an innovative numerical limit state model envisaging dynamic crack propagation at
different steel strain rates in order to assess the serviceability criteria. In this study, a
numerical model predicting crack propagation for dynamic impact as a function of
strain rates and yield strength of steel with the corresponding failure assessment has
been explored by numerical simulation using ‘Monte Carlo’ method at different strain
rates. In addition, reliability indices of the model are further investigated using the
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Hasofer-Lind reliability index method [9]. Moreover, a proposed numerical model for
static condition has been developed to evaluate target reliability indices to compare
different combinations of concrete and steel grades in order to evaluate successful
code calibration considering dynamic aspects for serviceability.

2 Methodology and Results

2.1 Determination of the Rate of Crack Propagations

RC bridge pier when experiences an impact from vehicular collision, the exposed
part of the pier undergoes localized failure subject to its intensity. Failure can be
occurred by experiencing cracks in concrete, sometimes penetrating beyond the
sacrificial layer. Crack propagation due to impact is a highly mechanistic complex
phenomenon which is dependent on the factors like concrete and steel grade, and the
crack propagation patterns. This mechanism has been led by combination of strain
rates in concrete and steel. In this study, a representative bridge pier is investigated
for vehicular impact at different strain rates. Steel strain rates along with the modulus
of elasticity controls the bridge pier performance in order to sustain the impact load.

Studies are required to incorporate the crack propagation due to vehicular dynamic
impact on RC bridge pier as it is highly uncertain at high strain rates. Crack prop-
agation in terms of depth and width has been investigated in this research for high
strain rates in concrete and steel. In order to compute low impact duration, the rate
of maximum crack-depth in normal concrete has been developed and is shown in
Eq. 1 [10].

. b =21 in. (53.34 cm)
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Fig. 1 (a) Representative RC bridge pier, (b) Section A-A
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Mulhcr,lim

oy = (0.59 s
1

) s (hertim /' % (1)

Rearrangement of Eq. 1 yields Eq. 2.

[(0.59 % My, % @)
oy =|———7
I7 %12

} s (hertim /1) 2)

In Egs. 1 and 2, oy is the yield stress of tensile steel, My, is the flexural moment
at extreme fiber of core cross-section, p is the steel ratio = 0.79 (in®) x (6 nos.) /
(/4 x d*) = 0.013 (=1.3%), I'| = (1/64) * (Dg4 — deore) in* where, D, and dcore
are the gross (21 in. or 53.34 cm) and core (18 in. or 45.72 cm) diameters of the pier
section respectively (as shown in Fig. 1). Replacing o, using high strain rate (¢ =
de/dt) at steel due to impact consideration, and steel modulus of elasticity (Es), and
after rearranging Eq. 2, yields Eq. 3.

E* (€) = E % de) _ (0.59 % M, )*(Zi * (hersim /D (3)
K — Ly dt - . ul I 1 crlim

(If % 1%)

In Egs. 1-3, ‘o’ is a factor expressed in Eq. 4 [10].

(1553 [ heriim
“‘<p*w)*< - >_1.41/(p*¢) @)

In Eq. 4, ¥ (a factor) has been taken as 0.77 [10], he, 1im is the limiting crack
depth, and h is the depth of the cross-section (21 in. in Fig. 1). Hence, the product
(p = ) becomes 1.001. Area of steel rebar used for pier cross-section is 6 nos. # 8
steel rebar (4.74 in? or 30.58 cm?).

Equation 4, after simplification and rearrangement, yields Eq. 5.

a = 0.74 % hepyim — 1.4086 (5)

Taking differentiation of ‘o’ with respect to time (t), yields Eq. 6.

dhcr,lim

do/dt =0.74
of * ( yr

) (6)

Inserting da/dt from Eq. 6 into Eq. 3, and after rearranging, yields Eq. 7, and
expressed in terms of strain rates.

d M
E x (28] = (04366 % =L ) % (heysim /D)2 7
dt If
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2.2 Computation of Cracking Moment

Cracking moment (M) is determined using the standard equation (Eq. 8) and is
appropriately applied when a RC pier experiences a collision at its exposed face
[11].

M, = It (®)

Yt

Using Eq. 8 and the dimensions shown in Fig. 1, f; the modulus of rupture,
is equal to 7.5%(f’.)"? and becomes 410.791 psi (2.83 MPa) for ', = 3000 psi
(20.68 MPa) The distance from the neutral axis to extreme tension fiber (y) is 21
in/2 = 10.5 in. (26.67 cm.) The gross moment of inertia, I, = 7/64(21)* in* which
equates to 9547.801 in* (0.004 m*) Considering these values, the cracking moment,
M,; becomes 373.54 kip-in. (42.204 kN-m).

Replacing M| by M., and inserting the value of 29 x 1076 psi (2 x 10~ MPa)
for Eq, the rearrangement of Eq. 7 yields Eq. 9.

dhcr.lim

de
= 67.26 % (—)** 9
dr * () ©)

In this study, quasi-static to dynamic strain rates are considered for the range from
10 to 1078 [12].

2.3 Estimation of Rate of Crack-Widt

From ACI 318-14, static crack-width (w.)can been evaluated using Eq. 10 [13].
we = 0.076 % By * fy * (d. % A)Y? (10)

In Eq. 10, f; is the stress in steel, d. is cover from extreme tension fiber to the
outer face of the stirrup [d. = Effective cover — stirrup diameter — 1/2(diameter of
tension steel) = 3 in.—diameter of #4 bar—1/2 (diameter of #8 bar) = 2 in], and the
cross sectional area A is equal to {6 in. x (2 x 4.71in.)} is 56 in.? (361.29 cm?)
However, rate of increase of crack-width (dw./dt) can be executed by taking first
derivative of w, with respect to time (t) at quasi-static strain rate and dynamic stress
level of steel. This derivation is shown in Eq. 11.

QW _ 0,076 % py 5 ( E, % 95 ) & (d, % )12 (11)
= 0. s — %
dt g S dt

In Eq. 11, de/dt is the dynamic strain rate in steel and P, is given as (h — ¢)/(d —
-c), where h =21 in and d = 17 in (Fig. 1). However, in this study, B} as a function of
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Fig. 2 Dynamic strain rate with rate of crack width and crack depth propagation

concrete is taken as non-deterministic, and strain rate (de/dt) is considered for ranges
from 10~ to 10~8. Furthermore, elastic modulus of steel (E;) is also non-deterministic
as it varies with the yield stress and strain rate.

Using the example column, In Eq. 11, ¢ = a/B; and a = Ay * £,/0.85(f; * h)
where Ag = (3 x 0.79 in.2) as 3 bars undergo tension and B; is 0.85. However,
after computation, a and ¢ become 2.65 in (67.31 mm) and 3.123 in (79.32 mm),
respectively, and the nominal value of By (Bh.nominal) becomes 1.28.

Rearranging Eq. 11 yields Eq. 12.

dw, de

= 0.00103 % B, * E; * (—) (12)

dt

Using Eq. 12, rates of crack propagation for depth and width can be computed,
and their comparison are shown in Fig. 2. Figure 2 shows a potential comparison
for rates of crack propagations in terms of crack-width and crack-depth plotted for
different dynamic strain rates for grade 60 steel rebar.

2.4 Dynamic Increase Factor (DIF)

Dynamic Increase Factor (DIF) is a dimensionless number which describes how
many times the deflections or stresses can be multiplied to the deflections or stresses
caused by the static loads when dynamic load is applied. In other words, DIF is
also specified as the ratio of dynamic strength over quasi-static strength in uniaxial
compression or tension, is reported as a function of strain rate [14] However, DIFs
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considered in this study are compressive strength for concrete and tensile strength for
steel. During high impact, concrete undergoes localized cracks which is a function
of strain rate, whereas steel experiences deformation as a function of deterministic
strain rates, and non-deterministic modulus of elasticity. So, DIF, for concrete and
steel combining together, undergo complex mechanism and play significant role to
assess crack propagation caused by dynamic impact.

24.1 Determination of DIF for Concrete in Compression and Steel
in Tension

Dynamic increase factor for concrete (DIF.,,) in compression has previously been
described by [13] and is given in Eq. 13.

£ 112060
DIF,.,, = </_L> (13)

€s

In Eq. 13, €. and &, are the quasi-static and static strain rates in concrete and
steel, and are considered as 10 and 107° respectively [12]. However, o, can be
determined from Eq. 14 [15].

de =[5+ 9% (fos/fro)] ™ (14)

In Eq. 14, f is considered as 3 ksi, and f,, is taken as 1.45 ksi [15]. After
computation from Eq. 14, a. yields as 1.22, which has been taken as deterministic
in this study as no randomness is involved and well predicted.

Dynamic increase factor for steel (DIF;) in tension has been considered by [14],
and expressed in Eq. 15.

DIF, = (10* x é)% (15)

In Eq. 15, € is the quasi-static to plastic strain rate (deterministic) for steel rebar
varying from 10~ to 1078, The magnification factor ay, can be determined from the
Eq. 16 [14].

oy = 0.074 — £,/60 (16)

In Eq. 16, fy (yield stress of steel bar) is considered as 60 ksi, and hence deter-
ministic. Steel strain-rate parameters for grade 60 (60 ksi) rebar within the range of
10'-107*, with the corresponding computed DIF;, are shown in Fig. 3. On the other
hand, streel strain-rate parameters (10#~10~%) with the corresponding DIF; for the
higher yield strength 80 ksi rebar are shown in Fig. 4.
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2.5 Monte Carlo Model for Predicting Crack Width

In this study, maximum permissible crack-width for serviceability limit state is taken
as a value recommended by ACI 318-14 of 0.016 in (0.00063 mm) [16]. However,
structural serviceability for the limit state function (G) comprises if the rate of crack-
widths does not exceed permissible crack-widths. Equation 17 shows the limit state
equation for serviceability for dynamic impact in terms of crack-widths evaluation.

G =0.016 x* DIF,,, — (dw./dt) * DI F 17
Using Eq. 17 and substituting dw,/dt from Eq. 12, yields Eq. 18.
G =0.016 x DIF,,, — 0.00103 * (de/dt) x B, * E; * DIF; (18)
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Replacing strain rate (de/dt) as € and after rearranging Eq. 18, yields Eq. 19.
G =0.016 % DI F,,, —0.00103 x (€) * B, * Es % DIF; (19)

Ten thousand Monte Carlo simulations are run for limit state function (G) and
®~!(P)) are executed and plotted for different strain rates are shown in Figs. 5, 6,
7, 8 and 9, respectively. The probability of failure (P;) and the inverse of the cumu-
lative distribution function (CDF) for the P; are plotted using ten thousand Monte
Carlo simulations (statistical parameters mean and standard deviation converged at
about this number of simulations) for the different strain rates (10~*~107%). Random
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numbers are generated from ‘RAND’ function. In Eq. 19, € is deterministic whereas
Bn and Eg are random variables where mean (j1) and standard deviations (o) are given
in Table 1.
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2.6 Predicting Reliability Indices for Dynamic Crack
Propagation

In this study, reliability prediction in terms of reliability indices (8) are evaluated
using the Hasofer-Lind reliability index method. Test column reliability indices
have been determined for 3 ksi (20.684 MPa) compressive concrete strength and
60 ksi (413.685 MPa) yield strength of steel. Additionally, reliability indices for
6 ksi (41.37 MPa) compressive concrete strength and 80 ksi (551.581 MPa) steel
yield strength are also calculated. Reliability indices for both the cases are compared
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:r?;)llgsl W, V and o for By Variables n \'% o
B (in) 1.6384 0.155 0.254
Es (psi) 3E+07 1.1 3.4E+07

using limit state model shown in Eq. 15. Figure 10 shows the reliability indices for
the both cases.

The mean (), variations (V), and standard deviations (o) values for the non-
deterministic parameters, B, and Eg, are taken from a published source [8], and are
shown in Table 1 [9].Target reliability indices (Barger) are determined using astatic
condition model. Equation 20 evaluates target reliability indices (Biarge) using the
values from Table 1.

S =0.016 % DI F,p, — 0.00103 * (€) % B * E; x DIF, (20)

In Eq. 20, S’ is the limit state equation for serviceability in terms of crack width
for static condition. Byge has been computed using Hasofer-Lind reliability index
model in limit state Eq. 20 [17]. Steel strain rates for different grades of steel are
combined with different concrete grades are compared to assess their respective
reliability indices (Fig. 11).

3 Discussions and Conclusions

In this research, an attempt has been undertaken to bridge a comparison between
steel strain rates with the rate of crack-width and crack-depth propagations (Fig. 2)
using Eqgs. 9 and 12. With the increase of strain rates, rate of crack depth propagation
increases ata higher rate initially and then slows to a more gradual rate. Conversely the
rate of crack width propagation increases gradually with the increase of strain rates at
a logarithmic increment. An inflexion point appears at a strain rate of approximately
0.000085. It can be further concluded that with the increase of strain rates, the
propagation of cracks increases in a decremented way.

Monte Carlo simulation is undertaken for the limit state function (G) with the
inverse of the cumulative distribution function (CDF) for the P;, i.e., ®~!(P;), for the
strain rates at quasi-static to plastic strain rates, 1077 to10~® (Fig. 5d, e). Increased
strain rates (1077=107%) show almost no possibility of crack propagation as crack is a
function of time. On the other hand, strain rates of 10~ to107 (Fig. Sa—d) provide a
good understanding and an insight for predicting serviceability in terms of dynamic
crack propagation.

Prediction of the reliability for the developed model (Eq. 15) has been computed
using Hasofer-Lind reliability index method for different grades of concrete and steel
strain rates combinations (Fig. 8). Target reliability indices (Barger) at different steel
strain rates are determined in the static condition and compared with dynamic strain
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rates [ 18]. The dynamic reliability indices (f) for the combinations of 3 ksi (concrete)
and 60 ksi (steel), and 6 ksi (concrete) and 80 ksi (steel) are computed as 1.5 and 1.1
respectively. Compared to the calculated Biarger Of 2.5 seems to be lower than the two
combinations. However, calibration (Breer / B) for 3 ksi (concrete) and 60 ksi (steel),
and 6 ksi (concrete) and 80 ksi (steel) are predicted to be 1.6 and 2.2, respectively
from Fig. 8.

In Fig. 5, reliability indices for the 3 and 60 ksi combination at various strain
rates seem more conservative than 6 and 60 ksi combination (Fig. 6), computed at
a strain rate 10~*, and much greater than that of target reliability index, showing a
close proximity to the 6 ksi and 60 ksi. However, different combinations comprising
models are suitable for the specific range of strain rates that steel undergoes. In
addition, strain rates higher than 10~ to 107, for the combination of 6 and 60 ksi,
behaves optimally well (Fig. 5a, c) whereas a combination of 6 and 80 ksi performs
better at strain rates of 107 to 1078 to predict the probability of failure (Fig. 5b, d).

This research is an attempt to provide an insight on recognizing the severity
of damage incurred by dynamic impact. Assessment of the damaged column and
its behavior in terms of severity are carried out to relate crack propagation rates at
different strain rates of steel rebar, and DIF for both concrete and steel combinations,
respectively. Numerical models are developed to recognize the serviceability criteria
(crack propagation) for dynamic cracks using Monte Carlo simulation, which shows a
well prediction of limit state equation corroborating crack propagation phenomenon.

In addition, reliability indices computed for different concrete and steel grades
combinations, provide a close association with target reliability indices computed
from the static condition. However, from the results, code calibrations of 1.6 and
2.2 seem to be highly recommended for dynamic condition based on the combinations
of respective steel and concrete grades in order for the safe design. From the present
research accomplished, a combination of at least 3 ksi grade concrete with 80 ksi steel
can be well used for bridge pier to withstand the dynamic impact load. However,
a combination of 6 ksi (concrete) and 60 ksi (steel) has been optimally proposed
and high precision values are considered to understand reliability more scrupulously
(Fig. 6), and are commended at steel strain rates of 10 to 107 to resist impact
without failure.

The process outlined in this paper is limited to a specific case study of a representa-
tive pier. Further studies involving different materials and geometrical configurations
are needed to enhance the use of the proposed framework as a design tool.
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Accounting for Joined Probabilities )
in Nation-Wide Flood Risk Profiles L

Ferdinand Diermanse, Joost V. L. Beckers, Cathy Ansell,
and Antoine Bavandi

Abstract A risk profile provides information about the probabilities of event impacts
of varying magnitudes. In this study, a probabilistic framework is developed to derive
a national-scale flood risk profile, which can be used for disaster risk management
and financial planning. These applications typically require risk profiles over a wide
range of return periods. For most countries, the historical record of flood impacts is
limited to a few decades, insufficient to cover the longest return periods. To overcome
this limitation, we developed a stochastic model that can generate arbitrarily long
synthetic time series of flood events which have the same statistical characteristics
as the historical time series. This includes the joint occurrence probabilities of flood
events at different locations across the country. So, the probability of each pair of
locations experiencing a flood event in the same event should be the same for the
synthetic series as for the historic series. To this end, a novel approach based on
‘simulated annealing’ was implemented. Results show an almost exact reproduction
of the statistical properties of the historical time series.

Keywords Joint probabilities + Risk profiles - Simulated annealing

1 Introduction

In order to increase the financial resilience of ASEAN + 3 members to climate and
disaster risk, the Southeast Asia Disaster Risk Insurance Facility (SEADRIF) has
been established by ASEAN 4 3 in partnership with the World Bank. To support
this endeavor, and to increase the financial resilience of Lao PDR, Cambodia and
Myanmar against large-scale floods, the World Bank commissioned the development
of tools to support a rapid response financing mechanism. Flood risk profiles for
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these three countries were required to inform the design of financial risk transfer
instruments.

Disaster risk is often quantified in terms of “annual average affected population”
or for financial purposes, “annual average losses”. These are the long-term averages
over many years of larger and smaller disasters as well as no-event years. However,
for financial risk transfer, such as catastrophe insurance, a year loss table (YLT) or
event loss table (ELT) is required due to the importance of the low frequency and high
severity events. Crucially, these also provide information on the temporal and spatial
variance of individual events which cannot be represented by an “average year”.
The historical record is often too short to act as an ELT and will not sufficiently
represent the tail events, therefore a stochastic event set is required. We developed
a methodology to derive a long synthetic time series of flood events to support
SEADRIF countries.

2 Flood Modelling Concept

The flood modelling in this project is based on the concept of a single flood driver for
a given type of flood and subarea. For example, a flood plain along a stretch of river
is called a fluvial subarea. The local flood driver in this case is the river discharge.
We assume the flood extent in the fluvial subarea is fully determined by the value of
this flood driver. We defined four types of flooding and corresponding flood drivers:
Fluvial flooding (river discharge), pluvial flooding (rainfall), tidal flooding (river
water level) and coastal flooding (sea water level). The first step in the flood risk
analysis is to identify and classify the subareas over the region of interest (typically
a country). For each subarea, historical values for the flood driver are collected.
Subsequently, the number of affected people for each flood map is calculated using
the WorldPop population density grid [11].

The historical flood driver values include gauge readings from local hydrome-
teorological centers over the past few decades, simulated river discharges from a
hydrologic model over a 35-year period (using 1979-2013 MSWEP meteorological
input, see [1]), as well as storm surge levels from the Global Tide and Surge Reanal-
ysis (GTSR) data set which also spans 35 years [9] augmented by observations and
hydrodynamic simulation of historical cyclones.

3 Method for Generating Synthetic Time Series

The historical period of 35 years is sufficient for probabilistic assessment up to return
periods of about 10 years, but not for the longer return periods (up to 1000 years)
which are required for assessment of low frequency, high severity events. Therefore,
we generate a long synthetic time series of flood events (characterized by flood driver
values) that enables the analysis of higher return periods. Our methodology generates
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a synthetic time series which has the same statistical characteristics as the 35-year
historical time series. This includes:

1. exceedance probabilities of annual maxima for each flood driver;

2. mutual correlations of annual maxima between all pairs of flood drivers;

3. probabilities of joint occurrences for all pairs of flood drivers, i.e. the probability
that annual maxima of two flood drivers occur during the same event;

4. the influence of the joint occurrence on the correlation between the values of
annual maxima (because if annual maxima occur during the same event, the
mutual correlation is generally much higher).

A stochastic event sampling method was developed that reproduces these four
statistical properties. This method consists of four components:

Component 1: deriving probability distributions of individual flood drivers;
Component 2: sampling of annual maxima of flood drivers;
Component 3: sampling of events;

Component 4: linking of annual maxima to event numbers.

These four components are detailed in the next four subsections.

3.1 Component 1: Deriving Probability Distributions
of Flood Drivers

Extreme value distributions were derived for the various flood drivers, based on the
available 35-year historical time series. For each flood driver, annual maximum values
were selected, and an extreme value distribution function was fitted, applying fairly
“standard” techniques such as described in Coles [2]. Figure 1 shows an example of
a Gumbel fit on annual maximum discharges for Nam Khan River in Laos.

3.2 Component 2: Sampling of Annual Maxima

The second component of the sampling method concerns the sampling of annual
maxima. In this step, the mutual correlation between the annual maxima of different
flood drivers is taken into account. The correlation coefficient is derived for all flood
driver pairs from the observed annual maximum values. This results in an n * n
covariance matrix, C, where n is the number of flood drivers (n = 127 for the study
area).

To reproduce these correlations in the synthetic time series, a Gaussian Copula is
applied in the sampling procedure (see e.g. [4, 8]). This method requires correlation
matrix, C, as input. As proven by Fang et al. [5], C should be taken equal to sin(wt/2),
where Tt is Kendall’s rank correlation matrix. The procedure to generate correlated
samples is as follows:
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gauge station (Nam Khan River, Lao PDR)

1. Derive a matrix P for which: PP’ = C, through Cholesky decomposition of
correlation matrix C (see, e.g. [12]). Note: P’ is the transpose of matrix P.

2. Sample values uy, ... ,u, from the standard normal distribution function; store
the results in a 1xn vector u.

3.  Compute: u* = uP’.

The u*-values are subsequently transformed to “real-world” values of flood
drivers, using the probability distribution functions of the individual flood drivers
as derived in component 1:

Q(uix) = Fi(x;) (D

Where @ is the standard normal distribution function, u;* is the sampled u*-value
of the ith flood driver, x; is the “real-world” realisation of the ith flood driver and F;
is the derived extreme value distribution function of x;.

3.3 Component 3: Sampling of Events

The sampling method for annual maxima (AM) in the previous section creates a
synthetic time series with correlated annual maxima for each flood driver. The corre-
lation between AM refers to their value, not to their timing. Within a single year,
the annual maxima of the flood drivers are not expected to all occur during the same
event. Typically, there are several events per year and the AM are distributed over
them. Since we are interested in event impacts, the relative timing of the maxima
within a year also needs to be part of the sampling method. The generated AM are
thus assigned to events and the number of annual maxima per event should be in
accordance with the historical series. More specifically: the probability of each pair
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of flood drivers having an AM during the same event should be the same for the
synthetic series as for the historical series. In the case study, there are 127 flood
drivers, which means there are 127 * 126/2 = 8001 joined occurrence probabilities
that need to be reproduced in the sampling procedure. For this challenging objective
we developed a novel approach based on simulated annealing (Kirckpatrick et al.,
1983).

3.3.1 Outline of the Method

The starting point of the analysis is a time series z;, consisting of event numbers
as derived from historical data. z; is an Y * n matrix, with ¥ being the number of
years and n the number of flood drivers. If z; (y,j) = 3, this means flood driver j had
its AM in the 3rd “biggest” event of year y (note: in each year, events are ordered
based on the number of flood drivers that had their AM occurring during the event).
As an illustration, Fig. 2 shows the five biggest events in 1979 and 1980 and the
flood drivers that had their AM during one of these events. The objective of the
stochastic simulation method is to create a (lengthy) synthetic time series zs, with
similar characteristics as the historical time series z;. Here, similarity refers to [1]
the probability that AM of any two flood drivers, L, and L,, occur during the same
event and [2] the probability distribution of the number of flood drivers having their
AM occur in the biggest event in the year.

To this end, a “cost” function, G(zs;, z;), is defined that penalizes differences
between the historical and synthetic series. G is formulated in such a way that it
decreases if z, and zs, are in better agreement. Thus, function G needs to be mini-
mized to obtain the best agreement between the historical and synthetic series. The
choice of function G is critical to the performance of the procedure, both in terms
of computation time and the quality of the end result. Both z; and zs, are matrices
with the same number of columns, were each column represents a flood driver, but
different numbers of rows, where each row represents a year. Matrix z, has 35 rows,
corresponding to the 35 years of observation, whereas zs, has a user-defined number
of rows (e.g. 10,000). Both z; and zs; contain event numbers, were 1 corresponds to
the biggest event.

The event sampling procedure is based on the method of ‘simulated annealing’
(Kirckpatrick et al., 1983). Figure 3 shows the basic algorithm. The procedure starts
with a randomly selected initial synthetic time series for which the cost function is
evaluated. The elements of this synthetic time series are subsequently permutated in
a (large) number of iteration steps, until a stop criterion is reached. In each iteration
step, two elements of the time series are permutated to create a newly ‘proposed’
time series. For the simulated annealing procedure, we adopted the Matlab imple-
mentation of Joachim Vandekerckhove' and adapted it for our specific application.
The algorithm is as follows:

Thttps://nl.mathworks.com/matlabcentral/fileexchange/10548-general-simulated-annealing-alg
orithm
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Fig. 2 Example of joint occurrences in the years 1979 and 1980. Clusters of flood drivers that
experience the annual maximum within the same event have the same colour.

[1] start with an initial time series zs: (0)
[2] evaluate cost function G(zs:, z)
[3] start with an initial ‘temperature’ T = To
[4] Select an end temperature Te<To as stop criterion
[5] while T>Te do: (stop criterion 1)
[6] while stop criterion 2 is not met do:
[7] Select a new time series zs:* by randomly changing swapping 2 elements of of zs:
[8] evaluate cost function G(zs: *, zr)
[9] accept zst* as the new solution, i.e.: zs: = zs: *, with probability p(T)
and reject it with probability 1-p(7)

[10] decrease T: T = c¢*T; with ¢ a constant <1

This algorithm explores the ¥ * n-dimensional space of all possible outcomes,
where Y is the number of years of the synthetic series and » is the number of flood
drivers. The probability, p(T), of accepting the proposal solution is decreasing to
near-zero at the end of the procedure. Therefore, in the later phases of the procedure,
the procedure has an increasing tendency to move into the direction of lower values of
the cost function and to end up in a minimum. To prevent the procedure from ending
up too early in a local minimum, a ‘temperature’ 7 is introduced, which allows for
the solution to move to a higher value of the cost function. In the beginning of the
procedure, the temperature is high, thereby increasing the probability of moving away
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Fig. 3 Schematic view of the basic principle of simulated annealing

from a (local) minimum. The temperature is then slowly reduced, and the solution is
forced to move towards a (local) minimum of the cost function. The procedure can
be repeated several times with a different random seed to check if the same minimum
is found each and every time. This is no guarantee for a global minimum, but it does
provide more confidence.

3.3.2 Details of the Annealing Method

In this section, we describe some further details of the simulated annealing method
step by step. The number below refer to the steps mentioned in Sect. 3.3.1.

[1] First, we have to define the number of years of the synthetic time series ()
and the maximum number of events per year (N.). The time series zs, consists of
event numbers 1 to N. 4 1. For example: if zs,(y,j) = 5, this means flood driver j
had its annual maximum in the Sth event of year y. Event number N. + 1 represents
the ‘non-event’, which means if zs;(y,j) = N. + 1, the annual maximum of flood
driver j in year y is assumed to have taken place in isolation. In the initialization
of zs;, an integer number is randomly sampled from the range [1, N. + 1] for each
combination of year y and flood driver j.

[2] The cost function G(zs,,zt) was chosen to be the sum of three functions G; -
G3. To compute these three functions, some pre-processing is required. First of all,
the probability that annual maxima of any two flood drivers, L; and L;, occur during
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the same event is estimated from the historic series. So, for example, if flood drivers
L and L;, had their annual maxima occur in the same event in 10 out of 35 years,
the estimated probability of joint occurrence is 10/35 & 0.29. This is done for each
pair of flood drivers, resulting in M = n * (n — 1)/2 percentages (n = the number of
flood drivers), which are stored in an M * 1 vector H,,. The same computation is done
for the current solution (zs;) of the synthetic time series, and the results are stored in
an M * 1 vector Hs. Subsequently, the absolute differences between H, and H, are
computed and stored in an M * 1 vector D. Function G; is the maximum value of D.
Function G; is the mean value of D. To compute function G3, the maximum number
of flood drivers with an annual maximum occurring in a single event is determined
per year and stored in an Y * 1 vector. Subsequently, the mean over all the years is
computed. In other words: the mean number of flood drivers that have their annual
maximum occurring in the biggest event. This is done for the observed and synthetic
series. Function G quantifies the differences between the two.

[3 + 4 + 5] The starting value Ty should be chosen in such a way that accepting
a new time series with a higher (“worse”) cost function than the current time series
should be relatively large, whereas T ¢,q should be chosen in such a way that accepting
a new time series with a higher (“worse”) cost function than the current time series
should be close to 0. T¢,q should be several orders of magnitude smaller than 7'y to
provide the method with a sufficient number of iterations to converge to a “good”
result. The best choice of Ty and T,q requires some insights in the cost function loss
function G(zs;,zt) and the speed with which it converges to the (local) minimum. In
our case Ty was set equal to 1 and T'¢pg equal to 1E—S8.

[6] Stop criterion 2 controls the number of iterations for a single temperature 7.
An obvious criterion is to set a maximum allowed number of iterations. Additional
criteria can be to stop after a user-defined number of accepted new solutions and/or
stop after a long successive series of rejected solutions. All three criteria have been
implemented in the Matlab implementation of Joachim Vandekerckhove that was
used as the basis of our method.

[7] A key step in the procedure is the selection of a new proposal time series. A
straightforward method is to randomly select a specific flood driver in a specific year
and to randomly generate a new event number for this flood driver. However, this
approach led to very slow convergence of the procedure. To speed up the procedure,
we implemented an alternative method in which we look for the combination of two
flood drivers L; and L, that contribute most to the outcome of function G1(zs;, z;).
In other words, the two flood drivers L and L, for which the difference in computed
joint occurrence probability between the observed series z, and the synthetic series
zs; 1s the largest. We then change the event number of one of the flood drivers in such
a way that the objective function is decreased. Note, however, that this approach is
slightly in contrast with the concept of simulated annealing in which increases in the
objective function in successive iterations should also be allowed to prevent it from
converging too soon to a local minimum. Therefore, the final strategy was a mixture
of both: with a probability p* we apply the first method (random selection of flood
driver) and with a probability 1 — p* we apply the second method (selection of flood
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driver that contributes most to the cost function). We found that a value of p* = (0.8
in general gave most satisfactory results.

[8] The probability, p, of accepting a newly proposed solution, zs,*, is set equal
to:

p= min(l, e‘%) ; AG =G(zs),2)—G(zs1, 21) 2

This means if G(zs;*, z;) < G(zs,, z;), the new solution is accepted with probability
1, whereas if G(zs/*, z;) > G(zs;, z;), the acceptance probability depends on the
difference between G(zs;*, z;) and G(zs;, z;), on the temperature T and constant k. To
make this function generically applicable, cost function G is normalised by dividing
it by Gy, i.e. by the value of the cost function in the first iteration. Constant k should
preferably be inversely proportional to the total number of elements, N (N is equal
to the number of years times the number of flood drivers in our case). We chose k =
10/N.

[9] The decrease in the value of T is taken care of as follows: T = ¢ * T, with
c a constant < 1. This means the temperature declines exponentially. We adopted a
value of ¢ = 0.8.

3.4 Component 4: Linking Annual Maxima to Event
Numbers

The sampling procedures of component 2 and 3 are carried out independently from
each other. That means the correlation between annual maxima of two flood drivers
is not influenced by the fact whether these two maxima are observed during the same
event. In reality, however, there is a relation between the two, as occurrence during
the same event means there may be a common cause that is also likely to affect the
magnitude of the annual maximum of both flood drivers. This is confirmed by an
analysis of the data of the historical 35-year series. In the analysis we computed the
correlation between rank numbers® of annual maxima for [A] all annual maxima
occurring in the same year and [B] all annual maxima occurring in the same event.
The table below shows the difference between the two is significant. Ignoring the
relation between event numbers and (correlations between) annual maxima means
the ‘within-event-correlation” will be equal to the numbers shown under [A], whereas
it should be equal to the numbers shown under [B].

Country # Flood drivers | [A] Within year correlation [B] Within event correlation
Cambodia |21 0.20 0.66
LaoPDR |22 0.24 0.35

(continued)

2Rank numbers are numbers from 1..35 indicating per flood driver the highest (1), second highest
(2).. Lowest (35) annual maximum in the series of 35 years.
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(continued)
Country # Flood drivers | [A] Within year correlation [B] Within event correlation
Myanmar | 84 0.11 0.40
Combined | 127 0.06 0.29

In order to take the relation between event numbers and annual maxima into
account an additional simulated annealing procedure was implemented. In each iter-
ation, a flood driver is randomly selected and the sampled annual maxima of this flood
driver for two randomly selected years (as provided by component 2) are exchanged.
This means the event numbers of these two annual maxima have been exchanged.
This has an impact on the overall computed ‘within event correlation’. A cost func-
tion is defined that quantifies the difference between the observed and synthetic
‘within event correlation’. The iterations are carried out until the computed within
event correlation is the same as the corresponding number of the observed data (see
table above). It turned out that the method was capable of exactly reproducing these
numbers.

4 Results

To test the applicability of the procedure, we verify if the relevant statistical properties
of the historical times series are reproduced by the synthetic time series. Figure 4
shows the joint occurrence probabilities of annual maxima during an event for all
flood driver pairs as derived from the historical series (vertical axis) and from a
generated 10,000-year synthetic series (horizontal axis). The plot on the left shows
results for Cambodia (21 flood drivers), the plot on the right shows results for the three
countries combined (127 flood drivers). The figures show that the joint occurrence
probabilities in the synthetic time series are in very good agreement with those in
the historical time series.

The quantile plots in Fig. 5 compare the probability distributions of the number
of flood drivers that had their annual maximum during the “biggest event” in the
year, as derived from the historical series (horizontal axis) and from the 10,000-year
synthetic series (vertical axis). The blue dots are all close to the line y = x. This
shows the probability distribution of the number of locations in the largest event is
very well captured in the synthetic series.

Figure 6 shows frequency curves of affected population that were derived from
the synthetic series (red) and from the historical series (blue dots). The numbers
were normalized by the 100-year return value as the actual numbers are not eligible
for publication. The plot on the right is a zoomed version of the plot on the left. It
shows that the derived frequency curves are well in accordance with the historical
numbers, which is an essential validation of the method. The added value of the
synthetic method is that it provides return values for much larger return periods, as
can be seen from the left plot.
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5 Conclusions

The results prove that the synthetic series of flood events have statistical properties
that are very similar to the historical series. This shows that the stochastic sampling
method performs well. The lengthy synthetic time series that can be generated with
the stochastic model offers opportunities to provide an event loss table and detailed
risk profile for various applications. The challenge of reproducing joint occurrence
probabilities of ~8000 pairs of flood drivers was tackled by a novel approach based
on simulated annealing (Kirckpatrick et al., 1983). One of the attractive features of
this method is that multiple objective functions can be optimised simultaneously.
This enabled the reproduction of several relevant statistical features of the historical
time series in the synthetic time series. In this study, we have focused on population
affected by flood events, but the methodology can easily be generalized to economic
losses and other types of disasters.

In this paper, the objective was to generate a synthic time series with similar
statistics as the historic time series. However, the method can also be applied to
create synthetic time series that account for climate change projections. It is possible
to choose/design virtually any set of statistics (for example perturbing the annual
maxima frequency and correlations due to climate change) and to subsequently
generate a synthetic time series which will match these statistics. That potential
is very valuable to the risk modelling community.
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An Adaptive Subset Simulation m
Algorithm for System Reliability L
Analysis with Discontinuous Limit States

Jianpeng Chan, Iason Papaioannou, and Daniel Straub

Abstract Efficient computational methods for system reliability assessment are of
importance in many contexts, where crude Monte Carlo simulation is inefficient or
infeasible. These methods include a variety of importance sampling techniques as
well as subset simulation. Most of these methods function in an adaptive manner,
whereby the sampling density gradually approaches the failure domain. The adap-
tation can work well when the limit state function describing system performance
is continuous. However, many system reliability problems involve limit state func-
tions that are non-continuous over the input sample space. Such situations occur in
both connectivity- and flow-based problems, due to the binary or multi-state random
variables entering the definition of the system performance or the discontinuous
nature of the performance function. When solving this kind of problem, the stan-
dard subset simulation algorithm with fixed intermediate conditional probability and
fixed number of samples per level can lead to significant errors, since the discon-
tinuity of the output can result in an ambiguous definition of the sought percentile
of the samples and, hence, of the intermediate domains. In this paper, we propose
an adaptive subset simulation algorithm to determine the reliability of systems with
discontinuous limit state functions. The proposed algorithm chooses the number of
samples and the conditional probability adaptively. Numerical examples are provided
to demonstrate the accuracy and efficiency of the proposed algorithm.

Keywords Subset simulation - System reliability analysis *+ Discontinuous limit
state

1 Introduction

Infrastructure networks, such as power grids and water supply systems, deliver essen-
tial services to society. Failures of such networks can have severe consequences.
Quantification of the probability of survival or, conversely, the probability of failure
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of such systems is essential in understanding and managing their reliability; this is
the main purpose of network system reliability assessment.

The performance of the system can be assessed by the limit state function (LSF),
also known as performance function, g(X). X is an n-dimensional vector of random
variables with joint cumulative distribution function (CDF) Fx and represents the
uncertainty in the model. By convention, failure of the system occurs for all system
states x for which g(x) < 0. That is, g(x) represents the ‘distance’ between the
system state x and the failure surface, and hence can be regarded as the safety
margin of state x. The probability of failure of the system is defined as

P; 2 P(g(X) <0) = / dFx(x). QY
8(x)=0

Unlike in structural system reliability analysis, the vector of basic random vari-
ables X entering the definition of the LSF of network systems usually contains
discrete random variables, which results in a discontinuous LSF. This is due to the
fact that the performance of the network is often calculated through a function of a
large number of binary or multi-state components. Moreover, real-word infrastruc-
ture networks are often designed to be highly reliable. This leads to high-dimensional
reliability assessment problems with small failure probabilities [1].

Many methods have been proposed for evaluating system reliability, among which
sampling based methods such as Monte Carlo simulation (MCS) and its variants
feature prominently. For rare events simulation, crude MCS is inefficient and often
infeasible when the LSF is expensive to compute. This is because the coefficient of
variation of the crude Monte Carlo estimate is \/(1 — P;)/NP,, with N denoting
the sample size, and as a result, for small P, the required sample size for an accurate
estimate is very large. Therefore, advanced sampling techniques have been developed
that decrease the required number of LSF evaluations for obtaining an accurate
probability estimate. These techniques include a variety of importance sampling
methods [2, 3] as well as subset simulation [4]. They mostly function in an adaptive
manner, whereby the sampling gradually approaches the failure domain. The basic
idea of importance sampling is to sample from a proposal distribution under which the
rare event is more likely to happen and to correct the resulting bias in the estimate by
multiplying each sample contribution in the estimator with the appropriate likelihood
ratio [5]. In contrast, subset simulation expresses the probability of failure as a product
of larger conditional probabilities of a set of intermediate nested events. This requires
sampling conditional on the intermediate events, which is performed with Markov
Chain Monte Carlo (MCMC) methods [6]. Subset simulation can be viewed as a
generalization of the splitting method for static rare event simulation [7].

In the standard subset simulation algorithm [4], the intermediate failure events
are chosen adaptively, so that the estimates of the conditional probabilities equal a
predefined value pg. This is achieved through generating a fixed number of samples
in each conditional level, sorting the samples according to their LSF values and
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determining the po-percentile of the samples, which is set as the threshold defining
the next failure event.

When solving network reliability problems, the discontinuous nature of the LSF
can result in a large number of samples in a certain conditional level having the same
LSF values. In such cases, the standard fixed effort subset simulation method will
result in an ambiguous definition of the intermediate domains. In extreme conditions,
all samples generated in a certain level might have the same LSF value, in which
case the sample process can get stuck and might not reach the failure domain.

To address this issue, we introduce a novel variant of subset simulation, which
chooses the number of samples per level and the respective conditional probability
adaptively to ensure that an adequate number of samples fall in the subsequent
intermediate domain. The performance of the method is illustrated by two numerical
examples, a one-dimensional multi-state problem and a benchmark transmission
power network system.

2 Brief Introduction of Standard Subset Simulation

2.1 Brief Introduction of Subset Simulation

The basic idea of subset simulation (or generalized splitting) is to express the rare
failure event F as the intersection of a series of nested intermediate events F; D
F, D --- D F, = F. The failure probability is then written as

m

P(F) = [ [P(FIF-) )

i=1

where Fj is the certain event. Ideally, the intermediate events are selected such that
each conditional probability is appropriately large. In this way, the original problem
of estimating a small probability is transformed to a sequence of m intermediate
problems of evaluating larger conditional probabilities.

The estimation of each conditional probability P(F;|F;_) requires sampling from
the distribution of the random variables conditional on F;_;, denoted Q(x|F;_;),
where Q(x|Fy) = Fx(x). Q(x|Fp) can be sampled by standard Monte Carlo
sampling, but the distributions Q(:|F;),i > 0, are only known point-wise up to
a normalizing constant and, hence, cannot be sampled directly. Therefore MCMC
sampling is employed as an alternative. The sampling process in the jth sampling
level is performed as follows: (1) Select the samples PV ~! from the (j — 1)-th level
that fall in F; as the seeds SY). (P©) are generated through Monte Carlo sampling)
(2) From each seed, start a Markov chain that has the target distribution Q(-|F;) as
the stationary distribution, and record all the states as new samples P\, (3) Take
the samples P4 located in F;; as new seeds SU* and estimate P(F;|F;). The
above three steps are repeated successively until F is approached. We note that the
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number of the samples per level or the sampling effort card(PY’) is usually fixed
prior to the analysis.

Defining the intermediate events a priori is typically challenging. Hence, in stan-
dard subset simulation the intermediate failure events are chosen adaptively during
the simulation such that each conditional probability equals a predefined constant
po. This standard subset simulation approach is also termed (fixed effort) adaptive
multilevel splitting [7]. In this variant, step (3) in the above sampling process is
modified as follows: Order the samples P by their safety margins. The first po-
percent of these sorted samples are then taken as seeds for the next sampling level
and the safety margin of the py-percentile g(x(()j )) is used to define the boundary of

the intermediate domain, such that F; | = Hx 1g(x) < g(xéj >) ]

Various MCMC algorithms are proposed for constructing the Markov chains for
subset simulation. These include the modified (or component-wise) Metropolis-
Hasting [4] and the conditional sampling (CS) [6] algorithms, both developed to
tackle high-dimensional problems. In this paper, we adopt the adaptive conditional
sampling (aCS) as the MCMC algorithm [6]. This method is remarkably simple
since it no longer involves the explicit choice of a proposal distribution [8]. Instead
it adaptively tunes the correlation between candidate and current samples to achieve
a near-optimal acceptance probability [6]. aCS is proposed for sampling in standard
normal space, hence, it is necessary to transform the original sample space of X and
define the reliability problem in standard normal space. This can be achieved by the
Rosenblatt transformation [9]. We discuss this transformation in the next section,
focusing on its implementation for discrete original sample spaces, which is partic-
ularly relevant for network reliability assessment. However, the proposed adaptive
effort subset simulation algorithm can be implemented with any MCMC algorithm,
including those that work in the original sample space.

2.2 Implementation in Standard Normal Space

Let U denote an n-dimensional random vector that has the independent standard
normal distribution. One can define the reliability problem in the U-space through
an isoprobabilistic mapping T : R" — R” such that

P/ =Pe(X) <0 =PGCW) =0 = [ ¢,uiu 3
G (u)<0
where G(U) = g(T (U)) and ¢, (u) is the independent standard normal joint prob-

ability density function (PDF). The mapping T (-) can be obtained by the Rosenblatt
transformation, which is implemented as follows
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x1 = Fy (@)

x = Fy |, (®(u2)) @

Km = F;ml‘xls'" Xim—1 (P (um))

where ®represents the CDF of standard normal distribution and Fy,y, ... x,_, (-)
denotes the conditional CDF of X; given X| = xy, --- , X;_; = x;_;. If any subset
of X consists of discrete random variables, then it is possible that the functions
Fx,\x,,- x_, (-) are not strictly invertible. Therefore, we use the following extended
definition of the inverse of a CDF

F~(a) = inf(x : F(x) > a) (5)

‘We note that in such cases the Rosenblatt transformation is not one-to-one and,
hence, the inverse mapping from X to U is not uniquely defined.

2.3 Statistics of the Subset Simulation Estimator

Assume that the intermediate events are defined prior to the simulation. In the Monte
Carlo level, samples PO are generated from Q(-|Fy) independently, and therefore
the corresponding seeds S follow distribution Q(:|F}). This will lead to so called
perfect sampling when simulating the Markov chains in the next level. Since the
chains have already reached the stationary state at the beginning, no burn-in period
is needed, and all the samples P will follow Q(:|F)). In this way, all samples
P generated in any j-th level will follow the target distribution Q(-|F /) and the
corresponding estimator of the conditional probability lS(F_ j+1|F;) will be unbiased.
Moreover, [7] proves that the resulting failure probability estimator IA’f(F ) is also
unbiased if both intermediate events and length of the Markov chain are predefined,
i.e. if they are independent of the simulation process.

Since the intermediate events are usually selected adaptively and as a result,
samples PV will not completely follow the target distribution. Both conditional
probability estimator and failure probability estimator will be slightly biased. Never-
theless, compared to the variance of the estimator, the squared bias is one order of
magnitude smaller [4] and, hence, its contribution to the mean-square error (MSE)
of the estimator is negligible, since the latter can be decomposed as

MSE(P;) = Var(B) + (Pr - E(ﬁf))z ©)

In other words, the error of the subset simulation is mainly due to the variance of
the failure probability estimator rather than the bias. The most common and reliable
way to calculate the variance Var(P ) is to run subset simulation several times and



128 J. Chan et al.

to use the sample variance as the unbiased estimation of the Var(ﬁf). One can also
evaluate the variance approximately through a single run of the subset simulation.
More details can be found in [4, 6].

3 Adaptive Effort Subset Simulation Method

In each conditional level of the subset simulation method with fixed number of
samples N and adaptive estimation of the intermediate events, the py-percentile of
the safety margins of the samples PV, g(x(()j )) is used to define the boundary of
the intermediate domain. This works well when only a few samples are located on
the boundary g(x) = g(x(()j )), i.e. a few samples have the same LSF value as the
po-percentile. However, it may happen that many samples fall on this boundary,

particularly in either of the following cases:

1. 1X includes discrete random variables.

2. The LSF is defined such that the probability measure of the set {x : g(x) =
g(x{)} is positive.
The parameters of the MCMC algorithm are inappropriately set, resulting in the
candidates being rejected successively many times.

While case (3) can be avoided by an appropriate implementation of the algorithm,
cases (1) and (2) are common in the context of network reliability assessment. This
will result in an ambiguous definition of the intermediate domain F;; and can lead
to an inaccurate estimate of the failure probability. In extreme situations, all samples
generated in a certain level will have the same LSF value and the sample process can
get stuck and never reach the failure domain.

To circumvent this problem and provide a clear (unambiguous) definition of the
intermediate domains, we propose to discard all the samples on the boundary g(-) =
g(x(()j)), and redefine the intermediate event F; | as Fj| = {x 1g(x) < g(x(()j))}.
Then, we calculate the number of samples that fall in the domain F;; (number
of the seeds). If this number is smaller than a predefined constant, we increase the
sampling effort and append P'/) with new samples. With a fixed F; and increasing
number of samples, the number of the seeds will keep increasing until the desired
threshold is achieved. By doing this, for any state x in F;,, there exists g(x) <
g(xf)j)) < g(xéjil)), and thus F;; C Fj is always true, which avoids a degeneracy
of the sampling process. Even in the extreme case where all the samples in PV’ have
the same safety margin, the sampling process will keep moving forward towards the
failure domain and will no longer get stuck in this level as in the standard subset
simulation algorithm. Unlike standard subset simulation, the number of samples per
level (sampling effort) is adapted throughout the simulation. We, hence, term the
proposed approach adaptive effort subset simulation method.
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In the following, we discuss the proposed adaptive effort subset simulation algo-
rithm for implementation in standard normal space. The samples in each interme-
diate level are generated with the aCS algorithm. In addition to the initial number
of samples per level Ny and conditional probability p, the algorithm requires the
choice of the parameter tol € (0, 1) that defines the minimum number of seeds
through rol - Ny - po. We have found that rol € (0.5, 0.8) is a good choice.
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Adaptive effort subset simulation algorithm

tol € (0,1): Parameter which limits the minimum number of seeds inside each intermediate domain.
Po € (0,1): Parameter which represents the initial conditional probability when starting the iteration.

Npy: Parameter which represents initial number of samples when starting the iteration.

Set=0,b© = oo,
while b® > 0 do
Set iter = 1, N®iter) = Ng and N7 = 0.
while Ns(z,icer) < tol - Ny - py do
ifl=0

(Liter) }N(l.iter)
i=1

Sample N7 samples {u; from the standard normal distribution ¢,, (w).

else

Sample N i) samples {ugl'imr)}?’:(;iter) starting from the seeds S with the aCS algorithm.

end if

Calculate the LSF values of the samples {G (ugl’it"))}f’:(;'iter) and sort the samples, such that
G (us_'”er)) <G (ugiim), vj € {l,..N (eery _ 1}. Denote the sorted samples as {ﬁgl'lter)}f’:(inm and
let D = G-

If b <o

Set b@*D = 0 and N7 2 3, 1(6 @) < 0}.
else
Liter) 1it
N & 3G @) < pTHY),
end if

1t NG < tol - Ny - po

N(l,iter+ 1) (Liter)

=2-N
iter = iter + 1.
end if
end while

Define the intermediate failure event: F(*D 2 {u: G(u) < p¢+D}.

! (iter), nChiter)
Take the S¢+9 & (7"} as the seeds for the next level.

_ iter)
Calculate the conditional probability estimator: P(FUHD|F®) = %

l=1+1
end while

Estimate the failure probability:

P(F) = P(F™) Hi_=2§(p<n|F(j—1)),
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4 Examples

4.1 Multistate Random Variable

Consider a discrete random variable X with 7 states {xj, ..., x7}. We consider two
cases. In case 1, the CDF of X F'(-) is set, such that F(x;)/F(x;,;) > 0.1, while in
case 2, there is a big ‘jump’ between the third and the fourth state, i.e. F (x3)/ F (x,4) =~
1.67 - 1073. The CDF of X for the two considered cases is given in Table 1. The LSF
is defined as g(X) = X +4 such that the failure probability P(X < —4) equals 1073
for the first case and 2 - 107> for the second.

We implement standard subset simulation (SuS) and the proposed adaptive effort
subset simulation (aE-SuS) respectively to evaluate the failure probability. For SuS,
the sampling effort is fixed to 1000, and the conditional probability is 0.1. For aE-SuS,
the parameters are set to be tol = 0.5, Ny = 1000, po = 0.1. Each method is run
1000 times to get the relative bias, coefficient of variation and average computation
cost of the failure probability estimator. The results for case 1 and case 2 are shown
in Tables 2 and 3 separately. In both cases, aE-SuS shows good accuracy, a negligible
bias and a much smaller variance than the crude Monte Carlo results (shown in the
red brackets). We note that the coefficient of variation of crude Monte Carlo is given
for the same computational effort as the proposed aE-SuS method. In contrast, SuS
gives the wrong estimate of the failure probability in the first case and falls into a
dead loop in the second case.

Table 1 CDF of X

State -6 -5 -3 -2 -1 0 1
CDF (casel) le—5 le—4 le—3 le—2 le—1 Se—1 1
CDF (case2) le—5 2e—5 5e—5 3e—2 le—1 Se—1 1

Table 2 Statistical characteristics of the estimator (Case 1)

Relative bias% Coefficient of variation | Average computation effort
SuS —-97.8 |3.747 7222
aE-SuS -35 0.377(3.580) 7804

Table 3 Statistical characteristics of the estimator (Case 2)

Relative bias% Coefficient of variation | Average computation effort
SuS / / /
aE-SuS 1.4 |0.206(0.760) 86561
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4.2 Power Network System

A transmission power network with the same topology as the IEEE39 bus benchmark
system is considered here. It consists of 39 nodes and 43 weighted edges, whose
weights represent the line reactance values. This example was previously investigated
by Scherb et al. [10] to quantify the network reliability considering cascading effects
and spatially distributed hazards, and by Rosero-Velasquez and Straub [11] to select
representative failure scenarios. More details about the example can be found in these
references.

The state of each node is considered as an independent Bernoulli random variable,
with component failure probability set to 10~3. The LSF is then defined as the function
of the system state x, which is a binary vector, as follows:

_E®)
gx) = ED) threshold @)
1
E(x) = ISNITN] Z ef fs ®)
se SN,teTN

t#£s

eff,, is the efficiency of the most efficient path from source node s to terminal node
t and can be evaluated by adding up the reciprocals of the reactance values along
that path. E(x) is the efficiency of the whole system associated to the system state
x (where the vector 1 is the intact system state) and is equal to the mean value of all
the ef f, from each source node in set SN to each terminal nodes in set T N.

In order to model the cascading effects, Eq. (7) is modified to

— threshold &)

where x is the final system state after cascading effects. These are triggered by
overloading in individual lines following initial failures, and are modeled following
[10, 12].

The threshold is fixed to 0.3, which means the system fails when its efficiency is
less than 30% of that of the intact system. We then apply aE-SuS algorithm to this
problem and set the parameters N = 2000, po = 0.1, tol = 0.8. Figure 1 shows
the empirical CDF of g(X) obtained by Monte Carlo Simulation and the aE-SuS
algorithm respectively. The aE-SuS algorithm is run 25 times to obtain the mean
value, 10 percentile and 90 percentile of the empirical CDF, while a single Monte
Carlo Simulation run with 10® samples is carried out for validation.

The average computation cost of aE-SuS is 24437 calculations of the LSF g(-)
and the relative bias of the failure probability is 9.17%, while the coefficient of
variation is 0.57. Under the same computation cost, the coefficient of variation of
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Fig. 1 Results obtained by 10°
aE-SuS for IEEE39 network.

_MCS(l()Gsamples)
"""" mean value
---90% percentile

Failure Prob (in logarithm)

10— ---10% percentile
107 ‘ ‘ ‘ ‘ ‘ ‘
0.3 0.4 0.5 0.6 0.7 0.8 0.9

threshold

Monte Carlo Simulation is about 1.06 which is significantly larger than that of aE-
SuS. The standard SuS algorithm is not applicable for this example due to the large
jump in the CDF of the LSF below the threshold of 0.4.

5 Conclusions

We introduce an adaptive effort subset simulation algorithm that enables solving
reliability problems with discontinuous limit states. Such problems often occur in
network reliability assessment because of discrete random variables appearing in
the input random vector or due to discontinuities in the function that defines the
system performance. The proposed algorithm extends the applicability of standard
subset simulation to problems where significant jumps in the distribution of the
limit-state function occur. Numerical examples demonstrate the accuracy and effi-
ciency of the proposed method and show that the method has increased efficiency
compared to crude Monte Carlo in some problems where standard subset simulation
fails to converge. For connectivity-based problems where the LSF can only take two
possible values, the proposed algorithm will turn to crude Monte Carlo simulation
and therefore becomes inefficient in rare event context.
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An Efficient Solution for Reliability )
Analysis Considering Random L
Fields—Application to an Earth Dam

Xiangfeng Guo, Daniel Dias, and Qiujing Pan

Abstract Performing a reliability analysis using Monte Carlo Simulation (MCS) is
usually time-consuming for cases with expensive-to-evaluate deterministic models or
small failure probabilities. The computational burden of such analysis can be signifi-
cantly alleviated by replacing the deterministic model with a meta-model. However,
the meta-modeling techniques suffer from the curse of dimensionality issue. They are
thus less efficient for geotechnical reliability analyses involving random fields (RF)
since the considered problems are often high dimensional due to the RF discretiza-
tion. This paper introduces a new procedure based on the Sparse Polynomial Chaos
Expansions (SPCE) which can address the above-mentioned issues. It deals with high
dimensional stochastic problems in two stages: the first stage consists in reducing
the input dimension by the Sliced Inverse Regression (SIR), while the second stage
constructs a SPCE with respect to the reduced dimension and then performs an
MCS. Additionally, an adaptive experimental design technique is proposed for the
construction of the SPCE model. The modified algorithm (termed as A-SPCE/SIR)
is applied to an earth dam problem in which the cohesion and friction angle are
modelled by lognormal RFs. The effects of the vertical autocorrelation distance and
the input cross-correlation on the dam reliability are investigated. The efficiency and
accuracy of the A-SPCE/SIR are highlighted by comparing with the direct MCS and
a previous study.
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1 Introduction

It is commonly recognized that soil properties exhibit spatial variation in space.
The random field (RF) theory is usually used to model the soil spatial variability.
Most geotechnical reliability problems are high dimensional since a high number of
random variables (RVs) should be used for the discretization of RFs. The number of
the required RVs, which represents the input dimension of a reliability analysis, could
be dozens to thousands [1, 2]. The traditional First/Second Order Reliability Method
cannot efficiently handle a large number of input variables and the provided failure
probability (P;) estimate could be questionable. Then, the sampling methods like
Monte Carlo Simulation (MCS) and Subset Simulation (SS) are effective for high
dimensional stochastic problems. However, MCS and SS are less efficient for cases
with a low Py or a time-consuming model. In order to alleviate the computational
burden of a reliability analysis using sampling methods, the metamodeling technique
(also known as surrogate modelling) was introduced. It consists in creating a surrogate
of the original deterministic model and then performing an MCS or SS with the
surrogate. Polynomial Chaos Expansion (PCE) is a popular tool for the metamodeling
and has been used for the reliability analysis of different geotechnical works [1,
2]. However, PCE, like other metamodeling techniques, suffers from the ‘curse of
dimensionality’. The number of PCE terms exponentially grows with the number
of input variables for a fixed order. This makes PCE to be less efficient for high
dimensional problems. Additionally, the number of training samples necessary to
build a satisfactory PCE remains an issue. The internal error estimate, such as the
one of leave-one-out-error, gives a measure of the PCE model quality, but the provided
Py has no accuracy indicator.

This paper attempts to address the above-mentioned issues by proposing an effi-
cient solution to the reliability analysis involving RFs. The proposed procedure
combines the PCE with Sliced Inverse Regression (SIR)—a dimension reduction
approach. This can avoid building a PCE considering a large number of input vari-
ables. Besides, an active learning process is coupled with PCE-SIR. It starts with
an initial Design of Experiment (DoE) and gradually adds new samples. The added
new samples are selected from a candidate pool and should be beneficial for the
improvement of the constructed PCE in estimating P;. The DoE enrichment process
is stopped once satisfactory results are obtained. Therefore, the necessary size of
the DoE can be determined automatically in the algorithm. The proposed procedure
is applied to an earth dam problem in which two soil properties are modelled by
lognormal RFs. It is also validated by comparing with a direct MCS and a previous
study. Its accuracy and efficiency are highlighted by these comparison works.



An Efficient Solution for Reliability Analysis ... 137

2 Presentation of the Employed Methods

2.1 Karhunen-Loéve Expansions (KLE)

A random field (RF) is able to describe the spatial correlation of a material property
in different locations and represent its nonhomogeneous characteristic. In this work,
the KLE is adopted since it is widely used for geotechnical reliability analyses and
can lead to the minimal number of RVs involved in a RF discretization. In the KLE
context, a stationary Gaussian RF H can be expressed as follows:

Nkr
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where x; is the coordinate of an arbitrary point in the RF space, u and o represents
respectively the mean and standard deviation of the RF, A; and ¢; are respectively
the eigenvalues and eigenfunctions of the autocovariance function, &; is a set of
uncorrelated standard normal RVs and N, is used to truncate the KLE for practical
applications. The autocovariance function is the autocorrelation function multiplied
by the RF variance. In this work, the exponential autocorrelation function is used. The
most important parameter in such functions is the autocorrelation distance: L, and
L, (horizontal and vertical one) which is defined as the length leading to a decrease
from 1 to 1/e for the autocorrelation function. Concerning the Ng;, it is determined
by evaluating the error due to the truncation term. In this work, the variance-based
error globally estimated in the RF domain is used [3].

2.2 Polynomial Chaos Expansions (PCE)

PCE is a powerful and efficient tool for the metamodeling which consists in building
a surrogate of a complex computational model. It approximates a model response
Y by finding a suitable basis of multivariate orthonormal polynomials with respect
to the joint input probability density function (PDF) in the Hilbert space. The basic
formula of PCE is given as below:

Y~ ) kW) @
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where & are independent RVs, k, are unknown coefficients to be computed with o
being a multidimensional index and W, are multivariate polynomials which are the
tensor product of univariate orthonormal polynomials.

In this work, the Hermite polynomials in conjunction with standard normal RVs
are used. The representation of Eq. (2) should be truncated to a finite number of
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terms for practical applications. To this end, the hyperbolic truncation scheme [1] is
adopted in this study. Then, the unknown coefficients can be estimated by using the
Least Angle Regression (LAR) method [4]. The accuracy of the truncated PCE can
be assessed by computing the coefficient of determination R’ and the Q? indicator
[1]. R? is related to the empirical error using the model responses already existing
in the design of experiment (DoE), while Q? is obtained by the leave-one-out cross-
validation technique.

In order to further reduce the number of W, after the truncate operation when the
input dimension is high, the sparse PCE (SPCE) was proposed. It consists in building
a suitable sparse basis instead of computing useless terms in the expansions that are
eventually negligible. In this work, the LAR-based algorithm proposed in [4] is used
to determine a sparse representation of PCE. It is noted that finding a sparse PCE
aims at reducing the number of terms (unknown coefficients) in the metamodel to be
constructed. This is different to the input dimension reduction technique (presented
in next section) which focuses on reducing the number of input variables.

2.3 Sliced Inverse Regression (SIR)

This approach is based on the principle that a few linear combinations of original
input variables could capture the essential information of model responses [1]. It aims
to find the effective dimension reduction space by considering an inverse regression
relation which regresses input variables against model responses. Figure 1 shows the
basic concepts of SIR: starting from the original input RVs (left part), the eigenvectors
(determined with a DoFE within the SIR context) are able to reduce the input dimension
from d to k (middle part), and then the model response can be represented by the
new input RVs in a dimension-reduced space. In this paper, the algorithm presented
in [1] is used to find these eigenvectors. An important parameter in the algorithm is

Fig. 1 Dimension reduction §: original input RVs

by SIR
y x: new input RVs

i: elgenvectors
B eig g(): a function or a model

Xy = By € Y: model response

:\.\\‘\_//'h: 2{\

£ residual error

Y = g(x;, % Xy 8)|
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the slice number Nsir for which the recommendations are: 10 < Nsir < 20 for the
cases with several hundred RVs and 20 < Nsir < 30 when the number of input RVs
is several thousand.

2.4 The Proposed Procedure

This section describes the proposed procedure which provides an efficient solution
for the reliability analysis considering RFs. The procedure is based on an active
learning metamodeling technique combining with a dimension reduction method. It
starts by generating an initial DoE according to the input joint PDF and evaluating
the model responses of each sample in the DoE using a deterministic computational
model. Then, an SIR analysis is performed using the initial DoE and the model
responses in order to reduce the input dimension. It is followed by constructing an
SPCE model on the reduced input space. The next step is to add new samples into
the current DoE and construct a new SPCE which is then coupled with an MCS
for estimating the target reliability results. SIR is always conducted a priori to the
SPCE construction so that the metamodeling is based on a reduced input space. Such
a step of adding new samples and building new surrogate models is repeated until
satisfactory results are obtained. Compared to the existing algorithms [1, 2], the main
originality of the proposed procedure lies in using the adaptive DoE process for the
SIR-aided SPCE training. It can reduce the number of deterministic calculations in a
surrogate modelling for the high dimensional reliability analysis and lead to efficient
Py estimates. Additionally, two stopping conditions are proposed in this procedure
in order to avoid an early stop with incorrect results and guarantee a convergence on
the Py estimation. More details about the procedure are given in Fig. 2 and Table 1.
The proposed procedure is termed as A-SPCE/SIR.

Fig. 2 Flowchart of the

proposed procedure

Generate an initial DoE ) and evaluate the mode!
responses using a deterministic model

Reduce the input dimension using SIR with the

current DoE and its model responses

[ Construct an SPGE ) mode! on the reduced input space |

No
Perform a MCS with the finally
determined SPCE model

Yes

\__|Select the most informative samples ) from
a candidate pool ) and update the DoE 7
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Table 1 Detailed remarks as annotations to Fig. 2

@

The size Njp; of the initial DoE could be equal to d or higher (d: original input dimension)
It is recommended to use the Latin Hypercube Sampling (LHS) for generating samples in
the initial DoE

@)

The algorithm presented in [1] is used to determine a sparse representation of PCE
The optimal order of SPCE is determined by testing in a range (e.g. [2, 7]) [1]

3

Stopping condition 1 measures if the accuracy indicator Q7 of the constructed SPCE model
is higher than a target value Q?,

“

Stopping condition 2 evaluates the convergence of the Py estimation by computing an error
(Erreon) which is the maximum value of the relative errors calculated from all the possible
pairs in a vector. The vector consists of the N, last Py estimates in the adaptive DoE
process. The condition will be satisfied if Errc,, is lower than a given value Err;

Q)

The samples to be added are selected by using the strategy of [5]

©)

An MCS population is generated using the LHS as a candidate pool

Q)

The DoE is updated by adding the selected samples and their model responses

3 Application to an Earth Dam Problem

This section presents the application of the proposed procedure to an earth dam
problem.

3.1 Presentation of the Studied Dam and the Deterministic

Model

The studied dam is given in Fig. 3. It has a width of 10 m for the crest and a horizontal
filter drain installed at the toe of the downstream slope. The soil is assumed to follow
a linear elastic perfectly plastic behavior characterized by the Mohr Coulomb shear
failure criterion. In this work, the dam stability issue will be analyzed by considering

16

] Backfill
Drain
558 Foundation

Fig. 3 Geometry of the studied dam (g: gravitational acceleration)
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Table 2 Distribution parameters for ¢’ and ¢”

Soil property Distribution Mean Coefficient of variation (CoV) (%)
Effective cohesion (kPa) Lognormal 8.9 30
Friction angle (degree) Lognormal 34.8 10

a constant water level of 11.88 m and a saturated flow. Additionally, a horizontal
pseudo-static acceleration of 2.4 m/s? toward the downstream part is applied on the
dam body. Concerning the input uncertainty modelling, two soil properties (effective
cohesion ¢’ and friction angle ¢’) of the compacted fill are modelled by lognormal
RFs. The illustrative values for the distribution parameters of ¢’ and ¢’ are given in
Table 2. The uncertainties in the soil hydraulic parameters are not considered since
the variation of the dam phreatic level in the downstream part is not significant due
to the presence of the filter drain.

The deterministic model used in this work for estimating the dam factor of safety
(FoS) is developed by using the idea of [2]. It combines three techniques: Morgen-
stern Price Method (MPM), Genetic Algorithm (GA) and a non-circular slip surface
generation method. MPM is employed to compute the FoS of a given failure surface;
GA aims at locating the most critical slip surface (i.e. minimum FoS) by performing
an optimization work; the implementation of non-circular slip surfaces can lead to
more rational failure mechanics for the cases of non-homogeneous soils. The prin-
ciple of the model is to firstly generate a number of trial slip surfaces as an initial
population, and then to determine the minimum FoS value by modelling a natural
process along generations including reproduction, crossover, mutation and survivors’
selection. The distribution of the pore water pressures inside the dam is given by a
numerical model [6]. In this work, the developed deterministic model is termed as
LEM-GA.

3.2 Generation of the Random Fields

This section presents the generation of the RFs used in the dam reliability anal-
ysis. Firstly, three calculation cases considering different autocorrelation distances
or cross-correlation between ¢’ and ¢ are defined. Then, the truncation term Ng in
the KLE is determined for each case. The value of N is also the input dimension
for the following reliability analysis. Lastly, two RFs with different L, values are
presented. They are generated by using the KLE with the pre-defined parameters.
Table 3 presents the three cases to be analyzed. Different L, and p., (cross-
correlation coefficient between ¢’ and ¢’ RFs) values are considered in order to
investigate their effects on the dam reliability. The L, is assumed to be 40 m for all
the cases. Such a large value is adopted since earth dams are usually constructed
by layers, so the soil properties are highly correlated in the horizontal direction
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Table 3 Three reliability analysis cases considered in the work

Case Soil variability Ly (m) Ly (m) Peg Input dimension
1 Table 2 40 40 0 60
2 Table 2 40 40 —0.5 60
3 Table 2 40 3 0 620

if the construction materials were well selected. Then, two L, values are consid-
ered. Assuming a L, of 40 m leads to an isotropic RF and represents a relatively
homogeneous compacted fill, while considering a L, of 3 m permits to account for
a significantly varying soil along depth which corresponds to the case when the
materials of different layers are from different borrow sites and/or they are not iden-
tically compacted. Besides, a negative correlation commonly exits between ¢’ and
¢’. Therefore, a p., of —0.5 is considered in Case 2. The input dimension in Table
3 will be explained later.

Figure 4 presents the determination of the truncation term Ng; in the KLE for
two types of RFs: RF_a refers to an isotropic RFs with L, = L, = 40 m and RF_b
represents an anisotropic RFs with L, = 40 m and L, = 3 m. The errors of the two
RFs due to the truncation are plotted against the truncation term Ng; in Fig. 4. It can
be observed that the error is decreased with increasing the Ng; and RF_b needs a
larger Ng; to be lower than a given target error than RF_a. This means that more RVs
are required to obtain a more accurate representation of KLE RF and the required
RV number is larger for a smaller autocorrelation distance. In this work, the target
error is 5%, then the finally determined Nk is respectively equal to 30 and 310 for
RF_a and RF_b. Therefore, the input dimension is 60 for Case 1 and 2, and 620 for
Case 3 since two RFs (¢’ and ¢’) should be generated for each simulation. When
evaluating the error and generating the RFs, a Ad of 1 m [7] is added to each side
of the necessary domain which should be 94 x 16 m (length AB x dam height).
The aim is to avoid large errors at the boundaries of the RFs generated by series
expansions methods (e.g. KLE).

As an illustration, one random realization of ¢’ for both RF_a and RF_b is gener-
ated using the pre-defined parameters and is presented in Fig. 5. It can be observed
that the upper graph shows uniform areas with similar ¢’ values. This is due to the
large autocorrelation distances considered in RF_a. On the contrary, the lower graph
has less and smaller uniform zones and shows a significant variation in the vertical
direction.

3.3 Reliability Analyses and Results

This section presents the dam reliability analysis for the three cases of Table 3 by using
the proposed procedure (A-SPCE/SIR). The values for the user-defined parameters
of the procedure are given as: N;,;= d; the slice number is 10 for Case 1 and 2,
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Fig. 4 Determination of the 0.5 " . : ;
truncation term for the two i —— LX=40m; Ly=40m
types of RFs

0.4 o ..... @ LX=40m; Ly=3m

03 &
0.2

0.1}

RF error due to the truncation

Fig. 5 An example for the
two types of RFs (c’, in kPa)

and 20 for Case 3; the SPCE order is tested between 2 and 7; the target accuracy
indicator Q?; for the SPCE model is 0.95; the target error Err, which measures the
P¢ convergence is 0.15; Ny, equals to 5; two samples are added at each iteration;
the size for the MCS candidate pool is large enough so that the estimated P, has a
CoV lower than 5%. The dimension of the finally determined input space by SIR is
smaller than 20 for all the three cases.

Figure 6 presents the main results provided by the A-SPCE/SIR for the three cases
including Py, FoS statistics and distribution. According to the PDF curves, the dam
possible FoS is varied mainly between 0.9 and 1.5. A comparison among the three
curves reveals that the dam FoS uncertainty/variation can be reduced by considering
a negative correlation between ¢’ and ¢’ or a smaller autocorrelation distance, since
the PDFs of Case 2 and 3 are both taller and narrower than the one of Case 1. This
leads to a decrease of one order of magnitude for the P from Case 1 to Case 2 or 3.
Itis found that the L, or p, has negligible impacts on the mean value of FoS (uxys),
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Fig. 6 Reliability analysis 5 i T T
results of the considered Case 1 P f HEos %Fos
three cases - - Case2| ; "-_( 4.4%1073 1.198: 0.084
;N P Case 3| i ! 3’ ! b B
ir ﬁiG.SX’]O_ ;o 1.217; 0.104
i
3l : 25x10% 1.216; 0.122 |
T
)]
o
2 L 4
1 L 4
O e 1
1 1.5 2
FoS

but significantly influences the standard deviation (o gs). For the effect of o, it
can be explained by the fact that considering a negative cross-correlation can reduce
the total input uncertainty and partially avoid generating a small value for both ¢’
and ¢’ at a same location in one simulation. Therefore, the output variance can also
be reduced (smaller o g,s) and the number of small FoS values is decreased which
leads to a lower P;. Concerning the effect of L, a possible interpretation is given as
follows. A large L, or L, value means a great probability of forming large uniform
areas as shown in Fig. 5. The global average of the field could be low, medium or high
which means a large variation for the global average among different realizations of
RFs. The global average is partially related to the estimated FoS so the latter could
also have a large variation as evidenced in Fig. 6. Then, the Py is higher since it is
the tail probability of a distribution. On the contrary, for the case with a low L, or
L, value, there are probably some relatively higher values generated in the neighbor
of the area with low values and vice versa. As a result, the global average varies in
a narrower range also the FoS, so the Py is lower.

4 Accuracy and Efficiency of the Proposed Procedure

This section aims to assess the accuracy and efficiency of the proposed procedure
A-SPCE/SIR. The effectiveness of the employed deterministic model LEM-GA is
also evaluated.
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Fig. 7 Comparison between T N T
the A-SPCE/SIR and direct % Fos HMFos “me 't
Case1 DM 1.217 0.124 5000 9h
MCS for the three cases AS 1216 0122 110 0.2h
Case2 DM 1.218 0.103 18000 34h
AS 1217 0.104 146 0.2h
Case3 DM 1.196 0.085 19000 45h
AS 1.198 0.084 930 1.2h
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4.1 Comparison with Direct MCS

A-SPCE/SIR is assessed by comparing the provided results with the ones of a direct
MCS which means that the deterministic model is directly coupled with the MCS
and no surrogate model is created. The efficiency of the proposed procedure can
also be highlighted from such a comparison. The three cases defined in Table 3 are
analyzed again but using the direct MCS in this section. The required number of the
deterministic simulations, which is highly related to the total computation time of a
direct MCS, is determined by searching a CoV of Py (CoV ) around 10%.

Figure 7 presents the comparison between the two methods in terms of Py, FoS
statistics, number of deterministic calculations (V,,.) and total computational time
(T'tc). Particularly, the 95% confidence bounds of the Py estimate are also given. If
the MCS size is large enough, the estimated Py can be approximated by a normal
distribution which makes the confidence bounds to be available. The T',. is evaluated
in acomputer equipped with an CPU of Intel Xeon E5-2609 v4 1.7 GHz. A firstreview
on the figure reveals that the two methods give similar P, estimates for all the three
cases, indicating a good accuracy of A-SPCE/SIR. Additionally, the Py confidence
bounds of the proposed procedure are covered by the ones of the direct MCS. In A-
SPCE/SIR, it is acceptable to largely increase the MCS size in order to obtain a small
CoV, (around 3% in this work) since the SPCE-aided MCS is not time-consuming.
However, much more computational efforts are required in the direct MCS if its size
should be enlarged, so a CoV, around 10% is adopted in this work. This finding and
argument mean that a precise Py with a small CoV, could be easily obtained using
A-SPCE/SIR. Concerning the FoS statistics, the results provided by the two methods
show a good agreement with each other. Then, for the efficiency comparison, it is
found that using A-SPCE/SIR can significantly reduce the total computational time
compared to the direct MCS, for example from 45 to 1.2 h in Case 3. Such a time
reduction is mainly due to the decrease in the number of calls to the deterministic
model. Based on a limited number of model evaluations (e.g. 110 for Case 1), a
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surrogate can be constructed, then performing a surrogate-based MCS is very fast.
Additionally, the employed active learning process further improves the efficiency in
building a satisfactory SPCE model for the Py estimate. In conclusion, the proposed
procedure is able to provide accurate results in terms of Py, (r,s, and o g5, With a
significantly reduced computational time. It is noted that the accuracy investigation
is conducted with a Py in the order of magnitude of 1072 and 1073, For the cases with
a very low Py, even a surrogate-based MCS is time-consuming since a large number
of realizations of RFs should be generated and evaluated. This is a common issue
for metamodels when dealing with high dimensional problems. A possible solution
is to replace the MCS in the A-SPCE/SIR with an advanced sampling method such
as the Subset Simulation [2] for the Py estimation, and this could be done in a future
work to enhance the current algorithm.

4.2 Comparison with a Previous Study

The studied dam was firstly proposed and analyzed by [6] to investigate the effect
of the soil spatial variability on earth dams. The SPCE/GSA method was used in [6]
for the reliability analysis, which is also a metamodeling approach combined with a
dimension reduction technique for high dimensional problems. Analysis N.1 of Table
51n [6] is conducted again in this section with the proposed procedure using the same
input parameters as in [6]. The aim is to show the efficiency of the A-SPCE/SIR by
comparing with another advanced approach (SPCE/GSA). The deterministic model
used in [6] is based on the finite difference method (FDM) combined with the strength
reduction method (SRM). Therefore, the comparison also allows an assessment on
the effectiveness of the introduced deterministic model (LEM-GA).

Table 4 presents the comparison results between the two studies. Itis observed that
the present study gives a Py estimate very close to the one of [6]. This highlights again
the result accuracy of the A-SPCE/SIR as also evidenced in Fig. 7. Additionally, such
a good agreement between the two studies indicates that the LEM-GA is effective to
estimate the dam FoS under the current calculation configuration (steady saturated
flow + pseudo static loading). Using a simplified deterministic model (e.g. LEM-
GA) is beneficial for a reliability analysis since it can reduce the total computational
time. This strategy can thus be adopted in a preliminary design/assessment stage
for efficiently obtaining first results. Then, a sophisticated model (FEM or FDM)
is required in a next stage if complex conditions should be modelled (e.g. rapid
drawdown and unsaturated flows) or multiple model responses (e.g. settlement and

Table 4 Comparison with a previous study

Source Reliability method Deterministic model Pr Ne
This paper A-SPCE/SIR LEM-GA 1.6 x 1073 511
[6] SPCE/GSA FDM-SRM 1.5 x 1073 3000
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flow rate) are necessary. Table 4 also compares the number of model evaluations in
the two studies. The results show that the proposed procedure leads to a significant
decrease in the N,,.. This is the main advantage of the A-SPCE/SIR. Contrary to
the SPCE/GSA, no surrogate model is constructed with respect to the original input
space (high dimension) and an adaptive DoE process is used in A-SPCE/SIR. These
facts lead to the high efficiency of the proposed procedure as shown in Table 4.

5 Conclusions

This paper proposes an efficient solution to address high dimensional reliability prob-
lems. The proposed procedure A-SPCE/SIR is based on a combination of an active
learning metamodeling technique (A-SPCE) and a dimension reduction approach
(SIR). Using metamodels allows to alleviate the computational burden of a relia-
bility analysis (e.g. MCS), and SIR aims to reduce the input dimension, so that the
SPCE model needs to be trained on a limited number of RVs. The originality of
the procedure lies in implementing an active learning process into the SIR-aided
SPCE, which permits an automatic determination of the necessary DoE size and a
continuous improvement of the Py estimation. Particularly, two stopping conditions
are proposed in this paper to enhance the process.

The A-SPCE/SIR is applied to an earth dam problem. ¢’ and ¢’ of the compacted
fill are modelled by means of lognormal RFs. Three cases are considered for the dam
reliability analysis by using different L, and S, values. Itis found that both the L, and
B, has significant effect on the dam Py. The dam FoS uncertainty can be reduced if a
smaller L, or a negative B, is used. A-SPCE/SIR is compared with the direct MCS
within the three cases which include two input dimension scenarios: 60 and 620.
The comparison shows that the proposed procedure can provide accurate results but
with a significantly reduced computational time. For example, the A-SPCE/SIR can
reduce the time from 45 hto 1.2 h for Case 3 compared to a direct MCS. Additionally,
a comparison with a previous study is also carried out. The results highlight again
the accuracy and efficiency of A-SPCE/SIR and confirms the effectiveness of the
employed deterministic model.

This study also highlights some possible future works which are related to the
following questions: (1) What will be the performance, especially the efficiency, of
the A-SPCE/SIR when estimating very small P¢? (2) Can the A-SPCE/SIR effectively
handle the cases with over thousand even ten thousand of RVs, which could happen
if a large-scale 3D RF should be considered or small autocorrelation lengths are
measured? These issues are expected to be addressed in future studies.
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An Overview of Performance Predictive m
Models for Railway Track Assets L
in Europe

Maria José Morais, Hélder S. Sousa, and José C. Matos

Abstract A railway system degrades over time due to several factors such as
aging, traffic conditions, usage, environmental conditions, natural and man-made
hazards. Moreover, the lack or inadequate maintenance and restoration works may
also contribute to the degradation process. In this aspect it is important to under-
stand the performance of transportation infrastructures, the variables influencing its
degradation, as well as the necessary actions to minimize the degradation process
over time, improve the security of the users, minimize the environment impact as
well as the associated costs. Thus, it is crucial to follow structured maintenance plans
during the life cycle of the infrastructure supported by the forecasting of the degra-
dation over time. This paper presents a brief description of the variables influencing
the degradation of a rail-way system, and the way the performance of the railway
track can be measured, within a probabilistic environment. The work developed in
other transportation infrastructures, like roadway, is briefly presented for comparison
purposes and benchmarking. It also presents an overview of the predictive models
being used in railway systems, from the mechanistic to the data-driven models, where
the statistical and artificial intelligence models are included.

Keywords Predictive models + Railway * Performance indicators * Probabilistic
assessment

1 Introduction

Regular, planned and predetermined inspections and maintenance are essential to
control the process of degradation of railway infrastructures and restore the damaged
railway sections, thereby guaranteeing the reliability and availability of the railway
track, as well as the passenger safety and comfort, not forgetting the cost reduction
over the life cycle [1]. The management of railway infrastructures is supported by
maintenance plans, that in turn are supported by quality indicators [2]. Just recently,
with the aim of simplifying the communication between consultants, operators and
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owners, these indicators started to be called performance indicators [3, 4]. During
the 12th Florence Rail Forum on the performance of the railway system, in 2016 [5]
it was stressed the need to improve the performance of the European railways. For a
more accurate maintenance, the railway track degradation must be predicted by using
the appropriate models and methodologies [1] following a risk based approach with
the identification of the possible risks and levels of risk. The causes of degradation
of the track as well as the factors that could influence this degradation to happen
should be known [6]. The aim of this paper is to present the most relevant factors
affecting the degradation of the railway track as well as some possible damages,
presenting also some relevant aspects to take into account. This will be made in
parallel with the analysis of railway track through performance indicators based in
railway standards, and the possible improvements that could be adopted from the
work developed in other transportation infrastructures, as well as by providing an
overview of predictive models being used in the railway system, namely with some
operational aspects, possible variables to be used and the most relevant advantages
and disadvantages. Special focus is given to the frameworks and management systems
based on probabilistic methods.

2 Railway System and the Variables Influencing Its
Degradation Over Time

The railway system is divided into railway infrastructure and rolling stock. The
railway infrastructure involves the railway track (or simply track), the railway
stations, signaling, the catenary system, the drainage system, among others. This
paper focus on the first one, particularly in the railway track. The importance of
the description of each component, within this paper, is mainly related to the use of
Predictive models that are dependent on the component type as they present different
deterioration models and patterns. For structural assessment purposes, the track is
composed of the superstructure and the substructure [7]. The superstructure corre-
sponds to the top of the track, consisting of rails, fastening system, rail pads and
sleepers, while the substructure corresponds to the support and could consist of a
ballast system (ballast, sub-ballast and subgrade) or a slab system [6, 8] and may be
directly over the soil or crossing bridges, box culvert or tunnels.

Among the most relevant factors affecting the track degradation, the following
ones can be highlighted. The track geometry has a heterogeneity along its path, thanks
to the existence of straights, curves and crossovers. Besides that, there are disconti-
nuities in the support conditions when the track crosses a bridge deck, a box culvert
or a tunnel or when occurs a transition between a slab and a ballasted track [1, 6, 9].
The mentioned heterogeneity is characterized by a variation in the track stiffness [9],
that can lead to differential settlements [6], non-uniform dynamic loading, corruga-
tion, wear and fatigue failure of the rail, fatigue failure of the fastening system and
cracking of the sleepers [9]. The track is influenced by the environment conditions
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[8, 10] such as high temperatures, storm (or similar) with consequent heavy rainfall,
and strong wind that can lead to flood, risk of destabilization of earthworks, drainage
problems, faller trees or branches (in case they exist close by) and moisture degree
of saturation more specifically in the case of the substructure [11].

As consequence of loading cycles from the train passage, a plastic differential
settlement may occur, that over time can lead to deviations of the original track
geometry, as well as breakage and shear deformation of the super and substructure [9].
In consequence an increasing of the acceleration of the train as well as an increasing
of the dynamic forces caused by the train may occur [9]. The increasing of forces
can speed up the degradation process of the track components, like for example
vertical and lateral displacements. Differential lateral movements can compromise
the lateral stability of the track and consequently track buckling [9]. In return, this
track degradation process can cause the increase of the variation of the interaction
between the track and the forces which in turn affects the performance of the track
[7, 11].

According to literature, the track condition can be measured through five classes
of variables (or parameters) [1, 12] (i) longitudinal level, (ii) alignment, (iii) gauge,
(or vertical alignment), (iv) twist and (v) cant (or cross-level, or super elevation) (see
Fig. 1). Even if the longitudinal level is considered as the critical factor, it is not
realistic to consider only this parameter [1]. Therefore, results are more accurate if
the analysis is made taking into consideration the combination between parameters
[13].

Taking into account the heterogeneity of the track (in behavior and degradation)
the track must be segmented into short length sections (or segment or maintenance
units). The methodologies adopted are the division into constant length sections, like
100 or200m [1, 12] and the division based on similar structural, environmental, oper-
ational and maintenance history characteristics [1] being the last one more effective
[1] but more complex.

It should be taken into account, for a realistic representation of the track, the
influence of inspections, maintenance and renewal actions, like track accessibility
and inspection frequency, rail lubrication, grinding and welding, ballast cleaning,
tamping and stone blowing [8, 10]. For example, it is not realistic to assume that
the tamping returns the track quality to its original condition [1]. Also, despites it
contributes to the improvement of the track geometry condition, its use over the time
can lead to the degradation of the ballast and consequently of the track geometry
[10, I1].

T e il o

(d) (e)

(a)

Fig.1 Railway track quality parameters: a longitudinal level, b alignment, ¢ twist, d, cant, e gauge
(adapted from: [14])
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There are other aspects that should be taken into account for legal and ethical
aspects, such as reliability, economic loss, social impact, sustainability, not forgetting
the implications for human (human injure and loss) [15]. Also, from the environ-
mental and human healthy point of view, there are the pollution, noise and vibration
produced during the use of the track.

3 Measurement of the Performance of a Railway Track

Performance indicators (PIs) capture the mechanical and technical properties of a
infrastructure and its degradation process over its life cycle, considering also other
aspects such as natural aging, quality of the material, serviceability, availability and
robustness, sustainability, environmental efficiency (CO, foot-print), total life cycle
costs and social indicators [3, 16]. PIs can be obtained through visual inspections,
non-destructive tests or monitoring systems [2, 4, 16] and numerical and exper-
imental modeling [17, 18]. They can be assessed through condition indices that
can be obtained through ratio-based methods, weighted averaging approach, worst-
conditioned component approach or qualitative methods [4]. This indices are then
transformed into indexes, that are calculated based on the condition of the structural
elements and the service provided by the asset, but can also be obtained through
probabilistic models which calculates the failure probability [4]. Since PIs do not
inform the limit values which indicates a fault or failure condition or what is intended
to be obtained from an infrastructure (e.g. to be safe, to be available) performance
goals need to be defined that in turn need to have performance criteria and thresholds
(3.4, 19].

Commonly, the railway infrastructure performance follows a RAMS analysis that
covers the topics safety (S) and availability (A) that are based on reliability (R)
and maintainability (M), more the operation and maintenance [20], taking also into
account the Life cycle costs (LCC). These should follow the existing standards, that
provide guidance in specifying and achieving these RAMS targets throughout the
railway life cycle [21]. Among all the phases of the RAMS life cycle only those
concerning the operation and maintenance and modification and retrofit are going to
be covered in this paper.

The influencing parameters and RAMS formulas are given in the EN 50126-1
[21]. RAM mathematical formulas can be found in the EN 61703. Dedicated to the
definitions and measurement for the technical, administrative and managerial areas
of maintenance, it is worth to mention the EN 13306. The EN 15341, not dedicated
exclusively to the railway system, gives the formulas and possible influencing factors,
proposing a classification of PIs into groups. Figure 2 presents possible influencing
parameters, as well as the RAMS and formulas according to the mentioned standards.
Besides these, it is fundamental to consider also the Life cycle costs of the railway
track and the influence of the track use for the environment, not directly addressed
on the previous standards. According to the work presented by the Committee on
Technical Cooperation in the Development of the Rail Transport System in 2016
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concerning the RAMS and LCC [21], it should be followed the inspection, preventive
maintenance, corrective maintenance, overhaul and cleaning costs for maintenance
proposes, presenting some formulas that are shown in Fig. 3.

It is important to understand what is being done in other transport sectors, like
roadway, with the aim of improving what is being done in the railway system. Looking
at the work developed in the roadway sector, under COST-Action TU1406, the PIs
for bridge assessment were clustered into five groups. (i) Reliability, (ii) Availability,
(iii) Safety, (iv) Economy, and (v) Environment [2, 18]. This clustering was taken
into account and can be adapted to the railway, particularly in the case of the PIs
related with costs and environment.

4 Overview of the Predictive Models

Predictive models (or degradation models) are algorithms that analyse a set of data,
identifying patterns and estimating the time until PIs reach limit values and by
this way predicting the future condition of the track. This will contribute for an
optimized management, allowing more efficient and integrated maintenance plans,
regular inspections and monitoring.

From literature, the existing approaches to build a predictive model can be clas-
sified into (see Fig. 4), (i) Mechanistic (or Physical) and (ii) Data-driven Models
existing also the (iii) Empirical Mechanistic Models [1, 24]. The Data-driven Models
can be dived into Statistical and Artificial Intelligence Models [7, 11]. Each one of
these approaches can be divided into various categories that in turn can be divided
into various sub-categories [11].

These models need the definition, among other aspects, of the input and output
variables. The first ones are the independent (or predictor) variables that are used to
predict (or forecast) the second ones that are the dependent (or predicted) variables.
The definition of these varies, not only according to data available and the results to be
obtained, but also according to the type of model. A bigger number of independent
variables can improve the accuracy and efficiency of prediction, the same way as
a limited number of dependent variables [7]. Figure 5 presents, according to the
literature [1, 7, 11, 25], the possible variables organized into groups.

4.1 Mechanistic and Empirical Mechanistic Approaches

In Mechanistic Models the properties of both track and train are based on laboratory
experimental data, being also possible to take into consideration all the possible
variables influencing the track degradation. This way the relation between the track
and the vehicle can be properly clarified [1, 7]. However, these models do not deal
well with the uncertainty of the behaviour of the track caused by the heterogeneity of
the track, being also time consuming and complicated to have all the measurements
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Fig.2 RAMS quantification according to EN 50126-1 (adapted from: [9, 21]) and the terminologies
according to the EN 13306 (adapted from: [22, 23])

of all the variables along all the track. This way, these models are considered suitable
only for particular sections (and not for several sections) [1, 7, 11, 24]. Taking into
account the mentioned disadvantages these models are rarely being used during the
last years [7].

An alternative to these conventional Mechanistic Models are the Empirical Mecha-
nistic Models, which are a combination of the mechanistic and the statistical models,
being based on the behaviour of the system’s components coupled with measure-
ments, data records and observations. The advantage of these models compared to
the conventional ones, is their ability to model the entire rail track.
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Fig. 3 Cost quantification according to committee on technical cooperation in the development of
the rail transport system in 2016 concerning the RAMS and LCC (adapted from: [21-23])

Regression models Continuous probability  Stochastic continuous
Classification models distributions probability distributions
Clustering models Markov models Time series

Bayesian models Petri Nets

Survival models

Fig. 4 Predictive model approaches (adapted from: [1, 7, 11, 25])

4.2 Statistical Approach

Unlike Mechanistic Models, Statistical (or empirical) Models do not consider the
mechanical component of the track [11] and its interaction with the influencing
factors [1], what can be seen as disadvantage. However, they are based in real data,
what is considered an advantage, and in addition, they can work with a big quantity of
data (both input and output), making them more accurate [ 1]. Soleimanmeigouni et al.
[1] proposes the combination between Mechanistic and Statistical modeling. In these
models the relationship between the factors influencing the track degradation, such
as traffic, track components and maintenance variables, and its condition is obtained
through the relation between the input variables (or descriptive factors) and output
variables [1]. Statistical Models can be divided into Deterministic, Probabilistic and
Stochastic Models [7, 11].
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Fig. 5 Main variables (or factors or parameters) influencing the track degradation, according to
the type of predictive model (adapted from: [1, 7, 11, 25])

4.2.1 Deterministic Models

The Deterministic Models describes the variables inputs and outputs on an exact
way, not involving any randomness or uncertainty. This does not allow to take into
account possible errors and changes that can happen during measurements, as well
as the variability in track performance (two similar track sections with the same
type of use and maintenance may have different behaviours) [10]. This can lead to
uncertainty in prediction. Besides that, these models do not apply in the same way
the degradation rate on used tracks and maintained tracks, even if these different
tracks are under the same loads [7]. Also, the interaction that could occur between
degraded components of the infrastructure is not considered [26].

The Regression Models are a type of Deterministic Model that are generally used
due to their simplicity in representing the underlying degradation path. However,
they require a big quantity of measurement data to achieve an acceptable accuracy.
Besides that, these models cannot be updated with new data and are independent of
previous observations [1].
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4.2.2 Probabilistic Models

Contrary to the Deterministic Models, Probabilistic ones involve randomness, i.e.
the uncertainty is inherent to these models, and they consider the current condition
state of the assets [26]. The heterogeneous degradation is represented by using a
random effect for each section [1]. These models take use of distribution patterns to
represent the probability of an event (e.g. failure) during an interval time [11]. The
most used models are the Markov models and Bayesian Models.

e The Markov Process can be classified according to the nature of the time param-
eter and the state space. Taking into account the first one, a Markov process can be
a discrete-time Markov process or a continuous-time Markov process. Relatively
to the second one a Markov process can be discrete-state Markov process (also
called Markov chain) or continuous-state Markov process [27]. The Markov chain
consists of a set of transitions from one condition state for another, determined
by a current state vector and a probability distribution, represented by a transition
matrix. The current state vector, a N*1 matrix, corresponds to the possibility of
starting at each one of the N possible states. The probability distribution is repre-
sented by a transition matrix N*N, where N is the number of possible conditions
states (every possible state appears once in the rows and once on the columns),
with each cell (i, j) corresponding to the probability of transitioning from state i
to state j. This matrix satisfy the Markov property [28] (or memory-less property
of the Markov process), i.e., the prediction of the future condition state is based
only in the current state and not on the past state or the way the current state
was achieved [11, 25, 26, 28], what does not represent the reality. The transition
probabilities depend only of the current state, being independent of the age of
the asset and its effects on the evolution of its degradation. This means that two
assets, even if they have different ages, if they in the same current state, are going
to have the same probability of changing to the next condition state [29]. Also, the
transition probabilities need to be updated every time that new data is collected
from a new inspection and or maintenance action what can be time consuming
[26]. According [26], transition probabilities assume that the condition can keep
the same or get worst, to avoid the difficulty in estimating the transition proba-
bility of assets where were performed conservation actions. These models have
as limitation the fact that the transition between condition states must occur at a
constant rate [7, 10]. Besides that, they do not consider in an efficiently way the
effects caused by the interaction between different components with degradation
[26] being limited to small track models [7].

e Bayesian Models (BN), like Hidden Markov Models (a particular case of Markov
Models), are probabilistic graphical models, being composed of nodes and arcs
(or edges or links). Here, the first one represents the random variables (or a set
of variables) and the second one represents the conditional probabilistic relation
between nodes. However, while in the Hidden Markov Models the arcs can go in
both directions creating a cycle, in the BN the arcs can only go in one direction, not
being possible to have a cycle, being this way named directed acyclic graph [29].
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BN take use of the Bayes’s Theorem, where the parameters, assumed as random
variables, are quantified by a prior distribution (or previous distribution) combined
with the likelihood to achieve the posterior distribution of the parameters. The prior
distribution represents the “people beliefs” about the parameters before observing
the data and the likelihood distribution represents the information given by that
the observed data [11]. Hierarchical Bayesian Models (HBM) are a specific case
of BN, formed by multiple sub-BN (or levels) integrated (or combined) in a
hierarchical way to reach the posterior distribution by using the Bayes’s Theorem,
where the uncertainties in each sub-model are propagated from one level to the
next. The implementation of the computational Method Markov Chain Monte
Carlo (MCMC) allows to perform over and over the Bayes’s Theorem [7, 11, 30],
allowing the data to be updated over the time [11]. Markov Chain Monte Carlo is
the application of the Monte Carlo (MC) Method by using the Markov Chain. The
MC use the process of repeated random sampling to make numerical estimations
of unknown parameters, being, this way, modelled the likelihoods of outcomes,
which helps understanding the impact of risk and uncertainty in prediction and
forecasting models. BN have the advantage of using and combining collected
data (e.g. from inspections) with expert knowledge regarding variables on which
no data exists. However, collecting and organizing expert knowledge (based in
their belief) in a way that can be converted into probabilistic distributions can be
difficult [31]. Another advantage of BN is the fact that, if some variables have a
known state, it is possible to update the state of the remaining variables through
an inference algorithm taking use of the Bayes’ Theorem [32].

4.2.3 Stochastic Models

Stochastic Models, in opposite to deterministic ones and such as the probabilistic
ones, involve randomness. The same set of input variables and initial conditions
can result in different set of outputs, once it takes use of a probability distribution
function [7, 11]. They aim in understanding the distribution of the degradation of
the track over the time [7]. While the deterministic models are easier to use, the
Stochastic ones are considered more realistic [11]. It is fundamental to consider the
effect of the heterogeneity of the degradation along the track over the time due to
the heterogeneity of the track in consequence of the variation in geometry, materials,
traffic, environment and maintenance actions. In the following are briefly mentioned
two of the different models according to [11] Time Series, Petri Nets and Survival
Models.

e Time Series are a sequence of observations (or data collected) taken sequentially
and at equally periods of time (e.g. monthly, annually), where the dependent
variable is obtained in function of time, not existing an obvious independent
variable. This allows to analyse the variable changes over time, being possible to
analyse the past, monitor the present and predict the future [11]. According to the
frequency of data different patterns can be observed and can be used to do the
forecasting.
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e PetriNets are graphical-mathematical models composed of places and transitions,
connected by arcs. Places, represented graphically by circles, simulates states,
conditions or resources within the system to be modelled. Transitions, represented
graphically by bars, simulates the events that occur in the system and may cause
change in the condition of the system. Arcs connects places and transitions, and
could be input and output arcs [11].

e Survival models (or failure time models) analyse the expected time until the
occurrence of an event (e.g. damage, failure), having associated with the hazard
function and the survival function, that analyse the probability of failure of the
event (or asset) [11].

4.3 Artificial Intelligence Approach

Artificial Intelligence Models, take use of the knowledge of human brain behaviour
[11], showing high accuracy compared to the mechanical and statistical approaches
[7]. The models are trained with a bid quantity of data and them tested with another
quantity of data, what has an impact in the accuracy of the model [7]. Once these
models are recent, there is a lack of literature, what is considered as a disadvantage.
Another disadvantage is that they lack the transparency that models like the mechan-
ical or statistical ones have. These models can also present some difficulties in the
calibration of the model parameters [7]. In the following are briefly mentioned two of
the different models according to the literature, Artificial Neural Networks (ANNs)
and Neuro-fuzzy Models (ANFIS) [7, 11].

e The ANNSs consist in a neural network (group of independent neurons) that
communicate with each other through weighted connections (synaptic weights).
This network is trained, by attributing and changing the weight to the connections
between the neurons until get closer to the desired outputs [14, 25].

e The ANFIS are a combination of ANNs with Fuzzy Inference System (FIS),
integrating this way the neural networks and the Fuzzy Logic. The Fuzzy Logic
uses the human decision making, working with all the possibilities between yes
and no, in opposition to the conventional computer’s logic, which simply uses the
options of true and false that corresponds to the human’s yes and no. The Fuzzy
sets and the Fuzzy membership functions are the parameters of these models.
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5 Conclusions

To predict the degradation of the railway track it is important to understand what
influences its degradation, so it is possible to select the most appropriated perfor-
mance indicators. This work can be improved by the experience gained in other
infrastructures fields.

Besides that, it is important to understand which possible predictive models exists,
their advantages and disadvantages, so this way, according to the available data and
what is intended to predict, select the most appropriated model, so it can be possible
to develop accurate maintenance plans.

It is fundamental to consider the effect of the heterogeneity of the degradation
along the track over the time due to the heterogeneity of the track in consequence of
the variation in geometry, materials, traffic, environment and maintenance actions.
This is possible if Probabilistic and Stochastic Models are used. Using the Deter-
ministic ones, it is not possible to consider this heterogeneity nor even measurement
errors that could occur. Figure 5 shows the most important advantages and disadvan-
tages, as well as the influencing parameters of the presented Predictive Models, as
well as the most important Performance Indicators.
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Abstract Inthe past few years, the construction of multi-storey timber buildings has
increased significantly in locations where high-intensity ground motions are likely
to occur. On the other hand, the fast development of wood engineered products, as
glued-laminated timber (GLT) and cross-laminated timber (CLT), has been chal-
lenging researchers to provide adequate guidelines for the design and assessment of
structures built in seismic regions. Some guidelines and analysis methods considered
in seismic design can improve robustness, commonly described as the ability of struc-
tures to sustain limited damage without disproportionate effects. This paper proposes
a probabilistic methodology for seismic and robustness assessment of timber-framed
structures. The seismic performance and the progressive collapse potential of a
three-storey building are here exemplified through the proposed methodology, which
accounts for uncertainties in mechanical properties of members and connections,
as well as for external loads. The Latin Hypercube Sampling (LHS) was used in
each assessment to generate a set of 1000 structural models. Each structural model
corresponds to a realization of the random variables used to define the structural
model. Incremental dynamic analyses were performed to develop seismic fragility
curves for different damage levels. The fragility functions for robustness assessment
were developed for distinct damage scenarios, exploiting the results of an alter-
nate load path analysis (ALPA) that involved the performance of nonlinear static
analyses (pushdown analyses). The methodology presented is suitable for risk-based
assessments that consider the occurrence of different exposures, such as earthquakes,
impacts, and explosions, while considering the direct and indirect consequences of
failures. However, the methodology involves time-consuming analyses with distinct
load scenarios, which can constitute a burdening task within a typical building design
phase.
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1 Introduction

The performance of timber structures under intense earthquake ground shaking
depends strongly on the type of failure modes, and in particular, their ductility.
The failure of timber elements is usually brittle, whereas the failure of connections
between timber elements can be ductile. Being constructed in seismic areas, the
requirements promoted by the design codes are objectively stricter regarding connec-
tions and the sizes of timber members. Seismic design recommendations for timber
structures focus on the formation of inelastic deformations of joints by increasing
fastener slenderness, guaranteeing that failure occurs after yielding of fasteners. This
measure aims to enhance the capacity of joints to withstand large inelastic deforma-
tions without rupture. Moreover, seismic resistant multi-storey buildings must have
adequate bi-directional resistance and stiffness. Diaphragms are another key compo-
nent since these allow the inertial forces to be transferred to the different vertical
structural elements [1].

Robustness is another essential concept when studying multi-storey timber build-
ings, described as the ability of structures to avoid progressive collapse due to
local damage resulting from an unpredictable event. Some of the aspects sought in
seismic resistant systems in design codes include recommendations against progres-
sive collapse due to unforeseen events such as explosions and impacts [2]. For multi-
storey timber buildings, robustness is strongly dependent on the structural system
and its ability to redistribute loads to undamaged parts, and thus, on its redundancy
and ductility. After the loss of a load-bearing element, alternate load paths can be
triggered through the capacity of connections to deform along with the development
of tension stresses in beams and floors, the so-called catenary action. Moreover, in
structures where long continuous beams are used, the catenary action can be substi-
tuted by an increment of bending forces, as the connections between these elements
and the floor components withstand large deformations without experiencing brittle
failure modes such as splitting, due to tension stresses perpendicular to the grain,
and block shear. Another mechanism likely to occur is the membrane action of CLT
floors, which is dependent on the inter-panel connections [3].

The main objective of this paper is to propose a probabilistic methodology for
seismic and robustness assessment of timber structures leading to the development
of fragility functions. A three-storey building is evaluated as an application example
of the methodology presented.
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2 Fragility Functions for Timber Structures

A fragility function Fr is defined as the conditional probability of the structural
demand parameter (D) exceeds the structural capacity (C) for a given level of intensity
measure (IM) of the hazard:

Fr=P[D > C|IM] (1)

In the scope of the present work, the fragility curves addressed are obtained
through analytical methods that include numerical analysis performance. Timber,
as a natural material, presents a high variability in its mechanical properties, which
contributes directly to uncertainties associated with the expected strength and defor-
mation capacities of structures. In addition, it is also crucial to account for uncertain-
ties related to external actions [3]. In terms of seismic assessment, the uncertainties in
the demands are modelled by including ground motion record-to-record variability.
In contrast, robustness assessments are associated with an initial damage imposed
to the structure, which are assumed random by considering distinct scenarios. Addi-
tionally, in both types of analyses, the applied gravity loads are assumed as random
variables. A considerable number of numerical simulations are typically needed to
achieve robust fragility function results, requiring high computational costs. Such
drawbacks can be partially overcome by using efficient sampling methods, such
as Latin Hypercube Sampling, Importance Sampling, or others [4], and the use of
high-throughput or high-performance computing [5].

2.1 Fragility Functions for Seismic Assessment

The methodology presented herein starts with the definition of the mechanical prop-
erties considered as random variables. Kohler et al. [6] propose probabilistic distri-
butions and their statistical parameters for reference mechanical properties of timber
(e.g., bending moment capacity, bending modulus of elasticity, and density). Addi-
tionally, it is crucial to consider the uncertainties related to connection response,
where the performance of experimental tests can play a central role in the calibration
of suitable numerical models [7]. A second phase involves the ground motion selec-
tion, which must consider the respective response spectra of the site, which can be
retrieved from the standards and local documents. The different time-history records
are usually scaled to elastic acceleration response spectra, whereas other sources
of uncertainty can be considered, such as phasing and event duration [8]. The third
phase includes the numerical modelling of the structural set, using simulation tech-
niques, in a suitable nonlinear finite element analysis software. In the fourth step,
the structural models are subjected to distinct accelerograms of increasing intensities
(i.e., multi-record IDA). The fifth and final step corresponds to the definition of the
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seismic fragility functions, which is accomplished by fitting a lognormal distribu-
tion to the values of intensity measure (e.g., spectral acceleration) that caused the
exceedance of a predefined demand threshold (e.g., drift, damage, or collapse).

2.2 Fragility Functions for Robustness Assessments

It is possible to understand that the concept of robustness is intrinsically connected
with the terms “progressive collapse” and “disproportionate collapse.” One considers
that a progressive collapse refers to a series of components’ failures that resulted from
an unrelated initial component failure. It means that an initial failure triggered a chain
reaction of failures throughout the structure. On the other hand, a disproportionate
collapse occurs when the subsequent structural collapse is exaggerated (“dispro-
portionate”) compared to the initial failure. Therefore, a progressive collapse can
be disproportionate, but the reverse is not necessarily true. To avoid ambiguities,
Starossek and Haberland [9] proposed a definition of robustness using the probability
of disproportionate collapse, which is given by:

P(DC) = P(DC|D) - P(D|EX) - P(EX) 2)

where P(EX) is the probability of occurrence of a particular exposure EX, P(DIEX) is
the conditional probability of initial damage D given the exposure EX, and P(DCID) is
the conditional probability of disproportionate collapse DC given the initial damage
D. In the scope of this work, the fragility functions focus exclusively on robust-
ness analysis, which corresponds to the quantification of the conditional probability
P(DCID). Failure and damage are terms used interchangeably herein when applied to
structural components, and both mean that the performance criteria established were
not fulfilled; e.g., a connection is damaged when it fails due to excessive deforma-
tion, or a column is damaged when the loading exceeds an ultimate shear capacity.
When addressing the whole structure, failure shares the definition established for
structural components, while the term damage refers to a deviation from the designed
configuration that adversely affects functionality due to failure of a structural element.

As per seismic fragilities, the methodology starts with the determination of the
mechanical properties considered as random variables. A second phase consists of
the numerical modelling of a set of structures, using an adequate simulation tech-
nique, in a nonlinear finite element analysis software. The third phase includes the
definition of distinct initial damage scenarios that can occur due to the exposures
EX considered. The fourth step comprises an alternative load path analysis (ALPA),
which aims to evaluate load redistribution through a pushdown analysis that starts
with the notional removal of one or more elements to simulate the initial damage
D [10]. The numerical analyses can be load controlled or displacement controlled
and finish when the damage reaches an extent that is considered disproportionate
to the original cause. The fifth and final step corresponds to the definition of the
progressive collapse fragility function, which is accomplished by fitting a lognormal
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distribution to intensity measure values (e.g., dynamic load factor or vertical load
applied) associated with disproportionate collapse.

3 Case Study: A Three-Storey Heavy-Timber Frame
with Ring-Doweled Moment-Resisting Beam-Column
Connections

The structure under analysis is a three-storey building constructed using two different
lateral systems. The structure consists of three moment-resisting timber frames that
ensure lateral resistance and stiffness on the x-z plane, as shown in Fig. la. Two
braced timber frames provide lateral resistance and stiffness in the perpendicular
direction, as presented in Fig. 1b. The structural system was designed in Callegari
et al. [11], aiming at a ductility level compatible with High Ductility Class (DCH),
as defined in ECS [5]. For this study, the structure was re-evaluated using EC5 [12]
and ECS [5] for a site in Lisbon, Portugal.

3.1 Lateral Resisting Systems

The moment-resisting frames have continuous 13.2m long GL24h beams, as per
EN14080 [11], with a 160 by 600 mm cross-section. The columns consist of two
posts, each with a rectangular cross-section of 160 by 600 mm. The connections
between columns and beams are executed with ring-dowelled joints with two layers
of connectors. All dowels are from strength class 4.6 with a diameter of 12 mm.
The connection used at the column bases consists of a hinged connection with a low
rotational stiffness in the x-z plane. The lateral resisting system uses GL24h members
interconnected through concealed steel plates and bolts in the perpendicular direction,
with additional details provided in [14]. As presented in Fig. 1b, in the y-z plane,
continuous beams with a 200 by 360 mm cross-section span over two 4m long bays.
The columns have the same cross-sections as the beams, and their base shoes are
built with slotted steel plates that are welded to a pinned support. The diagonals
have a cross-section of 140 by 240 mm. The connection between the two different
lateral systems is guaranteed through concealed steel plates and M 12 bolts. Further
information can be obtained in [14].

3.2 CLT Diaphragm

The CLT floor solution presented in Fig. 2a consists of 5-ply panels (nominally
140.0 mm thick) with the major strength along the building’s Y-direction. The panels
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are manufactured with lumber from strength class C24. The CLT to beam connection
is executed with ASSY plus VG 8 x 260 mm, as presented in Fig. 2b. The fasteners
were designed to transfer inertial loads from the diaphragm to the seismic lateral
resisting systems. The shear transfer between adjacent CLT panels is guaranteed
through half-lap joints with 100 mm wide laps connected with ASSY 3.0 ECOFAST
8 x 120 mm fastened 100 mm on centre. The diaphragm moments are resisted by
chord splices that consist of S235 structural steel plates (6.35 mm x 50.8 mm X
1500 mm) that meet the requirements of standard EN 10025:2004 [15]. These plates
are fastened to the CLT panels with Simpson Strong-Tie 6.4 x 90 HEAVY-DUTY
connectors spaced 60 mm on centre.

™

(a)

L. G. Rodrigues et al.

(b)

Fig. 1 Lateral resisting systems: a Moment-resisting frame. b Braced frame

Fig.2 CLT diaphragm: a Plan view. b CLT-to-beam connection at diaphragm edges. ¢ Connection
of an interrupted CLT panel to a central beam. d Connection of a continuous CLT panel to a central

beam
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3.3 Uncertainties in Material Properties

The Latin Hypercube Sampling (LHS) was used to generate 1000 structural models
for each type of analysis performed in this work. Each model corresponds to a
realization of the random variables assumed. The inherent uncertainties of timber,
as a material, are considered by assigning different mechanical properties to each
element. As presented in Table 1, seven random variables are evaluated for each
timber element. The distribution parameters of the reference properties (bending
strength, bending modulus of elasticity, and density) are computed based on charac-
teristic values, defined in EN14080 [16] for the homogeneous GL.24h strength class,
and on the coefficients of variation and probabilistic distributions proposed in Kdhler
[6]. The expected values and the coefficients of variation of the remaining properties
are computed according to the expressions proposed by [9] for Nordic softwood.
Table 1 also presents the intra-element correlation coefficients considered, which
were also taken from the work developed by Kohler [6]. Moreover, variability is also
assumed for steel-to-timber connections with multiple bolt joints, overlap connec-
tions between CLT and glulam beams. The yielding force and the initial stiffness
of each connection are modelled with lognormal distributions. Given the lack of
experimental tests, a coefficient of variation equal to 15% is assumed for both prop-
erties. However, the uncertainties related to the mechanical models used shall be
confirmed through testing in future studies. The remaining values used to establish
the backbone curves are calculated by assuming ratios between each key point and
the yielding point in terms of displacements and forces. These ratios were obtained
through a fitting procedure based on experimental tests performed on similar connec-
tions. For the sake of brevity, further information on the calibration of Pinching4 can
be obtained from [14]. The CLT floor members are modelled using an orthotropic
material with deterministic mechanical properties [17].

4 Seismic Assessment

A set of 24 ground motion records was extracted from the PEER database (PEER
2012) and scaled to the spectra defined in EC8 [1]. Two types of seismic response
spectra were considered when designing for a Lisbon site: a large magnitude and far-
field earthquake (Type I) and a lower magnitude and near-field earthquake (Type II).
The 5% linearly damped response spectra of the scaled ground motions are shown
in Fig. 3. Additionally, the range of periods of interest (i.e., those within 0.3 and 3.0
times the median fundamental period of the structure) are also indicated in Fig. 3.
An incremental dynamic analysis (IDA) was performed on a set of 2D finite
element models of the X-direction central moment-resisting frame (see Fig. la)
in Opensees [18]. The beams and columns were modelled using linear elastic
frame elements. The ring-dowelled connections were represented using zero-length
elements and assigned Pinching4 force-deformation springs, including pinching,
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Fig. 3 Response spectra used to perform multi-record IDA: a Type 1. b Type 11

stiffness degradation, and strength degradation phenomena observed in the exper-
imental results [19]. The Pinching4 model is defined by a response envelope,
unloading and reloading rules, and three damage rules that control the evolution
of deterioration mechanisms based on strength, stiffness, and energy dissipation. A
total of 1000 samples were generated based on the assumed random variables and
their distributions. Thus, a total of 24,000 curves were developed for the entire struc-
ture set. For simplicity, only the results obtained for a median structure are presented
in this document. The IDA results obtained for the median structure (i.e., structure
considering all random variables set equal to their median value) are shown in Fig. 4a.
The fragility curves presented in Fig. 4b were obtained by fitting a lognormal distri-
bution to the spectral accelerations that led to the exceedance of the Life Safety (LS)
limit state threshold [13]. From the LS fragility functions, graphically represented in
Fig. 4b, it can be observed that the limit state inter-storey drift ratios influence both
the expected value and the coefficient of variation, indicating that their uncertainty
should also be explicitly considered in future studies.

of Failure
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Probabilin

) 0.02 0,04 .06 .08 o4

Peak interstory drift ratio Spectral Aceeleration (g)
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Fig. 4 Seismic assessment: a IDA curves obtained for the analysis of the median structure using
the 24 ground motions selected. b Life safety fragility curves for distinct inter-storey drift levels

Omax.
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5 Robustness Assessment

A 3D finite element model was used for the progressive collapse assessment. Linear
elastic frame elements represent beams and columns, while elastic orthotropic
ShellMITC4 four-node elements modelled the CLT panels. Geometric nonlinearities
were incorporated in the form of P-A effects for columns and corotational transfor-
mation for beams. The connections were represented by zero-length elements that
account for their nonlinear behaviour, incorporated through the Pinching4 material
available in Opensees. The total number of pushdown analyses is given by the product
of the number of models (N;, = 1000) and the number of element removal scenarios
considered (N, = 4); the four column removal scenarios considered are labelled
scenarios D to Dy in Fig. 5. Thus, the progressive collapse assessment included a
total of 4000 nonlinear static pushdown analyses. After each displacement increment
step, a global failure assessment. It is worth noting that disproportionate collapse
(DC) is assumed to occur when main beams, columns and connections, located at
adjacent bays, reach their capacity. Although the structure was designed according
to the Eurocodes, for the application of the ALPA method from the U.S. standard,
US UFC 4-023-03 [20] was used. This choice was based on the fact that the latter
code is more comprehensive and detailed than Eurocode 1-7 [21]. Hence, the load
combination assumed for the ALPA method is given in the format:

G = Q[1.2DL +0.5LL] 3)

where DL is the dead load, LL is the live load, and £2 is a dynamic amplification
factor. The dead loads are modelled with a lognormal probability distribution to avoid
negative values; their mean value is assumed to be equal to the nominal value. The live
load (LL) is modelled by a lognormal distribution with a mean value of 2.0 kN/m? and
CoV equal to 0.30. From the performance of each pushdown analysis, an overload
factor is calculated, which is given by the ratio between the load that a damaged
structure is able to sustain (Gg) and its nominal gravity loads G, (£2 = 1.0).

The majority of the collapse cases were reached after the failure of one ring-
dowelled connection. Several analyses returned the failure of one main beam due
to excessive bending stresses. From the numerical results obtained, it is possible to
state that the initial damage scenarios D, and Dj; led to collapse cases that did not
exploit the ability of joints to deform. In these cases, the beams located just above the
damaged elements sustained the loads and failed due to excessive bending stresses.
The primary mechanism used to support the loads due to local failures was the beam
action in the main GLT beams. Fragility functions, presented in Fig. 6, were defined
for different damage state levels by fitting a lognormal distribution to the overload
factor values that caused the exceeding of predefined demand threshold values.

The damage state levels were based on the rotational capacity of floor-to-beam
connections and the extent of the damaged area. The first failure state (FF) is reached
when any floor-to-beam connection exceeds its capacity. In turn, the collapse preven-
tion (CP) limit state was exceeded when the damage was extended to an adjacent
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displacements of the model structure for distinct elements loss scenarios; b pushdown curves for
distinct scenarios

bay, which was verified when moment-resisting connections and glulam members
reached their load bearing capacity. The vertical loads used to perform an ALPA
method were multiplied by a dynamic amplification factor [22] equal to 2.0 for
timber structures. To assess if the seismic design provisions used to design the struc-
tural system also guarantee structural robustness against progressive collapse, the
probability of failure associated with an overload factor of 2.0 is evaluated for each
damage scenario in Table 2.

From the results presented, it is possible to state that the application of seismic
design provisions does not dismiss a progressive collapse assessment during. The
main failure modes observed were related to bending stresses of GLT beams, followed
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Table 2 Probability of . .
D Fail tat
failure (py) and respective amage scenario ailure state P B
reliability indexes (8) for an D, P(CPIDy) 0.135 1.103
overload factor of 2.0 D> P(CPID3) 0.002 2.821
D3 P(CP\D3) 0.980 —2.052
Dy P(CP\Dy) 0.439 0.153

by the loss of capacity of moment-resisting joints to transfer loads from GLT beams
to columns.

6 Conclusions

The paper presented the implementation of a methodology suitable to perform struc-
tural assessments for seismic and robustness analyses. A prototype structure designed
according to EC5 and EC8 for a site in Lisbon, Portugal, was presented as a case
study. The methodology presented is suitable for risk-based assessments that consider
different exposures, such as earthquakes, impacts, and explosions, while consid-
ering the direct and indirect consequences of failures. However, the methodology
involves time-consuming analyses with distinct load scenarios, which can consti-
tute a burdening task within a typical design phase of a building. Thus, the subse-
quent efforts can focus on developing software packages to alleviate the modelling
and analysis time while still allowing for uncertainty propagation throughout the
methodology.
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Assessment of Design Concepts )
for Post-installed Punching Shear L
Retrofitting

Oladimeji B. Olalusi, Puneh Mowlavi, Nikolaos Mellios,
and Panagiotis Spyridis

Abstract Punching shear is a brittle form of failure observed in reinforced concrete
slab structures and occurs without any visible signs before failure. This phenomenon
typically arises around the slab-column connections, due to transverse forces being
highly concentrated in these areas and can cause that the column punches through
the slab. This type of failure is very brittle. The unpredictability of its occurrence
makes it a particularly critical and dangerous phenomenon. Several methods have
been developed for retrofitting and strengthening existing flat slabs against punching
shear failure using different reinforcement-types, like shear bolts, screw anchors
or bonded anchors. These methods are called post-installed shear reinforcement
for existing flat slab systems. This study aims to assess the safety and economic
performance of the Eurocode 2 (EC2) design method for the design of post-installed
reinforcement in an existing flat slab structure endangered by punching shear, using
probabilistic analysis. The probabilistic analysis was conducted based on the Monte
Carlo simulation technique implemented using a MATLAB code developed in the
study. The reliability indices obtained for EC2 design procedure were found to be
close to the EN 1990 target reliability level.

Keywords Punching shear - Flat slab - Eurocode - Reinforced concrete -
Retrofitting - Probabilistic analysis

1 Introduction

Flat slabs are one of the most widely used concrete floor systems. The most critical
aspects of a flat slab system are the column support joints. These areas are considered
the starting point of a brittle and sudden failure caused by shear and flexural tension
[1]. Generally, flat slabs are prone to punching failure, which occurs when a flat slab
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system is overloaded, and the slab fails within a distance around the column. Novacek
and Zich [2] described punching shear as a type of failure of reinforced concrete
slabs due to shear forces. These forces are highly localised at column support points.
Punching shear failure is very brittle and occurs without any visible signs before
failure, which makes it a critical high phenomenon. Another significant issue is that
the redistribution of the inner forces is minimal during the failure. This may lead to
a progressive collapse of the structure [2], such as the collapse reported in Beutel [1]
and Kunz et al. [3]. Many of such failures could be prevented if the concrete slabs
were adequately retrofitted. Therefore, the design of flat slabs must be accorded
proper and adequate attention to avoid failures.

Retrofitting existing structures is an important topic that has been given serious
attention in the last decade. The older a building gets, the higher the need for inspec-
tions, health monitoring and maintenance. Nowadays built flat slabs are strengthened
with shear reinforcement according to the existing code requirements to assure that
their strength is sufficient to prevent failures. Existing older flat slabs supported by
columns, however, must be strengthened against punching shear failure, in the case
of insufficient existing strength. The reason for this can be attributed to higher code
requirements as a result of increased knowledge gained in the past years on the topic.
Other reasons are the change of use of the building and thus the increasing loads
during the lifetime of the structure, but also construction and design errors [4].

Different methods have been proposed to improve and strengthen existing struc-
tures. One of these methods is called post-installed shear reinforcement for existing
flat slab systems, where the used reinforcement-type is installed in the critical slab-
column area of the slab. The methods use different reinforcement-types such as
shear bolts, screw anchors or bonded anchors [5]. The estimation of the punching
shear resistance depends on several variables (geometry, mechanical, material prop-
erties, etc.) with some degree of uncertainty. This study aims to investigate the safety
performance of the European Eurocode 2 (EC2) design code [6, 7] for the design
of post-installed reinforcement in flat slab structure endangered by punching shear,
using probabilistic analysis. The probabilistic analysis is conducted based on the
Monte Carlo simulation technique implemented using a MATLAB code developed
in this study. This contribution intends to present a safety efficient method for the
design of post-installed reinforcement in existing structures.

2 Punching Shear Resistance Formulations for Flats Slabs
with Post-installed Retrofitting

The equations presented in this section are used to determine the punching shear
capacity of a flat slab without shear reinforcement, and the contribution of the anchors
used as post-installed reinforcement. These equations allow the characterization of
the total resistance of the system.
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2.1 Shear Resistance Formulations of the Eurocode [6, 7]

The characteristic resistance of a slab without punching shear reinforcement in (%)
is expressed by Eq. (1).

Vrde = Crack(100p; fum)’ (1)

where f.,, = mean compressive concrete strength; k = 1+ 22—0 < 2 withd in (mm);

o1 = /Piypr; < 0.02 = longitudinal reinforcement ratio for the y- or z-axis; Crge =
0.18 [6].

The equations of the anchors in tension according to the EC2 Part 4 [7] are
expressed below.

The yield strength of an anchor (in kN) is expressed by Eq. (2).

NRm,x = Aifyvm (2)

where A; = cross-sectional area of the anchor in mm?; fyum = mean yield strength
of the anchor in L.
The pull-out failure of an anchor in tension (in kN) is expressed by Eq. (3).

NRm,p = kZAbrgfcm (33)

where k, = 10.5 (for anchors in uncracked concrete); d;, = head diameter in mm;
d, = shaft diameter in mm

Aprg = 0.25(d} — d2) (3b)
The bond strength of an anchor in tension (in kN) is expressed by Eq. (4).

herm @11,
0 ef 1tbm
NRm,u = @ (4)

where h,s is the effective length of the anchor in mm. @, is the concrete cover in
mm. T, is the strength of the capacity in 4 =1.0,00=1—-0.15% (C"(;—l‘”‘)

2
[6]. ¢, = min(P, 0.5 * 5). 5 is the distancel:ngf the anchors.



182 0. B. Olalusi et al.

Fig. 1 Geometrical properties of a typical test case, also exemplarily indicating the anchor
configuration

3 Probabilistic Analysis

3.1 Parameters for the Punching Shear Test Cases

Six scenarios of flat slabs with post-installed bonded anchors are chosen as test
cases for the investigation. The post-installed bonded anchors in each test cases
have a diameter of 20 mm and an anchoring plate with a diameter of 60 mm. The
longitudinal reinforcement is chosen as B500 reinforcing steel bars. The material
characteristics, the amount of longitudinal reinforcements, the height of the slab,
the number of anchors and the angle of the anchors are varied in the chosen test
cases, in order to assess their impact on the strength of the members (see Fig. 1).
The material characteristics considered are the compressive strength of the concrete,
the yield strength of both the transverse and longitudinal reinforcements and the
bond strength of the adhesive. Table 1 details the parameters of the chosen test case.
Figure 1 provides an overview of the geometrical properties of the test cases and
explains the variables.

3.2 Probability Models for the Basic Random Variables

The variables of the test cases 1-6 presented in Table 1 is used in the probabilistic
analysis. The variables are set as random variables that are normally distributed.
The uncertainties in the variables (caused by time-dependent effects, inaccuracies
or human errors) should be taken into account. Given this, the characteristic values
of the variables (presented in Table 1) are converted to mean values. The values of
the compressive strength of the concrete and the bond strength of the adhesive are
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Table 1 Parameters for the test case (1-6)

h(m) |d (m) | fox MPa) | n(=) | fyux (MPa) | B (°) | ok (MPa) | Ay (cm?) | fy 1 (MPa)
Case | 0.35 |0.32 | C20/25 20 500 90 10 20 500
1
Case | 0.35 [0.32 | C30/37 15 500 90 10 20 500
2
Case | 0.30 |0.27 |C20/25 15 500 90 10 30 500
3
Case | 0.30 |0.27 | C40/45 20 500 45 10 30 500
4
Case | 0.25 [0.22 | C25/30 26 500 45 10 35 500
5
Case | 0.25 |0.22 | C30/37 26 500 45 10 35 500
6

calculated according to EN 1990 [8]. The EN 1990 recommend values for calculating
the mean values of normally distributed factors depending on the number of samples
that should be used (Eqs. 5-7). For sample sizes larger than 30, the factor k,, shall be
1.64, according to EN 1990. This factor represents that the distance from the mean
value of a normal distribution to the 5%-quantile of the distribution is 1.64 times
the standard deviation, as shown in the equations below. This represents the overlap
between the distribution of the load and the distribution of the resistance of a member
(see Fig. 2).

Xp=Xi+kyo (5)
X, = X + 1.64.cov.X,, (6)
Xy =X,, — 1.64.cov.X,, 7

X, 1s the mean value of the distribution. X} represents the characteristic value,
which equals the 5%-quantile of a normal distribution [8].

The coefficient of variation (cov) for the bond strength of an adhesive anchor 7y, is
0.10 [9]. The coefficient of variation for the yield strength of steel, according to the
Federal International Federation for Structural Concrete [10] is 0.05. This could lead
to higher variations in the resistance. The variation of the angle of the reinforcement
depended on the chosen angle and was taken as 3° in this study. The cov used for
the flexural reinforcement was taken as 0.05, and the concrete compressive strength
was taken as 0.15, based on consideration of the values proposed by [11, 12]. The
inaccuracies of the placing of the reinforcement are usually not higher than 10 mm,
according to the Probabilistic Model Code [13]. The height of the specimens and the
number of post-installed anchors are considered constant and deterministic. Table 2
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Fig. 2 Definition of safety margin, characteristic values, and basis of reliability concept

Table 2 Coefficients of variation and mean values of the variables used in the probabilistic
calculation

Parameters | 4 (m) | d (m) | f. (MPa) | fy, (MPa) | B; (°) | ©» (MPa) | A, (cm?) fyr (MPa)
(mean

values)

Case 1 0.35 | 0.32 |26.53 500 90 7.45 20 500

Case 2 0.35 | 0.32 |39.79 500 90 7.45 20 500

Case 3 0.30 | 0.27 |26.53 500 90 7.45 30 500

Case 4 0.30 | 0.27 |53.05 500 45 7.45 30 500

Case 5 0.25 | 0.22 |33.16 500 45 7.45 35 500

Case 6 0.25 | 0.22 |39.79 500 45 7.45 35 500

cov - - 0.15 0.15 a 0.10 0.05 0.15

2The deviation in the installation is assumed to be 3° regardless of the mean value, i.e. cov equals
0.03 and 0.06 for installation at 90° and 45° respectively

shows the mean values and the coefficients of variation of the variables (calculated
using Eq. 5) used in the probabilistic analysis.

3.3 Reliability Verification

In order to assess the safety and economic performance of members designed using
the Eurocode design procedure, reliability verification, as presented in this section,
was conducted [14]. The adequacy of design is confirmed if the limit states are
not reached when the design values are introduced into the analysis models. The
Eurocode demands that the design value of the resistance must be equal or higher
than the design value of the load [8] (Eq. 8).

Ri> L4 )
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The design load calculated according to the Eurocode 2 requirements has a connec-
tion with the resistance. The design value for resistance may be obtained directly by
dividing the characteristic value of a material or product resistance by 1.5 [15]. In
order to obtain the design value of the load, the characteristic load is divided by 1.35,
according to DIN EN 1990. Therefore, Eq. (8) is further expressed as (9).

Ry
1.5
The characteristic value of the resistance equals to 5%-quantile of the distribution
[8], which means that only 5% of the resistances are lower than the characteristic
value. On the contrary, the characteristic value of the load equals the 95%-quantile
of the distribution, since only 5% of the loads should be lower than this value. This
way, one can ensure realistic values for both the resistance and the load. The 5%-
quantile of the resistance and the 95%-quantile of the load are calculated according
to Egs. (10) and (11), respectively.

Rk = R5% = Rm - 1.640'R (10)

Lk=L95%=Lm+1.64O‘L (11)

The standard deviation can be calculated by the multiplication of the coeffi-
cient of variation and the mean value of the distribution i.e. og = covg * R,, and
o; = covy * L,,. The coefficient of variation for resistance covyp was calculated
in this study using the MATLAB code and was obtained as 0.10. The International
Federation of Structural Concrete (fib) bulletin 80 [10] provides values for the coef-
ficient of variation for basic variables in probabilistic models. The fib bulletin 80
gives a coefficient of variation of 0.10 for shear loads. With covg = covy = 0.10,
therefore, Egs. (7) and (8) can be expressed by Eqs. (12) and (13).

Ri = R, — 0.164.R,, (12)

Ly=L,+0.164.L,, (13)

Replacing the characteristic values of the load and resistance in (9), the equation
is further expressed by Eq. (14).

R, —0.164 x R,

G >135% (L, +0.164 % L,,) (14)

In order to obtain the mean value of the load, Eq. (14) is further solved to obtain
Eq. (15). In this way, we get an equation, based on the mean resistance of a member,
to calculate the mean value of the load that can be applied to each member.
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L,, = 0.354R,, (15)

Considering the fact that Egs. (12)—(15) are based on the Eurocode O and the
Eurocode 2 design provisions, the resistance R, required in Eq. (15) to estimate
the mean value of the applied load is taken as the resistance of the Eurocode design
formulation. This way, we have aload that is calculated for each test case individually,
considering every variable. Hence, the probabilistic model for the load is obtained
with a mean value of L,,, coefficient of variation of 0.10 and a normal distribution.

3.4 Determination of the Failure Probability

In order to confirm if the resistances values obtained according to the design guideline
is sufficient and reasonable, the probability of failures is calculated. This is done
by subtracting the total resistance value from the load value for each iteration, in
accordance with the typical Limit State Equation G = R — L [14]. When the value
is positive, the resistance is higher than the load, representing Eq. (8). When the
iterations yield negative values, a failure instance is marked because the load is
higher than the total resistance of the slab. To estimate the probability of failure Py
out of several samples, the number of failures is divided by the number of samples.

The assessment is based on a target probability of failure Pr7r = 1 x 10°
according to the EN 1990 for reliability class two (RC2) structure for a one-year
reference period. This can be further explained as one failure in a million samples.
The civil engineering industry also works with reliability index B [14], which is
related to the probability of failure by the expression in (16).

Pp=o(-p) (16)

where @ is the cumulative distribution function of the standardised normal distribu-
tion.

The target probability of failure Py = 1x 107° for RC2 structure is equivalent to
the target reliability index Sy = 4.7 [8]. The probability of failure and the connected
reliability index is calculated for every column slab configuration of Table 1. The
results are compared to the performance requirements recommended by the basis of
design standards EN 1990 for RC2 structures.
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4 Results and Discussions

4.1 Discussion of Estimated Deterministic and Probabilistic
Resistances

The design values and the characteristic values obtained by the deterministic and the
probabilistic calculations are presented in Fig. 3. The 5%-quantiles of the Eurocode
2 are 18 to 36% higher than the respective characteristic resistances. By comparing
the design resistances with the 5%-quantiles, the design resistances are significantly
lower. In addition to that, the ratio between the resistances are almost the same (with
small variation) for the different test cases—the 5%-quantiles of the Eurocode are
nearly two times the design resistance in most cases.

Test case 1 has the highest shear resistance compared to the other test cases. The
high shear resistance obtained for test case 1 can be attributed to the combination of
its large member size (d = 0.32) and the high number of anchors (n = 20) when
compared to the other test cases. This is expected as the larger size of the member,
and the high number of anchors implies a higher contribution from the concrete and
anchor reinforcement, respectively, to total shear resistance.

6000 Resistance values - EC2
5000 ] —
4000
~
b3
3000
N
2000
1000
0
Case 1 Case 2 Case 3 Case 4 Case 5 Case 6

B VrtotalEC2,d W VrtotalEC2,k BVrtotal EC2,0.05

Fig. 3 Estimated total resistances in terms of design (Vr, total, EC2, d), characteristics (Vr, total,
EC2, k) and 5%-quantiles values (5%-quantile values)



188 0. B. Olalusi et al.

Table 3 Mean values p and 3
C K 1 Vit kN

standard deviations o of the ase n SAmple s1ze riotat,EC2 (KN)

total resistances V. ;pzai W o

according to EC2 codes (kN) 1 10 Mio 6585.7 812.6
2 10 Mio 6299.9 744.8
3 10 Mio 5675.5 696.3
4 10 Mio 6420.9 882.4
5 10 Mio 6346.3 958.7
6 10 Mio 6196.6 942.4

4.2 Assessment of the Mean Values and Standard Deviations
Jor the Resistance

The calculated mean values and standard deviations of the total resistances for the six
scenarios are presented in Table 3. The total resistances include the contribution of
the concrete V.. and the contribution of the shear reinforcement anchors V01,0 Test
cases 2 and 5 have the lowest and the highest coefficient of variations, respectively.
The test cases differ majorly in terms of the flexural reinforcement ratio, the member
size and number of anchors. Thus, it can be assumed that the variation in the various
input parameters resulted in the variation in the resistance of the anchors.

The degree of fitting of the distributions of the obtained resistances was examined
for unbounded normal and the lognormal distribution, taken as candidate distribu-
tions. A degree of the fitting is calculated based on the maximum likelihood estima-
tion, in order to capture the appropriateness of the function mainly at the tails of the
distributions. The fit characterisation parameter obtains values between 0 and 1, with
an ideal fitting denoted by a value of 0.50. It was observed that neither the normal
nor the lognormal curve fit with the distributions of the resistances for the 10 million
samples.

4.3 Discussion of the Obtained Probability of Failure
and B-Index

The derived probabilities of failure for the 10 million samples are presented in this
section. The load applied on the samples is based on the approach of the Eurocode and
was, therefore, kept the same for every sample. As shown in Table 4, the probabilities
and the B-values differ for each test case. This trend of the result is attributed to the
fact that different parameters influence and contribute to punching shear resistance,
and thus have more considerable variation in the resistances. The failure probabilities
of the first four cases of the Eurocode are smaller than 1 x 107 (the target probability
of failure according to the EN 1990 RC2 structures). Reasonable consistency in the
reliability of the Eurocode procedure is observed in Table 4. The highest reliability
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Table 4 Probabilities of EC2

failure P and reliability

index g for 10 Million Py B

samples Case 1 501077 4.89
Case 2 1.0 1077 5.19
Case 3 3.0 x 1077 4.99
Case 4 6.0 x 1077 4.85
Case 5 22 x10° 4.59
Case 6 2.7 x 1076 4.54

is obtained for a test case with the largest member size and the lowest amount of
reinforcements with 8 = 5.19 whereas the lowest reliability is obtained for a test case
with the smallest size and highest amount of anchor reinforcement with g = 4.54.
Generally, EC2 has acceptable failure probabilities and thus, reliability indices
above 4.7 target value (EN 1990 target reliability for reliability class RC2) in most
cases. Considering the obtained results, the approach of the Eurocode has very reason-
able and good results for post-installed anchors in flat slabs. Therefore, the Eurocode
methods seem to be good design approximation of the design of retrofitting existing
flat slabs and thus ensuring economy and enough safety against punching shear.

5 Conclusion

Flat slabs are slabs with low construction heights that are supported by columns or
walls. These types of slabs are endangered by the risk of punching shear failure. This
study aims to investigate the degree of the safety performance of EC2 method for the
design of post-installed reinforcement in an existing flat slab structure endangered
by punching shear, using probabilistic analysis.

e To assess the adequacy of the design concept, a probabilistic analysis was
proposed. The investigation was conducted based on the Monte Carlo simula-
tion technique implemented using a MATLAB code developed in this study. The
main criterion considered to decide whether the resistances obtained from the
design code is reasonable or not is the probability of failure or reliability index
obtained for each test case. The obtained probability of failure is compared to the
target probability of failure recommended by EN 1990 for RC2 structures.

* Assessment of the obtained results indicates that the reliability indices and prob-
ability of failure obtained for Eurocode method for post-installed anchors in flat
slabs are in accordance with the target reliability requirement for Reliability Class
2 structures prescribed by the basis of design standards EN 1990, for most of the
test cases considered in this study. Therefore, the Eurocode method seems to
reflect reasonable design approximation of the design of retrofitting existing flat
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slabs and thus ensuring enough safety against punching shear for the test cases
investigated.

This contribution established a safe method for the design of post-installed
reinforcement in existing structures.
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At Issue: The Gaussian Autocorrelation )
Function crece

Marc A. Maes, Karl Breitung, and Markus R. Dann

Abstract This paper focuses on the use of Gaussian autocorrelation functions (ACF)
in civil engineering applications involving random processes and random fields. It
aims at debunking misgivings, verifying facts and figures, and formulating practical
conclusions. A large majority of civil engineers active in random field modelling
and reliability analysis is quite content to point out that the routine use of Gaus-
sian autocorrelation functions is part of standard practice and perfectly harmless. A
common approach in 2D random field problems, for instance, is to estimate an appro-
priate correlation length on some physical or empirical basis, and then plug it into
a multivariate ACF that is both isotropic, and separable into a product of univariate
ACFs: if both of these objectives are to be met, the Gaussian ACF naturally stands
out as it is in fact the only real function to possess both of these properties. But as
early as the nineteen-sixties, a substantive piece of electrical engineering literature
pointed to “issues” and “red flags”. The claim was that the Gaussian ACF produces
unrealistic results, violates certain principles concerning both the modelling and the
estimation of random properties, and runs into results that possibly defy common
sense. Similarly, geostatisticians have been issuing warnings of hyper-predictability,
super-smoothness, wildly underestimated estimation errors, and artificial results in
applications such as spatial kriging using Gaussian ACFs, leading to the recommen-
dation that the Gaussian model should never be used in practice. This paper revisits
the use of the Gaussian ACF and presents a sober but principled look at the entire
issue. Importantly, it also considers the pros and cons of replacement ACF models
and adjusted ACF models. The paper includes examples and measurable outcomes
with the aim of providing a fair assessment and justifiable recommendations.
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