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Preface

Introduction

This volume contains the proceedings of the 4thAsia-Pacific conference on Complex
Systems Design & Management (CSD&M Asia 2021) and of the 12th international
conference on Complex Systems Design & Management (CSD&M 2021) which
are two international series of conferences on systems architecting, modeling and
engineering that merged this year (see the two conference Web sites www.2020.
csdm-asia.net or www.csdm-asia.cn for more details).

Hosted by theChinese Society ofAeronautics andAstronautics (CSAA) and orga-
nized by the Center of Excellence on Systems Architecture, Management, Economy
and Strategy (CESAMES) with the support of its Chinese branch, CESAMESChina,
the 4th CSDM Asia and 12th CSDM edition was held in Beijing for two days.

The conference also benefited from the sponsorship and technical and financial
support of many organizations such as APSYS, AVIC, AVIC China Aeronautical
Radio Electronics Research Institute, AVICXian Flight Automatic Control Research
Institute, BeihangUniversity, China Instrument andControl Society, ChinaOrdnance
Society, China State Shipbuilding Corporation Limited, Chinese Institute of Elec-
tronics, Chinese Nuclear Society, Chinese Society for Composite Materials, Chinese
Society of Astronautics, Chinese Society of Naval Architects and Marine Engineers,
Dassault Systèmes, Eclipse Capella Consortium and OBEO, INCOSE, INCOSE
Asia-Oceania Sector,MBSEConsulting, PGMTechnology andTsinghuaUniversity.
Our sincere thanks, therefore, to all of them.

Many other academic, governmental and industrial organizations were involved
in the CSD&M2021 program and organizing committees.Wewould like to sincerely
thank all their members who helped a lot through their participation and contribution
during the conference preparation.

ix

http://www.2020.csdm-asia.net
http://www.csdm-asia.cn
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Why a CSD&M Conference?

Mastering complex systems requires an integrated understanding of industrial prac-
tices as well as sophisticated theoretical techniques and tools. This explains the
creation of an annual go-between forum—which did not exist before—alternating
between Europe and Asia and jointly dedicated to academic researchers and govern-
mental and industrial actors working on complex industrial systems architecting,
modeling and engineering. Facilitating their meeting was actually for us a sine qua
non condition in order to nurture and develop in Europe and Asia the science of
systems which is currently emerging and developing worldwide.

The purpose of the “ComplexSystemsDesign&Management” (CSD&M)confer-
ence is exactly to be such a forum. Its aim is to progressively be the European and
Asian academic-industrial conference of reference in the field of complex industrial
systems architecting,modeling and engineering,which is a quite ambitious objective.

The last 11 CSD&M conferences—which were all held from 2010 to 2020 in
Paris (France)—and four CSD&M Asia conferences—which were all held from
2014 to 2018 in Singapore—were the first steps in this direction. Last year, partici-
pants were again 310 to attend our 2-day CSD&M 2020 conference—exceptionally
managed online—which proves that the interest in systems architecting, modeling
and engineering does not fade. In 2021, a key point was the merge of our two previ-
ously independent European andAsia-Pacific streams, resulting in a unique CSD&M
series that will alternate between Europe and Asia from now on.

Our Core Academic—Industrial Dimension

Tomake theCSD&Mconference a convergence point between the academic, govern-
mental and industrial communities working in complex industrial systems, we based
our organization on a principle of parity between academics and industrialists (see the
conference organization sections in the next pages). This principle was implemented
as follows:

• program committee consisted of 50% academics and 50% industrialists, and
• invited speakers came in a balanced way from numerous professional environ-

ments.

The set of activities of the conference followed the same principle. They indeed
consist of amixture of research seminars and industrial experience sharing, academic
articles and industrial presentations, software tools and training offers presenta-
tions, etc. The conference topics cover the most recent trends in the emerging
field of complex systems sciences and practices from both an academic and indus-
trial perspective, including the main industrial domains (aeronautics and aerospace,
defense and security, energy and environment, high tech and electronics, software and
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communication, transportation), scientific and technical topics (systems fundamen-
tals, systems architecting, modeling and engineering, systems metrics and quality,
systems safety, systems integration, systems verification and validation,model-based
systems engineering and simulation tools) and types of systems (transportation
systems, embedded systems, energy production systems, communication systems,
software and information systems, systems of systems).

CESAM Community

The CSD&M series of conferences are organized under the guidance of CESAM
Community (see cesam.community/en), managed by the Center of Excellence
on Systems Architecture, Management, Economy and Strategy (CESAMES; see
cesames.net and cesames.cn).

CESAM Community aims in organizing the sharing of good practices in systems
architecting and model-based systems engineering (MBSE) and certifying the level
of knowledge and proficiency in this field through the CESAM certification.

The CESAMsystems architecting andmodel-based systems engineering (MBSE)
certification are especially currently the most disseminated professional certification
in theworld in this domain throughmore than 1000 real complex systemdevelopment
projects on which it was operationally deployed and around 10,000 engineers who
were trained on the CESAM framework at international level.

The CSD&M 2021 Edition

The CSD&M 2021 edition received 89 submitted papers, out of which the program
committee selected 33 regular papers to be published as full papers in the confer-
ence proceedings. The program committee also selected 20 papers for a collective
presentation during the poster workshop of the conference.

Each submission was assigned to at least two program committee members, who
carefully reviewed it, in many cases with the help of external referees. These reviews
were discussed by the program committee during an online meeting that took place
by October 23, 2020, and was managed through the EasyChair conference system.

We also chose several outstanding speakers with great scientific and industrial
expertise who gave a series of invited talks covering the complete spectrum of the
conference during the two days of CSD&M 2021. The conference was organized
this year around a common topic: “Digital Transformation in Complex Systems
Engineering.” Each day proposed various invited keynote speakers’ presentations
on this topic and a “à la carte” program consisting in accepted paper presentations
managed in different sessions.

Furthermore, we had “poster workshops,” to encourage presentation and discus-
sion on interesting, but “not-yet-polished,” ideas. Finally, CSD&M2021 also offered

http://cesam.community/en
http://cesames.net
http://cesames.cn
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booths presenting the last state-of-the-art engineering and technological tools to the
conference participants.

Paris, France
Beijing, China
Beijing, China
Beijing, China
Beijing, China
January 2021

Daniel Krob
Lefei Li

Junchen Yao
Hongjun Zhang
Xinguo Zhang
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A Deep Learning and Ontology Based
Framework for Textual Requirements
Analysis and Conceptual Model
Generation

Yongjun Qie, Huanhuan Shen, and Aishan Liu

1 Introduction

With the increasing complexity of systems, model-based systems engineering
(MBSE) has been widely adopted in the system development process to reduce
expense and improve efficiency leading to a paradigm shift from document to model.
Analyzing requirements correctly and creating subsequent conceptual models effec-
tively is a key part of the system engineering process, thus playing a critical role in
the whole-life development of systems [1, 2]. However, for the textual requirements
processing andmodel generation process, most of the current strategies mainly based
on human efforts, which inevitably introduce errors andmistakes [3, 4]. Thus, a ques-
tion emerges: is it possible for us to automatically analyze textual requirements and
generate conceptual models through artificial intelligence technology? It is obvious
that, with such an automatic process, the efficiency of system development will be
greatly improved.

Deep learning is the most rapid-developing research direction in the field of arti-
ficial intelligence in recent years, and it is highly concerned by the academia and
industry. Deep learning is a general term for machine learning algorithms based on
feature self-learning and deep neural networks. Recent years have witnessed great
success in many applications from different fields including speech recognition,
computer vision, and natural language processing.
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In addition to that, as one of the important directions of artificial intelli-
gence, natural language processing (NLP) has shown promising performance when
studying the effective communication between humans andmachines through natural
language. In recent years, NLP has achieved great breakthroughs in word segmen-
tation, part-of-speech tagging and syntactic analysis showing many commercial
success cases and industrial practice cases. Nowadays, using deep learning tech-
nology to solve natural language processing problems is a research hotspot in artificial
intelligence. Meanwhile, ontology, a formal, explicit specification of a conceptual-
ization, is used in many knowledge related fields to improve machine inference and
reasoning abilities.

This paper proposed a framework to assist the model-based systems engineering
process through natural language processing and ontology. With the help of arti-
ficial intelligence, it is much more convenient for engineers to complete the most
time-consuming and effort-consuming tasks (i.e., textural requirements analyzing
and conceptual model generation). Thus, as we discussed before, the efficiency and
quality of system development can be improved.

In the development of aeronautical systems, engineers are required to conduct
requirements analysis. With top-level needs or requirements captured from stake-
holders, engineers are required to understand, analyze, and process those textual
requirements, then, in turn, generate formalized requirements and conceptualmodels.

In our deep learning and ontology-based framework, textual requirements inputs
are firstly parsed and analyzed using natural language processing technology. Then,
with deep convolutional neural networks, key concepts and relationships in textural
requirements are captured and extracted. In addition, we introduce domain ontology
which could be beneficial to verify the completeness and consistency of the extracted
information. With the information above, conceptual models, such as a block
definition diagram, are automatically generated by using external APIs.

In order to evaluate our proposed framework, we further take the Air Traffic
Management (ATM) system as a case study for research and experiment. All
ontology, corpus, and test sets come from the ATM domain.

2 Proposed Approach

Figure 1 illustrates the overall architecture of the automatic model generator from
the textual requirement. It mainly consists of 3 parts: textual requirements analysis,
properties verification, and model generation.

Textual Requirements Analysis. In order to generate models automatically, the
key point is to analyze the nature language described textual requirement. Only
by ‘understanding’ the semantics of described requirement, could the computer
extract the containing information, and build corresponding models consequently.
The semantic information contains users concerned concepts, attributes of concepts,
the dynamic and static relationship between these concepts, etc.
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Fig. 1 Overall framework

PropertiesVerification. The semantic information extracted from textual require-
ments is coarse-grained, in which repetition and inconsistency may somewhat occur
causing bad modeling results. Based on the observation, we further introduce a prop-
erties verification process, where domain ontology is used to check and verify the
extracted properties, e.g., the consistency of concepts attributes, missing of important
attributes of concepts, etc.

ModelGeneration. Thismodule is the final step of thewhole progress.Weneed to
integrate the information extracted from sentences at the first step, and then generate
correspondingmodels (e.g. class diagrams, sequential diagrams) in the software tool.

2.1 Textual Requirements Analysis

To generate conceptual models automatically, it is required to analyze and decom-
pose the textual requirements into elements automatically. To solve the problem, we
mainly divide the process into two parts: domain-specific named entity recognition
and domain-specific entity relation extraction.
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Fig. 2 Entities in natural
language sentences

Entity1

[Plane A] has the capability to load at least 2 [pilots].

Entity2

Domain-specific Named Entity Recognition.

NamedEntityRecognition (NER) is a key task inNLP,which is designed to recognize
the names of people, places, and organizations within a text. As a fundamental skill
in the natural language process, NER plays a really crucial role in information extrac-
tion, information filter, and information retrieval. In our textual requirements analysis
scenario, NER could be very important to extract key elements, e.g., subject, object,
etc., from a requirement item automatically with the domain-specific information.

Intuitively, named entities described by users in a particular domain for certain
include important concepts that would be used to build conceptual models in the
future. As shown in Fig. 2, in this textual sentence below, ‘Plane A’ and ‘pilots’ are
named entities in this domain, and they are annotated.

Thus, it is significant to recognize and extract named entities in a particular
domain, which could also be the foundation step of domain-specific entity relation
extraction in the next section.

Domain-specific Named Entity Relation Extraction.

An entity is a thing or set of things in the natural world. A relation is an explicit
or latent semantic connection between pairs of entities. The goal of entity relation
extraction is to find semantic relations between entities in a text. Entity-relationship
extraction has been widely adopted in fields including information extraction, expert
system, information retrieval [5, 6].

In this paper, we mainly focus on binary relation extraction. In other words, each
sentence only contains two entities. The definition can be found below:

R(e1, Ri, e2)Ri S,

where e1 is the first entity whereas e2 is the second entity. Ri represents the relation
between them, which is constrained in a set S.

To solve the problem, in this paper, we formally treat entity extraction as a
supervised classification task in machine learning, which can be described below.

f(x) =
{
1, entity pair in x has particular semantic relation
0, entity pair in x doesn’t have particular relation

.
Besides, x is a sentence containing a pair of entities, f(x) is a classifier trained by

supervised methods to classify the input sentence.
Different from the previous work [7–9], this paper utilized deep convolutional

neural network (CNN) based techniques [10–15] as the basic model to classify the
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input sentence into different labels, i.e., different relationship types. The CNN is
trained with plenty of corpus and manually designed features.

Figure 4 illustrates the architecture of the deep convolutional neural network for
relation extraction. It mainly consists of two parts: lexical-level feature abstraction
and sentence-level feature abstraction.

Fig. 4 The architecture of the convolutional neural network
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Table 1 Lexical level features

Feature name Meaning

T1 word embedding of entity1

T2 word embedding of entity2

T3 word embedding of the left word of entity1

T4 word embedding of the right word of entity1

T5 word embedding of the left word of entity2

T6 word embedding of the right word of entity2

(a)Lexical-level Feature.

The lexical-level feature plays an important role in relation classification. This kind
of feature contains information about words which definitely indicates the pattern of
a specific relation. The structure of the lexical-level feature can be found in Fig. 2
(Table 1).

(b)Sentence-level Feature.

Although with lexical-level features, it is not enough to classify sentence relation-
ships with limited information. Obviously, lexical-level feature fails to capture long-
distant feature and compound semantics, which is only designed to describe similar-
ities between words. However, humans usually understand the semantics of natural
language through long-distant features. Thus, we further take sentence-level features
into account.

Context Feature. Distributed Theory has pointed out that words coming from the
similar context tend to have the similar semantic meanings. So, we use a ‘slide
window’ to capture context features. Supposing a sliding window with window-size
m, we form a context window with each m/2 words on the left and right side of word
x in a sentence. For instance, WS = {…, xt − 1, xt, xt + 1, …}, besides the size of
WS is m.

Position Feature. Moreover, we need to supply more positional information for each
word of distance to entity1 and entity2. Here we use a pair (Left, Right) to indicate
the word-level distance to entity1 and entity2 of a specific word.

2.2 Properties Verification

The named entities and relationships between them extracted by convolutional neural
networks are still coarse-grained, and there may exist many problems such as repe-
tition and inconsistency. For example, textual requirements may miss some key
factors and aspects of the system (i.e., not complete), the extracted information may
contain some inconsistency and violation between each other (i.e., not consistent and
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conforming). In order to further generate fine-grained requirements leading to better
modeling performance, these situations need to be considered and these problems
need to be solved.

Ontology is a formal, explicit specification of conceptualization. Knowledge
exists in every single filed, whichmight be explicit and structural. Ontology is used in
many knowledge related fields, for example, knowledge representation and storage.
When a new requirement comes forth, an ontology can be a ‘domain expert’ with
great knowledge, who can help engineers to verify requirement iteratively so that
models could be built more easily.

Based on the observation, we thus introduce a properties verification process,
where domain ontology is used to check and verify the extracted properties from the
previous step.

Given the extracted entity and relationship, the ontology is utilized to check and
verify the completeness and consistency of requirements, i.e., whether the set of
requirements contains everything pertinent to the definition of system or system
element is specified and whether the set of requirements are not contradictory nor
duplicated.

2.3 Model Generation

After extracting the entities and classifying their semantic relationships, we need to
further map the semantic relations to relations in SysML. In addition, the relations
between entities coming from textual sentences might be duplicated and are required
to be washed. In this paper, we just discuss the Block Definition Diagram in SysML.
We map the semantic relations extracted from the previous step to relations in the
block definition diagram as shown in Table 2.

Specifically, relations like composition and aggregation are classified more accu-
rate than generalization. The reason for this phenomenonmight be that generalization
is more ‘abstract’ and may lie in deep semantics of a sentence. How to promote the
accuracy of classification of generalization would be a part of our work in the future.

Table 2 Semantic relation to model relation

Semantic relation Model relation

Component-Whole Composition

Member-Collection, Content-Container Aggregation

General-Special Generalization

Others Link
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3 Experiment and Evaluation

Air traffic control is an important specialty and research direction in the field of civil
aviation. The Air Traffic Management (ATM) system applies communication and
navigation technology to monitor and control aircraft flight activities and to ensure
flight safety and flight order. ATM is critical for maintaining the efficient, safe and
orderly operation of transportation systems.

This article takes the ATM system as a case study. Using the framework
proposed, requirement documents ofAir TrafficManagement systemcan be analyzed
automatically.

3.1 Air Traffic Management

Air Traffic Management is an aviation system encompassing all systems that assist
aircraft to depart from an aerodrome, transit airspace, and land at a destination aero-
drome. Apparently, ATM is a system of systems (SoS), in which systems include
air traffic control, air traffic safety electronics personnel, aeronautical meteorology,
air navigation system, air space management, air traffic service, Air Traffic Flow
Management, etc., interacts with each other. As an SoS, however, ATM contains
several challenges and problems to be solved.

Challenges and Problems.

• The growing complexity of the ATM system. More and more integrated function-
alities for different services in the system, e.g., more planes, passenger services,
collision avoidance, etc.

• The growing complexity of systems within the ATM system. There are different
factors increase the complexity of the systems in ATM. Technical complexity
growth by increased electronic and software-driven functionality of the subsys-
tems. Increased performance requirements lead to more sophisticated and precise
control of the subsystems.

• Strong uncertainties. With such big and huge capacities, ATM contains a lot
of uncertainties, e.g., meteorology uncertainty, prediction uncertainty, environ-
mental uncertainty, etc. (Fig. 5).

3.2 Experimental Settings

The training set we use in this paper is SemEval-2010 Task 8: Multi-Way Classi-
fication of Semantic Relations Between Paris of Nominals [16], which is designed
specifically for relation classification. The main purpose of this task is to classify the
sentence into a specific relation that has been defined in the dataset with the two enti-
ties annotated. The relations contained in this dataset have been displayed in Table
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Fig. 5 Air traffic management system

Table 3 SemEval-2010 Task 8: multi-way classification of semantic relations between paris of
nominals corpus

Relation Number Percentage (%) Meaning

Cause-Effect 1331 12.42 Cause and effect

Component-Whole 1253 11.69 Component and whole

Content-Container 732 6.83 Component and whole, more about physical
relation

Entity-Destination 1137 10.61 Entity and its destination

Entity-Origin 974 9.09 Entity and its origin

Instrument-Agency 660 6.16 agency

Member-Collection 923 8.61 Component and whole

Message-Topic 895 8.35 Message and topic

Product-Producer 948 8.85 Product and producer

Other 1864 17.39 others

3. Meanwhile, this paper adds 500 extra sentences of Special-General to indicate the
generalization relation which could be beneficial to the model generation process in
the next step.

3.3 Implementation Details

Entity Recognition
We choose stanfordNLP to do natural language processing tasks including parse,
POS, syntax analysis, and entity recognition. Besides, we use a crawler to crawl
plenty of domain-specific words.
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Entity Relation Extraction
We use Sena for word embedding [17]. As for the implementation of the deep convo-
lutional neural network, we use Tensorflow [18]. For our deep neural network, we
set the window size to 3, embedding dimension to 50, and distance dimension to 5.
We train our model using SGD optimizers with the learning rate as 0.1 [19].

Domain Ontology
We build our knowledge base with more than 100 different entities from different
levels. Since ATM is a system of system, we build most entities at system level
including airport, airplane, air control center, navigation satellite, etc., and we further
create subsystem level entities such as flight management systems. In this paper, we
use Web Ontology Language (OWL) to build our ontology and their relationships.

Model Generation
The model generation module is implemented in Java, in which input is relations
between entities extracted in the previous step. This module analyzes input data
firstly and converts them into the R(e1, Ri, e2) styled triple. After that, processes like
a filter, classification, combination are proposed. Finally, we call APIs in Rhapsody
to create models dynamically.

This module mainly contains three layers. The first layer is the data layer, which
is responsible to store and load data in databases (MySQL, Json, XML). Then,
an operation layer is designed for data analysis. Finally, the UI layer is used for
visualization.

3.4 Evaluation and Discussion

The dataset we use is SemEval-2010 Task 8: Multi-Way Classification of Semantic
Relations Between Paris of Nominals. Besides, the sentences in this corpus are
described under some general situations, which are not suitable for the informa-
tion in ATM. Thus, in order to improve the generalization ability of our model,
we further import domain-specific corpus and train the deep neural network under
that. Moreover, we try to modify and update some of the words in each sentence to
fit the ATM scenario. After this modification, we see a significant improvement in
performance.

Future Work
What we generate in this paper is static models like class diagrams. Though the
static model shows a good representation of the static structure of concepts, it still
lacks for the description of dynamic behaviors, business flow, and capabilities. So,
as for a better description of system features, dynamic model generation should be
considered in the future.
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4 Conclusion

This article proposed a deep learning and ontology-based framework for textual
requirement analysis and conceptual model generation. The framework includes
three modules, textual requirements analysis, properties verification, and automatic
model generation, and our framework achieves the automatic generation from textual
requirements to conceptual models. Further, we use the Air Traffic Management
(ATM) system as a case study. From the experimental results, the framework is able
to automatically analyze textual requirements and generate conceptual models.
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A Design of Commercial Aircraft Health
Management Using N-F-R-P Process

Shuo Chang, Jian Tang, Yi Wang, Zhaobing Wang, and Shimeng Cui

1 Introduction

After decades of maturity system engineering now has entered into a golden era,
used extensively by all engineering fields especially aerospace industry. And there
are several system engineering handbooks published and constantly renewed by orga-
nization like INCOSE [1] and NASA [2] as well as guideline of applying system
engineering in different field such as SAE ARP4754A. Chinese aviation industry
doesn’t want to be left behind in this big trend.With the ambition to become amarket
breaker, system engineering methodology is well adopted by Commercial Aircraft
Corporation of China Ltd. (COMAC). For COMAC, the motivation comes from
requirements of airworthiness authorities and experiences collected in half century.
In COMAC’smain project C919, CR929 aircraft development, system engineering is
heavily emphasized hoping to catch up with international competitor. To show deter-
mination of applying system engineering in aircraft project and to guide company
activity in system engineering, COMAC system engineeringmanual [3] is published.
A X model/N-F-R-P design process which is need-function-requirement-physical is
presented.
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2 System Engineering Design Processes and Commercial
Aircraft Health Management

2.1 Different System Engineering Design Process

There are different top down system engineering design processes, namely Need-
Requirement-Architecture-Physics (NRAP) process in INCOSE system engineering
handbook/ISO IEC IEEE 15,288 and Need-Function-Requirement-Physics (NFRP)
process in COMAC System Engineering Manual. Both processes start from stake
holder needs, then translate needs to formal requirements. The comparison of these
two processes is whether a functional structure formed before requirements capture.
The choosing of different processes should depend on the project type. NRFP is
more fit for engineering projects that seek for new and innovated solution such as
defense projects since the function are formed after the requirement capture process.
These projects focus on the form of function which might include new and innovated
solution and it might cause some iteration between function and requirement process.
On the contrary, NFRP process is fit for inherited function/technology project which
more focused on precise capture of requirements in a speedy way resulted from
a formed top-level function structure. This makes the requirement capture process
more targeted, purposeful and efficient which will reduce iteration in requirements
validation.

For the reasons stated above COMAC commercial aircraft project is more fit for
NFRP process, so the process is proposed in COMAC system engineering manual
with emphasis on forward design which is advocated by ARP4754A [4].

Different forward design processes using either function analysis or architecture
design to transform stake holder needs to real hardware/software. Systemarchitecture
design is used in ISO IEC IEEE 15288 [5] technical process and INCOSE system
engineering handbookwhich has fall into highest level of implementation. For system
engineering professional, it is better to include of function analysis,which is proposed
in ARP4754A as it is more focus on behavior level.

2.2 Commercial Aircraft Health Management

Commercial aircraft health management function which has onboard part and off
board part [6] is a relative new compare to other functions in an aircraft. Yet it
expands rapidly with pressures coming from airline operation and the evolution of
enabling technologies. Such new system development and function integration is
a good chance to apply N-F-R-P design process in defining the system functions,
architecture and capture system requirements. But until now most of the research
work done in this aera focused on the technology evolution [7]. Integrated vehicle
health management (IVHM) is an emerging concept which try to integrate the former
separated health management related equipment and products. IVHM cuts across
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all aspects of system design and implementation throughout the system life cycle,
this necessitates the adoption of a systems engineering view of IVHM design [8],
9. System engineering method could better illustrate the word integrate in IVHM
concept. As a main advocator of system engineering by APR 4754A and IVHM by
HM-1 health management standard group [10], SAE plays key role in introducing
system engineering to IVHM design [11, 12].

3 NFRP Process to Analyze Commercial Aircraft Health
Management

This chapter applies NFRP process on designing health management system for
commercial aircraft. With this top down design process, the design can be inde-
pendent from previous hardware centric method decided by supplier hardware
offer.

3.1 Operation Scenario and Stake Holder Need Capture

Health management system which has multiple inside and outside stake holders and
connected to multiple onboard and offboard systems should apply NFRP process to
capture needs and requirements from all kinds of stake holders and design suitable
functions and architecture/hardware to meet these needs and requirements.

Stake holders of healthmanagement function are identified from the business flow
of aircraft project and operation scenario analysis. From up, middle and downstream
of business flow stake holders are identified and shown in Fig. 1.

To make sure the completeness stake holders are also identified from operational
scenario the steps are shown below (Fig. 2).

Fig. 1 Stake holders identification from business flow
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Fig. 2 Scenario analysis process

Fig. 3 In flight scenario

Three working scenarios of health management function: in flight, maintenance
and test, data analysis are identified with the participants shown together (Figs. 3, 4
and 5).

From the result, one can observed design and implementation of IVHM systems
necessarily integrates contributions from multiple disciplines, communicates with
multiple physical and logical subsystems, and involves human interaction from
designers, owners, operators, and maintainers. IVHM system developers must be
keenly aware of IVHMdependencies and influences on systemdesign and subsequent
implementation [11].

After stake holder identification, stake holder needs can be captured by market
analysis, scenario analysis, regulation study, coworking, government and society
consideration survey. The result is shown below (Table 1).
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Fig. 4 Maintenance

Fig. 5 Use of data

3.2 Function Analysis and Requirement Capture

3.2.1 Subfunctions

Sub functions are designed from stake holder needs:

• Support testing
• Monitor aircraft status
• Recording
• Diagnosis
• Prognostics
• Fault information forward
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Table 1 Health management function stake holder needs

Category Stake Holder No Needs

SH1. Customer SH1.1 Airlines SH1.1_N1 Extend aircraft life or
increase residual value

SH1.1_N2 Reduce operational cost

SH1.1_N3 Raise operational safety

SH1.1_N4 Increase aircraft
availability

SH1.1_N5 Increase aircraft and
system reliability

SH1.1_N6 Reduce unscheduled
maintenance

SH1.1_N7 Support maintenance
upgrade to condition-based
maintenance and predictive
maintenance

SH1.2 Leasing Company SH1.2_N1 Provide aircraft health
monitoring function

SH1.3 Pilot SH1.3_N1 Understand aircraft status

SH1.3_N2 Easy to use

SH1.3_N3 Reduce false/duplicate and
unnecessary alarm

SH1.3_N4 Maximize first time alarm
to failure time

SH1.4 Maintenance
Personnel

SH1.4_N1 Reduce Maintenance Task

SH1.4_N2 Easy to use

SH1.4_N3 Reduce maintenance
support equipment and staff

SH1.4_N4 Automatic and fast fault
locating

SH1.4_N5 Maximize fault coverage
rate

SH1.4_N6 Easy access to data

SH1.4_N7 Collecting onboard system
data as much as possible

SH1.4_N8 Track parts remaining
useful life

SH2.Operation Support SH2.1 Airport SH2.1_N1 Less investment on
infrastructure to match with
health management system

SH2.1_N2 Generic system for data
transfer for different types
of aircraft

(continued)
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Table 1 (continued)

Category Stake Holder No Needs

SH2.2 Data Link Provider SH2.2_N1 Provide high speed datalink
to air-ground data transfer

SH2.3 MRO SH2.3_N1 Take part in the
condition/predictive based
maintenance mode led by
health management

SH3. Government SH3.1 Government SH3.1_N1 Aircraft tracking when
accident happen

SH4.Supplier SH4.1 Health Management
System Suppliers

SH4.1_N1 Less investment to
development includes
certification

SH4.1_N2 Good revenue performance

SH4.1_N3 Enough time for
development and
manufacture

SH4.1_N4 Use inherited technology
from previous product as
much as possible

SH4.1_N5 New developed technology
can become generic
technology used in other
projects

SH4.2 Connected system
suppliers

SH4.2_N1 Interface definition easy to
apply

SH4.2_N2 Help to rise system
reliability

SH5. Supervision SH5.1 Airworthiness
authority

SH5.1_N1 Meet airworthiness
regulation

SH5.2 Air traffic
management

SH5.2_N1 Proper data sharing for
surveillance

SH6. Aircraft OEM SH6.1 Strategic Planning SH6.1_N1 Master advanced
commercial aircraft health
management technology

SH6.1_N2 Increase competitiveness of
product

SH6.2 Design SH6.2_N1 Reasonable task sharing
and
purchase/self-development
strategy

SH6.4 Customer Service SH6.4_N1 Reduce customer service
task

(continued)
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Table 1 (continued)

Category Stake Holder No Needs

SH6.4_N2 Support customer service
centered business model
and revenue generation

SH6.5 Flight test SH6.5_N1 Support aircraft test in data
collection, storage, fault
detection, isolation,
analyze and product change

SH6.5_N2 Provide evidence of
compliance for
airworthiness

SH7
Public

SH7.1 Community SH7.1_N1 Reduce carbon emission

SH7.2 Standard
organization

SH7.2_N1 Use of publicize standard

• Data transfer
• Health condition evaluation
• Fault alert
• Report generation.

Some stake holder needs SH5.1_N1, SH4.1_N2, SH4.1_N3, SH4.1_N4,
SH6.1_N1, SH6.2_N1, SH7.2_N1 are fulfilled by project management activity. The
tracing of stake holder needs to sub functions are shown below (Table 2).

3.3 Requirements Capture and Allocation

The functional analysis and requirement capture process is introduced in [13]. It
is done with activity diagram and functional interface diagram. Another type of
diagram, N2 diagram for interaction within subfunctions is added here. Functional
requirements are catching at every activity block, interface port and interaction block.
Limited by length of paper here just show the result table (Tables 3 and 4).

The requirements allocation matrix to system onboard is given below. Require-
ments are allocating to different ATA chapters which goes to different design teams;
a further decomposition should be given to subsystems and physical components in
real aircraft design working together with system suppliers (Table 5).

3.4 Physical Architecture

A detailed commercial aviation IVHM design is proposed in separate papers [6].
Complementary to the onboard avionic system the healthmanagement system should
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Table 2 Stake holder needs to sub functions

Need Subfunction

SH1.1N2 SH1.4_N2 SH1.4_N3 SH4.2_N1 SH6.5_N1
SH2.3_N1

SF1 Support Testing

SH1.1N2 SH1.1_N3 SH1.1_N6 SH1.2_N1 SH1.3_N1
SH1.3_N2 SH1.4_N5 SH3.1_N1 SH4.2_N1 SH5.2_N1
SH6.5_N1

SF2 Monitoring Aircraft Status

SH1.1_N5 SH1.4_N7 SH3.1_N1 SH4.2_N1 SH6.2_N2
SH6.5_N1 SH6.5_N2

SF3 Recording

SH1.1N2 SH1.1_N3 SH1.1_N4 SH1.3_N3 SH1.4_N1
SH1.4_N2 SH1.4_N3 SH1.4_N4 SH1.4_N5 SH6.4_N1
SH6.5_N1 SH2.3_N1

SF4 Diagnosis

SH1.1N1 SH1.1N2 SH1.1_N4 SH1.1_N6 SH1.1_N7
SH1.3_N4 SH1.4_N8 SH4.1_N1 SH4.1_N5 SH6.1_N2
SH6.4_N1 SH7.1_N1 SH2.3_N1

SF5 Prognostics

SH1.1N2 SH1.1_N4 SH2.2_N1 SH5.2_N1 SH2.3_N1 SF6 Fault Information Forward

SH1.4_N6 SH2.1_N1 SH2.1_N2 SF7 Data Transfer

SH1.1N1 SH1.1_N5 SH1.1_N6 SH1.1_N7 SH1.2_N1
SH1.3_N1 SH1.3_N2 SH1.4_N3 SH4.1_N5 SH6.1_N2
SH6.4_N1 SH2.3_N1

SF8 Health Condition Evaluation

SH1.1_N3 SH1.3_N1 SH1.3_N2 SH1.3_N3 SH1.4_N5
SH6.5_N1

SF9 Fault Alert

SH1.3_N2 SH1.4_N2 SH4.2_N2 SF10 Report Generation

Table 3 Sub functions relation matrix

SF1 SF2 SF3 SF4 SF5 SF6 SF7 SF8 SF9 SF10

SF1

SF2

SF3

SF4

SF5

SF6

SF7

SF8

SF9

SF10

include data transfer link and ground health management system. Ground health
management system include ground monitor control, intelligent diagnosis, mainte-
nance expert and remote customer/expert terminal modules. For fault that cannot be
solved by onboard healthmanagement system, fault condition data can be transferred
to ground monitor and diagnosis center by air-ground communication system. With



24 S. Chang et al.

Table 4 Functional requirements

Sub-Function No Requirement

Support Testing Req 1 The health management system shall provide LRU
level BITE information

Req 2 The health management system shall monitor the
communication between LRU and report to onboard
maintenance system

Monitoring Aircraft Status Req 3 The health management system shall monitor basic
aircraft information include: type, registration number,
airline, IATA code, ICAO code, MSN number, engine
number, APU number and all hardware/software
version information

Req 4 The health management system shall monitor flight
information

Req 5 The health management system shall monitor time
information

Req 6 The health management system shall monitor
operational information include: aircraft, subsystem
and component operational hour, cycle information

Req 7 The health management system shall monitor OOOI
and POS message
(OOOI message aircraft taxi out/take off/landing/taxi in
information
POS message aircraft position information)

Req 8 The health management system shall use ARINC664,
ARINC629 and ARINC429 to communicate with other
system

Req 9 The health management system shall send aircraft
position information every 1 min

Recording Req 10 The health management system shall provide fault
information recording ability, including all system data
around fault time and maintenance history

Diagnosis Req 11 The health management system shall provide fast and
precise fault diagnosis ability

Req 12 The health management system shall keep fault
diagnosis and abnormal monitor result to 2 root cause
at most

Fault Information Forward Req 13 The health management system shall transfer the fault
information to ground support as soon as it happens
when the aircraft is in air

Prognostics Req 14 The health management system shall be able to monitor
system and component trends

Req 15 The health management system shall be able to predict
system and component fault

(continued)
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Table 4 (continued)

Sub-Function No Requirement

Data Transfer Req 16 The health management system shall have high-speed
air-ground data transfer capability

Req 17 The health management system shall provide
wifi/4G/5G data transfer capability when on ground

Req 18 The health management system shall provide ethernet
port and data transfer capability

Health Condition Evaluation Req 19 The health management system shall be able to
evaluate health condition of all interested systems

Req 20 The health management system shall be able to show
condition evaluation result on flight deck and
maintenance equipment

Fault Alert Req 21 The health management system shall provide
immediate fault alert to flight deck display

Req 22 The health management system shall reduce false alarm
and duplication

Req 23 The health management system fault alert shall cover
xx percent of RUL level fault

Report Generation Req 24 The health management system shall be able generate
report of onboard maintenance system and other related
health management information

Req 25 The health management system shall provide onboard
printing equipment

the help of intelligent diagnosis system or remote expert, faults can be localized and
dealt with in an instant manner. Recent years there are trends of the ground part of
health management grow into a business level digital system platform such as Airbus
company’s Skywise system discussed in [14].

Thenext step is to build a hardware in loop simulation for the proposed architecture
like described in [15].

4 Conclusion and Consideration

This paper shows a design of commercial aircraft health management system by
NFRP process. In real engineering environment this kind of design need to put into
the whole aircraft design which means some input of the task in the paper will not
done separately but rather coming from higher level design and analysis. The design
is mostly from technical point of view that does not take business aspects like supply
chain and production into consideration. In commercial aircraft project these aspects
would post huge limit to hardware/software design.
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Table 5 Sub functions relation matrix

No ATA45 Onboard Maintenance System ATA46 Information System

5–19
CMS/Aircraft
General

45 Central
Maintenance
System
(CMS)

70–89
Power
Plant

10 Airplane
General
Information
Systems

20 Flight
Deck
Information
Systems

30
Maintenance
Information
Systems

Req
1

Req
2

Req
3

Req
4

Req
5

Req
6

Req
7

Req
8

Req
9

Req
10

Req
11

Req
12

Req
13

Req
14

Req
15

Req
16

Req
17

Req
18

Req
19

(continued)
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Table 5 (continued)

No ATA45 Onboard Maintenance System ATA46 Information System

5–19
CMS/Aircraft
General

45 Central
Maintenance
System
(CMS)

70–89
Power
Plant

10 Airplane
General
Information
Systems

20 Flight
Deck
Information
Systems

30
Maintenance
Information
Systems

Req
20

Req
21

Req
22

Req
23

Req
24

Req
25

Currently, there are many revolutionary commercial aircraft projects and
researches going on include supersonic, hybrid/electric propulsion, blended wing
body (BWB) which could make huge influence on the next generation aircraft
product. Big change and innovation need to be tamed by system engineering process
like NFRP to control the project direction, to reduce the risk, to make development
smooth and to achieve project success commercially. So, more work is expected
to be done by not only the aircraft OEM design team but also all participants and
departments from the whole supply chain.
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AMBSE-Based Development Life Cycle
for Reconnaissance, Early-Warning,
and Intelligence Equipment
System-Of-Systems

Weiwei Zheng, Yanli Shen, Taoshun Xiao, and Ruiyuan Kong

1 Introduction

System of Systems Engineering (SoSE) includes the technical specification and
management process [1–5]. The technical specification follows the idea of the
decomposition-integration system theory and progressive and orderly development
steps [1]. The management process includes the technical management process and
the projectmanagement process. The development of an engineering system is essen-
tially the process of establishing an engineering-system model. At the technical
process level, it mainly involves in the construction, analysis, optimization, and veri-
fication of the systemmodel.On the other hand, it includes the planning, organization,
leadership, and control of the system-modelingwork in themanagement process level
[2]. Therefore, the SoSE’s organizational-management technology should essentially
include two levels, i.e., both the system-modeling technology and the organizational-
management technology of the system-modeling work, where the system-modeling
technology includes themodeling languages, themodeling ideas, andmodeling tools
[3, 4].

The MBSE method is an important direction in the field of the SoSE [6–12]. It
supports system-engineering activities throughout the entire system-development life
cycle by exploiting the formal modeling, and exploits object-oriented, graphical, and
visual system-modeling languages to describe the underlying system elements, thus
forming an integrated, concrete and visual system-architecture model layer by layer.
The MBSE method still follows the idea of the decomposition-integration system
theory and progressive and orderly development steps [13, 14]. Its core is to adopt
formal, graphical, and relatedmodeling languages aswell as correspondingmodeling
tools, and to fully exploit the advantages of the computer and information technology
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to modeling (including analysis, optimization, and simulation), which lays a more
solid foundation for both the system implementation and the field verification and
thus improves the efficiency of the entire development process [10, 15, 16].

In this paper, we propose a MBSE-based Development Life Cycle (MDLC)
for Reconnaissance, Early-warning, and Intelligence Equipment System-of-Systems
(REIESoS). We used model-based systems engineering technologies to refine the
traditional V model, considering the characteristics of the joint REIESoS and the
complexity of the System of Systems. In addition, we present both the process
method of the scheme design and the requirement of the scheme-design model
for the MBSE-based REIESoS. Our proposed MDLC for REIESoS provides the
model-based construction, analysis, optimization, and verification at each stage of
the development life cycle, allowing us to reduce the risk of the repeated design or
development and thus improving the efficiency of the entire development process
significantly.

The remainder of the paper is organized as follows. We begin in Sect. 2 by
presenting the MBSE-based REIESoS used throughout this paper. Then, in Sect. 3,
we introduce our scheme design for MBSE-based REIESoS, including the process
methods for the scheme design as well as requirements for scheme-design models.
Finally, we conclude this paper and present future work in Sect. 4.

2 MBSE-Based REIESoS

The MBSE-based reconnaissance, early-warning, and intelligence equipment
system-of-systems adopt the model expression method to describe such activities as
the requirement, design, analysis, verification, and confirmation in the entire life cycle
of the system, including both themodel-based technical process and themodel-based
management process.

2.1 The Model-Based Technical Process

The model-based technical process is a cyclic and iterative process [17–19].
Following the system life cycle, this process is a series of technical processes from the
user- requirement identification to the system development, operation, and handling.
Each process has its defined process and includes several activities. In this paper,
basically following theVmodel [1, 20, 21] and taking into account the characteristics
of the joint Reconnaissance, Early-warning, and Intelligence Equipment System-of-
Systems (REIESoS) all well as the complexity of the System of Systems (SoS), we
refine the V model on the basis of incorporating the ideas of the SoSE to form a
model-based technical-process model, as shown in Fig. 1. We remark that the tech-
nical process in Fig. 1 is model-driven and includes four stages, i.e., the requirement
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Requirement Analysis

Architecture Design

Evaluation Analysis

Comprehensive Integration

Bottom-up 
Integration

Top-down 
Decomposition

Model Architecture
- Requirement Model
- Functional Model

- Logical Model
- Product Model

Following Overall Requirements, Model-driven Concept, Collaborative 
Project Management, etc.

Implementation
 (Construction & Unit Testing)

Fig. 1 The model for the model-based systems engineering technology process

analysis, the architecture design, the comprehensive integration, and the evaluation
analysis.

Requirement Analysis. The demands or requirements for the SoS construction is
obtained from relevant parties [22]. Also, the environmental constraints refined are
transformed into system requirements, thus identifying system requirements and
corresponding stakeholders.Basedon the above, the systemdemands or requirements
and the functional architecture are further defined. Based on theMBSE’s requirement
analysis, the above activities are performed, thus obtaining such requirement-analysis
models and function-analysis models for the system as requirement diagrams,
requirement tables, use case diagrams, black-box activity diagrams, black-box
sequence diagrams, black-box internal block diagrams, black-box state diagrams,
which further provides requirement bases for designing the architecture subsequently.

Architecture Design. The architecture-design scheme is achieved by converting the
functional architecture from both the system-requirement analysis and the system-
function analysis stakeholders expect, i.e., according to the existing technical condi-
tions, the functional architecture is mapped into the physical architecture, thus
forming the specific architecture-design scheme. The key for thismapping is the anal-
ysis and design of the system architecture. As a result, the design of theMBSE-based
scheme provides such architecture-analysis models and architecture-design models
for the system as block-definition diagrams, white-box activity diagrams, white-box
sequence diagram, white-box internal block diagrams, andwhite-box state diagrams.

Comprehensive Integration. The comprehensive integration for the SoS targets
the realization of overall SOS capabilities. This integration is cross-domain, cross-
level, and cross-time and is the core of the SoS construction. The main problem
that the integration solves is how to organically integrate a large number of existing
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systems, and to allow them to cooperate with each other and coordinate actions in
order to construct the SoS with specific capabilities, which finally forms an overall
efficiency thatmeets predetermineddemands or requirements.As a result, theMBSE-
based comprehensive integration provides such comprehensive-integrationmodels as
parameter diagrams, internal block diagrams. Also, these comprehensive-integration
models can be verified whether the demands or requirements are met by compre-
hensively evaluating such influencing factors as the SoS and its various functions,
performance, security, and reliability.

Evaluation Analysis. A comprehensive capability evaluation and analysis for the
SoS is conducted, confirming that the SoS meets the initial capability requirements
and theSoS-capability delivery is achieved.Thedevelopment of theMBSE-REIESoS
exploits the model to transmit information throughout the development cycle, and
establishes the connection relationship between themodel and the SoS requirements.
Also, themodel evaluation and analysis can bemade at each stage of the development
cycle, confirming the compliance of the SoS design and requirements and verifying
whether the requirements meet the original requirements of the stakeholders. At the
initial design stage of the development cycle, the act of verifying system-function
behavior, interface, and control-logic integration can greatly improve the early design
maturity of the system, and may reduce the risk for repeated redesign caused by the
later verification, thus decreasing the system-development time, labor and material
costs significantly.

2.2 The Model-Based Management Process

The model-based management process is a comprehensive management project.
Through the comprehensive management against various technical means, such
a management process provides the guarantee for the accurate definition of SoS-
capability goals as well as the correct delivery of final capabilities. The development
of the MBSE-REIESoS is essentially the process of establishing engineering-system
models. At the technical process level, it includes the construction, analysis, opti-
mization, and verification for system models. On the other hand, it also provides the
management technical support for the implementation of the above system-modeling
work.

2.3 Model Requirements at Each Stage

To ensure that the implementation and application for the technology process of
the proposed MBSE-REIESoS, the requirements should be imposed on the model
formed at each stage as follows.
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Hierarchy. The model can be characterized by using the hierarchical representation
or multiple views from different levels. It can be applied to various processes of the
product design, e.g., the parameter matching and the scheme analysis in the design
phase, the parameter optimization and the design verification in the detailed design
phase, and the virtual experiments in the test phase. Themodel is continuously refined
and enriched and the reuse of the model is ensured as to the utmost along with the
development phase. As a result, themodel is transited from the simple to the complex.
This transition meets the characteristics of the development-process needs from the
system to functional units and from requirements to the specific implementation.

Verifiability. The model itself is a formal description for the design and has the
characteristics of no ambiguity. The system can be evaluated at various stages of the
development by running the model. In particular, there are different requirements for
testing at different stages of the development, e.g., the requirements-based testing,
which typically occurs during the integration and evaluation phase, focuses on testing
functions from a requirement perspective. Also, themodel is fully tested at the design
stage.

Convertibility. Errors caused by manually converting models into codes can be
avoided to the greatest extent, using automatic methods. The generated code can
be used to build a rapid prototype of the product, and to perform a comprehensive
function and performance test against the product by using semi-physical simulation
before the final implementation. On the other hand, for the algorithm model corre-
sponding to the software part of the product, product-level codes can be generated
and is used in the final actual product. In addition, it is required to ensure that docu-
ments can be automatically generated through the model to reduce the workload of
document preparation.

Traceability. It is convenient to control the change of the development process as a
result of themodel-based integration for the entire development process. The product
consistency during the development can be easily ensured by resorting to checking
and testingmethods againstmodels. In essence, requirements can be linked tomodels
or designs, and these models are linked to generated codes and documentations. As
such, the consistency for design changes can be easily implemented.

3 The Scheme Design for MBSE-Based REIESoS

The scheme design of the MBSE-REIESoS is to convert the functional architec-
ture from both the system-requirement analysis and the system-function analysis
stakeholders expect, i.e., according to the existing technical conditions, the func-
tional architecture is mapped into the physical architecture, thus forming the specific
architecture-design scheme. In the INCOSE Systems Engineering Handbook, the
system architecture is defined as “the arrangement of elements and subsystems and
their function allocation in order to meet system requirements” [16, 23, 24]. The
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US Department of Defense Architecture Framework (DoDAF) defines system archi-
tecture as “the structure of components, their relationships, and the principles and
guidelines that govern their design and evolution over time” [10]. In other words, the
system architecture encompasses both the design and the description for the system,
and is an evolutionary process. As such, the system architecture can be a process or
a description [25].

During the scheme design of the MBSE-REIESoS, the architecture that can meet
the functional and non-functional requirements is designed according to the system-
function analysis model, and such system-designmodels as system architecture anal-
ysis models, system architecture design models, and system architecture detailed
design models can also be established. The design for the architecture includes both
the architecture design and the architecture analysis. The former achieves the design
scheme for each system in the SoS, assigns SoS functions to systems, and simultane-
ously forms logical interfaces between internal systems. The latter verifies whether
the architecture meets the requirements by evaluating such influencing factors as the
SoS and its various functions, performance, security, and reliability.

3.1 The Process Method for the Scheme Design

The MBSE-based scheme design is a “white-box” analysis and modeling process.
The black-box activity diagrammodel obtained in the requirement analysis is opened
in accordance with the selected architecture. The performance and functions of the
reconnaissance, early-warning, and intelligence equipment SoS are assigned to the
system. Then, the white-box activity diagram model can be obtained and the white-
box sequence diagram model based on the design of white-box activity diagram can
also be established. According to the white-box sequence diagram, the interactions
and interfaces between systems is identified, the white-box state diagram model can
be established. Then, the model can be executed to complete the verification, and
then arrives in the next iterative level. The iteration finishes until the definition of the
entire design scheme of the MBSE-REIESoS is completed.

Architecture Design. The architecture design firstly needs to establish the system-
architecture design model, i.e., to define the system architecture and its constituent
structures through block-definition diagrams and internal-block diagrams, and to
achieve the allocation for the functional requirements and non-functional require-
ments of the system through white-box activity diagrams. Based on the above,
detailed design models for the system architecture can be established. White-box
sequence diagrams are driven according to white box activity diagrams, and then
internal ports and interfaces in internal-block diagrams of system-architecture struc-
tures are defined. Logical-interface control files and software and hardware require-
ment specifications can be generated by defining the state behavior of blocks in
white-box state machine diagrams.
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After the top-level customer requirements or needs are determined, final
responded functions of products are need to be analyzed so as to meet design require-
ments, and product functions and logical architectures are established to achieve the
allocation of requirements for downstream functions and logics. Then, the definition
of the system architecture is completed while further starting to the design of subsys-
tems and parts. At this stage, the system functions and logical models are completed.
On the other hand, the requirements are further decomposed and re-allocated. It is
necessary to carry out the overall scheme design on its design platform, and to analyze
product requirements based on product functional specifications, thus establishing
functional views, logical views, correlations between requirements, functions, and
logic, as shown in Fig. 2.

The functional design and system RFLP architecture definition mainly solves
the following problems: (1) Unified Architecture Model. requirements, functions,
and logic are based on a unified architecture model. the traditional document-based
product description form is completely changed, and the MBSE system architec-
ture description form is implemented. (2) System-Interface Definition. The system
interface control is clearly implemented through the definition of requirements and
functions to the system-logical architecture, the physical-product allocation, and the
data-relationship logic between systems, further laying the key interface founda-
tion for the downstream design of subsystems, components, and even the supplier
cooperation.

R: Requirement Items

F: Functional Views

L: Logical Views

P: Physical Views

Initial 
Framework
/ Existing 
Platform

Decomposing and 
Refining 

Requirements

Establishing The Logic of 
The Corresponding 

Function

Establishing 
Corresponding Physical 

Models for Each Specialty

Building Functions 
on Demand

Feedback

Fig. 2 The architecture model of the system RFLP
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The purpose of the physical-architecture definition is to create a physical and
concrete scheme or solution that adapts to the logical architecture and meets or
weighs requirements of the system. The physical architecture describes physical
components of a system and their interconnections. It also describes the allocation
from logical components to physical components, since each physical component
performs a function of a system. A functional architecture can correspond tomultiple
physical architectures.

The physical-architecture definition is for the system to define an alternative phys-
ical architecture. The system elements that can perform the functions of the logical
architecture must be identified. The interfaces that can perform the input–output
flow and control flow must also be specified. When the possible elements are identi-
fied, design attributes are necessary to be allocated in the logical architecture. These
attributes are derived from system requirements. The division and allocation are
activities that break down, collect, or separate functions to facilitate the identifica-
tion of feasible system elements that support these functions. These system elements
either already exist and can be reused, or they can be developed and technically
implemented.

The physical structure of the system is decomposed. Then, the results of the func-
tional architecture are mapping or assigned to the various elements of the physical
architecture. To establish a physical organization, it needs to (1) determine physical
elements or divisions; (2) decompose the functional architecture onto these physical
elements; and (3) establish the interface between the physical elements of the system.

Themodel is passed to the next level. The ultimate purpose of the system design is
to (1) obtain the systemarchitecture thatmeets requirements and a reasonable balance
and (2) to clearly put forward the design requirements for the next-level product.
Under the model-based system-design SoS, a large amount of design information
and design requirements are reflected in the model. Based on the above, the next-
level products continue to carry out the detailed product design. Then, the models
and documents that should be transferred to the next level of products include:

(1) The product’s Port/Interface model files that represent function allocation
results and logical interface requirements of the product, and is the key input for the
detailed design of the next-level product.

(2) Use case diagrams, sequence diagrams, and internal block diagrams associated
with the product’s functions and interface definitions are used to clarify the context
of the functions undertaken by the product at this level.

(3) System test cases formed from activity diagrams and sequence diagrams are
used as test inputs for the product acceptance and confirmation at the next level.

Architecture Analysis. System-architecture analysis models are established at this
stage. The system architecture scheme is determined and block-definition diagrams
for the scheme are defined. According to the evaluation-index architecture that
the system determines, evaluation results of selected schemes are determined by
exploiting such system engineering methods as the association matrix method or the
analytic hierarchy process. Then, parameter diagrams of block definition diagrams
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are established, and the final scheme is determined based on the comprehensive
utility value.

The system-architecture analysis is an objective quantitative evaluation for the
system in order to generate the derived engineering data and select the most effective
system architecture. No scheme can have the best performance, the highest quality,
and the lowest cost at the same time. In the engineering-design process, each tech-
nology choice or decision must be evaluated to determine whether the system meets
the requirements. The system analysis is a rigorous method for making technical
decisions. We conduct trade-off studies through system analysis, and point out that
the system analysis includes modeling and simulation, cost analysis, technical-risk
analysis, and effectiveness analysis.

(1) To determine analysis goals.

The first step in the system analysis is to clearly define goals of the analysis. The goals
include (1) predicting certain aspects of the system, e.g., the system performance,
reliability, quality, or cost; (2) optimizing the design through the sensitivity analysis;
(3) evaluating and selecting among alternative design methods; (4) verifying the
design; and (5) supporting the technical planning, e.g., the cost estimation and the
risk analysis.

(2) To establish the analysis model.

To achieve the analysis goal, the analysis model is defined on the basis of the system
architecture model. The analysis model can be a deterministic model and a proba-
bilisticmodel or randommodel. It ismainly used to determine the estimated value and
to simulate the real operation of the system through equations. In MBSE, to achieve
the integration of both the system architecture model and the analysis model, part of
the analysis model is built using a descriptive modeling language, and the other part
(e.g., solving part) generally needs to be built and executed in other tools.

The context that uses a descriptive modeling language to build and analyze is
built directly on top of the system-architecturemodel. The system-architecturemodel
provides data that the analysis methods (e.g., the scoring analysis) need to be used
and the analysis context needs to be estimated. The execution of the analysis model
requires the specific external analysis or simulation tools, and the system-description
model is integrated with the analysis models in different domains through integration
tools.

The structural analysis is to develop the physical architecture of a system and to
define the interfaces between internal and external components. At each level of the
hierarchy, the system is represented by several views. The hierarchy of components is
a basic systems-engineering abstraction to simplify the analysis. The decomposition
must ensure that each system component is captured. The system is broken down into
subsystems through layers, and then the subsystems are broken down into lower-level
components.
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3.2 Requirements for Scheme-Design Models

To realize the model-based system-wide integration test, the architecture-design
process focuses on the logical decomposition for requirements in the scheme design
of the MBSE-REIESoS, defining block definition diagrams and white box activity
diagrams, as shown in Fig. 3. The architecture analysis focuses on the design for the
scheme, providingwhite-box sequence diagrams,white-box internal block diagrams,
and white-box transition diagrams, as shown in Fig. 4. These diagrams are defined by
resorting to the syntax and semantics of the system-modeling language, which is not
only convenient for humans to read, but also easy for computers to understand and
process [12, 18, 25]. The benefit is that iteratively applying the process from the top
to the bottom at different levels of the system, and the applying process can go deep

The Logical Decomposition 
for Requirements

Architecture Design

Defining System
 Architecture

Block-Definition 
Diagrams

White-Box Activity 
Diagrams

Assigning Functions 
to The Architecture

Fig. 3 Models used in each stage of the MBSE-based architecture design

The Definition of The 
Design Schema

Architecture Analysis

Architecture-based Scenario 
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The Definition of Ports and 
Interfaces Based on the 

Architecture

Architecture-based 
Behavior Analysis

Merging Use Case 

Delivering Model 

White-Box State Diagrams

Fig. 4 All models of MBSE-based architecture analysis at each stage
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into the bottom of the system, and the graphical language describing the bottommost
elements is integrated to established a complete system-architecture model.

4 Conclusion

In this paper our main goal was to show a MBSE-based development life cycle for
reconnaissance, early-warning, and intelligence equipment System-of-Systems. We
have also shown that the traditional V model can be further refined with model-
based systems engineering technologies, taking into account the characteristics of
the joint REIESoS as well as the complexity of the System of Systems. Our proposed
MBSE-based development life cycle is general, since the development of the entire
equipment System-of-Systems can be supported, and efficient, since model-based
construction, analysis, optimization, and verification at each stage of the development
life cycle are executed to reduce the risk of the repeated design or development.
Currently, we are investigating potential benefits for V-model refinements that may
contribute to the further understanding of the proposed MBSE-based development
life cycle. We leave further investigations to future work.
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AModel-Based Aircraft Function
Analysis Method: From Operational
Scenarios to Functions

Yuchen Zhang and Raphael Faudou

1 Introduction

In this paper, a model-based function analysis method is introduced. The main
goal of the method is to work as a supplement to the existing function analysis
method, improving the shortcomings of IDEF0, such as lack of guidance for top
level function identification, lack of early validation with stakeholders because of
the implement-specific functions decomposition. The method in this article learns
from scenario analysis in software engineering, and provide a model-based method
for the elicitation of implement-independent high level functions from operational
scenario.

This paper is organized as follows. Section 1 describes the background and current
problems. Section 2 introduces function-behavior transformation, the basic principle
used in the method. Section 3 describe the method, and in Sect. 4 an application of
the method on a UAV is presented.

1.1 The Need for Functional Analysis

Function analysis is one of the most essential processes in aircraft development and
is required by applicable standards, such as ISO/IEC/IEEE 15,288 [1] and ARP
4754A [2]. According to the R-F-L-P development process [3], function analysis is
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the foundation stone of following development, including logical design and physical
design.

Especially, function analysis is essential for new aircraft concept design. It
provides a better understanding of new aircraft and serves as root point for further
development. In recent years, as new technologies mature, new aircrafts, such
as unmanned aircrafts and electric aircrafts, are becoming potential trends [4].
Compared with traditional aircrafts, functions of these new aircrafts will change
significantly, thus function analysis will play an important role in the concept design
of these new aircrafts.

1.2 The Need for Model-Based Method

For the past ten years, model-based methods, such as model based systems engi-
neering (MBSE), have been proved useful to manage complexity and improve
effectiveness in complex system development [5].

The function analysis method introduced in this article is implemented with
models, so that the analysis results are formalized, structured, reusable, and can
be simulated. All the analyses in this article are based on SysML, which is a widely
used modeling language for complex system design. The method proposed in this
article can also be implemented by UAFP or Capella.

1.3 Functional Analysis Through Operational Scenarios

The existing most widely used function analysis method is IDEF0. IDEF0 has been
proved a feasible and effective function analysis method. It considers function as a
transformation of inputs to outputs and influenced by control and mechanism [6].
IDEF0 method starts with identified top-level functions, and decomposes functions
to lower level sub-functions iteratively.

However, some surveys and studies have been done on existing function analysis
method, and the result shows that some problems still exist [7]. First, no guidance
are provided for the identification of top level functions. For traditional aircrafts,
top level functions are already defined by precedent aircrafts and can be reused.
However, for new aircrafts that are still in concept proof phase, like unmanned or
electric aircrafts, top level functions are unclear and need to be re-defined. Second,
the function decomposition in IDEF0 is implement-specific, so some respondents
point out that functions obtained with IDEF0 can hardly be used to communicate
with stakeholders for validation and also limit some design space of solution. To deal
with these problems, some aircraft manufacturers, such as Bombardier [7], begin to
pursue new function analysis method.

In response to the need of improvement, this article proposes a method as a
supplement to IDEF0, trying to solve the top level functions identification and the
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Fig. 1 Introduce scenario analysis as supplement to IDEF0

implement-specific functions problems. This article refers to the scenario analysis
method in software engineering, analyzing functions through operational scenarios
(Fig. 1).

For high-level functions, this article suggests a function analysis method using
operational scenarios, as detailed described in Sect. 3. Through this method, top
level functions can be defined from operational behaviors in operational scenarios,
and functions coming from scenarios are easy to understand in validation with
stakeholders. For low level functions, IDEF0 can be used to obtain much detailed
sub-functions, pushing the further development and implementation.

2 Basic Theory

The method proposed in this article suggests using operational scenarios to analyze
functions. The reason functions can be analyzed through operational scenarios is
that operational behaviors, the basic elements of operational scenarios, are closely
related to functions and transformable to functions.

The function-behavior transformation [8] is a significant process in engineering
design, responsible for transforming between posited functions and expected behav-
iors. Numerous studies [9–11] have been done on this topic, and function-behavior
transformation has been acknowledged as the foundation of much design work.

Functions and behaviors are different concepts, but are closely related. According
to the definition in ISO/IEC/IEEE 24765 [12]: function is “a transformation of inputs
to outputs by means of certain mechanisms and subject to certain controls”, while
behavior is “an observable activity of a system in terms of effects on the environment
arising from internal or external stimulus”.
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Fig. 2 Basic idea in function-behavior transformation

In function-behavior transformation studies, these two concepts are further
explained [11]. Behavior, as a physical world concept, is “the manner or way in
which an entity behaves”. Behavior is an objective concept and is observable in
physical world. Functions, as an intermediate concept between intentional world
and physical world, is “a desired action on physical world aiming at transforming
it from problematic state to satisfactory state”. Function is a subjective concept that
represents human’s purpose or desire (Fig. 2).

Function and behavior are two sides of one item. For manmade products, func-
tions are internal purposes of behaviors, while behaviors are external expression
of functions. This theory provides the basis to use behaviors, the basic element in
scenarios, to analyze functions.

3 Model-Based Aircraft Function Analysis Method

The model-based aircraft function analysis method in this article contains two parts.
The first step is operational scenario analysis, including the definition, decomposition
and extension of operational scenarios. Operational scenarios are described with
detailed operational behaviors and their relationships. After that, the second step is
function analysis. Functions are derived from operational behaviors in operational
scenarios through function-behavior transformation.

3.1 Operational Scenario Analysis

Scenario analysis is a commonly used requirements elicitation and analysis technique
in software engineering. In scenario analysis, product being developed is put into its
assuming operational scenarios, analyzing its intended behaviors, finally capturing its
requirements [13, 14]. Since functions can be defined from behaviors in scenarios,
as stated in Sect. 2, scenario analysis can also be a useful technique for function
analysis.

For aircraft, operational scenario is a sequence of observable behaviors which
describe the operation of aircraft in its operational circumstance.Operational scenario
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Fig. 3 Operational scenario example (UAV case level 1)

is an intuitive and direct way to describe what an aircraft is expected to do, so
stakeholders who are not technical experts can understand or describe it. Compared
with the technology-specific and implement-specific functions obtained from IDEF0,
the intuitive operational scenarios make the discussion and early validation with
stakeholders possible.

Figure 3 is a simplest aircraft operational scenario of UAV, shown in SysML
Activity Diagram. It demonstrates a common high level scenario of aircraft flight.

3.2 Decomposition of Operational Scenario

As the same as functions, operational behaviors have different levels. As we want
to obtain much more details about the aircraft, operational scenarios and operational
behaviors need to be further decomposed.

Figure 4 shows an example of scenario decomposition. The operational behavior
“taking off” in Fig. 3 is decomposed and a lower level operational scenario is created
to describe the “taking off” behavior in detail.

Since all the operational scenarios are built in SysML models, they are supported
to be simulated. Figure 5 shows an example of the simulation of SysML model. If
necessary, three-dimensional visualization models can also be built as supplement.
The dynamic simulation supported by model-based techniques makes it much easier
to perform validation with stakeholders and also helps discover logical errors or
mistakes in early design.
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Fig. 4 Operational scenario example (UAV case level 2 taking off)

3.3 Extension of Operational Scenario

In the previous sections, definition and decomposition of operational scenario are
introduced. Now the question is how many scenarios are needed to define and how
can the completeness be ensured. Since functions are derived from scenarios in
this method, if scenarios are not completely defined, the functions certainly are not
complete.

To answer this question, this article summarizes aircraft operational scenarios
into multiple dimensions, and establish a multi-dimensional matrix, to ensure the
completeness of operational scenarios.

In this article, five dimensions are used:
(1) Stakeholder dimension: consider scenarios from perspective of stakeholders.

E.g. task performing scenario and emergency evacuation scenario from pilot’s
perspective, traffic control scenario from air traffic controller’s perspective, pre-flight
inspection and post-flight maintenance scenario from ground crew’s perspective.
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Fig. 5 Operational scenario simulation example (UAV case level 2 taking off)

(2) Mission dimension: consider scenarios from missions of flights. E.g. for
commercial aircraft, missions include airline operation, flight test and etc. For
military aircrafts, missions include combat, training, exercise, transition and etc.

(3) Time dimension: consider scenarios from the perspective of phases of oper-
ations. E.g. pre-flight, departure (taxiing out, taking off, climbing), enroute, arrival
(descending, landing, taxiing in), post-flight.

(4) Environment dimension: consider scenarios from perspective of environ-
ment conditions of aircraft operations. E.g. climate (tropical, dry, continental, high-
land, polar), weather (rainy, snowy, stormy, hailing, foggy, icy), gravity, radiation,
corrosion, airport condition.

(5) State dimension: consider scenarios from perspective of aircraft normal or
abnormal states. E.g. lost control, lost communication, one engine failure, two
engines failure, hydraulic system failure, electric system failure (Fig. 6).

Fig. 6 Operational scenario matrix
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Fig. 7 Operational scenario matrix example (UAV case)

Figure 7 shows an example of the operational scenario matrix defined for UAV.
From the five dimension defined in the matrix, multiple scenarios can be defined.

3.4 Function Analysis

After operational scenarios and behaviors are defined, functions can be derived
through function-behavior transformation. Since functions are internal purpose of
behaviors, functions can be derived from behaviors and re-described in function
statement.

Below is the example of function-behavior transformation for the UAV case. In
Table 1, level 1 operational behaviors, previously defined in Fig. 3, are transformed
to level 1 functions. And in Table 2, level 2 operational behaviors for “taking off”,
previously defined in Fig. 4, are transformed to level 2 function.

As we can see from tables above, several behaviors may transform to the same
functions. This is true because behaviors are expression of functions, and one function
can have different expression forms. In this case, the function elicited from behav-
iors may be duplicated, so the functions need to be re-organized. Table 4 shows an
organized example of function list.

Table 1 Transformation from behaviors to functions (UAV case level 1)

Level 1 Operational Behavior Level 1 Functions

Pre-flight preparation Accept inspection, accept preparation

Taxiing out Plan on ground waypoints, control on ground movement

Taking off Plan in air waypoints, control in air movement

Climbing

Cruising

Task performing

Descending Plan in air waypoints, control in air movement

Approaching

Landing

Taxing in Plan on ground waypoints, control on ground movement

Post-flight maintenance Accept inspection, accept maintenance
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Table 2 Transformation from behaviors to functions (UAV case level 2 taking off)

Level 2 Behavior Level 2 Functions

Wait at holding point on runway Control on ground stop braking

Receive takeoff penrmission from tower
control

Provide communication (with tower control)

Plan takeoff waypoints Plan on ground waypoints, plan in air way points

Extend lift augment system Configure aerodynamic configuration

Release brake system Control on ground stop braking

Accelerate to rotation velocity Control on ground speed (accelerate)

Maintain heading runway centerline Control on ground direction (yaw)

Rotate aircraft to takeoff attitude Control in air direction (pitch)

Accelerate to climb velocity Control in air speed (accelerate)

Ascend to climb altitude Control attitude and in air direction (yaw, pitch,
roll)

Retract lift augment system Configure aerodynamic configuration

Retract landing gear system Configure on ground configuration

Connect with departure control Provide communication (with departure control)

Disconnect with tower control Provide communication (with tower control)

Maintain awareness of obstructions Provide external awareness

Maintain awareness of aircraft system
warning

Monitor aircraft status

Maintain awareness of remote pilot control Provide communication (with remote pilot),
allow remote pilot take over control

4 Application Results

In order to verify the usability and effectiveness of the method, this article applied
the method in the development of a certain type of UAV.

Operational scenario matrix was firstly defined, as shown in Fig. 6, to ensure the
completeness of scenarios. More than 40 operational scenarios were selected from
the matrix as the combination of the five dimensions. An example of the defined
operational scenario is shown in Table 3.

Table 3 Operational Scenario defined with matrix (UAV case)

Scenario Example

Stakeholder dimension Remote pilot, approach control, tower control

Mission dimension Training

Time dimension Arrival (landing)

Environment dimension X airport, snowy, icy,

State dimension One engine failure
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Table 4 Function list section (UAV case)

Level 1 Functions Level 2 Functions

Control on ground movement Control on ground velocity (accelerate, decelerate)

Control on ground direction (yaw)

Control on ground stop braking

Configure on ground configuration (wheel)

Control in air movement Control in air velocity (accelerate, decelerate)

Control in air direction (yaw, pitch,roll)

Control aerodynamic configuration (wing, movable surface)

Provide communication Provide communication with remote pilot

Provide communication with air traffic control (tower, approach,
area)

Provide navigation Determine aircraft location

Determine aircraft altitude

Determine aircraft speed

Determine aircraft direction

Provide unmanned control Plan on ground waypoints

Plan in air waypoints

Allow remote pilot take over control

Provide environment control Provide ice protection

Provide rain protection

Provide situational awareness Monitor aircraft status

Provide external awareness

Provide power Provide hydraulic power

Provide electric power

Provide carriage Provide cargo space

Provide cargo loading/unloading

For each operation scenario, its operational behaviors were described in SysML
model, and were further decomposed to more detailed lower level behaviors. An
example can be seen in Fig. 4.

After the definition and decomposition of operational scenarios, different level
functions were derived from operational behaviors through function-behavior trans-
formation, shown in Tables 1 and 2. Finally, the obtained functions were re-organized
to a formalized structure, example shown in Table 4.

Following the method described in this article, a structured function list was
obtained, which initially confirmed the usability and effectiveness of the method.



A Model-Based Aircraft Function Analysis Method … 51

5 Conclusion

In this article, a model-based aircraft function analysis method is proposed. It intro-
duces sequence analysis into function analysis and applies function-behavior trans-
formation as principle, deriving functions from operational behaviors in operational
scenarios. According to the application result on UAV case, a set of implement-
independent high level functions are defined, and early validation with stakeholders
are supported with the simulation of model-based scenarios created. The application
result initially confirms the usability and effectiveness of the method and it can serve
as a supplement to the existing IDEF0 method for high level functions analysis.
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AModel-Based Requirements Analysis
Method for Avionics System Architecture

Cong Chen, Bingfei Li, and Jieshi Shen

1 Introduction

With the advancement of military revolution recent years, the characteristics of SoS
confrontation and informatization are becoming more and more obvious, the size
of weapon equipment system is getting bigger and bigger, the connections between
systems become increasingly complex, and the demands for interconnection, inter-
working and interoperation are becoming higher and higher. In weapon equipment
system, the absence of any component systemwill cause the overall system efficiency
to drop sharply, or even failure.As an important part of themodernmilitary equipment
system, aviation weapon equipment should be able to accomplish flexible combat
tasks at different strategic and tactical levels under the condition of integrated joint
operations. As the most important system of aviation weapon equipment, avionics
system should carry out task and capability analysis from the equipment system level,
analyze systematic requirements of avionics system, and then guide the architecture
design [1, 2].

Therefore, this article employs the systems engineering thought and architecture
design method of SoS (System of Systems) [3, 4], combining with the practice of
aviation weapon equipment requirements demonstration, proposes the model-based
systematic requirements analysis and simulation method of avionics system, as well
as the architecture model co-simulation environment design scheme [5]. The method
and scheme can effectively support the avionics systematic requirements analysis and
the top-level design, and has important theoretical value and practical significance.
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2 The Challenge of Aviation Weapon Equipment Top-Level
Demonstration Technology

Carrying out the top-level demonstration of aviationweapon equipment is the need to
realize the SoS confrontation of aviation weapon equipment, and also the inevitable
choice to realize the leapfrog of aviation weapon equipment from tracking devel-
opment to independent innovation. In recent years, with the continuous enrichment
and expansion of the connotation of aviation weapon equipment demonstration,
significant changes have taken place in the scope, field andmethod of demonstration.

(1) Demonstration scope.

Due to historical reasons, the domestic aviation weapon equipment demonstration
was once mainly limited to the specific foreign product model technical demonstra-
tion. However, in recent years, with the improvement of the combat environment,
combat missions and own capabilities, a major change in the top-level demonstra-
tion of aviation weapon equipment is to expand from single model demonstration to
SoS demonstration. The system positioning of the model and its contribution to the
overall combat capability of the system should be clarified in the top-level.

(2) Demonstration field.

Military problem is an important field in aviation weapon equipment demonstration,
military scenarios through the whole process of requirements demonstration, SoS
design, product conceptual design and effectiveness evaluation. Operational view is
an important tool to guide system design and product concept design, operational
process, operational sequence and combat information interaction relationship is the
critical evidence to determine the product function, performance and technical indi-
cators. Therefore, military literacy has become a necessary quality for the top-level
argumentative personnel of aviation weapon equipment, and relevant technologies
such as operational plan formulation and operational attempt description have been
integrated into the top-level demonstration technology system of aviation weapon
equipment.

(3) Demonstration method.

Aviation weapon equipment demonstration has the characteristics of the common-
ness of product, also have their own personality characteristics, absorbing the
domestic and foreign products in time the demonstration of the new progress in
common theory, constantly summarize their own practice of new experience, and
constantly enrich the perfect technology, is the necessary way of weapon equipment
demonstration technology innovation. In recent years, the continuous development
of foreign SoS engineering, systems engineering, architecture design and other tech-
nologies has provided new ideas for the top-level demonstration of China’s aviation
weapon equipment. Therefore, we should base on the national conditions to achieve
digestion and re-innovation, and explore new methods, new processes and new tools
to adapt to China’s equipment demonstration.
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3 Architecture-Based Demonstration of Top-Level
Requirements for Aviation Weapon Equipment

3.1 Weapon Equipment System and System of Systems
Engineering

SoS is known as “system of systems". In the information age, with the rapid devel-
opment and widespread application of high and new technologies in the informa-
tion field such as computer communication, intelligent object association and cloud
computing, the original independent system individuals can connect each other into
a “system of systems” existence form through the “link” built by “information”, such
as the networked weapon equipment system, as shown in Fig. 1. Weapon equipment
system usually refers to “the uncertainty environment, in order to complete a partic-
ular task or mission, by a lot of features are independent of each other, operating
on the strong interaction of multiple independent weapon equipment system, under
the condition of certain constraints, according to a certain pattern or way of a higher
level of system, including the lack of any a subsystem can cause degeneration of
overall operational effectiveness, even failure”.

Fig. 1 General form of SoS
and Weapons SoS
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In order to deal with a series of new problems in the process of planning, design,
analysis, organization and integration of SoS, such as interconnection, interworking,
interoperation, complexity, oriented emergence, development and evolution, the
concept of “SoS engineering” came into being. According to the definition in the
literature, SoS engineering is the theory, method and technique of designing, devel-
oping and integrating complex large systems to accomplish specific tasks and achieve
desired results, and to achieve capabilities, missions or desired results.

The core idea of SoS engineering includes two aspects: capability-based system-
atic requirements development and architecture design method. Capability-based
systematic requirements development refers to the transformation from “threat-
based” to “capability-based” in the demonstration of equipment demand, from the
traditional single platform and single model demonstration to the demonstration of
SoS, to the improvement of the overall combat capability.Architecture designmethod
is a kind of model construction of requirements, system behavior patterns and rele-
vant technical specifications and standards from different perspectives of operations,
systems and technologies, and the introduction of computer modeling and simulation
technology to support the realization of the top-level design process of complex large
systems. At present, the defense department architecture framework released by the
United States, Britain and other countries has been widely used in China, which can
effectively guide the top-level design and demonstration of the equipment system.

3.2 Architecture-Based Framework for the Demonstration
of Top-Level Requirements for Aviation Weapon
Equipment

According to the design concept of JCIDS and the DoDAF [6], the aviation weapon
equipment systematic requirements demonstration framework is shown in Fig. 2.

Fig. 2 Aviation weapon equipment requirements demonstration framework based on architecture
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(1) Military background analysis.

Clarify the missions and tasks required by the SoS under the conditions of future
integrated joint operations, analyze the requirements of future missions and missions
on system capabilities, identify the capability level of the existing system, construct
a conceptual system to meet the missions, revise the existing operational norms,
and determine the mission, scope, objectives and intentions of the SoS requirements
project.

(2) Task area analysis.

Analyzes the various typical combat styles in the future, excavates the common
joint combat task list, and gives the measurement index of the capability needed to
execute the task, determines the organizational structure relationship and information
exchange relationship of the operational unit of the implementation task, so as to
clearly understand the combat task field involved in the system.

(3) Capability domain analysis.

Analyze the capability of the SoS, generate the capability inventory, analyze the gap
of the SoS capability, determine the key performance parameters of the capability,
and establish the priority list of capability requirements.

(4) Requirement solution analysis.

Explore reasonable plans for the construction of weapon equipment systems to
meet the needs of capability areas, analyze and evaluate alternative plans, iden-
tify key projects and key system functions of system construction, and identify and
recommend the best plans.

(5) Architecture optimization design.

Architecture optimization design includes three stages: architecture design, archi-
tecture validation and evaluation, and architecture optimization. Architecture design
is mainly to establish a variety of views of system architecture, from the global
height, different perspectives, different dimensions to discuss the system construc-
tion ideas and technical routes; The task of architecture validation is to determine
whether the architecture solution meets the system requirements; Architecture eval-
uation provides a scientific basis for decisionmakers to choose the best solution from
a variety of architecture candidates. Architecture optimization design refers to the
improvement design of system architecture based on the Suggestions of architecture
verification and evaluation.
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4 Systematic Requirements Analysis and Simulation
of Avionics System Based on Model

It can be seen from the previous analysis that the top-level demonstration of avia-
tion weapon equipment has expanded from single model demonstration to system
demonstration, and any demonstration of equipment or system should be combined
with the system positioning of the model and its contribution to the overall combat
capability of the SoS. As the most important system of aviation weapon equipment,
avionics system should carry out task and capability analysis from the level of equip-
ment system, analyze systematic requirements of avionics system, and then guide
the architecture design of avionics system. According to the architecture-based top-
level demand demonstration framework of aviation weapon equipment described
above, this paper proposes a model-based systematic requirements analysis process
for avionics system based on the systematic requirements demonstration practice of
avionics system, as shown in Fig. 3.

(1) The combat mission of aviation weapon equipment is the input of model-
based systematic requirements analysis, design typical combat scenarios to deter-
mine specific combat goals that are required in specific battlefield environments and
in combat phases, including the deployment, action, combat factors, processes, and
allegations of combat forces, etc. Using the 3D modeling simulation tool to simulate
the operation, to quickly analyze the complex operational tasks, provide the easy to
understand the icon and the analysis results of thewritten form, to determine the orga-
nizational structure relationship and the information interaction of the operational
mission unit.

Fig. 3 Systematic requirements analysis process of avionics system based on model
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(2) Based on the operational scenario analysis, guided by the DoDAF, using the
Rhapsody tool to analyze the operational logic process from the capability view,
operational view, service view, system view, etc. And establish a series of archi-
tecture view products to describe combat mission, combat demand, system service
requirements and system function requirements.

Capability viewpoint: Analyze what capabilities avionics system should have and
what capabilities it needs under SoS combat conditions, take high-level strategic
planning and background as input, and take capability gap, demand and progressive
capability development sequence as output, so as to provide high-level requirements
for the subsequent avionics architecture design process.

Operational viewpoint: Modeling and analyzing the operational activities, oper-
ational elements, information exchange and attributes of avionics system under
systematic combat, and revealing the requirements of avionics system in terms of
cooperative combat capability and interoperability.

Service viewpoint: Describes the various services supporting avionics system
missions and their interrelationships, relates avionics system service resources to
operational requirements and capability requirements, and describes the design of
service-oriented avionics architecture solutions.

System viewpoint: Analyze the systems, functions, and connectivity that support
combat and capability requirements. For avionics systems under SoS combat, the
system view not only needs to describe the internal structure and information interac-
tion of avionics system, but also needs to describe the cross-linking between avionics
systems and other combat platform systems. The system view is the intermediate link
connecting the combat capability and design requirements of avionics system.

(3) Based on the analysis of typical operational scenarios and operational
processes, the capability inventory design method based on capability-task-service-
function iterative simulation and analysis is formed through architecture modeling
and simulation. On each link of the model to undertake a link model, each iter-
ation process verification coverage and consistency between different perspective
model, accurate to refine the combat mission to system requirements, at the same
time, different angle of view for avionics system architecture model and the avionics
system requirements traceability, to ensure that each of the requirements and have
traceability system architecture model, architecture model can cover all the system
requirements.
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Fig. 4 Architecture modeling and simulation environment design

5 Architecture Models Co-simulation Environment Design

5.1 General Scheme

Based on the requirements analysis process of avionics system and system engi-
neering application process, this environment integrates the modeling and simula-
tion tools in a generalized way, and defines the interface standard of generalized
development in a “soft bus” way, which is open, universal and extensible.

The environment is composed of console, interface adapter, simulation computer
and so on. The console includes simulation project management module, data
mapping crosslinking module, simulation data recording module, simulation result
playback module, simulation process control module, co-simulation module and
simulation data monitoring module. The system design scheme is shown in Fig. 4.

5.2 Working Process

The architecture modeling and simulation environment supports co-simulation vali-
dation between different tools. The working principle of system configuration is
shown in Fig. 5.
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Fig. 5 System configuration and work principle

5.3 Application Scenarios

Taking this environment for an aircraft avionics system requirements analysis as an
example, 3D scene modeling and simulation tools, system architecture modeling
tools and C/C++ are used for joint simulation. The three simulation models interact
with the simulation data soft bus and control scene operation and synchroniza-
tion through the console. The data interaction relationship in the entire application
scenario is shown in Fig. 6.

The system architecture modeling tool platform runs the logical model of battle-
field behavior and operational behavior of aircraft platform and avionics system. It
will release some combat command and state migration events to the simulation data
soft bus, and at the same time, it will receive the event messages of the battlefield and
some attributes of the system (including coordinates, speed, damage degree, etc.),
convert these information into event messages in the model, and drive the behavior
logic model to advance synchronously.
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Fig. 6 Application scenario data interaction diagram

The 3D scene modeling and simulation tool runs the battlefield situation simula-
tion model, which will send some event messages of the battlefield, aircraft platform
and avionics system attribute information to the simulation data soft bus. It receives
combat command and state transfer events from the logical model and drives the
battlefield change and state transfer of the system model through these events. It
will also receive the flight track and dynamic data from the algorithm model and
synchronize the data to each entity.

C/C++ platform runs a variety of algorithm models, such as aircraft mission
planning model, flight dynamics model, etc. These professional multidisciplinary
models can publish the calculated flight path, dynamics and other data to the soft
bus.

6 Brief Summary

This paper draws on the thought of SoS engineering and architecture design,
combines the demonstration practice of aviation weapon equipment requirements,
and carries out avionics system requirements analysis from the equipment system
level. It builds the avionics systematic requirements analysis based on the model
and simulation framework, design the system architecture model of co-simulation
environment, implements the avionics system architecture model transfer between
different layers, the accumulation of design information, and the convenience of
design knowledge reuse, can effectively support the avionics systematic demonstra-
tion and top-level design, has important theoretical value and practical significance.
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A Parallel Verification Approach for New
Technology Application in Complex
Radar System

Wei Yao, Hao Ming, and Lei Zhiyong

1 Introduction

Radar is the key surveillance and early warning sensor in the war environment. The
trends of radar technique including intelligence, multi-functional and distribute, are
making radar system more and more complex. In the development of complex radar
system, Model-base system engineering (MBSE) are used to manage the complexity
in the development process and ensure the delivered system will meet all needs
& requirements [1, 2]. Contrasted with traditional document-based SE approach,
MBSEmake the formalized application of modeling to support system requirements,
design analysis verification, and validation activities beginning in the conceptual
design phase and continuing throughout development and later life cycle phases
[3]. The applied models include structural, thermal, mechanism, electrical, software,
simulation modules, etc. In this paper, we mainly discuss the approach to solve
key technical problems or apply new technology in radar system, such as artifact
intelligence (AI) algorithm, to fulfill the new-presented and difficult requirements
[4].

Some techniques or approaches have been applied in MBSE to solve the emer-
gency in SE process or handle the avoidance of high technical risks. Currently, system
level modeling and analysis has been utilized for the requirement analysis and the
design of top-level architecture [2, 5], but the rapid systemmodel is generally limited
to the evaluation of simple parametric equations or simplification of some complex
radar signal process module, such as anti-jamming module, automatic target recog-
nition module and so on. Without a high degree of detail, it is difficult to properly
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evaluate the design quality to perform the excellent trade-offs between performance,
risk and cost. And the system level models may not been applied in the subsequent
SE process, such as design definition process.

On the other hand, domain engineers/experts may use a wide variety of sophis-
ticated models or analysis tools to analyze and design the system. But the detail
baseline of these models cannot be verified and fixed until the special experiments or
tests are executed. The risk of some key technical issues is difficult to be released in
time on account of the long verification period of key technology.What’s more, these
detailed model are not connected to the system level model, the uniform algorithm
baseline is difficult to build throughout the whole life cycle stages.

In this paper, a novel parallel verification approach for new technology application
in complex radar system is proposed to improve the development process efficiently,
to build a uniform algorithm baseline continuous renewal throughout the virtual
verification to engineering realization, to provide a public platform for the domain
algorithm experts in the tackle and verification of key technical problems. Section 2
discusses the typical MBSE method used in the radar industry currently, and the
defects of current MBSE method when the new technology is applied in radar are
analysis. In Sect. 3, the parallel verification approach that was employed in theMBSE
process of radar development is discussed and the development and application of
the parallel verification system are presented. And the experience of applying the
parallel verification approach to several radar development projects is discussed.
Section 4 conclusions the paper and discusses the future related works.

2 Related Analysis on Current MBSE Method

Nowadays, along with enhancement of radar performance requirement and acceler-
ation of lead time, the main problems emerging in the new technology application
activities are as follows:

(1) In the perspective of SE, during the development process, most attention are
paid in thedecompositionof requirement baseline and capabilities baseline, and
the hardware& software are developed according to the baselines [2] (typically
life cycle of NASA is shown in Fig. 1). But for high-risk key technical tasks,
risk avoidance is insufficient, the extensive analysis and testing is not enough.

Fig. 1 NASA life cycle model
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Fig. 2 Different SE roles focus on the optimization of different performance of technical solution

(2) Refer to the application requirement of product, a new technical solution should
have a very high technology ready level (TRL). Simulation can only release
the theoretically technical risks for key technology, but the technical maturity
requirements cannot be satisfied just by simulation.

(3) In the Veemodel of system life cycle, the demonstration and analysis of the key
technical solution, the algorithm developer and the software engineering may
involve several professional teams in different domains. For different roles,
they focus on the different performance of the technical solution (shown in
Fig. 2). A uniform and efficient approach is needed to solve the conflict in
different domain experts and throughout the virtual verification to engineering
realization.

Currently, the typical MBSE method applied in radar industry is shown in Fig. 3,
there are three main model-based iterations/recursions in the life cycle. First of all,
based on the typical warfare scenarios, virtual parametric simulation derives the
capability requirement baseline [6, 7]. Then the functional simulation and verifi-
cation confirm the design of architecture, and in the simulation process, the key
performance indicators (KPIs), function, and interface are allocated and discussed.
Thirdly, in the development and implementation stage, the system/sub-systemmodels
are decomposed and developed top-down, integrated and verified down-top [8, 9].

As the key sensor for warning detection and surveillance in the war field, radar
has to cope with more and more complex environment and scenarios. And more and
more new technologies are needed and required by radar in the 5G and AI era. If the
new technology can be applied in the product, its TRL must be high enough, which
means the technology should be verified by the physical prototype in the real field
experiments [2, 4]. But the needed new technologies may often have low TRLs, and
have to be verified and optimized on the prototype of sub-system/system. This may
affect the development period. Because the change and iteration of new technology
applications cannot be solidified in the early concept and design stages, this may also
influence the schematic trade-offs. In order to release the high technical and schedule
risks, we proposed a parallel verification approach for new technology application
in complex radar system.
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Fig. 3 Typical MBSE process of radar system

3 The Parallel Verification Approach

3.1 The Parallel Verification Process

The proposed verification approach mentioned a parallel verification system. The
parallel verification system is developed and assembled in component-based develop-
ment manner, which means the verified algorithm components have the high-enough
TRL and can be directly utilized in the new designed radar. The parallel verification
process is shown in Fig. 4.

Firstly, when some newest technology is needed to fulfill the difficult and chal-
lenging system requirements in the early concept stage of a new radar, the technology
verification requirements should be analyzed and transferred to the algorithm expert
as soon as possible. Then the parallel verification system can be developed and inte-
grated according to a whole technical scheme and baseline. Instead of waiting for the
V&Vprocess in the new radar or prototype, the parallel verification system can verify
and iterative improve the algorithmmodels and technical baseline as a parallel bypass
road in the real operation environment of other delivered radar equipment, after the
virtual verification with the simulated data in the radar database. Finally, when the
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Fig. 4 The parallel verification process

models and technical baseline are well verified and the statement is solidified under
the review of the system engineers and algorithm experts, the TRL may reach 6–8
level, and the models and baseline can be deliver to the knowledge database. The
components and models can be used directly in the new radar V&V process to fulfill
the new technology application requirements.

What’s more, the verified signal-level models can also be abstracted to the para-
metric or functional models to support the requirement analysis and system design
activities in regular MBSE process.

3.2 Inputs and Outputs of Parallel Verification System

The inputs and outputs of parallel verification system are shown in Fig. 5. The



70 W. Yao et al.

Fig. 5 The inputs and outputs of parallel verification system

technical performance should be virtually verified and evaluated firstly in typical
scenarios utilizing the echo simulator, when the parallel verification system is devel-
oped. The interface is compatiblewith the delivered radars, so the parallel verification
system could be connected to the radar in service. As a side road, the new applied
technology integrated in the verification system-bypass can be verified in the real
operation environment with the real-time received data from the operating radar, in
the condition of no impact on delivered service.

The results and achievements can export to the model-based knowledge database,
which support the implementation and integration of new radars, after the technical
performance and baseline are well improved and verified in real operation envi-
ronment. The achievements mainly including verified models, solidified baselines,
technical performance evaluation reports and cleaned radar data covering clutter,
jamming, kinds of targets etc.

3.3 The Experience of Applying the Parallel Verification
Approach

We develop several parallel verification systems such as target classification, clutter
suppression and crowed target tracking etc. Take the target classification bypass-
system for example, the application and verification process is shown in Fig. 6.

When we develop an important radar, some new target recognition algorithm is
needed. We build a bypass-system according to the new requirements firstly. Then
the classification performance of bypass-system is trained and tested offline based the
original radar data of several kinds of targets, accumulated in past flight experiments.
Continuously, the online test and verification are executed in complete work flow in
real operating environment of similar delivered radar. After the offline and online
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Fig. 6 The parallel application and verification process of target classification

test and verification, the technical status of the synthetic classification baseline could
be solidified, and the TRL of target classification algorithm could be high enough to
be applied in the new radar.

Benefit from the parallel verification, the key technologies breakthrough activities
are executed parallel with the hardware and software develop process of new radar.
The research and development cycle could be shortened and the potential technical
risk could be handled and released. What’s more, the bypass-system also provides a
public platform for the domain expert to do technical research and pre-research.

4 Conclusion

According to the trend of rapid increase requirements on new technology application
to new radar, we proposed a novel parallel verification approach to release the high
technical and schedule risks in this paper. This approach is also a helpful supplement
for MBSE mode in use today, making the development process more efficient. The
bypass-system used in this approach is beneficial to domain experts for building a
uniform algorithm baseline and public research platform. This can lead the radar
technology evolution to a virtuous cycle of application-verification-exploration.
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A Preliminary Research on Zonal Safety
Analysis Method for Aircraft Complex
Systems by Using Virtual Reality
and Augmented Reality

Tao Li, Bo Ye, Dawei Wang, and Hu Cao

1 Introduction

Aircraft systems consist of large number of installed components including pipes,
lines, cable harnesses, supports and equipment from different sub-systems. These
components are normally connected, attached and fixed following by physical layout
principles in aircraft bays. Unlike aircraft structural parts, system components have
complicated interactions and interdependencies within [1]. Such complicities are
shown as the functional aspect of aircraft. Various aircraft systems work together to
achieve one function [2]. For example, the flight control function requires hydraulic
system, electrical power supply system and navigation system working together to
satisfy the aircraft vehicle control requirements in different flighting conditions.
Modern aircraft are equipped with advanced functionalities and those functionali-
ties are actually based on the physical installations of individual systems. As many
of system components are arranged in a limited space, a good assembly design and
reliable installations in production ensure the system components perform their func-
tions correctly. In other words, the physical installations contribute much to the final
introduction of functions. A typical example of system installations in bays is shown
in Fig. 1.

In the industry practice, the Zonal Safety Analysis (ZSA) tool from SAE
Aerospace Recommendation Practice 4761 (ARP4761) Guidelines for Development
of Civil Aircraft and Systems, help to identify and analyse how aircraft system instal-
lation of individual systems or components could mutually influence between other
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Fig. 1 Aircraft system components installed in bays [3]

systems and components installed in close proximity on the aircraft [4]. Those influ-
ences not only include the poor installations like wire bundle riding on structure,
hole edge, pipelines, or poor fastened screws, but also indicate the potential risks of
functionalities introduction caused by the improper installations. Federal Aviation
Administration (FAA) reported that many aircraft accidents and incidents result from
adjacent cable harness wirings, pipelines and equipment installations [5].

SAEARP4761 suggested that ZSA to be applied at all the development stages [6].
However, current industry practice focuses more on the application at design stages,
ignoring the use of ZSA in assembly planning atmanufacturing stage. ZSA is notwell
involved in the widely used digital engineering principles in aircraft industry, which
leads to the lack of information connection of product, process, aircraft failure modes
from different development stages. It is acknowledged that digital engineering tools
are crucial for aircraft manufacturers to quick introduce and deliver new aircraft to
the airline market. It is therefore necessary to find how these tools like Digital Mock-
Up (DMU), Virtual Reality (VR) and Augmented Reality (AR) would be used to
support the ZSA implementations.

2 Literature Review

This section investigates the concepts of ZSA, current research and practices in
aircraft development process. Aircraft system integration characteristics are also
investigated to allow a comprehensive understanding of the needs to applyZSA.Gaps
are the then concluded to help integrating digital engineering tools with traditional
ZSA which covers the full product development lifecycle.
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2.1 Zonal Analysis-Based Method

There are several zonal based methodologies used in industry to analyse aircraft
design. FAA suggested a zonal analysis-based approach in 2006 called Enhanced
Zonal Analysis Procedure (EZAP) from Aircraft Certification chapter 25.27A (AC
25.27A) [5]. It provides guidance for developingmaintenance and inspection instruc-
tions for the Electrical Wiring Interconnect System (EWIS). It also supports the
improvement of aircraft at manufacturing stage. A research sponsored by U.S.
Department of Transportation in 2006, reported the use of zonal analysis for EWIS
and develop risk assessment software tool to help combine four aspect analyses
together for the whole aircraft EWIS [7], which are bundle damage potential, system
damage potential, subsystem damage potential and fault damage potential. This
approach examines the powerwires in a bundle and uses experimental data alongwith
parameters, such as wire gauge and insulation type, power source and voltage, and
circuit protection, and then it assesses the potential damage by zones. This approach
is effective only when containing a EWIS database where the relevant parameters of
wires, the systems they support, bundles and zones are brought together. By using
this approach, it must be able to integrate the results of the EWIS analysis with the
overall aircraft safety analysis.

Another approach mostly used in aircraft industry is ZSA from SAE ARP4761.
The analysis begins with the definition of aircraft zones, and then uses design and
installation guidelines and criteria to inspect the system component installations and
inference in each zone. Inspection records are documented and submitted to relevant
departments of the project for problem resolution. Analysis records are also used
for resolution process tracking in regular inspections. Figure 2 shows the working
process of ZSA.

In the initial ZSA process, the inputs include product design data, system descrip-
tions like schematics, traditional physical mock-up, regulations and other reliable
engineering results from FMEA (Failure Modes and Effects Analysis) and PSSA
(Preliminary System Safety Assessment). It is also interesting to find that expe-
rience, maintenance and operational hazards, and aircraft level requirements are
important inputs in preparing of design and installation rules. This partly reflects the
fact that current ZSA results are depends on various engineering data sources and the
results are scored more from personal experience. According to SAE ARP4761, the
general design and installation guidelines for system installations normally include
ensuring of no unacceptable stress, minimizing stress of the attachments to moving
parts in positioning and mounting, and minimizing water accumulation of the pneu-
matic pipes and hoses in installations [8]. All these guidelines are used to ensure
the systems work correctly regard to the failure of one system affecting the other
ones, avoiding both systems failure by separating one system. These detailed check
activities are actual done by engineers or mechanics manually with low efficiency.
At manufacturing stage, ZSA is applied for early production aircraft units [9]. A
sample check list is shown in Table 1 to have a brief view of how the inspection
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Experience

Maintenance and 
Operation Hazards

Consideration from 
PSSA

Aircraft level 
requirement and 

objectives

Prepare Design and 
Installation Rules

Approve Rules by 
Design

Examine Zone for 
conformance with 
Approved Rules

Prepare List of 
Components in Zone

Installation Drawings, 
System Descriptions, 

Mock-up, AC, etc.

Prepare List of 
Component External 

Failure Modes

Intrinsic Hazards

Components FMEA, 
FMES, or equivalent

Examine Zone for 
Effects in Adjacent 

Systems

Determine Effect on 
Aircraft

Acceptable?Modification Request Corrective 
Action

Zonal Analysis Report

System Description 
and PSSAs of 

adjacent Systems

Effects considered in 
relevant SSAs

NO

YES

Inputs InputsZSA Tasks

Output
Output

Fig. 2 ZSA process in SAE ARP4761 [6]

Table 1 An example of ZSA worksheet [6]

Zonal safety analysis summary sheet

Aircraft type/standard Zone: main landing
gear bay

Complied by Sheet: 01 of: 01

Date Issue: 01

Query Sheet No. Reason for
non-compliance

Action taken Remarks

27.01 Flight control bolt
installed head down

Query sheet OPEN

92.01 Long bonding strips Query sheet OPEN

92.02 Chafing of conduits Installation drawing
modified

Query sheet CLOSED

92.04 Missing drain holes in
several conduits

Query sheet OPEN

information are recorded and documented. Traditionally, the information used in the
zonal analysis process are mostly in the form of textual-based paperwork.
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2.2 Aircraft Digital Engineering Tool

A geometric model or spatial model represents geometric and/or spatial relation-
ships. 3D CAD models or Digital Mock-Up (DMU) are applied in aircraft design
for quite a long time that include dimensions, positions and other descriptive non-
geometric attributes data or so called as Product and Manufacturing Information
(PMI) [10]. Traditionally, PMI contains tolerance, welds types, surface finish, datum
target, annotations, etc. In 3DCAD systems, PMImay also contain geometric dimen-
sions, Bill of Materials (BOM) and 3D functional textual instructions. Installation
and test notations are also a part of PMI for in aircraft systems 3D models. Dassault
Systèmes CATIA V5 is one of the most popular and widely used computer aided
engineering tool, which incorporates CAD, CAM and other applications. The typical
modelling environment is illustrated in Fig. 3.

Tomake themost use of DMUs and improve theworking experience in design and
manufacturing, Augmented Reality (AR) and Virtual Reality (VR) are introduced.
AR is a kind of innovative and effective human computer interaction (HCI) tech-
nology, used to enhance the users’ perception of the real world by superimposing
virtual digital information to the relevant real objects [11]. AR has been applied
in some area of industry, e.g., inspection [12], maintenance training and operation
support [13], assembly [14], design andmanufacturing [15]. It shows that the AR can
present virtual model and necessary information on the corresponded real objects in
time. Thus, it improves the ability of information acquisition for the operator during
the manual process, and makes it easy to recognize the real objects. The typical
application scenario is showed in Fig. 4.

Fig. 3 An example of 3D CAD assembly model with PMI in CATIA V5
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Fig. 4 The AR system used in aircraft assembly [16]

VR includes computers, sensors and simulation technologies. Its basic implemen-
tation is to simulate the virtual environment with 3D CAD model to give the user
a sense of immersion [17]. VR has been used for training and analysing in some
fields of industry, for example, assembly training [18], accessibility and ergonomic
analysis [19], verification of assembly and maintenance processes [20]. It is proved
that VR is effective in improving human perception by establishing an immersive and
interactive virtual engineering environment. Figure 5 illustrates the typical virtual
interacting environment.

Fig. 5 The virtual
engineering scenario for
door assembly [20]
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2.3 Aircraft System Integration and Development Process

An aircraft is a system of systems (SoS) [21–23]. The top-level aircraft system struc-
ture can be defined as vehicle system, avionic system and mission system [2]. In
the design and development process, multidisciplinary are applied on these systems
including aerodynamics,materials,mechanical, electrical, information and computer
technologies [24]. There are a number of forms of system integration. System like fuel
tanks are physically integrated with structures [25]. Some systems receive, send and
exchange internal and external information for system control and display purpose
[26, 27]. Typical examples include the need of information about valves open or
closed state, the display of fuel mass and engine speed, and usage of the aircrew
commands [28]. The system interdependencies can be generally concluded as two
aspects which are physical and functional interdependence. The physical aspect has
strong links with weight, installation and loads, while the functional aspect is speci-
fied as information based integration [29]. From the system integration point of view,
the principles of ZSA introduced in Sect. 2.1 actually guarantee the aircraft system
functionalities by ensure the right physical integrations.

Modern large-scaled aircrafts are long life complex systems following by system
integration and validation [30]. A widely accepted simplified aircraft development
lifecycle model is shown in Fig. 6, which covers from definition, design, build, test,
operate to refurbish or retire.

Tomeet the rapid growingmarket requirement and reduce the high product change
cost, concurrent engineering was applied in many companies since 1990s’. In 1991
the Concurrent Engineering Forum that took place at Cranfield University defined
concurrent engineering as “the delivery of better, cheaper, faster products to market
by a lean way of working using multi-discipline teams, right first-time methods and
parallel processing activities to continuously consider all constraints” [32].

It is clear from Fig. 7 that a concurrent engineering lifecycle allows the design and
manufacturing activities to be taken in parallel. The advantage of this model can be
concluded as more efficient information exchange between different stages, thus the
growing information certaintieswith development process going create opportunities
for more system verifications be taken at earlier stages.

Fig. 6 The aircraft full lifecycle [31]



80 T. Li et al.

Fig. 7 A concurrent engineering lifecycle model for design and manufacturing

2.4 Gap Summary

Further investigation found that previous ZSA research concentrate more on aircraft
design stages, especially the conceptual and preliminarily stage [4, 33]. ZSA is a
methodology that ensures safety analysis towards physical installations, early design
stages may not have adequate physical integration information to support a robust
analysis result. This requires the product design and manufacturing engineering to
be taken in concurrent engineering mode, thus information can be transmitted and
iterated through the development processes. Another gap is traditional ZSA relies
much to personal experience, which leads to different analysis results. The same
installations in a zone may have different hazard analysis results due to different
understanding and implementation of criteria. Immersive digital tools like VR and
AR are in the advantage of real-time and real-world experience. This would make
engineers and mechanics make more reliable decision in a ZSA process. Besides,
the guidelines in SAE ARP4761 are published in 1990s and digital engineering
principles are getting profound influence on the aircraft design and manufacturing.
The initial ZSA should be expanded to support DMU as a main master engineering
data source than previous 2D drawings.

3 Method Development

This research aims to propose an improved ZSA methodology by integration digital
engineering tools into the inspection and analysis process. The gaps found in Sect. 2.4
indicate the new method should:

• Supports DMU as a master model covering the lifecycle of aircraft system
development stages including assembly process planning and product serial
manufacturing.

• Has the advantage of fast identifying and analysing the physical installation
objects in ZSA process.
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• Integrates system both DMUs and installations associated information to allow
further zonal analysis.

3.1 Integrate VR and AR into ZSA

Previous literature indicates that VR and AR have the potential to bring the informa-
tion in an immersive way to people, which improves the accuracy of inspection and
decision making.

VR provides a real-world sense to allow people verify the adjacent system compo-
nents in assembly design and installation plans regardless it is at early or late devel-
opment stage. As the DMUs are the master assembly model in aircraft design and
manufacturing, physical installations are represented not only in static fixed posi-
tions, but also can be simulated the all the installation activities such as fastening,
attaching, holding and fixing. In other words, the hazard factors caused by human
activities, process or tool selection can be also included in the ZSA process. Previous
investigation reveals the system complexity comes from the large number of installed
components in a limited space.

When applying ZSA inspections, it is not easy to identify the specified system
component or equipment like a hydraulic line, sub-segment cable bundle or a small
connector. AR pushes notifications to people to easier identify individual component
and access at the right position in the zone. Additional information that required
by ZSA can be also embedded into the DMUs including process plans, tolerance,
system schematics, material information and other kinds of PMI. According to the
initial ZSA process, much of the inputs are non-geometric information. The AR-
based information delivering would bring more convenient in ZSA inspections and
analysis to engineers and mechanics working.

3.2 Engineering Data Source that Support ZSA in Different
Stages

3DDMU is considered as amaster engineering data source in the developingmethod,
which is themajor difference compared to the traditional 2D drawings input. ADMU
integrates detailed geometric information and the embedded PMI expands models
with more information needed for applications. SAE ARP4761 requires ZSA to be
undertaken in all the development stages. If follow the general principles of the
concurrent engineering model mentioned in Sect. 2.3, the ZSA processes involved
in each stage can be presented in Fig. 8.

Generally, there are three main stages in the development process if classifying
by the generating and use of engineering data source: data in aircraft design, data in
process design or known as industrial design, and the data used in manufacturing.
Figure 8 explains the data flows transmitting between thesemajor stages. Firstly, ZSA
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Fig. 8 The inputs and outputs of ZSA and their relationships in different stages

is applied in each stage following the development process. Once the ZSA outputs
indicate modifications should be done in the 3D DMUs, DMUs are then improved
and allow a further inspection until it is completely satisfied. The analysis result in
each stage will be used as basis for the next stage work. Besides, the information
uncertainties are reducing with the aircraft system development process going. As
the stages progresses and the engineering data become fixed or with lower-level
uncertainties, more of useful information can be extracted from the DMU to support
more reliable and robust decision making. It should be pointed out that the DMU
modifications include both the geometric and non-geometric information. However,
there aremore geometric or assembly design changes at design stages, andmore non-
geometric PMI changes like processes, assembly sequences and tooling information
at the latter two major stages. This framework also allows communication chances
for every two stages in parallel.

3.3 Expand ZSA Process with Digital Engineering

TheZSAprocess requires design and installationguidelines, product data, FMEAand
system descriptions, which both contains physical and functional integration infor-
mation. For instance, the installation criteria “hydraulic lines to structure distance
should be minimum to 5 mm” requires people to identify the specified hydraulic line
installations first. The description of current zone information, and other functional
information from system schematics should also be prepared to support a dedicated
inspection. In this research, the information that support ZSA process are defined as
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Fig. 9 Proposed ZSA methodology with digital engineering tools

ZDMU, which aims connecting required aircraft zones, system components, human
factors, and processes to be a unified engineering data source. It helps the information
transfer between development stages bymodel improving and reusing. The proposed
new ZSA methodology with digital engineering tools is shown in Fig. 9.

The expandedZSAmethodology consists of three parts, the preparationofZDMU,
detailed ZSA, and results outputs. The ZDMU are defined by adding product Bill
of Materials (BOM), specified assembly process, zone partitioning breakdowns, and
system functiondescriptions.The list of component external failuremodes canbe also
included in a ZDMU. When a ZDMU goes into the dedicated ZSA process, VR and
AR are introduced to help examining hazard effects in adjacent system components
and structure by zones with approved rules. In digital engineering, modifications are
made to improve the DMU if required by the analysis results. Design and manu-
facturing activities in different stages would all benefit from this methodology. At
early design and development stages especially the conceptual design stage, much
information is connected to system requirements and functions. The early stage
ZSA inspections actually refer to general system layouts and verifications of layouts
towards aircraft functionalities partitioning. VRwill help fast iteration of such zonal-
based analysis. When it comes to later process planning and manufacturing stages,
AR helps to have easier and more accuracy information access, as well as more
efficiency ZSA practice.
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By following the AR-based ZSA analysis, people would require less experience
in decision making of whether the physical installations meet the design criteria and
regulations.

4 Construction of VR/AR Environment for Implementation

The proposed approach uses integrated ZDMU that links physical installation infor-
mation andnon-geometric inputs required byZSA.To supportVRandAR implemen-
tation, an environment is created towards the activities in design and manufacturing
stages. Two initial case studies are then introduced in this section.

4.1 Implementation of VR in ZSA

Figure 10 shows a detailed assemblymodel of the engine pylon bay zone. The system
components in this area include equipment, tube and hydraulic lines, valves, cable
harness wirings, and pylon skin. Real-time operation related information like human
postures, system descriptions, assembly processes, ground facilities are also created
as associated data as part of the ZDMU.

In the virtual world, engineers analyse the adjacent effect of one component to
the others. For example, the cable harness wirings on the left-hand side in Fig. 10
are closed to the big tubes. Further inspection found the wirings are electrical power
supply wirings and thus following the safety distance for crucial systems, it does not
meet the installation criteria in current assembly design. Similarly, attachments to
moving parts in this bay are also checked in VR to ensure these components have
the minimized functional hazard caused by poor installation positioning. Figure 11

Fig. 10 A ZDMU created for ZSA
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Fig. 11 ZSA inspection in VR environment

illustrates the implementation sense of ZSA using VR. The virtual hand activities
in Figs. 10 and 11 allows the hazard checking in assembly and even maintenance
operations. The accessibly checking of a ground facility to oil system, and hatch
locking operations in a virtual assembly plant is available in this ZSA implementation
environment.

4.2 Implementation of AR in ZSA

TheAR is used to superimpose virtual information on the specified real objects during
theZSAprocess, such as the 3Dmodel, texture and imagedata.As shown inFig. 12, in
checking the hydraulic lines stand-offs between the floor, BOMinformation and other
working instructions from theZDMUare pushed in the implementation environment.

In manufacturing phase, engineers or mechanics will carry out the zonal based
analysis task in the ZDMU or a real-world aircraft. For instance, the ZSA process
needs to be applied for the hydraulic lines and floor in the same zonal showed in
Fig. 12. Thanks to AR, the hydraulic line ID numbers like “YT001”, “YT002”,
“YT003”, and the inspection instructions are pushed in the AR terminations, helping
people to take the ZSA tasks directly without preparing much more texture-based
paperwork and acquire the ZSA guild information in time.
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Fig. 12 AR environment support ZSA process

5 Conclusion and Future Work

This research investigates the problems of traditional ZSA process in SAEAPR4761
and provides a novel method to implement ZSA that would be used towards digital
engineering. With the help of VR and AR tool, it is possible to support ZSA imple-
mentations both in design and manufacturing. Another novelty in this research is
to build a new ZDMU, which integrates geometric and non-geometric informa-
tion required for ZSA inputs. By applying the new ZSA methodology, engineers
and mechanics will obtain sufficient physical and functional integration informa-
tion allowing less experience needed in the ZSA process. It changes the initial ZSA
process from paperwork based to ZDMU based. The concurrent engineering frame-
work allows information exchange and iterations to be taken efficiently. This ensures
the analysis results better meets the requirements of zonal hazard analysis in different
stages, avoiding the risks of poor decision making based on inadequate product and
assembly information. Implementation environment are also introduced to examine
VRandAR in the expandedZSAmethodology.Two initial case studies are created for
implementations for design and assembly respectively. The results show the feasible
of the methodology and VR/AR tools improve the accuracy in hazard identifica-
tion in the immersive and augmented world, which brings better experience in ZSA
process.

Futureworkwould be required to develop themore detailedmodelling regulations
for ZDMUs. Currently, the new ZSA methodology is only tested in one aircraft bay
with simplified and limited numbers of system components. It is suggested to use
more bays with high-level complicities installations to examine the workflow and
efficiency. The effects between adjacent bays in the digital engineering are also very
interesting to be analysed by using VR/AR tools.
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A Quantitative Analysis Method
of Itemized Requirement Traceability
for Aircraft Development

Dong Liang, Liu Kanwang, Zhao Pan, and Dai Jingli

1 Introduction

With the application and promotion of itemized requirement management tech-
nology in aircraft development, a large number of itemized requirements are defined,
refined, and decomposed as the further decomposition of aircraft development hier-
archy, forming a rich traceability relationship [1, 2]. A more complex and richer
relationship between top and bottom requirements, different types of requirements,
requirements and different design features is shown, forming a complex evolutionary
process of “top–bottom decomposition and transmission” and “bottom-top deriva-
tive trade-offs” [3]. This complex traceability relationship and its changes reflect not
only the requirement transmission process, but also the decomposition and refine-
ment quality of the requirement along with the aircraft development process. There-
fore, it is necessary to conduct quantitative analysis and evaluation research on the
requirement traceability relationship by building a quantitative traceability analysis
model for requirement items to better identify and analyze requirement decompo-
sition granularity, requirement transmission route status, and requirement definition
quality status, etc.
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2 Analysis of Itemized Requirement Decomposition
and Allocation Process

2.1 Requirement Decomposition and Allocation

The requirements are decomposed layer by layer along with the architecture design
process, that is, the requirements of the upper product structure are detailed and
decomposed due to the decomposition of the product structure to its next layer. After
the upper-level requirement is decomposed, the requirement can be allocated. The
type of requirement traceability relationship formed by decomposition is a satisfac-
tion relationship [4], that is, the set of the lower-level requirements should be able
to meet all the upper-level requirements, see Formula (1), where Ri is an upper-
level requirement, and Rij is one of the set of the lower-level requirements, and the
maximum value of n is the number of components of the lower product structure.

Ri =
n∑

j=1

Rij (1)

The mapping relationship established by requirement allocation is the basis for
traceability. The allocation of requirements in aircraft development can be catego-
rized into vertical and horizontal aspects. Vertical allocation is the decomposition
and allocation of requirements from the aircraft level, to the system level, to the
subsystem level, and then to the equipment level, and so on. Horizontal allocation is
the distribution relationship between requirements and architectural design elements,
which can be divided into 2 categories (Fig. 1).

(a) Allocation of non-functional requirements such as performance and safety to
functional requirements
After the functional requirements of each product object is determined, its
corresponding non-functional requirements like performance and safety have
to be defined and fulfilled, and “Trade Studies” is used to quantify these require-
ments. All non-functional requirements should be traced to its corresponding
function, and all functions have performance requirements. At the same time, a
traceability relationship between performance requirements and its upper-level
requirements should be established.

(b) Decomposition and allocation of requirements to architectural design elements
For a complex system, the architecture design of the product objects at each
layer involves the evolutionary process of functional architecture, logical archi-
tecture, and physical architecture. A specific architecture scheme is finally
formed through the trade-off analysis with system architecture design. The
evolution process of architecture design is closely related to the decomposi-
tion and allocation process of requirements. Requirements are the input of
architecture design. At the same time, the architecture trade-off results will



A Quantitative Analysis Method of Itemized Requirement … 91

Fig. 1 Four requirement allocation processes

derive corresponding requirements to achieve constraints on the architecture.
The process can be further divided into the following three aspects:

(1) Decomposition and allocation of requirements to functional architecture.
Requirements are allocated to functional architecture elements. After
architectural trade-offs, derivative requirements and interface require-
ments based on a specific functional architecturewill be generated,which
is helpful to determine the functional baseline.

(2) Decomposition and allocation of requirements to logical architecture.
Based on a specific functional architecture, the requirements are allo-
cated to logical architecture elements. After architectural trade-offs,
derivative requirements and interface requirements based on the specific
logical architecture will be generated, which contributes to determine the
allocation baseline.

(3) Decomposition and allocation of requirements to physical architecture.
Based on a specific logical architecture, the requirements are allocated to
the physical architecture elements. After architectural trade-offs, deriva-
tive requirements and interface requirements based on the specific phys-
ical architecture will be generated, which helps to determine the product
design baseline.

During the allocation process above, derivative requirements will be correspond-
ingly generated and they are of uncertainty, for they are usually determined according
to the architecture scheme of its sub-layer product. For example, when the flight
control hydraulic system goes to actuating actuators, it is necessary to define the
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travel requirement of the actuators. Therefore, it is generally considered that deriva-
tive requirement is a requirement that depends on the solution. The derivative require-
ment needs to be evaluated and analyzed by taking the decomposition process of
the upper layer into consideration to determine the rationality and influence of its
existence.

To sum up, the requirements decomposition process in the horizontal dimension
can be simply described as the following four allocation steps:

(1) The parent non-functional requirements to functional requirements;
(2) The functional requirement sets to the child functional architecture, and then

some new requirements are derived;
(3) New requirement sets derived from the functional architecture to the child

logical architecture, and then some other requirements are derived;
(4) The derived requirement sets from logical architecture to the child physical

structure, which will also generate some new requirements.

In this process, it is also necessary to combine the requirements derived from
different architecture to eliminate conflicts and redundancy. Therefore, the require-
ments traceability analysis is an effective technique to discover requirements
contradictions and overlaps.

2.2 Top-Down and Bottom-Up Tracing Relationships

The requirement evolution process is a complex one of “top-down decomposition
and transmission” and “bottom-up derivative trade-offs”. It is not always feasible
to establish a complete traceability of top-down requirements, but it can ensure that
the source of each requirement is clear and can enable high-level requirements to
be transmitted along with the decomposition of aircraft architecture. The derivative
requirements arising from architectural trade-offs (for example, that an off-the-shelf
product is used to realize a certain function of the upper product is a bottom-up trans-
mission process of requirement) cannot be directly traced to its upper layer require-
ments, but corresponding design decisions can be found. These design decisions
themselves can be traced back to upper-level requirements. Therefore, to a certain
extent, derivative requirements can be traced to upper-level requirements indirectly.
In this process, it is necessary to confirm that there are no conflicts between the
lower-level and upper-level requirements.
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3 Itemized Requirement Traceability Analysis Method

3.1 Perspective of Requirement Traceability

In the aircraft development process, as the product life cycle advances, traceability
relationship will be established between requirements and other design results,
mainly including:

(a) Requirement-Source (RS): the traceability relationship between requirements
and the stakeholders or documents that put forward the requirements.

(b) Requirement-Basis (RB): The traceability relationship between requirements
and the reasons to propose those.

(c) Requirement–Requirement (RR): the traceability relationship between require-
ments and other requirements, and this is a two-way relationship.

(d) Requirement-Architecture (RA): the traceability relationship between require-
ments and the next-level system architecture elements. Different subsystems
are developed by different suppliers, so such traceability relationship is very
important.

(e) Requirement-Design (RD): The traceability relationship between requirements
and specific software and hardware components, which are used to achieve
requirements.

(f) Requirement-Interface (RI): The traceability relationship between require-
ments and external system interfaceswhich are also the source of requirements.

(g) Requirement-Verification (RV): The traceability relationship between require-
ments and bottom-top integrated verification of a system.

These traceability relationships reflect different requirement traceability views
and can be used for requirement traceability analysis from different perspectives.

3.2 Types of Requirement Traceability

The traceability of requirements down to the lowest level can assist in analyzing
whether each requirement comes from or is related to the expectations of stake-
holders. If the requirements are not allocated to a lower level or are not achieved
at a lower level, the design goal will not be met, which leads to invalid design.
Conversely, if the lower-level requirements cannot be traced to the upper-level ones,
it will lead to over-standard design. In aircraft development, the traceability rela-
tionship of requirement-related elements covers satisfaction, interface, compliance,
derivation, verification, etc. It will be shown in detail as follows:

(a) Requirement satisfaction relationship: It means that the parent requirement
is decomposed into several child requirements, and the execution of child
requirements will trigger the achievement of the parent requirement. This is
the widely used type of relationship.
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(b) Requirement interface relationship: It indicates the interface constraint rela-
tionship between the requirement items composed of different products.

(c) Requirement compliance relationship: It indicates the compliance relation-
ship of the requirement item to the terms of standards, regulations and other
documents.

(d) Requirement derivation relationship: It is used to identify derivative require-
ments (i.e., a solution-based requirement). For establishment of a derivative
relationship, it is necessary to carry out an impact analysis of the derivative
requirement and define its influence on other requirements.

(e) Requirement verification relationship: It indicates the relationship between a
requirement item and its requirement verification.

3.3 Representation of Requirement Traceability

Generally, there are four ways to express the requirement traceability relationship
[5, 6].

a. Matrix representation. The rows and columns of the matrix represent the trace-
ability relationship between different requirements. This method is found to
have the following problems:

(1) The requirement description in both directions of the matrix is too long
and the display effect is poor.

(2) The traceability relationship in the matrix is usually sparse, and space
waste will be made.

(3) Multi-layer traceability needs to be represented by multiple separate
matrices, which is poor in efficiency and overall display.

b. Link notation. Based on the Web environment, the requirement traceability
relationship can be expressed in the form of hyperlinks. But the problem is as
follows:

(1) The link object at the other end must be made visible to ensure that the
link is valid.

(2) When the hyperlink is deleted at one end, it is difficult to find out in time,
and the link is prone to be dangled.

(3) It is difficult to conduct global requirement tracking analysis.

c. Logical operation notation. Use logical AND, OR, and NOT to express require-
ment link relations, also known as requirement And/or tree. For example, R1
can be decomposed into R11 and R12, or decomposed into R13, R14, and R15.
The logical representation has the following defects:

(1) The expression method suits for the computer processing mechanism, but
it is difficult to express intuitively.
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(2) For a simple traceability relationship, it is inevitably too complicated to
use, and the operation is not convenient enough.

d. Graphical representation. Graphical representation is a relatively ideal way to
represent the traceability of requirements, and the traceability relationship is
represented by visual graphical links (Fig. 2). Its characteristics are as follows:

(1) Create links between requirements to describe the corresponding trace-
ability relationship.

(2) Delete the links between requirements in a controlled manner.
(3) Simultaneously observe the text (or other attributes) of the descriptions at

both ends of the selected relationship.
(4) Do Coverage analysis to show requirements that are covered and not

covered by the selected relationship.
(5) Perform single-layer or multi-layer impact analysis to show the set of

affected requirements.
(6) Perform single-layer or multi-layer export analysis to show the original

set of requirements.
(7) Performupward anddownward retrospective relationship analysis to show

the objects covered and not covered by the selected relationship.

Fig. 2 Graphical traceability
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4 Quantification and Evaluation Method of Itemized
Requirement Traceability

4.1 A Quantitative Models of Requirements Traceability
(QTMR)

The complex traceability relationship between requirements can be analyzed and
evaluated using quantitative indicators, and the traceability model formed is as
follows.

QMRT (RN ) =
⎧
⎨

⎩

RCR(RN ),

RT DD(Ri ), Ri ∈ RN
RTGD(Ri ), Ri ∈ RN

(2)

(a) Requirement Cover Rate (RCR)
RCR is a partial quantitative index of a collection of requirements items, which
represents the degree of coverage of the traceability relationship to the next
level, and is used to measure the completion of the traceability relationship
between the requirements of this level and the next level.
The calculation method of RCR is the ratio of NI to M1, where N1 is the
number of upper-level requirements that a link relationship with the lower-
level requirements can be established andM1 is the total number of upper-level
requirements.
That is, RCR = N1

M1
, 0 ≤ R ≤ 1. If R = 0, it indicates that the requirements

are not covered at all; if R = 1, it indicates that the requirements are completely
covered.

(b) Requirement Traceability Depth Degree (RTDD)
RTDD is a global indicator oriented to a single requirement item, which repre-
sents the number of layers that it extends upward and downward from the
requirement item [6].

RT DD(Ri )

⎧
⎨

⎩

Ddown, Dup

Ddown = 0, 1, 2, 3, . . . ,N
Dup = 0,−1,−2,−3, . . . ,−N

(3)

whereas,

(1) Ddown indicates the number of layers that Ri extends downward.
(2) Dup indicates the number of layers that Ri extends upward.

In aircraft development, the levels of requirements decomposition will
not be somany, and usually N ≤ 10, where N represents the total number
of levels of requirements.

(c) Requirement Traceability Growth Degree (RTGD)
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RTGD is also a global indicator for a single requirement item, which indicates
the number of requirement items that can be traced upward or downward, so
it is also called the traceability width [6]. When traced downward, it is called
the out-degree of requirement and takes a positive value; when traced upward,
it is called the in-degree of requirement and takes a negative value.

RTGD(Ri ) =
⎧
⎨

⎩

(Gout ,Gin)

Gout = 0, 1, 2, 3, . . . , N
Gin = 0,−1,−2,−3, . . . ,−N

(4)

whereas:

(1) Gout > 0 indicates the growth of Ri to the next layer. Gout = 0 indicates
that Ri is the bottom requirement, or that Ri is not decomposed and
allocated;

(2) Gin < 0 indicates the retrospective relationship between Ri and the
requirements of the upper layer, that is, reverse growth.Gin = 0 indicates
that Ri is the bottom requirement, or that Ri is not decomposed.

In Fig. 3, Ra is met by a requirement of its next layer, RTGD(Ra) = (1, 0). In
Fig. 4, the requirement Rb is satisfied by the next five requirements, RTGD(Rb) =
(5, 0). Then the following conclusions can be got through relative analysis:

(a) The requirement Ra is decomposed into one child requirement. It is necessary
to consider whether Ra1 is the requirement of this layer.

(b) The requirement Rb is broken down into multiple child requirements. The
quality of its definition might not be high.

Fig. 3 Gout is 1

Fig. 4 Gout is 5
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(c) The requirement Rb is more complex in nature than Ra and requires special
attention.

(d) The impact of changing Rb is greater than changing Ra, which requires
attention.

4.2 Evaluation of Requirement Traceability

The quantitativemodel of requirement traceability can assist designers in quantitative
analysis and evaluation of requirement decomposition and distribution, and it can
help evaluate and predict the impact of requirement changes.

The rules applied are as follows:

(a) Apply RCR to assess the completion of a set of requirements to establish a
traceability relationship. The closer the RCR is to 1, the more complete the
traceability relationship is.

(b) Use RTDD to assess the importance of requirements. Generally, the smaller
Ddown is, the lower the level of requirement and the smaller the scope of
influence during changes. On the contrary, the larger the Ddown is, the higher
the level of needs and the larger the scope of influence during changes. The
analysis should be focused.

(c) UseRTGD to evaluate the granularity of requirement decomposition and distri-
bution. Usually, if Gout is too large or too small, it means that the quality of
requirement decomposition and distribution is not good. If Gin is too large, it
means that the granularity of requirement is too large and should be further
subdivided.

Figures 5, 6, 7, and 8 show four typical requirement decomposition and allocation
examples

In example 1, RTGD(R11) = (5,−1) indicates that the granularity of R11 is too
large and is decomposed into multiple requirements.

Fig. 5 Example 1 of
requirement decomposition
and allocation
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Fig. 6 Example 2 of
requirement decomposition
and allocation

Fig. 7 Example 3 of
requirement decomposition
and allocation

Fig. 8 Example 4 of
requirement decomposition
and allocation

In example 2, RTGD(R11) = (1,−1), RTGD(R12) = (1,−1), RTGD(R13) =
(1,−1), RTGD(R14) = (1,−1) and RTGD(R15) = (1,−1) indicate that the gran-
ularity of R11, R12, R13, R14 and R15 is too small and they should be processed
together.

In example 3, RTGD(R11) = 0,−1 means that R11 has not been decomposed.
RTGD(R12) = 2,−1 and RTGD(R13) = (2,−1) mean that the decomposition
and distribution of R12 and R13 are more reasonable.

In Example 4, RTGD(R132) = (0,−3) indicates that B comes from multiple
parent requirements and requires special attention.
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In addition, for example 1, R11 may be positioned as too high, and it should be
grouped to its next layer. For example 2, R11~R15 may be located too low and it
should be affiliated to its upper layer. Of course, too high or too low here is a compar-
ative statement, and such positioning imbalance can be digested and coordinated
through its next level.

4.3 Balance Analysis of Requirement Decomposition

The requirement decomposition and distribution balance ensure the stability of the
requirement at each level in the evolution process, and the reasonability of granularity
of the requirement in the traceability control process, and satisfaction of requirements
for plan design and control requirement of subsequent verification process. The gran-
ularity of requirements will be an important factor in the control of requirements.
The appropriate granularity of requirements will provide an extremely important
consistency guarantee for module design. Therefore, the modularization of aircraft
development is the modularization of the entire process of aircraft development,
covering modular design, modular management, modular production task decompo-
sition, modular verification and analysis, modular maintenance support, andmodular
Life cycle processes such as scrapping and reuse (Fig. 9).

At the same time, RTGD can be represented with histogram. The lower part of the
horizontal axis represents the upper-level input of the requirement, and the upper part
of the horizontal axis represents the lower-level decomposition of the requirement.
This canmake evaluation of analysis of the granularity of requirement decomposition
in a more intuitive way.

Fig. 9 Example of RTGD histogram
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5 Conclusion

With the application and promotion of itemized requirement management for aircraft
development, a large number of itemized requirements are continuously decom-
posed with the gradual decomposition of aircraft development levels, and a rich and
complex traceability relationship has been established. The quantitative analysis and
evaluation method for itemized requirement traceability proposed in this paper can
assist designers to better identify and analyze requirement decomposition granu-
larity, requirement transmission route, and requirement definition quality status, and
this has a significant role in improving the refined level of itemized requirement
management.
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Acknowledged SoS Architecture Design
Based on Agent-Based Modelling

Qing Shen and Lefei Li

1 Introduction

In today’s interconnected word, System of Systems (SoS) is widespread. A single
system can hardly meet all needs in different scenarios without the collaboration
of other systems. Therefore, at the SoS Architecture design phase, it’s important
to consider the interaction of SoS and Constituent Systems (CS), in addition to the
design requirements of a single constituent system itself. SoS can be classified into
four types by the degree of managerial control of SoS [1]. The Acknowledged SoS is
one of them and it commonly exists in reality, like Transportation SoS, Military SoS.
AcknowledgedSoSArchitecture has recognized goal and focus on the interaction and
collaboration of SoS and CSs to achieve these SoS-level common goals. Therefore,
the research on Acknowledged SoS Architecture design is conductive to explicate
the interaction impact between CSs and SoS.

There are already several architecture frameworks dedicated to solving SoS archi-
tecture design problems, e.g. Zachman Framework, DoDAF, TOGAF, C4ISR and
many more [2]. However, these models are mainly used to display static information
at top-level design phase, which is hard to synchronize performance on different
operational scenarios [3]. Based on this limitation, it’s difficult to involve real oper-
ational data to evaluate the effectiveness of different Architecture Design. Some
scholars propose executable model to study interaction and evolution of SoS [4, 5].
Darabi comes up with the SoS architecture conceptual model based on Agent-based
Modelling (ABM) [6]. In general, SoS is composed of many systems in different
domains and operational scenarios are complex and changeable. Therefore, consid-
ering the implementation difficulty and practical application value, there are larger
advantages on mixing Agent-Based Modeling into traditional architecture structure
modeling. The method of modeling and simulation is more suitable to capture the
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emergence of SoS. However, there are few research to provide a comprehensive
perspective on SoS architecture framework and SoS operational scenario modeling.
In this paper, we focus on Acknowledged SoS architecture design problem, seeking
to provide a set of process tomodel real Acknowledged SoS cases, abstract SoS archi-
tecture model to explicate interaction between CSs and SoS, build exactable model
to analyze the impact of constituent system motivations and evaluate effectiveness
of alternative architectures.

The rest of this paper is as follows: Sect. 2 introduces related work on SoS archi-
tecture framework and executable modelling. Section 3 describes the set of process
to model Acknowledged SoS with the case of Epidemic Prevention and Control
SOS. Section 4 provides the simulation results to evaluate alternative architectures.
Section 5 concludes our work and summarize the future research.

2 Related Works

2.1 SoS Architecture Framework

The architecture in a SoS is used to designate how the CSs coordinate in different
operational scenarios [7]. It includes the definition of cooperation mechanism among
CSs, their functions, date flow, communications between CSs and SoS. Archi-
tecture modeling is a process to describe the architecture development through a
series of architecture models in different perspectives [8]. Architecture framework
provides unified terms and rules to guarantee consistent understanding of architecture
integration.

Over the past few decades, there has been a number of architecture works and
the earliest and the widely accepted one is Zachman framework [9]. It uses a 2-
dimension matrix to describe six perspectives (what, how, where, who, when, why)
from viewpoints of five stakeholders (planners, owner, designers, implementers, sub-
constructors). It emphasizes comprehensive presentation of systems regardless of
the guidance on implementation process, which has no compliance rules to guide
development process [10].

Besides, the research on architecture framework in the last twodecades is drivenby
the U.S. department of defense, which has released a series of C4ISRAF (Command,
Control, Communications, Intelligence, Surveillance, and Reconnaissance Archi-
tecture Framework) and DoDAF (Department of Defense Architecture Framework)
[11]. C4ISRAF and DoDAF are also regarded as benchmark of other architecture
in the military field, such as MODAF (the Ministry of Defense Architecture Frame-
work) and NAF (the NATO Architecture Framework). Take DoDAF as an example,
it includes three views in operational, system and technical standards to show a
detail explanation. However, it lacks description of development and maintenance.
Therefore, DoDAF is more like the statement on the final product.
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TOGAF (TheOpenGroupArchitectural Framework) was developed in 1995 [12–
14]. It focuses more on the architecture developing principles. The key element of
TOGAF is Architecture Development Method (ADM) which provides guidance on
step-by-step process for development. Therefore, it’s more applicable at the architec-
ture design phase. In addition, TOGAF emphasizes information management, which
supports more on the study of the communication mechanism of SoS.

2.2 Executable SoS Modeling and Simulation

Our final goal is not only to establish different perspective representation by the
architecture framework mentioned before, but to improve interoperability mecha-
nism amongCSs by the analysis of standardized architecturemodeling and guarantee
performance of desired functions [15]. Although these architecture frameworks are
able to describe SoS structure and behaviors, the information is static and hard to
help the verification of the dynamic interactions [3]. Therefore, an executable model
is needed to simulate the behavior change in SoS evolution process, creating the
bridge of architecture design level and operational level to evaluate whether effec-
tiveness of SoS is in line with expectations [16]. Acheson et al. proposes to use
wave model to simulate the evolution of the SoS development process [4]. Based on
this, Acheson proposes that the Acknowledged SoS can be modeled by the Object-
Oriented SystemsApproach (OOSA). She points that the objects here can be regarded
as the agents in ABM [5]. Since UML is the earliest tool used for software devel-
opment, there are many UML-based extension tools to support the transformation
of static model into executable model. However, these modeling applications are
limited because there’s no standardized semantics [17]. Levis established a three-
process (architecture design, executable model modeling, and architecture evalua-
tion) framework, which transform DoDAF model into a colored Petri-net executable
model for architecture design and evaluation [18]. Huynh comes up with a method
of using SysML modeling to achieve system analysis based on the idea of system
engineering. The main process includes SysML modeling, using extension tools to
convert SysMLmodels into executable simulation models, and analyzing simulation
results by design of experiments [19]. Dagli further proposes a case of an executable
architecture model based on SysML modeling [17]. In addition, Zinn tries to trans-
form DoDAF model into agent-based models. After that, many scholars tries to deal
with complex adaptive system problems by ABM [20].

ABM is a modeling and simulation method which uses autonomous agents with
complex interaction behaviors to describe complex systems [21]. ABM emphasizes
the autonomyof agents, the impact of interaction among agents on systememergence.

An agent-based model is composed of individual agents which have their own
operational state and behavior rules. We can monitor the status and interactions
when running the model. Compared with other modeling technologies, ABM has
the following characteristics which is appropriate for SoS modeling [22]: (1) ABM
can capture the emergence of complex system. Emergence refers to the macroscopic
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behavior of the system resulting from individual interactions, which doesn’t have
when the system are broken down into components. It’s difficult to predict this
phenomenon. ABM is a standardized method for modeling emergent phenomena.
It describes the macro behavior of SoS by modeling and simulation of behavior of
components and interaction between them. (2) ABM supports modeling and simu-
lation of initiative behavior. ABM provides an effective description of individual
initiative. Agents can receive the stimulus from the environment and other agents,
then theymodify their own rules and states according to the internal processingmech-
anism. Based on advantages above, ABM is regarded as an effective way to solve
complex adaptive system problems. It’s also one of the hotspots in research field.
Darabi proposes a conceptual model of SoS architecture based on ABM, focusing
on the problem of collaboration and interaction between CSs. He also comes up with
a CS negotiation model based on the effectiveness theory [6]. Agarwal uses ABM
to verify the influence of the lack of one single constituent system on the whole SoS
[23]. Nigam et al. evaluate the robustness and flexibility of SoS by ABM [24]. In
addition, ABM is applicable to system modeling in different field. Kewley simu-
lates the military war scenarios and analyze the effects of non-centralized military
command and control by ABM. It can also predict the impact of different tactics in a
given scenario [25]. Xu evaluates the effectiveness of cooperation policy that shares
doctors and beds in urban health management by ABM [26]. Dekker studied on the
organizations composed of members from different cultural backgrounds, such as
the NATO organization [27]. He uses ABM to analyze the military strength differ-
ence among different military configurations. This model designs a set of schemes to
evaluate the performance of different organizational structures. These papers focus
more on the influence of shared-information accuracy and timeliness in the same
discipline fields and the experiment often specializes in a particular area. We try to
involve more shared information by the changes of SoS architecture and evaluate
effectiveness of improving interoperability among CSs.

3 Modelling Acknowledged SoS Architecture

We define the modelling process of Acknowledged SoS architecture design as five
steps, as shown in Fig. 1. First, we need to define and abstract typical Acknowledged
SoS characteristics in Real Case. Second, we try to build a conceptual model to expli-
cate relationship between components of Acknowledged SoS, especially interaction
interface to help subsequent analysis. Third, the Acknowledged SoS Architecture
and operational scenario are specified by The Open Group Architecture Framework
(TOGAF). Fourth, we try to transform it into executable model by Agent-based
Modelling. Then, in the end, alternative architectures can be evaluated by simula-
tion. To make our point, we use Epidemic Prevention and Control SOS (EPC-SoS)
as the real case to explain each of these steps in detail.
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Fig. 1 Modelling process of
acknowledged SoS
architecture design

3.1 Acknowledged SoS Case Analysis

At first, we need to find the eligible real case according to Acknowledged SoS
characteristics. Even though there’s no absolutely precise criterion to define SoS,
lots of literature provide a rich set of SoS prosperities’ description. Nielsen et al.
proposes eight dimensions from these literature to help analyze SoS modelling
patterns [1]. In this paper,wewill adopt themas theSoS criterion. They areAutonomy
of Constituents, Independence, Distribution, Evolution, Dynamic Reconfiguration,
Emergence of Behavior, Interdependence and Interoperability. Besides, we should
guarantee the collaborative management in SoS-level, while CSs still keep manage-
rial and operational independence. In this paper, we regard the SoS for Epidemic
Prevention and Control as EPC-SoS real case. The following will show why we use
it and how it meets the standard of Acknowledged SoS.

The epidemic has the characteristics of high harmfulness, fast propagation and
wide distribution,which is difficult to prevent and control.Unlike other diseases, once
the epidemic has been declared, theremust be shortage of regionalmedical resources,
including specialist and medical supplies. Health system, transportation system,
community system should be all involved to execute infection control, measures
such as reducing people flow, isolating clos contacts, etc. It follows that the single
regional health system is hard to control the spread of epidemic by itself. Therefore,
the prevention and control of epidemic cannot be solved by an individual system.
Table 1 shows our 8 SoS dimensions analysis of EPC-SoS. In addition, we regard
Government as SoS Manager who is responsible for resources and authority at SoS
level, while the constituent systems keeps their own independent control. EPC-SoS
can be regarded as Acknowledged SoS. We clarify concrete SoS components and
their interactions in the following step.
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Table 1 8 SoS dimensions analysis of EPC-SoS

Dimension EPC-SoS

Autonomy of Constituents SoS only care about services contribute to recognized goals. For
example, Health System would organize clinical training, periodic
inspection to improve service quality, which have no need to be
reported

Independence CSs needn’t to report how they do and only show result and
changeable status to others. For example, Health System notices
the number of patients and available beds, and they have no need
to show how to allocate it

Distribution CSs are dispersed, so the information needed to be shared are put
on the infrastructure provided by government

Evolution Operational logs at each step for each CS will be recorded to
monitor state changes

Dynamic Reconfiguration Each CS has decision mechanism and their decision will chage the
structure of SoSwithout planned intervention

Emergence Behavior Emergent behavior can be evaluated by SoS-level goal. For
example, the goal for decreasing the number of infected can only
be realized by allocation of Health System and Community System

Interdependence For some SoS-level service, more than 2 CSs will be involved to
complete the task. Operational logs help to trace dependency and
links between CSs

Interoperability In order to better coordinate with each other and conform to SoS
manager. CSs have consistent semantics to define communication
interface

3.2 Build Acknowledged SoS Conceptual Model

In order to provide a holistic view of SoS and facilitate analysis, we need to build
a conceptual model to represent Acknowledged SoS. Note that the model is mainly
used for analysis at design phase, not for development and implementation. It should
emphasize more on function and information architecture, also highlight interactions
between CSs and SoS which will be our research focus. Baek et al. proposed M2SoS
metamodel for SoS. The key ontology in our conceptual model is a subset of M2SoS
[28]. However, in order to build the model connection with the architecture model
by TOGAF and executable model by ABM, we modify it as needed, which is shown
in Fig. 2.

In this conceptual model, there are four major component units, SoS-level Target
Problem, SoS-level Organization, SoS-level Environment and Constituent Systems.
Then entities in SoS-level and CS-level will be introduced. Table 2 shows the
components using EPC-SoS case.

In addition, we pay more attention to the relationships between SoS-level and
CS-level entities. The Acknowledged SoS manager coordinates common SoS-level
goals with CSs, which satisfy requirements required by SoS-level stakeholders. In
order to achieve SoS goals, SoS need a set of capabilities which can be demonstrated
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Fig. 2 Conceptual model to analyze acknowledged SoS

Table 2 Elements of conceptual model in EPC-SoS case

Component units of Acknowledged SoS

SoS-level Target Problem Prevent and control epidemic

SoS-level Organization Epidemic Prevention and Control SoS

SoS-level Environment Epidemic situation, investment in medical resource, people, policy

Constituent Systems Health System
Transportation System
Community System

SoS-level Entity

SoS-level Goal Protect public health and safety through the control and prevention
of epidemic

SoS-level Service Prevention; quarantine; medical care

SoS-level Role Health System: researcher, therapist
Transportation System: freight dispatcher, passenger dispatcher
Community System: administrator

SoS-level Manager Government

CS-level Entity (take Health System as example)

CS-level Goal Decrease fatality, allocate more medical resource in time with the
help of government

CS-level Service Patient information service, clinical service, medical information
service, research service, surveillance service

CS-level Activity Surveillance, diagnosis, triage, treatment

CS-level Environment Medical supplies, medical staff, hospital
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by SoS-level services which achieved by collaboration of CSs. Each services can be
regarded as a set of activities executed by CSs. We know that CSs keep management
and operation independence. In order to clarify CSs’ functions, we assign SoS-level
roles to CSs based on their capabilities, the corresponding CS-level services are also
broken down from SoS-level services. It’s worth noting that information sharing by
other CSs may be necessary, even though they may not be involved in functional
level.

3.3 Acknowledged SoS Architecture Modelling by TOGAF

After clarifying the components of Acknowledged SoS. We need to know specific
SoS architecture and operational scenarios to help build executable model. The Open
Group Architecture Framework (TOGAF) is the most widely used Enterprise Archi-
tecture today and contains all needed pieces to guide any step of business. In addition,
it specifies information management which is in favor of system interaction study.
For these reasons, we choose TOGAF to support the following research. One key
element of TOGAF is the Architecture Development Method (ADM), it shows step-
by-step process to develop an enterprise architecture, Since we focus on the part
of SoS architecture design, we only go through first three phases: Phase A: Archi-
tecture Vision identifies SoS-level goals. Phase B: Business Architecture describes
specific services and roles of CSs to support SoS-level services. Phase C: Informa-
tion Systems Architectures describes information interaction mechanism and shared
date between CSs and SoS. We still use the case of EPC-SoS to elaborate each phase
concretely and the related TOGAF diagrams are drawn in Cameo Systems Modeler.
Figure 3 shows the specific phases of ADM, we go through the first three phases and
represent dependencies between them.

At Phase A, we clarify the goal of EPC-SoS, which is to protect public health
and safety through the control and prevention of epidemic. It includes two sub-goals,
control the number of peoplewith confirmed epidemic at first and then reduce fatality.
Several SoS-level services are needed to meet each sub-goals, so we further break
them down. The final goal tree diagram is represented in Fig. 4.

At Phase B, we should identify SoS organization by selecting CSs which have
capabilities required by goal tree and clarify services they provide. Therefore, The
business architecture diagram showed in Fig. 5 includes three parts: SoS organiza-
tion diagram, SoS-level services diagram and CS-level services assignment diagram.
We introduce them one by one. The SoS organization shows specific CSs and their
roles in SoS. Take EPC-SoS as example, the SoS manager is Government, which
coordinate CSs in SoS-level. There are three CSs, Health System are assigned roles
of researcher and therapist, its environment objects are also shown to help with
subsequent analysis. Transportation System take the roles of freight dispatcher and
passenger dispatcher. Community System plays the role of administrator to do daily
management. Then we abstract three SoS-level services performed by CSs: preven-
tion service, quarantine service and medical care service. In the SoS-level services
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Fig. 3 Architecture development method overview

Fig. 4 Goal tree diagram
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Fig. 5 Business architecture diagram

diagram,we should break down each service into activities because each activitymay
by executed by the cooperation of CSs and shared information. For example, quaran-
tine service has three steps: identify suspected people, get connection and isolation.
In the process of identification, we are not only with the help of virus detection tech-
nology, available resource for detection, but also shared travel information to screen
high-risk populations. Therefore, we dig into each process in quarantines, clarify
CS-level service needed.
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At Phase C, we complete key element of the communication to connect SoS and
CSs.We regard it as InformationArchitecture in Fig. 6. CSs provide not only business
service but also integrate information service to communicate with others. The key
point is to define what data needed and who can use it. Correspondingly, we set a
series of data tables and use connection between CSs to simulate data flow which
forms the CS-level services. We can see the whole frame in Fig. 3.

Fig. 6 Information architecture diagram
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Fig. 7 EPC-SoS model interface in anylogic

3.4 Executable Acknowledged SoS Model by ABM

In this part, we aim to provide a mapping approach to transform architecture model
by TOGAF into executable model. We use Agent-Based Modeling (ABM) to simu-
late dynamic behaviors and communication. The ABM model are divided into two
layers. The first higher layer shows the basic organization by agent and the quantified
SoS goals as effectiveness evaluation indexes. In EPC-SoS, the core index is infec-
tion number and fatality rate. The second layer represents specific CS operational
environment. For each constituent system, we assign roles to agent and define envi-
ronment variables. Note that we need choose appropriate component to represent
them. For example, we build Person Agent to model people’s behavior and operating
status in SoS environment. Decision variables can be represented by executable event
to model CS decision mechanism. In addition, we create data based on data tables in
Information Architecture and they can be called by message communication mech-
anism between CSs. As for the collaboration between these two layers, we transfer
business service process diagram into ABMmodel by discrete event library modules
and agent message ports. We show a part of basic ABMmodel interface of EPC-SoS
in Fig. 7 and it’s drawn in Anylogic.

3.5 Evaluation Acknowledged SoS Design Model
by Simulation

Considering different operational scenario, each SoS-level service has a different set
of CS-level services enabled in functional level, each CS-level service has a different
set of approaches to complete by different cooperation ways in business-realization
level. Therefore, alternative architecture solution can be extended at the design phase.
With the help of ABM simulation, we can evaluation SoS effectiveness of alternative
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architectures, which can not only facilitate evaluation of CS contribution in global
but also optimization of architecture design with cost-benefit analysis.

In the next section, we will set up a set of alternative architectures of EPC-SoS
and evaluate their effectiveness through simulation.

4 Modeling and Simulation Results of EPC-SoS
Architecture

4.1 EPC-SoS Architecture Model Description

In this illustrative example, we are working on anti-infection measures of EPC-SoS
in epidemics. At fist, the basic epidemic spread model in a small city should be built.
We apply SEIR model to capture the progression of epidemic. Suppose there is a
small city, a population of 100,000 people. 2–5 people form a family. Everyday, they
go to company or other public places in the morning and go back to home in the
evening. They have 70% probability to take public transit. Besides, there is initially
totally 500 beds in hospital. There’s no need to study geographical distribution of
medical services and the influence of traffic resource. So we simplified model in the
following ways: use the number of beds to represent the available medical resource
and public traffic resource is ample all the time.

As for epidemic spread simulation, each agent is assigned to a disease state. (1)
susceptible agents which can contract epidemic. (2) exposed agents which are in
latency stage. (3) infectious agents which can transmit virus but show no symptoms.
(4) symptoms agents which can also transmit virus and have symptoms. (5) died
agents which are not able to recover after illness duration, (6) immune agent which
have recovered and will not be infected again. Figure 8 shows the ABM model of
a person in EPC-SoS. We use two state charts to represent disease progression and
current location separately.

Next, we try to compare the effectiveness of different epidemic prevention
measures. Suppose at first there are 5 people has been in infection status.

Scheme 1: no extra intervention measures
People go to work or other public places as normal. When they go into symptoms
status, they will go to hospital if their disease concern is more than they can bear.
We suppose there are 30% probability to be severe and others are mild. Once the
value of it is more than the people can stand, they will go to hospital. If there are
no enough beds for treatment, they will go back home. Note that the illness duration
and fatality rate is different according to the severity and whether in hospital.

Scheme 2: isolate connected people of confirmed patients
One of the key element is to isolate infectious in time. With the help of big data
systems, we assume that once a person has been diagnosed, the itinerary information
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Fig. 8 The ABM model of a person in EPC-SoS

can be used to assist in finding clos contacts in his infection duration. Then these
close contacts will be isolated and have no infectivity any more. We suppose the
room for isolation is sufficient, when people are found in infectious state, they will
be treated, and if they are not infected after quarantine period, they will go home.

Scheme 3: all people are segregated at home after a state of emergency is
declared
The measure of forced quarantine is an effective way to decrease turnover rate. After
clarify epidemic property, we suppose the government, as the SoS manager, has the
right to require people segregate at home for a period of time. The policy can be
executed with the help of administrator in community.

Scheme 4: gradually increase medical resources
In addition to the effectiveness index of the numbers of infections, we still want to
decrease fatality rate. The core element is to allocate adequate medical resource to
save more people. Therefore, we suppose government have the ability to mobilize
certain resource to the healthcare system.

4.2 Experiments and Results

In the following part, we will introduce the operational scenarios’ data in 4 schemes
and show the simulation results. Some of the parameters are shown in Table 3. We
suppose that if the cumulative number of people who go to hospital is more than 1000
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Table 3 Parameter settings in EPC-SoS

Parameter Value

Total population 100,000

Initially infected 5

Contact rate 10

Infectivity 0.05

Latency duration Triangular (1, 7, 4)

Incubation duration Triangular (1, 7, 4)

Severe illness duration in hospital Triangular (10, 25, 20)

Severe illness duration not in hospital Triangular (20, 30, 25)

Mild illness duration in hospital Triangular(7,14,10)

Mild illness duration not in hospital Triangular (10, 20, 13)

Severe illness fatality rate in hospital 10%

Severe illness fatality rate not in hospital 20%

Mild illness fatality rate in hospital 1%

Mild illness fatality rate not in hospital 2%

because of epidemic, some measures would be taken. In Scheme 2, we would isolate
connected people. once the person go to hospital, the people who has connection
with him in latency duration will be isolated immediately and have no infectivity
later on. In Scheme 3, government would commend people to stay at home until
epidemic end. In Scheme 4, government allocate more medical resource, 100,000
new hospital beds will be gradually ready after 10 days later. 7000 for mild patients
and 3000 for severe patients. If there are more confirmed patient than what we can
receive, they are still not being treated.

We run the model and the simulation results is shown in Figs. 9, 10, 11 and

Fig. 9 The number of existing infections per day
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Fig. 10 The number of death per day

Fig. 11 The number of patients in hospital per day

Table 4. We can observe that universal compulsory segregation is a strong action to
break epidemic directly, the infection rate goes down to 4.04%. In addition, if we can
detect virus timely and find all of the connected people to isolate them immediately,
the effectiveness of this measure is nearly the same as universal segregation and
connected people can be detected earlier and be treated earlier to decrease fatality
rate. However, it’s hard to do such comprehensive inspection and guarantee precise

Table 4 Simulation results of EPC-SoS in different schemes

Parameter Scheme 1 Scheme 2 Scheme 3 Scheme 4

Cumulative infections 68,023 4402 4035 67,795

Total infection rate (%) 68.02 4.40 4.04 67.80

Cumulative death 4493 220 250 2857

Fatality rate (%) 6.6 4.99 6.2 4.2
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tracking of connected people. Therefore, Scheme 2 is ideal situation. In real life,
the effectiveness is depended on accuracy of detection and information traceability,
which can be optimized by improving collaboration of CSs or introducing new CSs
with high performance. In Scheme 4, we can see that even though we have increase
10,000 available beds to treat more patients, themedical resource is still not sufficient
when epidemic is exploded. The hospital is full load from Day 63 when we start to
add beds gradually and it continues to Day 135. Therefore, effective preventive
control measures must be combined to decrease fatality rate. It also shows that
effective information sharing among CSs is crucial to improve the implementation
in intervention policy.

5 Conclusions and Future Work

In this paper, we are seeking to provide a method for the analysis of acknowledged
SoS, which establishes a link between top-level architecture modeling and opera-
tional scenarios simulation. The simulation result is a key element to evaluate effec-
tiveness of alternative architectures. Specifically, we come up with Acknowledged
SoS conceptual model to abstract a real case, develop high level and more generic
architecture with TOGAF. A mapping approach is applied to transform architecture
model into executable model by ABM. In the case study, we show a simple evalua-
tion on the effectiveness of an Acknowledged SoS. Furthermore, as a part of future
work, we will try to optimize the acknowledged SoS architecture design based on
the proposed modeling method in this paper.
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Advanced Helicopter Cockpit Ergonomic
Design Concepts

Xiaowei Mu, Gongnan Li, and Yang Yu

1 Introduction

As a complex mechanical and electrical product integrating multiple systems, the
initial design idea of the aircraft is very simple, which is to complete the flight tasks
accurately and efficiently on the basis of safe flight. At this time, the cockpit provides
the pilot with airspeed, altitude and other data through the instrument, and the pilot
needs to drive the aircraft according to the instrument data and complete the flight
mission. At this point, the pilot’s flight load is heavy, and multiple crew members
are required to complete a flight mission together [1–3].

With the great development of avionics technology, aircraft appeared a variety
of electronic instruments and equipment, the relevant system design is also more
complex and advanced instrumentwill collected a large amount of information output
and display, give the pilot a variety of flight information in order to ensure flight safety,
but also increase the workload of the pilot in the pilot’s quality put forward higher
requirements.

Since the 1970s, with the development of electronic technology and information
technology, aerospace electronics integration degree unceasing enhancement, the
original discrete instrumentation cockpit design is gradually replaced by comprehen-
sive display system, aircraft installation is more advanced and more intuitive elec-
tronic data display system, digital autopilot and flight management system formed
our common glass cockpit design today [4]. At this time, the aircraft only needs two
pilots to complete all the routine flight missions. Helicopters have also undergone
such a change, and the design of modern helicopter cockpit is developing towards a
more advanced, convenient and efficient direction [5].
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2 Cockpit Information Display Design Principles

As a human–computer interaction platform, the cockpit needs to display all effec-
tive and necessary information about the flight mission and flight safety to the pilot.
From this concept, we need to divide the information into flight mission information,
flight safety information and necessary information. Flight mission information is
not directly related to flight safety, and such fault information belongs to warning or
general information, which is not emphasized in this paper. There are three levels of
flight safety information, which can be defined as red warning information, amber
warning information and green general information. This definition is consistent with
the information display in the helicopter flight manual. For all the useful information,
including the necessary information is need to know and take steps to the pilot, or
in other normal operation or fault disposal will use the information in the operation,
the necessary information is not need to know the pilot, don’t need to display to the
pilot, this kind of information generally providemaintenance for groundmaintenance
personnel information [6].

The information system of the helicopter includes the information of each system.
The main system of the helicopter includes rotor, tail rotor, transmission system,
power system, fuel system, lubricating oil system, fire extinguishing system, envi-
ronmental control system, hydraulic system, landing gear system, control system
and avionics system. All these systems have the necessary information that needs
the pilot’s constant attention, which is transmitted to the display system through the
sensor and collector and displayed to the pilot on the display terminal. The main
warning level system information displayed to the pilot by modern helicopters is
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shown in Table 1. For the system to detect the system state and to the early warning
information system [7], mostlywith amber information display, because of the differ-
ence of each type of system design idea, the amber information differ in large quan-
tities, it is hard to all content with a form, thoughtful, and this part of the information
security level below red information, so this article part not the in-depth discussion.
Through the simple division of information, we will have a general concept of what

Table 1 List of helicopter red warning information

Ordinal Information Name Type security Required information

1. Rotor speed over limit Flight safety
information

Red Necessary

2. VNE Insuperable speed Flight safety
information

Red Necessary

3. Engine power turbine
speed exceeding limit

Flight safety
information

Red Necessary

4. Engine free turbine
speed exceeding limit

Flight safety
information

Red Necessary

5. Engine torque
overshoot

Flight safety
information

Red Necessary

6. Engine combustion
chamber temperature
overshoot

Flight safety
information

Red Necessary

7. Engine oil pressure
overshoot

Flight safety
information

Red Necessary

8. Engine oil temperature
overshoot

Flight safety
information

Red Necessary

9. Total failure of engine
control system

Flight safety
information

Red Necessary

10. Oil shortage Flight safety
information

Red Necessary

11. Reducer lubricating oil
pressure overshoot

Flight safety
information

Red Necessary

12. Reducer lubricating oil
temperature overshoot

Flight safety
information

Red Necessary

13. The fire alarm Flight safety
information

Red Necessary

14. Generator overheating Flight safety
information

Red Necessary

15. Battery overheating Flight safety
information

Red Necessary

16. The landing gear is not
down

Flight safety
information

Red Necessary

17. Double generator
disconnection

Flight safety
information

Red Necessary
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kind of information needs to be displayed to the pilot, and the level of display can
also be defined by Table 1.

3 Several Helicopter Cockpit Information Display Analysis

The information display of modern helicopters is displayed through the cockpit pilot
display, and the size of the display directly determines the amount of red information
it can display. For a display with a small display range, the designer has to cut or
combine the display information reasonably, or showwhether the display information
exceeds the limit through a converted parameter. PI parameters such as the AW139
are calculated by converting engine temperature, torque and speed (Fig. 1).

Fault information, in addition to the above said other amber alert information
system on the display system. According to the unified because of its relatively low
degree of emergency, requires no additional warning, modern means of information
technology makes the system design principle diagram of the system can be loaded

Fig. 1 AW139 helicopter engine parameter information display (PI)
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Fig. 2 AW139 helicopter hydraulic system information display

into the display system. The system failure through the display system can query to
a specific fault condition, enhance the pilot’s understanding of fault, fault properly
disposed of. Below is the failure diagram of the display after the failure of the no. 2
hydraulic pump of the AW139 helicopter (Fig. 2).

The EC175 also takes this design concept and applies it to all systems. In the case
of system failure, the schematic diagram of system failure can be viewed through
the keys on the display, which makes the pilot have a more intuitive understanding
and provides further guarantee for enhancing flight safety (Fig. 3).

Despite the modern means of display, display system must also meet the require-
ments of airworthiness regulations for redundancy. In order to save costs, on the part
of the helicopter will still choose to install independent display equipment for some
special parameters, including the airspeed indicator and altimeter, rotor speed table,
alternate magnetic compass and standby instrument, the equipment is arranged in a
position convenient for both drivers, but is closer to the pilot, this is mainly from
double to fly a helicopter pilot division of labor.

Although the advanced avionics mentioned above can display all the information
that can be detected by the helicopter to the pilots, modern helicopters still do not
completely discard the display mode of the fault lamp indicator, as shown in Fig. 4
on the instrument panel of EC175.

As a means of fault indication, the position of fault indicator is very important.
According to relevant requirements of GJB 1471A, through analysis, the maximum
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Fig. 3 Hydraulic system
information display of
EC175 helicopter

Fig. 4 Failure indication information display of EC175 helicopter

line of sight of human eye activity is ±35° for horizontal line of sight and 25° ~ −
35° for vertical line of sight. Through our analysis of the maximum line of sight of
the AC312E pilot at the standard eye site, we can obtain the horizon region as shown
in Fig. 5. In normal flight, the scope of pilot’s horizon sight scope is concentrated
in the upper part near the side of the dashboard, and a helicopter of design is to
make the system of fault information is displayed in the right bottom corner of the
display, such design concept is bound to affect the normal pilot’s manipulation of
the helicopter, at least also can increase the burden of the pilot, go against the flight
safety, so the pilot’s sight on the upper panel increase warning lamp board or very
be necessary, it can be when the system fails to inform the pilot, and this kind of
warning method is feasible and efficient, so the cockpit design concept has been used
today.

However, not all fault information needs to be displayed on the alarm panel. Only
the red warning information with high alarm level is displayed in this additional way.
After adopting the design concept of glass cockpit, the European helicopter series
will still adopt the design method of central alarm panel. Among them, the EC175
helicopter displays its main red warning message on the integrated display, gives
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Fig. 5 The AC312E helicopter is driving the horizon at the standard eye site

an audio warning and displays it on the central warning panel. Where, the trigger
conditions for ENG1(2) are ENG1(2) FAIL(engine failure) or ENG1(2) OIL LOW
PRESS (engine lubricating OIL pressure is LOW) (Table 2).

For someof themore important systems, the control panel also retains the indicator
light design. Such as the EC175 helicopters engine FIRE extinguishing system, when
engine is on FIRE, comprehensive display have ENG FIRE warning information, at
the same time the FIRE information displayed on the control panel, the execution of
extinguishing FIRE program triggered a bottle, the FIRE EXTING amber 1 infor-
mation displayed on the panel, and it will display amber 2 information when press
it again, to alert the pilot of the corresponding FIRE extinguishing bottle is empty
(Fig. 6).

The design of such devices is more concerned with the convenience of the pilot.
Through the human–machine efficacy analysis of the cockpit of AC312E helicopter,
it can be seen that the maximum range of the pilot’s head activity is ±60° in the
horizontal direction and ±50° in the vertical direction. The FIRE EXTING control
board of EC175 helicopter is arranged in the front of the central control console,
which makes it easier for the pilot to observe and operate. The AW139 helicopters
also adopted the designmethodof the engine control board, fire board, such as landing
gear control panel with display status of the control unit is decorated in the central
control console front near the pilot’s side, the design is still in the man–machine
efficacy reasons, in order to better serve the pilot, improve flight efficiency, reduce
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Table 2 List of EC175 helicopter red warning information

Serial Name Central alarm
panel

Main message
list

Audio alarm Trigger
condition

1 1 send fire EGN 1 FIRE ENG1 FIRE Audio 2 Engine no. 1
detected a fire
alarm

2 2 send fire EGN 2 FIRE FIRE ENG2 Audio 3 Engine no. 2
detected a fire
alarm

3 Cargo
compartment fire

CARGO FIRE CARGO FIRE Audio 32 The
temperature
detector
detected a fire
alarm

4 1 send failure ENG 1 ENG1 FAIL Audio 56 1 stop due to
flameout or
overturn

5 2 send failure ENG 2 FAIL ENG2 Audio 57 2 engine stops
due to flameout
or overturn

6 Low oil pressure ENG 1 ENG1 OIL
LOW PRESS

Audio 62 1 grease
pressure below
minimum

7 Low oil pressure ENG 2 OIL LOW
PRESS ENG2

Audio 63 2 grease
pressure below
minimum

8 Low main
lubricating oil
pressure

MGB PRESS MGB LOW
PRESS

Audio 59 The main
lubricating oil
pressure is
below the
minimum

9 Battery 1
overheating

BAT 1 OVHT BAT1
OVERHEAT

Audio 64 When the
temperature
exceeds the
limit

10 Battery 2
overheating

BAT 2 OVHT OVERHEAT
BAT2

Audio 65 When the
temperature
exceeds the
limit

11 Feed tank 1 low
level

LOW FUEL FUEL1 LOW Audio 60 Feed tank 1
level below
threshold

12 Feed tank 2 low
level

LOW FUEL LOW FUEL2 Audio 61 Supply tank
level 2 is below
threshold

(continued)
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Table 2 (continued)

Serial Name Central alarm
panel

Main message
list

Audio alarm Trigger
condition

13 Failure of
automatic flight
control system -
grip control

AP AUTOPILOT Audio 55 Single-axis or
multi-axis
autopilot is
completely
disabled

Fig. 6 Fire extinguishing system information display of EC175 helicopter engine

the burden of the pilot, simplifying the operation procedures, to ensure the flight
safety (Fig. 7).

For some helicopters with small tonnage, such as the EC135, the design idea
is also to arrange the control panel with display function within the best scope of
the pilot’s vision, including the warning indicator on the dashboard, the engine fire
control indicator box, and the engine control panel on the central control platform.
Since the mode selection switch of the engine has no information to be displayed
to the pilot, it is arranged on the switch board at the top of the cockpit to achieve
the purpose of reasonable space arrangement. From the perspective of the layout of
an EC135 helicopter design personnel to helicopter emergency and fault disposal
procedures related system with control switch clever design, it greatly convenient
for the pilot’s operation, this is fault execution become more convenient, disposal
efficiency and success rate of disposal of the pilot will have a positive impact. Such
as engine fire extinguishing procedures, the above mentioned models have a display
system to alarm the pilot. At the same time, the red light of FIRE on the dashboard
tells the pilot that this is an alarm program with a high warning level that needs to be
dealt with immediately. The subsequent operation procedures include the operation
of the engine, fuel and fire extinguishing system, which may be slightly different
depending on the type, but these three systems are basically in the same area, and
the operating time interval between the systems is greatly shortened, which is very
beneficial for extinguishing the engine fire in time.
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Fig. 7 Range of sight of AC312E helicopter pilot’s head

4 Conclusion

Summing up the cockpit layout of the abovemodels, and looking back at the evolution
of helicopter cockpit layout, we can get some inspiration from it. Cockpit design
concept is to provide timely and accurate information to the pilot, especially the
failure information display, so that pilots can be the first time tomaster themost direct
the most valuable alarm content, and the fault are the most effective treatment, which
requires the helicopter at the beginning of the design will need to analyze the system
of alarm information summary and classification, will be able to directly affect flight
safety information in the formof red and amultiplewarning told the pilot. Helicopters
have always been designed with this in mind. With the development of modern
information technology, the information display of each system of the helicopter
is more comprehensive and complex. For such complicated system information,
we need to screen it based on the determination of each system’s fault mode and
fault safety level. According to the common practice of modern helicopters, the
information of fire, engine failure, battery overheat,main lubricating oil and fuel oil in
redwarning level information is displayed on the dashboard through redwarning light
panel. For amber warning information, the fault schematic diagram can be displayed
to the pilot through the integrated display system to help the pilot understand the
fault and make a correct judgment.

By means of modernization, we can do the helicopter design from simple to
complex, let its all information acquisition anddisplay, but the design of the helicopter
wemust by complex to simple, to classify the information andwill show the necessary
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information to the pilot, at the same time can takemultiple displaymode to reduce the
misjudgment on important faults, and other fault information, the use of the relative
single failure mode to remind the pilot, to alleviate the burden of the pilot in order to
improve efficiency, ensure flight safety. For the information collected by the system
for ground maintenance, it is not necessary to show it to the pilot, only a module
for ground maintenance needs to be designed to facilitate ground data download and
processing.

Helicopter development make great changes have taken place in the cockpit of
the helicopter, but our definition of the human–computer interaction interface and
processing principle has not changed, that is to let the pilot in the first place to
master the most direct and the most effective data, to implement fully controllable
helicopter flight operations, the cockpit design purpose is to build a safe and efficient
human–computer interaction interface.
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Aircraft-Cable Fault Location
Technology Research Based on Time
Domain Reflectometry

Tao Li, Danyang Wang, Jianjun Tang, Yang Liu, and Ou Chen

1 Introduction

As part of the EWIS, modern aircraft cable harnesses are assembled in cable bundles,
which has very large amount of wirings with various types arranged through different
aircraft bays. The Boeing 737, for instance, has a total length of 280 km cable wirings
[1–3]. It is reported by FAA since late 1980s that wiring safety concerns were raised
due to accidents and incidents [5, 6]. Wiring issues in the US Navy cause an average
of two in-flight fires very month, more than 1,077 mission aborts, and over 100,000
lost mission hours each year [3]. Investigations into wiring issues found common
degrading factors in aircraft electrical wiring systems, including design, installation,
maintenance, repair and environment, together with time, that play a role in wiring
degradation. This requires an electric reliable continuity test as well as a fault resolve
work both in aircraft assembly stage and maintenance.

Figure 1 shows the typical cable harness bundle wirings inmodern aircraft bays. It
is clear that thewirings are arranged between airframe systemequipment surrounding
with structural parts or major section frames. As a result of the spatial constraints
when cable bundles are final installed, the wirings problem like chafing and bend
radius problem is not easy to be inspected, located, accessed and resolved. This
leads to not only the EWIS performance issues, but also high risks in aircraft
operations. Once a system fault is reported, huge work will be undertaken to find
the detailed wirings fault locations in harness bundles. This time-consuming and
high-cost process contains the rework of installed equipment, system components
and sometimes even structure disassembly. An effective and precise fault location
approach is needed to ease the cable bundles assembly and maintenance processes.

Current wirings fault location methods include: physical inspection method, elec-
trical bridge measuring method, high-voltage pulse method, and secondary pulse
method [5–7]. Due to the limited room of aircraft bays, the physical inspection
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Fig. 1 Typical examples of cable bundle wirings in aircraft bays

method is only available for use at the harness ends with some open bays. If a fault
is in the middle section of the bundle wrings or cannot be seen, this method would
be hard to perform. By contrast, the electrical bridge measuring method requires
to be operated at both ends of a wire at the same time. In industrial practice, it is
actually not easy to find suitable bundle connector breaks for tester access in the
complicated cable harnesses wring network. The other two methods, high-voltage
pulse and secondary pulse method are usually to be used for fault inspection of
the electrical power supply wirings. They are not working for low-voltage wirings
especially the data bus wirings, which are widely used today on advanced aircraft
avionics [8, 9].

Since themethodsmentionedbefore are both not satisfy the requirements inwiring
fault location formodern aircraft assembly andmaintenance, a further investigation is
taken in the field of Time Domain Reflection (TDR). This technology is to determine
the fault types and locate the fault bymeasuring the reflected signal in the cable wires
and analysing the changes in the form of wire impedance change in the reflected
signal. The single-end TDR test is safe for aircraft EWIS and other devices as it
is a single-based low-voltage excitation test with less dependences required from
the circuit data. Currently, the TDR-based cable fault tester is demonstrated to be
feasible and efficient in F-18 fighter maintenance [10]. The latest developing trend
is to improve the measuring performance, minimize the tester size that fits more
complicated aircraft bays, and reduce the manufacturing cost.

2 Characteristics of Aircraft Cable Wiring Fault

A modern aircraft is operated in complex environment, including vibration, high
temperature, cold, moisture, and other conditions. EWIS, especially the cable
harnesses are also required to be operated safely in accordance with the aircraft
usage conditions. Generally, there are two aspect of reasons contributed to aircraft
cablewiring degradations and fault,which aremechanical damage and environmental
factors [11–13].

Mechanical damage is normally caused by physical processes such as frictionwith
surrounding frames, devices and pipelines, unreasonable binding or laying, artificial
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(a) Bundle riding on structure (b) Chafing risk on moving part

Fig. 2 Examples of wire bundle mechanical damage risk [4]

stretching or trampling. The characteristics of those damage include wire chafing,
fracture, looseness or damageof contact parts. It is concludedbyFAA thatmechanical
damage is mainly resulted from improper aircraft components layout, installations
and maintenance. For an advanced aircraft, the risks of mechanical damage will be
greatly increased due to complex operation conditions in the air (as shown in Fig. 2).
This is why a safety distance between structural surface and wires, other aircraft
system components and wires are of importance in assembly and maintenance.

Besides the aircraft operation conditions in the air, the overall environmental
factors include vibration, high temperature, cold, moisture, salt fog, high altitude
ray particle radiation. The physical and chemical properties of cable harnesses after
installation will make the EWIS performance degrading or even failure over time,
including strength, insulation, electrical conductivity.What ismore, in an aircraft bay,
cable bundles are also affected by things like accumulation of dirt, lint, oil, grease,
detergent and wastewater for a long time. This would further cause the insulation
layer to be oxidized or corroded, finally resulting in the whole EWIS performance
degradation.

The two aspects of fault will change the electrical characteristics of the wire
itself. Generally, these cable wiring faults can be divided into open circuit faults,
low resistance faults (or known as short circuit fault) and high resistance faults [3].
However, high-resistance leakage faults occur normally in medium-high voltage
cables, while aircraft power grid is not included in this category. This research will
only focus on open circuit fault and short circuit fault.

3 Cable Wiring Fault Location Method Based on TDR

This chapter explains the basic ideal of how TDR technology would be used for
wiring fault location, and thus support to build a fault model as data baseline [15].
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3.1 Fault Location Method Based on TDR

Ideally, a wire in the cable harness can be considered as a uniform transmission wire.
It is therefore feasible to use distributed parameters to build a schematic model [14]
as shown in Fig. 3.

InFig. 2,R,L,C andG represent the distributed resistance, inductance, capacitance
and conductance of the transmission line per unit length, respectively. According to
these parameters, the wave equation can be obtained as formula (1):

{ − ∂u
∂x = Ri + L ∂i

∂t = (R + jωL)i
− ∂i

∂x = Gu + C ∂u
∂t = (G + jωC)u

(1)

The characteristic impedance is the ratio of incident wave voltage to incident wave
current, which can be obtained as formula (2):

Z0 = u

i
=

√
R + jωL

G + jωC
(2)

In the formula (2), capacitance C and inductance L are related to the dielectric
constant of the cable and the cross-sectional area of thematerial core, which indicates
that the wave impedance of different types of cables is different.

For transmission wires with small loss, the characteristic impedance Z can be

simplified to Z0 =
√
L
/
C , as ωL � RωC � G.

The reflection coefficient can be expressed as formula (3):

ρ = ZL − Z0

ZL + Z0
(3)

In the formula (3), ZL represents the load at the failure point. According to the
time interval between the pulse’s injection time and reflection time, the location of
the fault point can be calculated from formula (4):

Rdx Ldx

Cdx

dx

Fig. 3 The equivalent distributed parameter model of cable
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L = 1

2
νρ(t1 − t2) (4)

In formula (4), vρ is the velocity of the pulse propagating in the cable, which is
related to the dielectric constant of the cable; t1, t2 are respectively the time of the
pulse is sent and returns. When the frequency is very high, the propagation velocity
of electromagnetic wave in cable tends to a constant [16].

3.2 Fault Analysis Process

In this TDR approach, the basic characteristics of impedance of cable fault can be
obtained.

(1) If ZL = Z0, then ρ = 0.Which indicates no potential fault is found in the wire,
the load impedance and the characteristic impedance are matched, according
to formula (3), there is no reflection echo.

(2) If ZL = ∞, then ρ = 1. Which indicates there is an open circuit fault in the
cable, the reflection coefficient equals 1, and the incident wave and reflected
wave have the same polarity, as shown in Fig. 4.

(3) If ZL = 0, then ρ = −1. Which indicates there is a short circuit fault in
the cable, the reflection coefficient equals −1, and the incident wave and the
reflected wave have opposite polarity, as shown in Fig. 5.

Fig. 4 Schematic diagram
in case of open circuit found
in a wire

Incident
Pulse

Reflected
Pulse

t

Fig. 5 Schematic diagram
in case of short circuit found
in a wire

Incident
Pulse

Reflected
Pulse

t



138 T. Li et al.

(4) If ZL �= 0 or ZL �= ∞, then −1 < ρ < 1. In case of wrinkling, wear and
shielding damage of the insulation skin of the cable, the impedance of the cable
must be inevitably affected, and the reflection coefficient equals −1 < ρ < 1.

The above results show that the characteristics of the reflection wave will change
significantly if open circuit and short circuit are found in a wire. This is will be used
as fundamentals of fault type detection.

4 Development of the TDR-Based Handheld Inspection
Device

4.1 General Device Layout

The developing device is composed of a touch screen, signal generation and
processing circuit, power amplifier circuit, impedancematching circuit and sampling
circuit, as shown in Fig. 6.

The power amplifier circuit function is to improve the power of the transmitting
pulse andmake the reflected characteristic signalmore obvious. The schematic circuit
diagram is shown in Fig. 7.

The sampling unit collects and stores the reflected wave data, compares and calcu-
lates them with the voltage incident wave. The schematic circuit diagram is shown
in Fig. 8.

In order to ensure that the pulse transmitting signal and reflected signal will not
overlap, the pulse transmitting frequency should meet:

f ≤ 1

T
= νρ

Lmax ∗ 2
(5)

In the formula (5), Lmax is the maximum cable length under test.
In order to ensure the blind area of the shortest detection distance, the pulse width

should meet:

Power amplifier 
circuit

Signal sampling 
circuit

Impedance 
matching circuit

Impedance 
matching circuit

Signal 
generation 

and 
processing 

circuit

Touch
Screen

Pulse
Incident 
Wave

Reflected 
Wave

Adapter 
Cable

Cable 
under 
test

Fig. 6 General device layout



Aircraft-Cable Fault Location Technology Research … 139

Fig. 7 The power amplifier circuit

Fig. 8 The sampling circuit

Twidth ≤ Lmin

νρ

(6)

The adapter cable is shown in Fig. 9. One end of a wire is connected to the TDR
device with a universal SMA interface, and the other end could adapt to common
standard connectors quickly.
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Fig. 9 The adapter cable for
the test

4.2 Design of the Inspection Working Process

Figure 10 explains the inspectionworking process of the developing device. After the
over-all system is powered on, the program runs automatically. Firstly, the hardware

Fig. 10 Device over-all
working process
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normal Exit

Updating the 
configuration

Call in the automatic 
detection configuration
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No

Yes
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platform and communication interface are initialized, following with a self-test. If
the self-test failed, the user is reminded to stop the process and check the device. If
self-test passes, the device will wait for user’s action. The test results are shown in
the device screen and saved to the built-in database automatically.

5 Initial Implementation

The developing device is designed to test the wires of aircraft EWIS, which is part
of the aircraft function verification and fault isolation process. An early developing
technology demonstrator is shown in Fig. 11. In this phase, a large number of demon-
stration tests have been taken place to generate the initial characteristics model and
prove the proposed ideas. Figures 12 and 13 show the waveform differences of short
circuit and open circuit fault respectively.

According to the working process mentioned in Fig. 10 before, several fault-
location tests have been done on two selected sing-core shielded cable harnesses to
build the basic characteristics model for this device. As shown in Table 1, an example
of wave velocity is generated from those tests.

The open circuit and short circuit faults were set on the two experimental cable
harnesses respectively, and the developing device was used to detect and record the
results. The experiment results are shown in Tables 2 and 3. The data presented in
the two tables are then used as the initial wire characteristic baseline to support real-
world fault location. It should be pointed out that, the test baseline can be iterated
and studied with a large number of wires and different wire types to fasten the fault
location in daily use.

The experiment results indicate that the developing device is feasible to detect the
open circuit and short circuit location accurately, and the margin of error could meet

(a)Power amplifier\signal sampling\
Impedance matching circuit 

(b)Signal generation and 
processing circuit

(c)Touch screen

(d)The Li-battery

Fig. 11 Technology demonstrator layout
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Fig. 12 Waveform result for a wire open circuit test

Fig. 13 Waveform result for a wire short circuit test

Table 1 Wave velocity of the
two types of cables

Type The wave speed (mm/ns)

Cable No. 1 197

Cable No. 2 202

the actual needs of the aircraft wire fault test. Otherwise, this device only weighs
820 g, and its size (as shown in Fig. 14) is also convenient for one hand to hold.

The initial technology demonstrator developed at this stage only has the capacity
of testing several types of wire, due to the limited wire characteristics baseline gener-
ated. However, it still can be used to demonstrate the feasibility to implementing TDR
approach in aircraft cable harness fault location. It has the potential for performance
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Table 2 The cable open circuit test results

Cable type Fault type Reference (m) Measured (m) Error (m)

Cable No. 1 Open 0.52 0.48 −0.04

Open 5.03 5.07 0.03

Open 15.00 15.04 0.04

Open 30.04 30.00 −0.04

Cable No. 2 Open 0.51 0.54 0.03

Open 5.01 5.04 0.03

Open 15.00 15.02 0.02

Open 29.94 29.90 −0.04

Table 3 The cable short circuit test results

Cable type Fault type Reference (m) Measured (m) Error (m)

Cable No. 1 Short 0.52 0.48 −0.04

Short 5.03 5.07 0.03

Short 15.00 15.04 0.04

Short 30.04 30.00 −0.04

Cable No. 2 Short 0.51 0.54 0.03

Short 5.01 5.04 0.03

Short 15.00 15.02 0.02

Short 29.94 29.90 −0.04

Fig. 14 The prototype
device in implementing TDR

170mm

120mm

improvement. Once more types of wire characteristics are generated as a updated
baseline database, this device will cover the full EWIS fault location requirements
in both aircraft assembly line and maintenance stage.
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6 Conclusion and Future Work

This preliminary research investigates the needs of the fast and accurate wire fault
location of aircraft EWIS continuity tests. Twomost foundwiring fault type, the open
circuit and short circuit are analysis following with the drawbacks of conventional
methods. A TDR-based approach is then proposed to allow a new model-based
approach by implementing TDR technology. This approach has the advantage of
real-world wire fault characteristics baseline study, and thus supports a fast and more
accurate fault location result. The initial technology demonstrator has been developed
and tested preliminarily on aircraft assembly line, with several wire characteristics
baseline generated. As a daily use device for aircraft assembly and maintenance, this
device is designed to be a miniaturized device to fit the work conditions of limited
aircraft bays. As discussed before, this device benefits from the wiring fault mode
generated from different types of wire characteristic. To make the most use of its
potential, it is suggested to have more TDR analysis data baseline of the most used
wire types in the next stage work.
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An MBSE Framework for Civil Aircraft
Airborne System Development

Huang Xing, Yang Hong, Kang Min, and Zhang Juan

1 Introduction

Airborne System is an important part of aircraft, and their functions and performance
will directly influence aircraft whole performance [1]. With the progress of science
and technology, new technologies and products are used in airborne systems which
contributes the complexity of system. Therefore, the possibility of design errors is
increased, and these errors may lead to a system failure and even an aircraft fatal
accident.

For civil aircraft, safety is an important consideration for airworthiness authorities.
The certification regulation defines specific rules for system safety, such as FAA
Title 14 of the Code of Federal Regulations part 25.1309 Equipment, systems, and
installations [2]. Therefore, the Aerospace Recommended Practice (ARP) 4754A,
Guidelines for Development of Civil Aircraft and System, is recommended by FAA
& EASA as an acceptable method for establishing development assurance process
to decrease those errors in requirements or design [3, 4]. To meet the objects of these
guidelines, a specific development process is formed and used in airborne system
industry. In this development process, requirements are an important engineering
artifact. But the weaknesses of pure document-centric development approach [5],
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which is traditional process in industry, are emerging as time-consuming documents
reading and ambiguous literal understanding.

Nowadays, many researches [6–8] show that Model Based Systems Engineering
(MBSE) is a good approach to capture and decompose requirements at top level.With
SysML support, use cases, activities, sequence and other diagrams [9] are created
to help designer have clear understanding about system. As airborne system design
is a complex work and involve a lot of detail engineering works, how to use MBSE
methodology in industry project and link to detail design works is still a topic.

Model based and test driven (MBTDD) methodology [10, 11] is already used
in software industry to generate an agile development loop and enhance quality of
design work. For airborne system, this method could also be used in detail design
with different disciplines simulation software support, such as Matlab/Simulink,
AMESim andMaxwell. And the adaptive improvement forMBTDD is the considera-
tion of airborne systemdevelopment process. Therefore, under the same development
process, there is a possibility to combine MBSE and MBTDD methodologies.

In this paper, we present a new MBSE framework named as CESAM&MBTDD
which combines CESAMMBSE, MBTDD methodologies and the consideration of
airborne system development process. The purpose of this new MBSE framework is
to improve civil aircraft airborne system design quality and efficient. We choseWire-
less Tire Pressure Indication System (aliased as WTPIS) as study case to implement
this framework.

The rest of this paper is organized as follows: Sect. 2 presents related infor-
mation about civil aircraft airborne system development process, MBTDD and
CESAM MBSE. Section 3 presents introduction of combination methodology of
CESAM&MBTDD. Section 4 details the case study and introduces the results and
discussions. We conclude and highlight the advantages of new framework in Sect. 5.

2 Related Information

2.1 Civil Aircraft Airborne System Development Process

To meet the objects of guidelines from ARP-4754A, civil aircraft airborne system
development processes could be concluded as V-model (See Fig. 1).

This typical development process nowadays is using top-down strategy [12]. As
the high complexity of system development work, the whole process is divided into
several hierarchies such as system level, equipment level and implement or hardware
& Software level. Aircraft level is not included in system development process, but
still should be involved, because this level is the direct customer for system level and
its outputs such requirements, interface is the most important inputs.

In the whole V-model, for different level process, they have similarity which
could be conclude as another smaller V-chart (See Fig. 2). At each level, they will
finish compliant analysis based on requirements or needs from high level (usually
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Fig. 1 V-model of airborne system development process

Fig. 2 V-chart for different
level’s development process

is direct customer) and after that form technical requirements which could clearly
guide architecture design, logic design or mechanical design at specific domains.
Implementation could be lower level requirements or drawings formechanical equip-
ment, schemes for electrohydraulic equipment. For airborne electrical hardware or
software, even that is a kind of equipment implementation in the V-model, but the
specific guidance, RTCA DO-178 and DO-254, is introduced for these development
process, these parts are not included in this paper.

Validation and Verification activities are happened in whole V-model and smaller
V-chart. The purpose of validation activity is ensuring lower level requirements are
correct and complete or the design correct response requirements. The purpose of
verification activity is confirming all the designs are properly implemented and meet
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the requirements. The means of validation and verification could be analysis, review,
simulation, test or other efficient ways. Except validation and verification, ARP-4754
also introduce other activities such process assurance, configuration management,
development assurance level assignment, etc. The main purpose of these activities is
decreasing human errors in development phase and making sure the final products
meet customer’s needs.

2.2 Model Based Test Driven Development Methodology
Introduction

During the validation phase, since the improved simulation software tools, simulation
becomes a most powerful method to validate the correctness and completeness of
requirements.Another big advantage of simulation is that createdmodel in software is
testable and changeable. Therefore, requirement-design-model-simulation test, this
loop becomes a benign iteration and more economical and low time cost than the
way to manufacture whole system or build a prototype then get test results to update
design. Based on this consideration, a new methodology named model based and
test driven development (MBTDD) is used for airborne system design (See Fig. 3).

This methodology is created mainly based on the typical airborne development
process described in Sect. 2.1. From Fig. 3, this methodology could be divided into
two level, system level and equipment level.

In the system level, 6 steps should be followed.

(1) Create system behavior models based on system requirements.
(2) Generate system behavior integration model.
(3) Create test cases based on system requirements.

Fig. 3 Model based and test driven development for airborne system
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(4) Execute test cases based on system integration model.
(5) Generate more precision integration model from equipment level.
(6) Re-execute test case based on update system integration model.

In the equipment level, 3steps should be followed.

(1) Create equipment models based on equipment requirements.
(2) Create test cases based on equipment requirements.
(3) Execute test cases based on equipment models.

The system behaviormodel should be as simple as possible but proper reflectmain
function of requirement. The cluster of these models usually base system functions
but should have clear traceability with requirements. If the equipment is complex
such as control unit which is comprised by software and hardware, this equipment
could be regarded as sub-system and repeat the system level development process.
This process of modeling is a kind of system and equipment design work, the imple-
mentation of the requirement will be checked and whole architecture will be raised
during requirement modeling phase. Once the testable model is created, the test case
should be generated and executed. From this simulation results, the correctness of
requirement, design, test cases will be both validated. These model test cases could
be reused in verification phase, meanwhile models will be calibrated since the same
test cases.

The difference between system and equipment models is that lower level model
will concernmore implantation constrains. This strategy let thewholemodelingwork
becomes multi-layered like the airborne system development process. Therefore, re-
executing test case based updated integrationmodel become an essential step because
more detail information is added.

Additional issue should be mentioned is model integration strategy in different
levels. The simulation software in different levels will be different, such as AMESim,
Simulink or Adams, the integration strategy could be co-simulation or generating
C-code and operating in unique environment depend on the capability of used tools.

2.3 CESAM MBSE Methodology Introduction

CESAM is a system architecting and modeling framework, developed since 2003
[13]. It is dedicated to the working systems architects, engineers or modelers to
help them to better master the complex integrated systems they are dealing with.
In CESAMMBSE methodology, integrated system could be analyzed and modeled
from three generic architectural visions: operational vision, functional vision and
constructional vision (See Fig. 4). The model language of CESAM is SysML.

Operational vision analyses focus on the interface with environment of system of
study, in this level system will be regarded as “black box”. The most important work
at operational vision is to understand needs of different stakeholders for the system
as the main output for next vision. To support this work, operational environment,
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Fig. 4 The CESAM MBSE methodology

stakeholder architecture, life cycle, use case and operational scenario diagrams will
be used to describe the operational architecture of system.

Functional vision analyses focus on the abstract behavior of system. In this level
system is regarded as “grey box”, input and output dynamics of system will be
analyzed without consider which component will be used to comprise system. The
main goal of this phase is to understand what the system does and form functional
requirements flowdown to next vision. Functional interaction, functional decomposi-
tion, functional modes and functional requirement diagrams will be used to describe
the functional architecture of system.

Constructional vision analyses focus on physical components which comprise
system. In this level, system is “white box”. The main purpose of this phase is to
understand detail information of all the related hardware, software and “human-
ware” which belongs to system. Constructional interaction, constructional mode
and constructional requirement diagrams will be used to describe the constructional
architecture of system.

CESAMMBSEmethodology could be used in different complex system domain,
include airborne system. The same as airworthiness authority’s requirement and the
nature of civil aircraft airborne system development process, there is a principle line
in CESAM which is the traceability from stakeholder‘s needs to functional require-
ments and constructional requirements. This similarity provides the possibility of
the combination of CESAM and MBTDD.
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3 CESAM&MBTDDMethodology Introduction

Since CESAM MBSE is more focus on top level behavior of system and the inter-
action between system and environment. It helps airborne system designer have a
general perspective for system, decrease the risk of incomplete and poor design.
Meanwhile, MBTDD could be an efficient supplement as this method will help
designer to have a fast iteration and optimize the detail designwork. The requirements
are the link between two methods. Therefore, the general framework of combination
methodology which is named as CESAM&MBTDD could be summarized in below
(See Fig. 5).

From Fig. 5, the newmethod has three hierarchies, aircraft level; system level and
equipment level.

In aircraft level. Even the name is “aircraft level”, but research object is still the
airborne system. The purpose of analyses andmodelingwork for this level is the same
as operational vision described in Sect. 2.3. Stakeholders of airborne system could
be airline, airport, passenger, authority, ambient environment, and other airborne
systems which have interface with analyzed system. Different diagrams described
in Sect. 2.3 will be used and stakeholders’ needs will be generated to flow down to
next level.

In system level. System functional development will be launched bidirectional.
First, using CESAM method to analysis functional architecture of system and func-
tional interaction, functional decomposition and functional modes diagrams will
be modeling by SysML, the preliminary functional requirements will be docu-
mented. Second, using MBTDD method to create functional behavior models based
on preliminary requirements, the purpose of behavior model is analyses function
performance and implementation constrain. The test will be executed since the test
cases and integrated models are prepared. A top-level test from stakeholder view
is presented and integrated test cases comes from operational scenario. After that,

Fig. 5 CESAM&MBTDD framework
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an update version of functional requirements will be documented because of added
detail information or findings from tests. Last, the consistency between needs to
functional requirements, SysML model to performance model should be required.
Therefore, the functional requirements could release and flow down next level.

In equipment level. Similar as system level, using CESAMmethod, system archi-
tecture will be defined, and all functions will be allocated to different components,
constructional interaction and constructional mode diagrams will be created by
SysML. Then documenting primary constructional requirements and usingMBTDD
method to update requirements by creating functionalmodels, documenting test cases
and executing test. And all the constructional requirement should be linked to needs,
functional requirements or have rationale.

The final output of this new methodology is released and validated constructional
requirements to next level such as software, hardware or production phase.

4 Experiment Results and Discussion

In this section, we choose WTPIS as study case to implement CESAM&MBTDD
methodology. WTPIS is installed on the aircraft nose wheels and mainwheels to
measure tire pressure of wheels and send pressure information to Ground Crew and
avionics system by wireless protocol.

In this specific study case, we chose Polarion ALM as requirements management
software, Enterprise Architecture as SysMLmodeling software,Matlab/Simulink as
functional modelling software.

4.1 Results

In this study case, 12 stakeholders, 10 use cases, 5 main operational scenarios, 9
first level functions and 16 sub-level functions are defined of WTPIS and modeled
by Enterprise Architecture. And 56 stakeholder needs, 52 functional requirements,
82 constructional requirements, 5 integrated test cases, 50 system test cases and 56
equipment test cases are documented in Polarion ALM as individual work items, and
traceability between them are generated as matrixes automatically.

As requirements are most important media to link CESAM and MBTDD
methods, we use interface tools of Polarion ALM with Enterprise Architecture and
Matlab/Simulink to reference SysML models and functional models. The config-
uration management of requirements, models or other work items is controlled in
Polarion ALM.

Now we chose Ground Crew’s need as an example to introduce specific
development activities of CESAM&MBTDD methodology. As shown in Fig. 6.

In aircraft level, we identify Ground Crew as main customer of WTPIS. The
use case “WTPIS-113 To read WTPIS information by Ground Crew” and related
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Fig. 6 WTPIS development activities architecture

operational scenario “WTPIS-115” are analyzed andmodeled. Therefore, one of their
needs “WTPIS-76 Ground Crew shall be able to receive tire pressure maintenance
guidance from WTPIS during operation phase.” is documented in Polarion ALM.

In system level, fromneeds, use case and operational scenario diagram, two related
system functions WTPIS-167 Processing Tire Pressure and System Status Informa-
tion and WTPIS-216 Processing Maintenance Guide are identified and re-organized
in functional interaction diagram and function decomposition diagram. Each func-
tional requirement is documented in Polarion ALM such as “WTPIS-150—WTPIS
shall detect the normal tire pressure range for each nose wheels at following Active
and degraded modes.” Functional model and test case is created. The integration
model is generated after finishing all the functional models. Each functional model
and integration model are tested based on same test case to validate correctness
and completeness of functional requirement. The integrate test is generate from
WTPIS-115 and used to test integration model to validate system behavior including
assumption from other interaction systems.

In equipment level, functions allocation and constructional interaction diagrams
are created asWTPIS-218, WTPIS-219. FunctionsWTPIS-167, WTPIS-216 are allo-
cated to APP which is one equipment belongs to WTPIS. From functional require-
ment WTPIS-150, constructional requirement of APP is created as “WTPIS-365—
APP shall detect the normal tire pressure range for each nose wheels.” functional
model, test case and test are similar as system level, but the differences are the
boundary of integration model and test is limited in each equipment, these equip-
ment models are integrated into system level and retested based on system test cases
again.
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4.2 Discussion

Now, let us discuss concerns from CESAM&MBTDD development activities. The
first concern is about requirement line. There are three points to support the require-
ment line becomes themost important link between CESAMandMBTDD approach.
First one is requirements are output from CESAM analyses flow down to next level
and MBTDD approach. Second one is requirements are iteration point as detail
information and findings was added from MBTDD approach, at same time new
analyses will happen in CESAM and update requirements will be released. Last
point is certification consideration, requirements traceability between different level
and with design work, which is reflected by models, is convincing evidence to show
compliance to stakeholders’ needs.

The second concern is about functions. System functions are captured from use
case and operational scenario, organized as complete architecture and flow down to
equipment. In this process, the requirements and functional models will be clustered
and belong to each function, so good quality of function definition and decomposition
will help to build a good quality system and enhance work efficient.

The third concern, validation work is main part of airborne system development,
testable models help designer to find mistakes and errors in early stage. Simulation
test based on functional models and integration model validates the correctness and
completeness of requirements and system designs. Re-test based on different level
integration models is still needed to check system behavior along with development
progress. In WTPIS case study, we create high level integration test based on oper-
ation scenario and test in Matlab/Simulink. New research [14] shows that SysML
models could co-simulate with Simulink models, this provide a higher-level test
from stakeholder view and integrate system design details.

The fourth concern, this new methodology will help to promote verification work
and build model repositories which will benefit future projects. Design risk and
verification test workload are decreased thanks to simulation test and test cases
reusing. Meanwhile, in verification phase, test cases and different level‘s models
which are generated in early stage will be optimized and calibrated system test and
equipment test are executed based on real product. After this step, models (include
SysML and performance models) and test case repositories are created. Therefore,
in future project, same system design or equipment will be called from repositories
as model form to shorten development time.

5 Conclusions

In this paper, a new combination methodology CESAM&MBTDD used in airborne
system development V-model process is presented, and WTPIS is chosen as an
example airborne system to implement this methodology, the detail development
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activities and relatedmodel tooling chain are introduced. From the results and discus-
sion concerns, the advantages of this new airborne system development methodology
could be concluded as below:

(a) Optimized requirements in different hierarchy.
(b) Fast iteration loop for validation work.
(c) Clear and understandable system design thanks to model support.
(d) Reusable achievements thanks to repositories creation.

In future work, we intend to add more detail procedures of development activities
based on a real and specific airborne system project and build a complete tooling
chain include more disciplines. Safety analyses which is an important consideration
for certification will be also added in this new methodology.
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An Optimization Method for Calibrating
Wireline Conveyance Tension

Can Jin, Xin Peng, Qing Liu, Xinhan Ye, Lang Chen, Qiuyue Yuan,
Xiang-Sun Zhang, Ling-Yun Wu, and Yong Wang

1 Introduction

Agoodwireline conveyance tension prediction benefits both in wireline job planning
and logging operation phase. On one hand, tt can improve logging efficiency from
better cable type and weak point type selection in plan which leads to fewer runs. On
the other hand, it is a better reference to real-time logging data which help identify
abnormal trend earlier to avoid stuck and reduce the risk of fishing operations and
associated non-productive time.

For one wireline job, the depth-based conveyance tension profile can be predicted
by a physical model with borehole, formation, and mud information, surface equip-
ment and tool string information and some other parameters as input [1, 2]. The
challenge of applying a numerical model to predict the tension is that there are input
parameters such as cable friction coefficient and tool friction coefficient which are
difficult to measure. This is due to the complex situation underground, together with
some uncertainties from the formation and mud.
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In this paper, we propose to utilize measured tension data to calibrate the unmea-
surable parameters (mainly the cable and tool friction) in physical model. The moti-
vation is that oil industry measures and collects large scale data for every well and
daily jobs [3–5], which allows us to leverage the concept and technologies from
data science, machine learning, and artificial intelligence to help decision making
and automation [6, 7]. We expect that the delicate integration of physical model
with measured data leads to a well calibrated model, which can then be applied for
predicting next wireline job in the same borehole or nearby.

Formally, we formulate this calibration task as an optimization problem to obtain
the ‘best fit’ parameters for the prediction. Decision variables are the unmeasurable
input parameters in the physical model. The objective function to beminimized is the
difference between predicted tension and measured data. A new stochastic direction
descent (SDD) search strategy is proposed to solve this optimization problem. Field
case studies show that this optimization model and strategy is efficient to calibrate
the physical model.

2 Optimization Model

2.1 Model 1

Our goal is to calibrate parameters via minimizing the distance between predicted
tension profile and measured data. The model is expressed as

min
fc, ft ,d

D
(
F( fc, ft ) + d, ŷ

)
(1)

where fc and ft are averaged cable and tool friction coefficient respectively, and d
value is offset or residue and ŷ is the measured tension along hole. The function F
is the conveyance tension model as in [1]. D is the distance function that may have
various forms. In this paper, we use L2 norm as follows.

D(x1, x2) = ‖x1 − x2‖22 (2)

Model 1 is an unconstrained oracle optimization problem, with three decision
variables fc, ft and d. fc and ft are the unmeasured cable and tool friction param-
eters in the physical model. They are usually bounded by its physical meaning. d is
introduced as a residue term. It can partially absorb the effect of uncertainty that is
not considered in the physical model. This allows us to relax the upper and lower
bounds of fc, ft mathematically in the optimization model. We further notice that
optimization problem mind D

(
F( fc, ft ) + d, ŷ

)
is quadratic programming problem

(when D is L2 norm) and can get the exact optimal solution directly. We introduce
an equivalent model as below.
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2.2 Model 2

We equally transform Model 1 into a bilevel optimization problem: the lower-
level optimization task is a quadratic optimization mind D

(
F( fc, ft ) + d, ŷ

)
with

single variable d, and the upper-level optimization task is min fc, ft G( fc, ft )with two
decision variables fc, ft . In this way, we have the following optimization model:

min
fc, ft

G( fc, ft )

s.t. G( fc, ft ) = min
d

D
(
F( fc, ft ) + d, ŷ

) (3)

3 SDD Search Method

Model (3) is an oracle optimization problem since evaluation of objective function
G( fc, ft ) relies on a numerical computing engine F, which simulates the downhole
context with given cable and tool friction coefficients. The computation complexity
is known as NP-hard given an oracle representation of the function [8]. There exist
several challenges in efficiently solving model (3). The objective function is in the
low-dimensional unconstrained setting but non-convex and one needs to avoid local
optima. In addition, since it’s not possible to obtain gradient (first-order) and Hessian
(second-order) information, one has to relies on the function queries (zeroth-order).
Here, we propose a stochastic zeroth-order algorithm for model (3) inspired by the
decades of work in zeroth-order optimization literature and primarily motivated by
contemporary statistical machine learning problems.

SDD is a stochastic search method proposed specifically for the oracle optimiza-
tion problem (3). At each iteration, we will generate a random direction, and search
the descent of objective function in this direction. A quadratic function will be fitted
in the search direction to accelerate the search of optimal solution. Formally, we
maximize an expensive function G : � → R to obtain

xopt = argmax
x∈�

G(x)

Within a domain � � Rk which is a bounding box and k is typically small (k = 2
or 4 in our case). SDD generates the iterative point by the following search strategy,

xstar = argminx∈ℵ(P) Q(x)

where P is a randomly generated unit vector and ℵ(P) is the linear space expanded
by vector P . Q is a quadratic function by fitting three points x0,x1,x2. x0 is the initial
point. x1,x2, are the two random points along vector P , i.e., x1 = x0 + λ1P , x2 =
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Fig. 1 The general workflow of SDD search method

x0+λ2P . λ1, λ2 are two parameters determined by the value ofG(x0),G(x1),G(x2).
The algorithm workflow is shown in Fig. 1 and the details can be seen in Appendix.

Our motivation for SDD method is that the deterministic search methods such as
simplex method often stuck at the local optima or the points with vanishingly small
gradient for this calibration problem. By introducing stochastic mechanism, the SDD
method can help the solution escape from these traps.

4 Datasets and Measurement of Prediction Quality

4.1 Datasets

We employed five typical scenarios to test the above optimization models and
searching strategy. The five cases are described in Table 1 and trajectories and casings
are shown in Fig. 2. We compare SDD with other popular search methods (Grid,

Table 1 Field cases under typical scenarios

Data ID Well trajectory profile Type

Case 1 Vertical Half casing, half open hole

Case 2 Vertical Half casing, half open hole

Case 3 S-shape well Casing

Case 4 J-shape well Half casing, half open hole

Case 5 J-shape well Casing
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Fig. 2 Wellbore trajectories and casings for cases 1–5

Bisection, Simplex, the details are described in Appendix).

4.2 Measurement of Prediction Quality

In this paper, we use two well-known evaluation indicators to evaluate calibration
performance. One is root mean square error (RMSE). Another is mean absolute
percentage error (MAPE). They are formulated as follows:

RMSE = 2

√√√√
n∑

i=1

(
yi − ŷi

)2
/

n

MAPE =
(

n∑

i=1

∣
∣∣∣
yi − ŷi

ŷi

∣
∣∣∣ × 100%

)/

n

where n is the dimension of ŷ.
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Fig. 3 The approximate log10-transformed function landscape of datasets a Case1, b Case2,
c Case3, d Case4, and e Case5

5 Numerical Results

5.1 Objective Function Landscape by Grid Method

First, we shape function landscape through grid method. It is worth noting here that
we assume that the friction coefficients fc, ft are constant throughout the whole well
regardless of the well type. We set fc and ft from 0.1 to 2.1 with an interval of 0.2.
The heatmap of log10-transformed mean square error (MSE) in five cases are plotted
in Fig. 3.

From Fig. 3 we can see that the objective function with friction coefficients in
five cases approximately have unimodal structure. In addition, the loss function is
much sensitive to the tool’s friction coefficient than the table’s friction coefficient,
especially in case 1, case 2, and case 3.

5.2 Model 2 is More Effective Than Model 1

We applied the simplex method toModel 1 andModel 2. Table 2 summarizes RMSE
and MAPE results based on same simplex iterations in five cases.
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Table 2 Comparison of RMSE and MAPE based on Model 1 and Model 2

Data ID RMSE/MAPE

Model 1 Model 2

Case 1 194.03/2.998% 185.10/2.881%

Case 2 341.12/2.785% 248.26/2.086%

Case 3 577.53/3.449% 502.64/3.172%

Case 4 331.59/1.959% 341.67/1.997%

Case 5 344.86/5.357% 150.07/1.927%

As shown in Table 2, model simplification exhibits a significantly decrease in
RMSE and MAPE in most cases. Especially in case 5, the RMSE decreases from
344.86 to 150.07whileMAPEdecreases from5.357 to 1.927%.Thepredicted tension
curves of simplex solution based on Model 1 and Model 2 in case 5 are visualized in
Fig. 4 (The results in other four cases can be found in appendix Figs. 6, 7, 8 and 9).

In addition, Table 2 shows that the MAPE based on Model 2 are smaller than 5%
in all five cases. This demonstrates the power of model to predict surface tension by
calibrating parameters. Next, we will compare the performance of different search
methods.

Fig. 4 The predicted tension curves of simplex solution based on Model 1 and Model 2 in case 5
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5.3 SDD Outperforms Gird, Bisection, and Simplex Methods

We observed that the above search method doesn’t converge to a good solution in
some difficult cases, based on Model 2. Next we apply our new search method SDD
in five cases and compare with three existing search methods (grid, bisection, and
simplex). The results are summarized in Table 3.

As shown in Table 3, the SDD method outperforms other three search methods
in five cases. Especially in case 1 and case 2, the RMSE and MAPE decrease signif-
icantly. Importantly our new search method overcomes several limitations of the
existing methods. The grid search method is simple but has high complexity, the
bisection search method converges quickly but is difficult to reach an optimal solu-
tion, and the simplex search method is efficient compared with grid and bisection
method but is hard to converge in some difficult cases. In contrast, SDD converges
slightly faster and usually reaches a local optimum. The predicted tension curves of
simplex and SDD solution based on Model 2 in case 1 are visualized in Fig. 5 (The

Table 3 Comparison of RMSE and MAPE based on different search methods

RMSE/MAPE

Grid Bisection Simplex SDD

Case 1 194.23/3.014% 211.54/3.386% 185.10/2.881% 85.898/1.046%

Case 2 248.26/2.086% 248.26/2.086% 183.77/1.402% 99.342/0.672%

Case 3 502.64/3.172% 502.64/3.172% 428.53/3.006% 423.86/3.036%

Case 4 332.37/1.941% 337.88/1.897% 341.67/1.997% 308.49/1.743%

Case 5 148.40/1.902% 150.09/1.943% 150.07/1.927% 148.19/1.894%

Fig. 5 The predicted tension curves of simplex and SDD solution based on Model 2 in case 1
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results can be found in appendix for other four cases Figs. 10, 11, 12 and 13).
In case 1, the RMSE decreases from 185.10 to 85.898 and MAPE decreases

from 2.881 to 1.046% by SDD compared with simplex search method. The error at
about 300 and 1000 m decrease significantly (Fig. 5). Since SDD is a random search
algorithm, we next test the sensitivity of SDD method to the initial solution in case
3 and case 5.

5.4 SDD Has Good Stability to the Initial Solution and High
Efficiency

To test SDDmethod’s robustness to the initial solution, we use two cases and four or
five different initial solutions. The results are shown in Tables 4 and 5 respectively.

FromTables 4 and 5we can see that using different initial values, the final solutions
are all in a close area. This demonstrates that SDD has good stability to the initial
solution. At the same time, the number of search points are close to simplex method
(about 500). In general, SDD is good choice to solve oracle optimization problems.

Table 4 Comparison of SDD results in different initial values in case 5

Initial point Solution MSE #search point

fc = 0.5, ft = 0.1 fc = 0.144, ft = 0.351 21,960.6 740

fc = 0.5, ft = 0.5 fc = 0.144, ft = 0.348 21,989.8 680

fc = 2.0, ft = 1.0 fc = 0.143, ft = 0.349 21,959.8 685

fc = 0.14, ft = 0.35 fc = 0.144, ft = 0.347 21,959.8 443

Table 5 Comparison of SDD results in different initial values in case 3

Initial point Solution MSE #search point

fc = 1, ft = 0.1 fc = 0.076, ft = −0.13 179,655.5 673

fc = 0.5, ft = 0.5 fc = 0.076, ft = −0.08 179,531.6 659

fc = 2.0, ft = 1.0 fc = 0.076, ft = −0.12 179,556.3 574

fc = 0.1, ft = 1.0 fc = 0.076, ft = −0.07 179,595.2 457

fc = 10, ft = −10 fc = 0.076, ft = −0.13 179,632.3 984
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6 Discussion

In this paper, we rely on the measured data and introduce the optimization model
to calibrate wireline conveyance tension prediction in well logging. The challenge
is that the objective function doesn’t have a closed form in mathematics and its
value is passed by an oracle (numerical computing engine). Firstly, we establish
two equivalent models and implement simplex method to compare their power
by RMSE/MAPE. The results show that Model 2 is more efficient than Model 1.
Secondly, we propose a new search method SDD and compare with three existing
search methods. The results show that SDD outperforms other three search methods
in all five cases. Finally, we test the sensitivity of SDD method to the initial solu-
tions and show that SDD is robust for the initial solution and its efficiency can be
comparable to simplex search method.

In the end, the RMSE in case 3 and case 4 are 423.86 and 308.49 and there are
much room for improvement compared to other three cases. A very important reason
may be the constant assumption of the coefficient friction along the hole. Because of
complexity of formation structure and well shape, it is unreasonable to suppose the
friction coefficient fc, ft are constant in casing/open section of well. We can update
the computing engine to allow multi-segment friction coefficients and implement
SDD methods in our future work.

Appendinx

Search Methods

Grid search. The grid method is one of the simplest search method that explores
the parameter settings using a grid. It can help us visualize function lanscape and is
currently the most widely used method for global optimization.

Bisection search. The bisection method is one of reliable, easy to implement, and
convergence method. It is well-known in finding real root of non-linear equations
and can be extended to solve optimization problem.

Simplex search. Simplexmethod is a classical derivative-free optimization algorithm
which depends on the comparison of function values at a general simplex, followed
by the replacement of the worst vertex by another point [8, 9]. It is more efficient
than the grid method and bisection method [10–12].
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SDD method 
Input: , , , fit_number_max, direction_number_max, 
fit_number , direction_number 
While True 
    if  direction_number > direction_number_max 
          break 
    else 

 random unit direction vector 
, , , satisfied 

and  or satisfied  and 
 or satisfied    and 

While True 
quadratic fit 

argmin ，
If  

      fit_number 
      direction_number 

                break 
else 

      replace  in  with 
      fit_number  fit_number + 1 
      if fit_number > fit_number_max 
           fit_number = 0 
           direction_number direction_number + 1 
           break 

return 

Supplementary Figures

See Figs. 6, 7, 8, 9, 10, 11, 12 and 13.
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Fig. 6 The plan tension curves of simplex solution based on model 1 and model 2 in case 1

Fig. 7 The plan tension curves of simplex solution based on model 1 and model 2 in case 2
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Fig. 8 The plan tension curves of simplex solution based on model 1 and model 2 in case 3

Fig. 9 The plan tension curves of simplex solution based on model 1 and model 2 in case 4
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Fig. 10 The plan tension curves of simplex and SDD solution based on model 2 in case 2

Fig. 11 The plan tension curves of simplex and SDD solution based on model 2 in case 3
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Fig. 12 The plan tension curves of simplex and SDD solution based on model 2 in case 4

Fig. 13 The plan tension curves of simplex and SDD solution based on model 2 in case 5
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An Overview of Complex Enterprise
Systems Engineering: Evolution
and Challenges

Xinguo Zhang, Chen Wang, Lefei Li, and Pidong Wang

1 Introduction

With the integration of the digital, physical and human domains, industries across
the world have undergone profound transformations. The fourth industrial revolu-
tion, Internet of Things, the industrial internet, and the big data era are altering the
approaches toward designing, developing, manufacturing, and providing a product
(or service) [1, 2]. The transformation has resulted in increasing complexity of
systems, particularly in the aerospace, energy, and automotive industries etc. [3].
The complexity of a system increases as the number of interconnected parts grows,
resulting in abundant possibilities of emergent behaviors. The complexity of a purely
mechanical system is relatively low, as compared to amechatronic systemand an inte-
grated system consisting ofmechanical, electronic, software, network (M/E/S/N) and
other components. The levels of system complexity growth are presented in Fig. 1.

Recently, Enterprise Systems (ES) have drawn much attention with the growing
recognition of the significance of organizational developments and operations. As “a
complex socio-technical system that comprises interdependent resources of people,
information, products and technology that must interact with each other and their
environment in support of a common mission” [4], ES is a purposeful integration
of interdependent resources (including people, processes, organizations, products,
technology, and funding) to achieve business and operational goals [5]. Because
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Fig. 1 The growth of system complexity

the performance of decision makers within the enterprise, the workflow and busi-
ness processes, and all technical systems to support decision have to be considered
[6], it is challenging to evaluate the operational capability of an enterprise. Despite
arising as an interdisciplinary and collaborative approach to deal with these chal-
lenges [7], Systems Engineering (SE) approach is not suitable for ES. It is ineffec-
tive for handling the complexity of ES [8], considering the operational environment
of the system under development, as well as its interactions with other systems to
complete an overall operational mission. The emergence, derived from components
and architectures of ES, along with the ever-growing interconnectivity and interop-
erability, makes it difficult to make good design choices [9]. This trend has weakened
the ability of system engineers to predict the results of their design decisions [10].
Owing to high interdependency between the constituent systems, the development
team should balance the performance of them [11].

In this paper, we first review recent research works on Enterprise Systems Engi-
neering (ESE) and Enterprise Architecture (EA), and highlight the new trend of
model-based approach. The approach builds on the principles of model-based on
ESE [12] and present challenges of future research on ESE.
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2 Background

2.1 Enterprise Systems Engineering

In ES, the involvement of human and organizational behaviors imparts complexity
and unprecedented challenges to the SE approaches [13]. Hence, Enterprise Systems
Engineering (ESE) is the application of System of Systems Engineering to the plan-
ning, design, improvement, and operation of an enterprise [14], as “the body of
knowledge principles and practices to design an enterprise” [15]. ESE focuses on
architecture, methods, and tools to solve problems and addresses inherent complexity
of an enterprise [16]. It enables top management to rapidly implement new strategies
and control keybusiness parameters to gain a competitive advantage [4]. In addition to
solving problems, ESE also addresses the creation of opportunities for better ways
to achieve the enterprise’s goals [8], such as optimizing costs, quality and speed
of delivery. The fundamental concept of ESE is rooted in the theories of systems
thinking and complex systems science, and incorporates SE principles, concepts,
and methods into the enterprise context [14]. The evolution of ESE and Complex
Systems Engineering (CSE) are shown in Fig. 2. ESE is confronting a new era of
digitalization enterprise: the development of a broader areas of digital technology
and information, the innovation of more-integrated business and manufacturing, and
a need for much faster adaptability [4]. The development poses new challenges for
SE to address enterprise architecture (EA), strategic technical planning, enterprise
analysis and organizational behavior.

Considering the life cycle of many ESE plans, the initial EA may no longer be
applicable when new business processes and manufacturing systems are brought
out. Apart from the SE roles in the acquisition and development of product systems,

Fig. 2 The evolution of complex systems engineering (CSE)
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ESE extends to the development of strategic goals, EA, and enterprise technology
capabilities [17]. It focuses on defining the business progresses of an enterprise,
including the requirement definition concerning business progress, design synthesis,
and progress verification and validation [18].

2.2 Enterprise Architecture

IBM develops EA that “defines and maintains the architecture models, governance
and transition initiatives needed to effectively coordinate semi-autonomous groups
towards common business and/or IT goals [19].” However, EA has been conceptu-
alized at a high level, there is no accepted definition of EA in the world at present.
In general, for an industrial enterprise, EA can be considered as a structured and
consistent set of plans for the integrated representation of the business and informa-
tion technology (IT) domains of the enterprise in past, current, and future states [20].
It applies architectural principles to conduct enterprise analysis, design, planning
and implementation, and presents an integrated view of organization, business and
technology for the development and execution of the enterprise strategy. Since EA
covers the activities of the whole organization from business to technology domains
systematically, EA is no longer only a method for information management system
and system design. The activities of EA are delivered through domains including
business, information, technical and application architecture [21]. Each domain has
its own deliverables, which determines its implementations. As shown in Fig. 3, the
EA lays basis for the business model and supports business processes.

Fig. 3 Architecture-centric transformation
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In Fig. 3 the architecture-centric transformation requires engineering manage-
ment to extend SE practices to deal with people, process, organization, technology
and funding. These elements are closely connected to each other. As a result, engi-
neers and managers have to coordinate functions, share information, build working
platforms, allocate resources and make adaptive decisions. Hence, these domains are
unique architecture disciplines, but not independent of each other [22], interrelated
for the overall realization of goals and objectives of ES [23]. It brings the frame-
works challenging and complex when mapping the domains with activities of ES
and deliverables. Which based on how EA defined in an ES [24]. Implementing EA
requires a lot of investment, which is not always feasible in many organizations.

Several literature reviews on EA have been conducted [25]. There are different
methods of implementing EA [26]. Many EA frameworks or methodologies have
emerged, in recent years [27]. In order to increase opportunities for successful imple-
mentation of sustainability and competitiveness, different ES have adopted different
approaches including implementations of different frameworks, such as Gartner Inc.,
Enterprise Architecture Planning (EAP), Forester and The Open Group Architecture
Framework (TOGAF), Department of Defense Architecture Framework (DODAF)
for EA implementation [28, 29]. With context and uniqueness requirements, it is
hard for some frameworks to implement in various ES. Some frameworks are so
general that it cannot be applied to specific environments [30]. In addition, due to
the complexity of ES, some frameworks are oriented to the enterprise level, while
some frameworks are only for the development of information systems or technology
systems. It makes the differences between these frameworks and has an impact on
their implementation [31]. With the lack of compatibility, the adoption of some
frameworks has declined.

Therefore, only a few frameworks (such as Gartner Enterprise Architecture,
Federal EnterpriseArchitecture Framework (FEA) andTOGAF, ZachmanEnterprise
Architecture Framework (ZEAF)) are currently available [32]. Among these frame-
works, the ZEAF was the most popular [33]. Nevertheless, ZEAF still presents some
challenges for architects and ES [34]. Models and approaches have been proposed
in recent years [35, 36], such as models for implementing the Zachman Frame-
work through methodology based on action research [37], a knowledge architecture
model [38], and a reference architecturemodel for collaborative activities [24]. Some
scholars argue that some shortfall of Zachman Framework come from both business
and information system/information technology domains [39]. An action research by
using the Zachman Framework to assist in the implementation of the EA framework
has been conducted, in which they focused on understanding the data of enterprise
[30]. It brings the frameworks challenging and complex when mapping the domains
with activities of ES and deliverables. Which based on how EA defined in an ES. The
major contribution of this paper is to establish an updated ontology of EA framework.
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3 A New Paradigm for Complex Enterprise Systems
with EA Modeling and Enterprise Ontology

3.1 Enterprise Ontology

The Zachman Framework provides an enterprise ontology (EO) with which we
can view and analyze an enterprise system systematically. The Zachman Enterprise
Architecture Framework (ZEAF) is a two-dimensional schema. One of the dimen-
sions specifies five levels of perspectives including contextual, conceptual, logical,
physical, and detailed. Meanwhile, the other dimension adopts the 5W1H approach
comprising why, how, what, who, where, and when [40]. We update the EO of ZEAF
to make it suitable for an enterprise that provides technology products (or services)
to satisfy stakeholders’ expectations. The details are shown in Fig. 4. In particular,
the high-level leadership perspective defines the tasks of a business planner including
engineering andmanagement, i.e., to identify the business scope, target, background,
and environment.

The high-level leadership is confronted with guiding enterprises that exhibit high
complexity and uncertainty. In such conditions, the present methods are likely to fail.
They also have to be able to establish the “right” partnerships and build the success of
their organizations on inter-organizational trust and openness because isolation will
cause failure. The business management perspective defines the tasks of a business
concept owner, who is responsible for the design, operation, and improvement of the
organizational model. At a level below, the architect’s perspective defines the tasks
of a business logic designer, who pays more attention to the logic of modeling a
system. Meanwhile, the engineers focus on the technical model at the physical level.

Fig. 4 An ontology of the enterprise architecture
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The perspective of a complex enterprise is to provide use-cases of business, process,
distribution, responsibility, and time to all the relevant users in an enterprise.

The proposed EA framework has thirty-six core elements covering the conceptual
issues within an enterprise system. The framework establishes a common language
for the managers and the engineers from different disciplines and enables effective
communication towards shared organizational goals. For example, different rows
(and perspectives) correspond to the missions of different roles in an enterprise. The
“what” column is updated with respect to the business sets that enterprises must track
and manage and that may have multiple uses. These include input/output of system
design processes, input/output of manufacturing processes, input/output of organi-
zational (management) processes, modes for execution of system design, and manu-
facturing or organizational processes. The “what” columnmay transform rapidly and
even not be under complete control of the enterprise [23]. The “when” column spec-
ifies all important lifecycle considerations of the enterprise and of the product (or
service) systems it generates. Enterprises have to integrate, synthesize and analyze
cross-data sets including external and internal data in real time in order to obtain
information from the network of interrelated data items. The challenge for the enter-
prises is how to effectively understand large data in real time and take corresponding
actions, instead of understanding data from isolated sources. Therefore, due to the
complexity of EA, it is suggested that the interpretable EA description is important
for complex enterprise systems. If the architecture description can be understood
and interpreted by computers, it will allow answers such as “What processes will a
replacement application affect?” “What roles are involved in the process?” “Why do
we decide to customize for this particular application?”.

According to Hinkelmann, EO can meet this requirement. One advantage of
having an ontological description of an EA is machine-interpretable [4]. More-
over, EO can be used for realizing interoperability among systems, between systems
and humans, or among humans. They can be used for uniquely identifying and
disambiguating concepts through formal semantics, thereby facilitating knowledge
transfer. They enable the determination of implicit facts and can be used for analyzing
and detecting logical inconsistencies. Moreover, they enable systematic domain
descriptions and the reuse of knowledge models in new applications [41]. EO has
many representation formalisms interpreted by machines [4]. But, there is no ‘right’
language to formally describe an enterprise ontology. The “choice of the language
to use in a system or analysis will ultimately depend on what types of facts and
conclusions are most important for the application” [4, 42]. Hence, we add the right-
most column to the framework by introducing appropriate models developed under
the recent trend of Model-based Systems Engineering (MBSE) and Model-based
engineering (MBe). We further elaborate on the concept of Model-based Enterprise
(MBE) in the following.
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Fig. 5 Paradigm shifting of Industry Engineering 4.0

3.2 The Model-Based Enterprise Systems Engineering

The paradigm of model-driven engineering to Industry Engineering 4.0 has shifted
as shown in Fig. 5: Tests and reworks are conducted onmodels rather than on entities,
which significantly reduces the cost and time incurred.Models are used for designing
and adapting enterprises andmanufacturing systems before they are altered in reality.
Therefore, all the likely problems are revealed in an early stage of design. The
challenge is how to rapidly respond to transformations in business intelligence and
manufacturing intelligence.

There are many attentions and in-depth research on model-based techniques as
means to deal with the challenges of ESE [43]. Engineers can use models of EA,
constituent systems, infrastructure, and environment to explore alternative designs
before making commitments through detailed design and prototyping. The models
also enable the validation of quality characteristics such as reliability, resilience
and security. Furthermore, if they have formal semantics, it becomes feasible to use
computer aided engineering to identify potential defects.

It is still difficult to apply model-based methods to ESE. As shown in Fig. 5,
three main phases constitute the traditional V-model development process at present:
design in the virtual domain, and build and test in the physical domain. Under the new
model-based industrial paradigm,we emphasize the iterations betweendigital design,
virtual integration and testing, and digital manufacturing, all in the virtual domain.
The product system is physically built and tested in the physical domain only after
the design is sufficiently verified and validated. It is a paradigm shift that significantly
reduces the cost and time incurred by tests and reworks on physical prototypes. In the
enterprise context, the concept of MBE (by SIEMENS) is proposed to describe the
enterprise-level application ofmodel-basedmethods. AnMBE is an organization that
utilizes modeling and simulation technologies to integrate and manage its technical
and business processes related to production, support, and product disposal [44].
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Fig. 6 The ES “Vee” model

According to the System of Systems Engineering and Integration (SOSE&I)
methodology and “Vee” model [45], the MBE methodology can be demonstrated
through a ES “Vee” process model (V model) (shown in Fig. 6).

The bottom of the V model is made up of multiple V model of each individual
system, including the traditional SE activities. The coexistence of these models indi-
cate that many systems are being developed and managed in parallel, with each
system being an independent time and space point in its life cycle. The upper side
of the V model represents the activities cycle including establishing/adjusting ES
goals, developing and analyzing EA, allocating ES requirement, implementing and
running ES, monitoring the status of ES and recognizing adaptation needs. If a need
is recognized, the cycle starts again. These V models from end to end are established
to describe the process of the ongoing iteration on design and redesign in engineering
the evolving ES. And the governance-policy processes covers all the areas of the “V”
are represented in the middle area of “V” [45]. A top-down engineering approach
consists of the activities on the left-hand side of the “V”, whereas a bottom-up one
are represented by the activities on the right-hand side. Thus, the ES requirements
developed on the leftmost-side of the “V” are demonstrated and certified on the
rightmost-hand side.

A strong governance process must be established to communicate and manage
changes during the life cycle, simultaneously maximizing the ES and mission effec-
tiveness. If the framework is established to coordinate among the individual systems
and programs better, the ES will benefit from it. Governance in this model implies
the set of rules, policies, and decision-making criteria. They can guide the ES toward
completing its goals and objectives [46]. A dependable governance plan is critical
to reduce the time to deploy; increase the qualities of constituent systems and the
ES; increase flexibility of ES to rapidly adapt to the changing environments and
threats; and identify technical problems in reducing mission efficiency or increasing
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the ES cost [47]. Before the development of the governance architecture, the type
of ES must be understood deeply, due to “one size does not fit all.” However, the
effective governance is required to identify clear scope of authority for most stake-
holders, ensure greater acceptance of newly implemented ES governance authority,
and ensure consistency and transparency in decision-making.

To ensure a successful ES, there are two important activities must be done.
First, the ES team must have in-depth knowledge of development, sustainment, and
management in the constituent systems to ensure that the systems are compatible
with the ES. Second, it is critical that the constituent-system functionalities and
programmatic problems must be understood, because the constituent systems in an
ES are interdependent with each other to complete ES mission success.

Innovative approach must be employed to evaluate and predict performance of
the ES, such as MBSE to simulate and predict performance and the evaluation of
ES performance during demonstrations. In most cases, the emergence demands new
functions including the control of the adoption of new technologies and interactions in
a system [45].Newhazards that frequently occur in anES are usually the result of new
function or changes brought in by the integration of constituent systems into the ES.
Further research needs to focus on how the processes provide appropriate guidance
on the inspection and control of safety, reliability, or hazards [45]. Moreover, there
are two challenges for the modeling procedures: (1) extend with phases of machine-
interpretation, which has been realized for only certain specialized procedures [4];
(2) keep the connection between human- and machine-interpretable models [4].

4 Conclusions

With the growing complexity and scales of systems, system engineering’s horizons
have expanded substantially.With regard to ESE, it is critical to ensure effective inter-
actions among interdependent resources including people, information, and tech-
nology to achieve the overall mission of an enterprise. We identify the following
challenges in ESE research.

(1) ES requirements should focus on the capacity, performance, efficiency, cost,
and reliability of the overall ES, rather than specifying a particular design
approach or implementation. Until now, the factors causing success or failure
of ES remains unclear [13]. Future work needs to investigate the contributors of
enterprise successes and failures, including organizational and cultural factors.

(2) The independence of constituent systems in an ES is the source of a number
of technical issues confronted by ESE. This complexity can result in unantici-
pated effects at the ES level and result in unexpected or unpredictable behavior
in an ES, despite a clear understanding of the behavior of the constituent
systems. System synthesis should focus on providing holistic solutionswith the
following properties: (1) desired functions; (2) emergence in the presence of
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multi-interactions at different system levels; (3) physical separability of solu-
tions; (4) appropriate balance between purposes and methods; (5) adequate
commonality and flexibility for both products and processes; (6) interoper-
ability ofESs; and (7) standardization andunification of development processes
and tools.

(3) The modeling effort needs to focus on the deviation between the virtual ES
and real ES. It implies that apart from the ES, its operators and operating
environment should also be considered. The accuracy and efficiency of the
simulation models should be studied to support an analysis of the system
behaviors under normal and abnormal conditions in practice. Moreover, the
data for model-based design and analysis should be available throughout the
product lifecycle.

(4) In the ES integration process, we need to optimize system performance as well
as consider the size, life and lifecycle cost. It is effective to incorporate high
software intelligence with simple operation and maintenance when developing
a complex ES. Reusability at both the component and system levels is also
an important design factor. Moreover, reliability plays a vital role in ESE.
Early consideration of reliability generally results in better product quality
and reduced cost and time. Finally, when human behavior is involved, we
encounter epistemic uncertainty caused by ambiguity, unknown information,
ignorance, and man-made mistakes [48], many of which cannot be modeled
as pure randomness. Uncertain factors result in the emergence of uncertain
behavior at the enterprise level.

(5) The stability, robustness, and reliability of ES should be demonstrated from
a systemic perspective. The validation should focus on comparing the model
with the real system, rather than depending only on expert assessments. ESs
composed of constituent systems that are independent of the ES poses chal-
lenges in conducting end-to-end ES testing typically carried out in system
design and development. In particular, with large ESs, traditional testing of
the entire ES following each change in the constituent systems may not be
affordable or feasible. This implies that ESE needs to consider a wider range
of options for collecting data to assess the risks to the ES. This includes data
collection from actual operations or through estimates based on modeling,
simulation, and analysis. Despite these challenges, it is the ESE team’s
responsibility to ensure the continuity of operation and performance of the
ES.
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Boost System of Systems Modeling
via UPDM: A Case Study from Air
Traffic Management

Huanhuan Shen, Weijie Zhu, and Aishan Liu

1 Introduction

Systems of Systems (SoS) are generally large complex systems, with varying degrees
of operational independence, managerial independence, evolutionary development,
geographical distribution, and lifecycle independence. These independent systems
are integrated into an SoS that delivers unique capabilities. Both individual systems
and SoS conform to the accepted definition of a system in that each consists of parts,
relationships, and a whole that is greater than the sum of the parts. An SoS can be
a logical configuration of existing and new systems, where the systems retain their
identity, and management and engineering continue in the systems concurrently with
the SoS.

Meanwhile, SoS is widely witnessed in our current society with plenty of system
elements and complex interactions within the big system in different fields, e.g.,
air traffic management systems. With the increase of global warming, the European
Union has proposed the Clean Sky Plan to meet new environmental requirements.
The plan was designed to reduce greenhouse gas emissions and the environmental
impacts of air transport through different measures. To achieve the goal, billions
of Euros have been adopted to establish an innovative and competitive European
air transport system. Obviously, building an efficient air traffic management system
would for certain save more energy and reduce more pollution than many elabo-
rately designed airplane techniques. Inspired by that, from the perspective of the air
traffic management system, this paper tries to analyze and understand the functions,
behaviors, and interactions within the SoS. With this case study, we believe, it would
be very useful and beneficial to obtain deeper insights into the SoS, which in turn

H. Shen ·W. Zhu · A. Liu (B)
AVIC-Digital, No. 7 Jingshun Road, Beijing, China

H. Shen
e-mail: shenhh@avic-digital.com

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2021
D. Krob et al. (eds.), Complex Systems Design & Management,
https://doi.org/10.1007/978-3-030-73539-5_15

189

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-73539-5_15&domain=pdf
mailto:shenhh@avic-digital.com
https://doi.org/10.1007/978-3-030-73539-5_15


190 H. Shen et al.

helps to further improve efficiency, save energy and reduce pollution for the whole
air traffic management system.

1.1 SoS Modeling and Engineering

Systems of systems modeling and engineering deals with planning, analyzing, orga-
nizing, and integrating the capabilities of new and existing systems into an SoS
capability greater than the sum of the capabilities of its constituent parts. In contrast
to a system, SoS may deliver capabilities by combining multiple collaborative and
independent-yet-interacting systems. The mix of systems may include existing,
partially developed, and yet-to-be-designed independent systems. As these outcomes
become more complex and the associated systems more complex, the management,
modeling, and simulation of these SoS become equally challenging in both civilian
and military systems. Evaluation at the level of individual requirements is too low
level, time-consuming and complex to determine how to assemble the SoS.

1.2 SoS Architecture

Organizations are changing their emphasis from a platform focus to an emphasis on
capabilities. In general, this is a change from “We need a new system” to “We need
to achieve a specific outcome.” The Department of Defense Architecture Framework
(DoDAF) [1] and Ministry of Defence Architecture Framework (MODAF) [2] were
developed for modeling enterprise architectures from capabilities to detailed compo-
nents, and the technical and operational management of these architectures as they
evolve.

The frameworks define a standard way to organize an enterprise architecture
(EA) or systems architecture into complementary and consistent views. DoDAF
V1.0 contained four basic views: the overarching All Views (AV), Operational View
(OV), Systems View (SV), and the Technical Standards View (TV/StdV). Each
view is aimed at different stakeholders, and it is possible to create cross-references
between the views. Although they were originally created for military systems, they
are commonly used by the private, public and voluntary sectors around the world,
to model SoS. Obviously, they are aiming to improve the planning, organization,
procurement, and management of these complex systems.

Besides, the Object Management Group (OMG) Unified Profile for DoDAF and
MODAF (UPDM) [3] was created by INCOSE and OMG to define a consistent,
standardized means to describe DoDAF V 2.02 and MODAF architectures using the
Systems Engineering Language (SysML) [4]. The goals of UPDM are to signifi-
cantly enhance the quality, productivity, and effectiveness associated with enterprise
and system of systems architecture modeling, promote architecture model reuse and
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Fig. 1 UPDM views

maintainability, improve tool interoperability and communications between stake-
holders, and reduce training impacts due to different tool implementations and
semantics (Fig. 1).

1.3 Leverage SysML

OMG SysML is a visual modeling language that extends UML 2 in order to support
the specification, analysis, design, verification, and validation of systems that include
components for hardware, software, data, personnel, procedures, and facilities.
SysML is intended to be used with different methodologies including structured
analysis, object orientation, and others. SysML reuses a subset of UML 2 concepts
and diagrams and augments themwith somenewdiagrams and constructs appropriate
for systems modeling. In particular, the language provides graphical representations
with a semantic foundation for modeling system requirements, behavior, structure,
and parametric, which is used to integrate with other engineering analysis models.
Consequently, UPDM utilizes features from SysML to provide a robust modeling
capability [5–8].



192 H. Shen et al.

2 SoS Modeling on Air Traffic Management System

This chapter will first demonstrate the definition of the Air Traffic Management
system (ATM), then elaborates our modeling process on ATM from the operational
view to system view in detail, finally, give some insights about the implementation
details.

2.1 Air Traffic Management

Air Traffic Management (ATM) is an aviation system encompassing all systems that
assist aircraft to depart from an aerodrome, transit airspace, and land at a destination
aerodrome. Apparently, ATM is a system of systems (SoS), in which systems include
air traffic control, air traffic safety electronics personnel, aeronautical meteorology,
air navigation system, air space management, air traffic service, Air Traffic Flow
Management, etc., interacts with each other. As an SoS, however, ATM contains
several challenges and problems to be solved.

Challenges and Problems

• The growing complexity of the ATM system. More and more integrated function-
alities for different services in the system, e.g., more planes, passenger services,
collision avoidance, etc.

• The growing complexity of systems within the ATM system. Different factors
are increasing the complexity of the systems in ATM. Technical complexity
growth by increased electronic and software-driven functionality of the subsys-
tems. Increased performance requirements lead to more sophisticated and precise
control of the subsystems.

• Strong uncertainties. With such big and huge capacities, ATM contains a lot
of uncertainties, e.g., meteorology uncertainty, prediction uncertainty, environ-
mental uncertainty, etc.

Since the complexity of ATM is extremely high, in order to be successful, even as
a modernization project, ATM is required a system architecture that defines how the
pieces of the system fit together and allow for modeling and reasoning about possible
futures. To manage the complexity and risk in the ATM system, system architecture
and model are essential tools (Fig. 2).

2.2 Overall Development Process

Our main motivation comes from the fact that to make comprehensive investigation
and insights into an SoS, we need to start from goals to system functions. Tomake the
requirements and models consistent, verifiable, and traceable, the UPDM framework
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Fig. 2 Air traffic management system

is utilized to analyze the system from different viewpoints with SysML, in which
models are consistent, unambiguous, and executable.

Given our objective as making amore efficient air trafficmanagement system, it is
intuitive for us to define SoS level operational activities which could be beneficial and
helpful for us to further study the functions. By extracting the functions of the SoS,
we could better understand the “what should the system do” in detail. Then, we need
to decompose the SoS into systems and further perform analyses and investigations
at the system level to give deeper insights into the whole lifecycle of the SoS.

Specifically, as shown in Fig. 3, with the concept of operations as inputs of our
whole development process, we mainly analyze ATM from two viewpoints, i.e.,
Operational Viewpoint and System Viewpoint. From the mission-oriented Opera-
tional Viewpoint, different aspects of the SoS are studied including capabilities,
missions, tasks, and requirements to determine ‘what to be done’. However, from
the system-oriented System Viewpoint, system-level investigations are conducted,

Fig. 3 Overall development process
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e.g., how the systems operate coordinately, to determine ‘how to be done’. Based
on the previous analyses, the iteration process is performed to verify our generated
models with visual scenario simulations. Further, we output the analytical results
including requirements and SoS architecture, which could be used to both validate
initial ConOps and motivate ATM development.

2.3 Operational Viewpoint Modeling

The Operational Viewpoint (OV) describes organizations, activities they perform,
and resources they exchange to fulfill missions. This viewpoint includes the types
of information exchanged, the frequency of such exchanges, the activities supported
by information exchanges, and the nature of information exchanges.

OV-1: Define High-Level Operational Concept (OpsCon)

In this view, we try to give an overview of the concepts of operations in ATM.
In order to motivate deeper investigation and put the operational situation into the
context, we depict missions, scenarios, operational concepts, interactions between
the architecture and the environment, etc.

Combining 3D trajectory with time, 4D trajectory (4DT) based operation in ATM
aims to acquire accurate, continuous and real-time trajectories of flights. By intro-
ducing digital and automation technique, 4DT based operation in ATM shall enable
dynamic sharing, synchronization, and negotiation of 4D trajectories, improve coor-
dination ability of aircraft and ATM-related systems, improve precision of air traffic
monitoring and accuracy of flight trajectory prediction, finally achieve more effec-
tive, efficient, environmental friendly and safer air traffic operations. The illustration
of the high-level OpsCon of ATM can be viewed in Fig. 4.

Fig. 4 4D-trajectory based operation of ATM
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OV-5: Define Operational Activities and Activity Flows

With the results from OV-1, we further define and extract the activities and hier-
archical structures of activities carried out within the scope of ATM. During the
process, activities, rules, and conditions shall be modeled. Meanwhile, the hierar-
chical structure of activities may be modeled using whole-part relationships. Also,
activities may be categorized using super-sub type relationships. The illustration of
our activity diagrams can be found in Fig. 5.

OV-6c: Define Operational Interactions between Operation Nodes

After analyzing the hierarchical structure of activities, the behavior of the system
should be paid attention to. This model identifies and describes a sequence of
activities within a described architecture. The sequence diagrams are illustrated in
Fig. 6.

Fig. 5 OV-5 activity
diagrams
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Fig. 6 OV-6c sequence diagrams

OV-2: Define Interfaces Based on Interactions

Moreover, we model the dependency between systems, which can be described as
the flow of information from one system to another. The illustration of the interfaces
between systems in ATM can be viewed in Fig. 7.

OV-6b: Build State Machine Models

Finally, we identify and describe changes in the states of the systems contained
in ATM. In this part, we emphasize certain systems within ATM, specifically
those systems that are critical to identifying the behaviors and interactions between
elements in the system across its whole life cycle (Fig. 8).
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Fig. 7 OV-2 interface diagrams

Fig. 8 OV-6b state machine diagrams
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2.4 System Viewpoint Modeling

The Systems Viewpoint (SV) describes system activities and resources that support
operational activities. This viewpoint traces system activities and resources to the
requirements established by the Operational Viewpoint.

Similar to the process in the Operational Viewpoint, we decompose the system
into elements and identify these systems. Then, we, in turn, define system functions,
interactions, and behaviors.

Firstly, with the help of SV-1, system composition and interface identification can
be achieved (Fig. 9).

Then, we analyze the system functions and relate the functions to operational
activities in SV-4 by defining the hierarchical structures of system activities. More-
over, as illustrated in Fig. 10, we define system operational interactions in SV-10c
and study system behaviors with state machine diagrams in SV-10b.

Fig. 9 SV-1 interface diagrams
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Fig. 10 SV-10b sequence diagrams

2.5 Simulation and Verification

In order to make an accurate investigation and locate errors ahead of time, with
the analytical results before, the simulation and verification process is employed.
At different levels, i.e., SoS and system, respectively, we perform visual scenario
simulation to verify our generated requirements, functions, and abilities. Since the
models in SysML are executable, with elaborately designed triggers and events, the
models are able to drive the visual simulation system to perform co-simulation as
shown in Fig. 11.

3 The Advantages of Our Development Process

• Cope with the Complexity of SoS
Since the complexities of SoS are becoming extremely high, it is for certain very
difficult for engineers to analyze them comprehensively. With our development
process, SoS is investigated from different views at different levels, which could
be significantly helpful for us to make a deeper understanding and insights about
the SoS.

• Enhance System Decomposition and Explore Model Details
With the standardized process, we can decompose the SoS into systems accord-
ingly andmake the processmore distinct and clear. By investigating both static and
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Fig. 11 Simulation and verification

dynamic properties and characteristics of the SoS as well as contained systems,
we can better explore the model details.

• Keep Consistency in Models
In our development process, behaviors, functions, and interactions of the systems
aremodeledwith SysML,which is traceable and consistent. In addition,we further
confirm the consistency of the simulation-based iteration and verification process.

• Understand the Emergence
The emergence is one of the key factors of a system. It is much critical though
difficult to understand emergent behaviors of the SoS, as there exist more systems
and interactions within. By analyzing the SoS in different levels, we could better
understand system behaviors when they are decomposed and combined together.

4 Conclusion

SoS modeling is becoming increasingly important since the numbers of system
elements and interactions within a system increase significantly. Traditional strate-
gies fail to manage the complexities in SoS leading to inconsistent and incomplete
analyses. In this paper, we proposed an SoS modeling case study on the Air Traffic
Management system (ATM) with UPDM, a unified profile to model enterprise archi-
tectures from capabilities to components. From the Operational Viewpoint, capabili-
ties andmissions are studied to determinewhat the SoS should be done, which further
motivates the System View analysis. From the System Viewpoint, more detailed
analyses are conducted by decomposing SoS into elements to investigate the func-
tions, operations, and interactions. By iterative analyses and simulation, models are
consistent, verifiable, and traceable leading to better SoS modeling and engineering
[9].
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Closed-Loop Systems
Engineering—Supporting Smart System
Design Adaption by Integrating MBSE
and IoT

Thomas Dickopf, Sven Forte, Christo Apostolov, and Jens C. Göbel

1 Introduction

By demanding innovative products, customers pressure companies to shorten their
development cycles for new innovative products. Nowadays, product innovation
is more and more information technology-driven; those products evolve to highly
digitized products and services, so-called smart products, and services [1]. These
smart products and services also contribute to the vision of an open and autonomous
system of systems (SoS) but come at the price of increased engineering complexity.
According to a survey by the Aberdeen Group, complexity was the top systems engi-
neering challenge already in 2014, with 51% of respondents ranking it accordingly
and an increase of 24% over just four years [2]. In order to address the increasing
complexity, researchers are investigating systems-engineering-based approaches to
master the transition from traditional products to digital, interactive smart prod-
ucts and services. While Model-Based Systems Engineering (MBSE) and Product
Lifecycle Management (PLM) currently merge towards holistic, software-supported
System Lifecycle Management approaches [3], PLM also becomes connected with
Internet-of-Things (IoT) applications and digital twin implementations [4, 5]. The
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virtualization of product validation processes [6] describes a fundamental capa-
bility of successful engineering enterprises [2], and Closed-loop Systems Engi-
neering becomes a reality by the integration of virtual validation techniques and
field connectivity.

One central research question is how field data of current product instances and
families can be used reliably and in a standardized way for system validation and
improvement purposes using MBSE concepts. A system design validation approach
[7] connecting SysML-based (OMG Systems Modeling Language) systems valida-
tion with aggregated field data is presented in the following sections. This contribu-
tion focuses on the management and the analysis of operational data (e.g., aggrega-
tion of usage information or error rates) and its use in the system design to improve
the current product version and new product generations. The implementation and
validation of the presented concepts took place on a SoS research testbed at the
University Kaiserslautern using the PLM and IoT technology CONTACT Elements
(CE) by CONTACT Software.

2 State of the Art

2.1 Smart Products and Their Lifecycle Management

Smart Products are discussed as cyber-physical-based products with a certain degree
of autonomy and the capability to communicate and interact with different actors
[1, 8–10]. In order to maximize customer value, these products are integrated into
different smart environments [10], which consists of various smart products, services,
and connecting infrastructures. However, this integration leads to an immense
increase in complexity and will change business disruptively [9]. Therefore, new
collaboration and cooperation models should be defined so that the autonomous
system of systems vision can become a reality. Furthermore, companies have to opti-
mize their operational processes, methods, and tools regarding the complexity to
make them manageable in the future.

Supporting the management of such System of Systems, Systems Lifecycle
Management (SysLM) was established as a concept to manage system-related
data along the lifecycle of contemporary smart products and the systems they are
integrated into [11, 12] (Fig. 1). Therefore, on the one hand, Product Lifecycle
Management (PLM) has been extended with a general information management
concept for the early interdisciplinary product development phase, where model-
based approaches are used (cf. MBSE). On the other hand, through the collection
and analysis of data of field devices and assets (cf. IoT), the product usage and
support phase has gained significantly in importance [11, 12], which enables new
possibilities such as product reconfiguration [13].



Closed-Loop Systems Engineering—Supporting Smart System Design … 205

Fig. 1 An exemplary representation of a smart product as part of a system of systems during its
life cycle [20]

2.2 Digital Twin

A central element of the digital transformation is the digital twin [14]. As a virtual
image of a field device, it reflects its physical state in a current and historicized form.
The digital twin forms the link between field data (system environment, construction
status data, technical condition, operatingdata), service information, analysismodels,
and development data (e.g., product data, bills of material, documents, process data).
Digital twins define access from the application level to information logistics and
become part of IoT solutions’ building architecture [15].

There is not one universal digital twin. The concrete instantiation depends on use
cases and business models of its various application areas. Consequently, a large
number of definitions have been introduced and refined over the last few years. An
overview of definitions found in literature can be found in [16–18].

Figure 2 represents the data model for the instantiation and use of digital twins.
If the digital twin is placed at the center of information logistics, then the data
processing steps can be traced from the sensor level via the gateways to central data
management. A field device with sensors sends telemetry data to an IoT platform
in a typical application, such as its location and other operating parameters. To
simplify the creation of new digital twins, a digital master is available as a template.
It represents a blueprint of a virtual product from which twins can be created or
copied, which then—enriched with serial numbers, classification features, and data
from the product creation process—represent a real field device, a machine, or even
a complete production environment. Digital twins can be grouped in two ways.
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Fig. 2 A data model for the instantiation and use of digital twins (based on [15])

Based on defined rules, digital twins can be grouped into fleets to analyze the same
categories’ assets. Environments, on the other hand, allow different digital twins to be
encapsulated, allowing entire plants or machine parks to be modeled and analyzed.
Machine processes can be logged as usage processes in the digital twin so that
data is available for the individual processes. A classification of the processes with
subsequent analysis helps users detect anomalies in individual machines, products,
or even batches. A feedback of the results into product development in the sense
of closed-loop engineering would support fast product improvements and strategic
product planning [15].

2.3 Closed-Loop Systems Engineering

To achieve shorter development cycles and a high level of quality assurance with
a minimized number of iteration [19], Closed-Loop Systems Engineering (CLE)
describes an approach for successfully handling product complexity. Fast digital
information flows and fast access processes for product components supported by
agile methods at the operational level are just two core CLE ideas. In this context,
the following strategical concepts of how best-in-class companies handle issues
associated with complexity successfully has been identified [2, 20]:

• Virtual prototypes (models): use of virtual prototypes (starting with formal,
executable system models) for the verification and validation of preliminary
designs (drafts) before physical prototypes are built

• Simulation: use of simulation as an essential enabler and its application as early
as possible in development processes (system analysis and design phase)
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Fig. 3 Expandable system
improvement concept for
complex systems (based on
[20, 21])

Twin 
in the 
loop

Model 
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• Improvement loops: completing the continuous improvement loop by recording
the actual simulation results and feeding this information back in to calibrate and
improve future simulations.

By applying the CLE characteristics mentioned above in combination with the
benefits of system lifecycle management and IoT, a fully model-based approach for
optimizing today’s complex, multidisciplinary smart systems have been developed.
The approach focuses on three specific improvement loops, which lay their improve-
ment emphasis in the lifecycle phases of interdisciplinary system development,
system verification and validation, and system usage (cf. Fig. 3) [20, 21].

Model-in-the-loop
Model-in-the-loop [20, 21] means executing a system model in the corresponding
authoring modeling tool or combination with additional simulation tools [19, 22]
to verify the system’s design and the early validation of partial solutions or system
components. The model execution aims to assess how a system, particular object, or
phenomenon will behave over time. Either because the system is not yet fully defined
or available, or because it cannot be implemented directly due to cost, time, resources,
or risk constraints, model execution enables us to gain system understanding by
utilizing simulation. Application scenarios for model execution are [23]:

• Evaluate design alternatives
• Select the best set of parameters
• Verify system with its constraints
• Perform requirement compliance analysis
• Perform what-if analysis.
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Twin-in-the-loop
Twin-in-the-loop [20, 21] describes an approach for the design and validation of the
further digital twin of a system, its management platform, as well as concomitant
business and service processes. By using the possibilities of the model-in-the-loop
concept, this step can take place early in the system development phase, when the
system does not yet exist. It enables a first configuration of the digital twins and their
associated business and service models by simulating field devices by connecting
a simulation-ready system model to an IoT operational system. The twins will be
implemented later on. This approach brings the following advantages to the system
development process:

• Increased dependability of the system design
• Faster implementation of physical and digital subsystems dependent on not yet

existent elements of the system
• Faster handover of the system to the customer.

System-in-the-loop
System-in-the-loop [20, 21] addresses the concept of system improvement based on
the seamless integration of the design and operational usage of smart products. Indi-
vidual products or entire product populations are optimized through planning strate-
gies and retrofitting concepts [24, 25], closing the loop between system architectures
and digital twins. For this purpose, the field information has to be referenced precisely
and broken down appropriately to permit the targeted use of the results to develop
products and processes further. The return of field data into development requires
close integration between PLM systems (the core of engineering data management)
and IoT operational systems (the core of operational data management), which can
lead to the following advantages for enterprises and employees:

• Targeted system improvement through analyzed and evaluated field data
• Involvement of customers in the ongoing optimization processes
• Improvement of strategic product planning based on usage-based market obser-

vations.

3 Closing the Loop Between Digital Twins and System
Architectures

This section presents a methodical procedure and its application to represent one
possibility of implementing the system-in-the-loop concept. The focus is on the
interaction and information exchange betweenMBSE approaches in the early design
phase and IoT application in the system’s operational use.

For a better understanding, the procedure is illustrated using a selected applica-
tion scenario. After a brief description of the scenario, both the methodical concept
(five-step approach) and its direct implementation at the application scenario using
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specificmodules of the CONTACTElements platform are presented in the following.
The concept is divided into two main parts. The first part considers the generation,
management, and operational data analysis (steps 1–4). The second part considers
integrating and providing this information to optimize the system, respectively, its
architecture (step 5). The Essential steps are:

1. Create or instantiate digital twins
2. Classify the digital twins
3. Define the fleets
4. Analyze the data
5. Feedback to development.

For the illustration of the developed concept, a hydraulic excavator was chosen as
an example system. In previous publications [11, 12, 20, 21], the excavator considers
a cybertronic element in various cybertronic systems. For example, as part of an
autonomous construction site or an automated forestry work or dyke work SoS.
Here, the focus lies on the aggregation of operational data of different variants of one
product generation and themarkets in which the excavators are used. That means that
on different markets (e.g., continents, countries, or even regions), different system
variants of a product generation (e.g., chain or wheel drive; adjustable or monoblock
boom; electric or internal combustion engine) are used differently.

For the evaluation of the concept and especially for the generation of semi-
realistic field data, a research testbed of an autonomous construction area was estab-
lished in cooperation between the Institute of Virtual Product Engineering (VPE)
at the University of Kaiserslautern and CONTACT Software GmbH. In general, the
testbed focuses on research questions in the field of model-based development and
the use and optimization of complex smart product systems from a methodological
and information-technological perspective. The testbed software implementation is
based on the open platform technology CONTACT Elements (CE) and its numerous
specialized modules to support digital transformation.

3.1 Management and Analysis of Operational Data

For a data-driven system improvement, it is necessary that each device’s field data
is accessible and managed in a corresponding infrastructure. By creating a virtual
image of these devices, operational data becomes more usable and enables various
benefits (cf. Sect. 2.2). The first and most essential step is to create a digital twin or
instantiate it from a digital master (step 1—using the CE module “Digital Twin”).
The field device’s generated data will be sent via a standardized communication
protocol to the digital twin managed by the IoT operating system and provided to
various users (e.g., users, maintenance or service technicians, device manager) for
various purposes [20]. In order to merge the correct data for the analysis case under
consideration, digital twins can be bundled in fleets (step 3—using the CE module
“Device Management”). Asmentioned above, a fleet describes a group of twins band
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together based on specific rules. These rules could be based on the system’s properties
and features or its sub-components or based on other characteristics, like the market
where the system is used. Therefore, digital twins can be classified according to their
characteristics (step 2—using the CE module “Universal Classification”).

In general, classification approaches are used to support the organization of data
objects based on similar or associated characteristic-based object groups within a
hierarchically structured characteristics catalog to reduce redundancies, cut the time
required for data maintenance, and improves the efficiency of characteristic-based
queries. Consequently, these approaches offer an optimal and sophisticated approach
to define fleets in a targeted manner. Based on the previously chosen methodical
procedures, the digital twin classification occurs after its creation or has already been
transferred from the digital master by instantiation and inheritance. Once the fleet has
been created concerning the desired analysis context, the individual twins’ data can
be merged and used for the analysis (step 4—using the CE module “Monitoring and
Analytics”). The analysis itself, depending on its goal, can also be done in several
ways. For example, the aggregated data analysis could be performed directly in the
IoT platform by defining and applying key performance indicators (KPIs), which
could then automatically trigger new processes if necessary. On the other hand,
analysis or machine learning tools can also be integrated into the IT infrastructure
for more complex analyses.

Figure 4 illustrates the prototypical realization using the excavator fleet scenario
in CONTACT Elements for IoT. While 4.1 shows how the excavator is classified
according to its specific characteristics (e.g., type of drive, type of boom, or the
market for which the product was manufactured), 4.2–4.4 illustrates the excavator
fleet dashboard of the European market. 4.2–4.3 shows a widget at the dashboard
body, which lists all twins belonging to the fleet, including static attributes as well as
current states and geographical positions. 4.4 points to the dashboard header, where
attribute values can be displayed. This case represents KPIs according to the usage
time and its proposal distribution to the different working modes.

3.2 Provision and Utilization of Operational Data

This approach’s final step is to provide and re-integrate the operational data—
analyzed, evaluated, and prepared—as additional information back into the devel-
opment process to utilize it to improve the current system and the following
product generations. These could be, e.g., usage profiles, system load factors,
utilization contexts, system failures, or engineering changes. According to close
the loop between operational usage and engineering development, seamless integra-
tion between the IoT operational Systems (the core of operational data management)
and the PLM systems (the core of engineering data management) is required (step
5—using the CE module “Closed Loop Engineering”). The data exchange between
the PLM and IoT operating systems is described in Fig. 5.
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Fig. 4 Twin classification and fleet management in CONTACT elements for IoT
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Fig. 5 Push and Pull concept between PLM and IoT supplemented by a possible integration of
operating data into SysML-based system models

Looking back at the initial idea of combining IoT and MBSE to support system
improvements, it is necessary to link the operational date to formal system models,
representing the architecture of a smart product or SoS.Depending on the information
content and the context of the system improvement, these could be new requirements
for the system, derived frommeasures generated in the IoT platform, based on issues
or usage information that can be integrated into the system model through its exten-
sion by new elements. Additionally, Fig. 5 illustrates an exemplary extension of the
excavator model by adding the new element Usage Profile. The analyzed values of
the excavator fleet analysis (cf. Fig. 4) could be used to optimize the system in the
sense of the introduced model-in-the-loop concept in Sect. 2.3.

For the data exchange between the PLMsystem and themodeling tool to create the
system architecture, both corresponding methods and software interfaces are neces-
sary. One prototypical solution based on CONTACT Elements has been developed
in the German research project mecPro2 [3].
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4 Conclusion

Combining the concepts of MBSE and IoT, this paper introduced a Closed-loop
systems engineering approach to the systematic improvement of smart product
systems. Whether from the simulation in the development phase or generated by
the real system during product usage, the resulting information’s re-integration into
the systemdevelopment through improvement loops achieves enormous benefits. The
presented concept for improvement of smart product systems includes three loops: (I)
model-in-the-loop; (II) twin-in-the-loop; and (III) system-in-the-loop, whereby the
last loop has been discussed in this paper in more detail by using a 5-step approach to
improve afield device or a further product generation by re-integrating the operational
data into the development process.
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Collaborative Engineering Method
for More Electric Aircraft
(MEA)—Tradeoffs and Informed
Decision-Making Process

Jean-Rémy Imbert and Nathan Marguet

1 Introduction

It is a fact: industrial products are complex!
They use a multitude of different components and technologies. They are

associated with technical systems that pose real integration difficulties.
In an organization, an individual is no longer in a position to master alone

the design, manufacturing, industrialization, maintenance, evolution and recycling
aspects of the product.

Collaboration within teams is obviously more than necessary:

• access to information in a secure way;
• share it effortlessly;
• distribute it in real time;

is essential!
In response to these problems, a new type of tool—and the methods that go

with them—is beginning to emerge among manufacturers. These collaborative
“platforms” can be classified in two categories:

• “monopolistic platforms”, which solve communication difficulties between tools
and disciplines,

– by standardizing the supported formats and unifying the Design environment;
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– by simply replacing the business tools, external to the platform, with the
platform’s tools.

These “monopolistic platforms” aremeant to be the central pointwhere everything
is supposed to happen.

• “agnostic platforms”, which,

– do not standardize the Design environment and supported formats;
– but take an aggregation approach to content with advanced connection

capabilities.

Such platforms also provide a “notification and control center” (dashboard) where
engineering decisions can be made.

However, the scope of their control over the Design process is intended to be
limited, allowing organizations to retain all of their tools. Above all, it allows compa-
nies to define new ways of working, independent of the platform used. The strength
of this type of platform therefore lies in their ability to connect to existing engineering
applications.

We present in this paper the approach we have implemented for the study of
electromechanical alternatives to an initially mechanical actuator.

2 More Electrical Aircraft

Our use case is part of a fundamental technological change. It results from the race
towards the all-electric aircraft. The first responses to this challenge are leading to
the emergence of a hybrid electric or “More Electric Aircraft” (MEA) [1, 2].

If we forget for a moment the economic motivations of aircraft manufacturers,
this change stems from regulations concerning the reduction of CO2 gas emissions.
The battle will therefore be fought on several fronts and in several stages. Indeed, the
difficult revolution that is pushing for the decarbonization of propulsion is underway.
It will lead to the replacement of turbojet engines by electric motors. But for a long
time now, the industry has been mobilized in a quest to reduce the mass of aircraft.

Historically, a mix of hydraulic and pneumatic energy drives non-propelling
systems. Advances in power electronics, fault-tolerant architecture and flight
control systems make it possible to envisage their replacement by lighter equip-
ment. The technological maturity of Electro-Hydrostatic Actuator (EHA) and
Electro-Mechanical Actuator (EMA) is accelerating the electrification of aircraft
(Fig. 1).

This trend is fueled by the collaboration of aircraft makers with their equipment
manufacturers and suppliers, who are imagining new architectures and designing
systems with high energy density and electrical intensity.

On the scale of the entire aerospace industry, the More Electric Aircraft (MEA)
concept holds the promise of significant improvement. It is an essential element
of value creation: aircraft weight and fuel consumption can be reduced. The MEA
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Fig. 1 From mechanical to fly-by-wire flight controls

concept opens up new ways to optimize aircraft performance. It increases flight
reliability and should reduce operating and maintenance costs, and ultimately the
total lifecycle cost of the aircraft.

3 Electro-mechanical Actuator

To be able to turn, an aircraft is equipped with ailerons. These aerodynamic control
surfaces allow the plane to rotate around its roll axis. They are located on the trailing
edge of the wing and lowered or raised thanks to the actuator, object of our study
(Fig. 2).

Our case study focuses on the implementation of an Electro-Mechanical Actuator
(EMA) to replace mechanical flight controls.

Engineering teams are reviewing concurrently three Design architectures:

• screw-nut system (1);
• connecting rod-crank system (2);
• direct-drive system (3) (Fig. 3).

The Electro-Mechanical Actuator is equipped with different sub-components,
such asmotor, reduction gear, etc. The activity related to the definition and integration
of thismechatronic system into the aircraftwing is becoming a challenge for the teams
who will be dealing with many aspects.

This project requires skills in several technologies and several disciplines. It is
therefore quite naturally that the teams are organized in silos. Silos has developed
over time following the logic of clustering specific expertise to favor efficiency.

Fig. 2 Location of an aileron on an aircraft
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Fig. 3 Three design
architectures

However, at crucial moments throughout the project the quality and speed of
communication take precedence over the technical aspects.

4 Organizations

4.1 Current Organization

Poor communication between teams—whether organized in silos or not—is linked
to various factors. More and more teams are distributed, their members are scattered
over several locations or even several continents. Differences in time zones and
language make teamwork more complicated.

Furthermore, these “logistical difficulties” can be compounded by infighting
between these different teamsor theirmembers.Human factorsmake themechanisms
of collaboration very subtle…[3, 4]

Despite or because of the existing procedures and structure imposed by the PLM,
PDM, SPDM tools, there is not always an effective process that coordinates disci-
plines and articulates tasks. Sequential work is then naturally favored: Team #1 waits
for Team #2 to send its results before being able to work.

Some data is missing, some must be reprocessed and some is out of date or have
become useless.

Thus, communication difficulties and divergences in internal objectives are the
cause of a lot of wasted time, oversights and even errors.

Changes and excessive redesign phases extend the development time as they
result in the need to solve unforeseen problems. Project costs are impacted by the
organization’s inability to detect inconsistencies early on.

4.2 New Organization

It is necessary to change the way of working. For the EMA implementation study
we organized the collaboration from a new angle. The solution we encourage:

Bridging silos to improve Designs
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Fig. 4 “Bridging silos”

To explain this approach in a few words, we can compare disciplines and teams
to pieces of puzzles that do not fit together perfectly. Our methodology is an answer
to many of the problems mentioned above.

It consists in providing the missing bridge that connects all these disciplines and
teams together (Fig. 4).

This central piece—an agnostic platform—is a facilitator. It checks the consis-
tency of the information available to the teams and distributes this information. It
verifies the conformity of the technical hypotheseswith the company’s business rules.

Right from the start of the Design process, this platform highlights technical
issues, inconsistencies and even errors.

The connectionbetween the different software applications involved in the product
Design is possible at any time. Teams push their most recent data to the platform
and get the necessary information from other disciplines in return. All participants
benefit from the pooling of information.

This makes it easier for them to find up-to-date data: with no extra effort, they
have access—on demand—to the key information they need for their joint activity.
The Design process is more agile because it constantly adapts to changes in each
silo.

This connected—and collaborative—engineering approach activates a very fluid
communication between the company’s silos.

By enabling project teams to resolve conflicts earlier, by offering mechanisms
for detecting inconsistencies and errors, the agnostic platform reduces the overall
product Design time, and therefore its cost.

The emulation generated between teams plus the time saved, pushes engineers to
redeploy their energy on innovation. They explore a larger Design space. They study
a larger number of configurations. They optimize their Design.

The value of their product is thus increased.

5 Execution Using the Karren Platform

The Electro-Mechanical Actuator implementation project—in all its complexity—
will be managed on several macro levels, using three conceptual objects.
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5.1 The Requirements: “Requirements View”

The EMA requirements define the project issues. They are made available to stake-
holders in karren. They can be completed manually. But karren’s connection capabil-
ities also allow to aggregate a selection of project-specific requirements that would
be stored and managed in a specialized software, (DOORS, Rectify, Excel, etc.). The
connector principle offers the possibility of using multiple data sources [5, 6].

The karren platform thus becomes the “Single source of truth” (SSOT) shared by
the project team (Fig. 5).

The requirements used are of a technical nature. They directly concern the actuator
or are closely related to the constraints of its environment:

• “actuator will be supplied with 28 Vdc”;
• “maximum current intensity will be 50 A”.

The requirements may also be of a different nature and not directly mathematical:

• “purchased components must be purchased within the EU”;
• “EMA must be beautiful”… (why not?)

Finally, product requirements can define performance objectives:

• maximization: “reaction time should be 20% better than on the # model”;
• minimization: “mass of the system must be less than 12.5 kg”.

Fig. 5 Karren repository for requirements
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5.2 The Business Knowledge: “Product View”

The strength of agnostic platforms lies in the fact that they manage only the product
parameters necessary and sufficient for collaboration. These are key parameters, in
the sense that they allow stakeholders from neighboring silos or subcontractors to be
able to work.

It is very important to tell that the platform manages the parameters as objects.
Each parameter can be valued or not. Each parameter can have one ormore instances.
Each one being linked to different candidate configurations of the product.

These platforms do not compete with PLM, PDM or SLM tools. They connect to
them. karren only needs to manages a short list of parameters and values. Those that
are necessary for the collaboration community and the progress of the business.

In the case of the actuator, this could be:

• gear ratio;
• overall dimensions (height, width, depth);
• mass;
• cost.

The variety of disciplines covered is unlimited as long as they can be described
with input and output parameters.

Business knowledge is also managed in the platform through “rules”. These rules
are the mathematical materialization of lower-level requirements. They can also
express relationships between parameters:

• “EMA_Beauty = true, if Mean_Subjective_Aesthetic_Evaluations > 5”;
• “Reaction = Force × Distance_D”.

Because the “Product view” object stores all the parameter objects, possibly
valued, “Product view” is the object throughwhich each of theDesign proposals—i.e.
configurations—is managed (Fig. 6).

It is necessary that during the course of the project different alternatives can be
imagined. It is interesting that each proposed configuration is challenged in relation
to the functional requirements of the product. The “Product view” object allows all
this.

5.3 The “Viewpoint”

The EMA implementation project involves several disciplines, several teams. Each
one has technical interests to defend.

For example, if we consider the reduction ratio the EMA gearing, from the
mechanical strength point of view it should be small. From the point of view of
the transition time between “Aileron up” and “Aileron down”, the value of this same
parameter should be high.
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Fig. 6 A candidate configuration is challenged on requirements and business rules

Obviously, there is no question of producing two actuators, one “fast”, the
other “resistant”. But it is quite judicious, (necessary) to find the best compromise,
compatible with the data, the constraints, the estimates of each discipline.

SinceViewpoints are related to disciplines, the connectors of the agnostic platform
retrieve—on demand—data generated by other software applications and value the
corresponding parameters. The parameters can be either input or output parameters.

The platform aggregates this information to its database and then distributes it to
other software tools. The exchange is then done viaApplication connectors following
the same mechanism.

The platform maps the dependencies between Requirements, Viewpoints and
Products (their parameters, their business rules) (Fig. 7).

The karren platform can connect to applications such as:

• Excel, Matlab, Dymola, GT Power, modeFRONTIER, Isight, CATIA, 3DEXPE-
RIENCE, DOORS, and many others.

5.4 Manage the Complexity

At any time,
Contributors of a Viewpoint, (e.g. mechanical strength) can:

• verify that their candidate configuration complies with business rules and meets
product requirements.

Contributors from another Viewpoint, (e.g. System control) can:

• also check their candidate configuration, (business rules, requirements);
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Fig. 7 Mapping of products, viewpoints and requirements

• propose a configuration with parameter values that are different from the values
of the other Viewpoints;

• know the sets of values chosen by the other teams that are part of the collaboration
perimeter.

Product Owner or Project Manager can:

• check the compliance status of eachproposed configurationwith respect to product
requirements and business rules;

• highlight incompatibilities between disciplines (e.g. if a common value is not yet
found for a common parameter);

• initiate discussions in order to reach a compromise;
• arbitrate and decide, in order to resolve a technical conflict.

The karren platform thus frees up the Design process by allowing teams to work
in parallel while being regularly synchronized (Fig. 8).

Because the platform aggregates the essential information that enables the level
of maturity and convergence of the project to be known, it also quite naturally offers
an excellent monitoring tool.

The alternatives studied that fail to meet product requirements are detected and
discarded. Conflicts are identified earlier. They can be arbitrated at a time when
changes and evolutions are still possible and less costly.

All disciplines have the same level of information and can therefore better
understand the issues and constraints of the Departments connected to them.

What-if scenarios are easily challenged. On this point, the example of the
three EMA architectures illustrates the capabilities and interest of a collaborative
engineering methodology.
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Fig. 8 Dashboard and various KPI for steering a project

These platforms do not yet integrate Artificial Intelligence technologies (as such)
into the technical decision-making process. Nevertheless, the level and quality of
information made available to engineers enables them to make informed decisions.

Once an optimal solution is found, karren stores it as a reference. Likewise, the
decision steps (the configuration history) are kept and could be reused in future
or similar projects. karren keeps track of the “when, who and why” to justify the
decisions.

6 Conclusion

The innovation process can be a particular form of “Stratégie tâtonante” (trial and
error strategy). Under this term arise:

• “intentionality”, (e.g. the intention to create a product);
• “uncertainty”, (e.g. to achieve objectives, to meet requirements);
• “unpredictability”, (e.g. which of the architectures is the most efficient?).

Innovation is a collective progression led by organized entities that need the
right balance between “order”, (science, routines, procedures) and “disorder”,
(brainstorming, chance).

The silo organizations resulted from a logic of clustering specific expertise to
favor efficiency. Whether we like it or not, they have proven their effectiveness. It is
illusory—even counterproductive—to pretend to “break down” these silos. However,
it is relevant to want to bridge them.

We have deployed a collaborative Design methodology equipped with the karren
“agnostic” platform. As a result, karren overcomes three obstacles:
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• without loss of time, the distributed stakeholders find the central information they
need for their work;

• convergence cycles are quick because they are agile enough;
• difficulties arising from the heterogeneity of software applications, languages,

cultures and divergent interests are avoided.

The engineering teams studied simultaneously several configurations of each of
the three candidate architectures. karren allowed reducing the number of Design
iterations. This was achieved by making exchanges between disciplines fluid. And
by challenging each technical proposal with respect to product specifications and
requirements (verification of conformity), from the upstream definition phases and
throughout the project.

The multidisciplinary Design context of this “complex” product presented a large
number of antagonistic singularities. karren facilitated the convergence (conver-
gence verification) of the teams towards feasible solutions by constantly identifying
technical conflicts.

Project management has greatly benefited from the platform’s information and
notification capabilities. Deadlocked configurations and non-performing proposals
were eliminated earlier. Many tradeoffs between disciplines were facilitated by
karren. This has led to optimal solutions. Finally, karren has shown the relevance of
our approach in the fact that this methodology successfully executes:

• a collaborative design process with tradeoffs and informed decisions.
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Design of Test Flight Mission Planning
and Playback Verification System Based
on STK

Jieshi Shen, Bingfei Li, and Cong Chen

1 Introduction

As a costly and risky project, flight test should take into full consideration the factors
such as test site, meteorological conditions and critical envelope. Therefore, it puts
forward strict requirements on the planning of the flight mission. But due to the
coupling factor, as a systematic project, it is very difficult to carry out the planning
of the test flight mission with mathematical calculation method and the workload
is too big. Therefore, at present, the index request is put forward to certain phases
of the test flight according to the test purpose in the flight test. Most of the time, it
still relies on the pilot’s subjective experience to control the aircraft. On the other
hand, the flight data obtained from the flight test is very valuable. Through the
playback of the flight process by the flight data, on the one hand, it can help do the
auxiliary calculation analysis on the flight. On the other hand, it can form a flight test
database to quickly reproduce and review a certain flight process with a simulation
method to achieve the purpose of demonstration and mission reuse. Satellite Tool
Kit (STK) software can conduct convenient and rapid analysis of land, sea, air, and
space missions, and can display the analysis results in the form of graphics and text.
Its three-dimensional visualization function can import the real terrain, images and
3D solid models, and the degree of the scene simulation is high. It is the authoritative
software for visual simulation in the field of aeronautics and astronautics. However,
for flight test missions only, STK software is too large in size and relatively complex
in use, and there is no management database support. Aiming at the conventional
mission mode existing in flight test, this paper developed a flight mission planning
and data playback system based on STK to achieve the purpose of rapid flight test
task auxiliary design and pre-test flight simulation. It also supports real test flight
data playback, visually restores the flight test process, and uses airborne flight data
for relevant calculations to assist in the analysis of flight test results [1–3].
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2 Key Technology of System

2.1 STKX Component Technology

STKX components allow developers to seamlessly integrate the two-dimensional
and three-dimensional visual interfaces and various data analysis capabilities in
STK into their applications. STKX supports the forms of COM components and
ActiveX controls to be embedded in applications that support OLE (Object Linking
and Embedding). It supports C++, .Net and Java development environment, and
provides a series of classes, interfaces and events that support STKX components
to interact with third-party applications. At the same time, it can also receive and
execute Connect commands sent by third-party connection control software through
the API functions provided by STKX [4, 5].

STKX components mainly contains four kinds of controls, which are:

1. AGI Map Control

AGIMap Control is a two-dimensional graphical display control that displays a two-
dimensional map of the globe. Developers can seamlessly integrate it into their own
applications. By writing the corresponding event response code, functions such as
partial zoom in and zoom out of the map in the two-dimensional map can be realized.

2. AGI Globe Control

AGI Globe Control is a three-dimensional graphical display control, which is the
core of the three-dimensional display module in STK. Various operations on the user
interface can be controlled by establishingmechanisms such as messages and events.

3. Analysis Engine Interface Components

The analysis engine interface component interface provides a channel for the appli-
cation to connect to the STK analysis engine, which can be directly invoked in
applications without or with a GUI interface, and the calculation and simulation of
the established tasks can be completed by sending control commands.

4. Graphics Analysis

Graphics Analysis control is a spatial simulation analysis tool, with functions such
as azimuth and altitude analysis, area analysis, and shadow analysis.

The simulation pattern of the STKXcomponents is shown in Fig. 1. STKXcompo-
nents can be seamlessly integrated into user’s secondary developed applications as
separate functional modules. Each of these processing units interacts with the various
integrated STKX components through the application interface. The latter transmits
the corresponding processing results back to the former through local calls, and the
processing unit then proceeds with the returned information. STKX internal event
listener can realize STKX internal event monitoring, and users can also write event
handlers to respond, so as to control the simulation scene more accurately.
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Fig. 1 Simulation mode for STKX components

2.2 Complex Flight Test Data Mapping Transformation

The amount of real data generated during a test flight is enormous. On the other hand,
each type of test flight data has a complex format andmany items. In order to load the
data efficiently and restore the test flight process effectively, it is necessary to sample
and process the huge data before importing the test flight data into the system, to
reduce the data pressure. After sampling the data, it is necessary to filter the list of
data and select the simulation scene data that can be supported by the system to be
added to the dynamic properties of the entity.

2.2.1 Test Flight Data Sampling

Data sampling can effectively reduce the pressure on the database during system
loading. Take the GPS data recorded in flight as an example. If a set of data is
sampled at the interval of 0.01 s during the flight sampling process, the recorded
data of the aircraft will reach 60,000 sets after only 10 min of flight. However, such
high precision data is not needed in the simulation system. Therefore, the system
designed the sampling process before importing the real test flight data to reduce the
data pressure. The sampling process is shown in Fig. 2.

The amount of file data processed by sampling is reduced to 2−N groups, and the
time points of data are evenly distributed, with little impact on data distortion. The
contents of the header file refer to the file description and data list title in the flight data
file, as shown in Fig. 3. In practice, each type of test flight data file has inconsistent
header contents and inconsistent number of lines, but usually no more than 20 lines.
Therefore, the system cut the first 20 lines of the file during the sampling process to
avoid the loss of the header (Table 1).
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Fig. 2 Test flight data
interlaced sampling process
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2.2.2 Flight Data Conversion

After the test flight data is sampled, the complex test flight data is converted to the
data supported by the simulation scene to realize the playback drive of the aircraft.
The way to convert the flight data is to map the data types in the flight data file
to the data supported by STK. Generally, the input data supported by STK is the
inherent parameters and kinematics information of the entity, while many data types
generated by real test flight cannot be supported by STK.

Take Table 2 as an example. The table shows the data recorded by the aircraft
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Table 1 Header contents of GPS data file

Project: ********-gps

Program ******************************

Profile *********************************

Source GPS *********************

Datum WGS84, (processing datum)

UTC
Offset:

18 s

Local
time:

+8.0 h, CCT [***************]

LocalUTC Latitude Longitude H-Ell VEast VNorth VUp

HMS Deg Deg m (m/s) (m/s) (m/s)

Table 2 GPS data mapping
relation

File data STK Data

UTC Absolute time in STK

ID STK Object ID

Longitude The longitude of the aircraft at the certain
time

Latitude The latitude of the aircraft at the certain time

Height The height of the aircraft at the certain time

East speed * The east speed of the aircraft at the certain
time *

North speed * The north speed of the aircraft at the certain
time *

Vertical speed * The vertical speed of the aircraft at the certain
time *

GPS during the test flight. The data required by STK can be extracted and imported
into the database by means of list mapping.

The data listed in Table 2 can be mapped to STK supported data types, but in
fact, After loading the model with absolute time and latitude and longitude posi-
tion information, the eastward speed, northward speed and vertical speed can all be
obtained through STK simulation calculations (as shown in Fig. 3). And as long as
time precision is high enough, the value calculated by the simulation is very close to
the actual value. Therefore, when data is imported into the aircraft model, the system
only considers the injection time and location information in the design. The speed
information contained in the file (indicated by * in the table) is calculated by STK
simulation itself, which greatly reduces the amount of imported data and improves
the efficiency of data injection.
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2.3 Model Library Support for Model Equipment

STK defines a rich basic object model library, but there is no model-oriented equip-
ment database support. In the course of use, there will be cases of repeated tedious
load model assembly and parameter setting of the equipment. This system uses the
user-defined plug-in interface provided by STK software to design the model library
support ofmodel equipment. Through the associationbetween the tables, the database
manages the unified file management of combat entities (including aircraft, ships,
ground facilities, vehicles and radars, etc.) and payloads (such as sensors, radars,
receivers, transmitters, etc.). The parameters are templated to achieve the purpose of
rapid construction and reuse of equipment models. Figure 4 shows the relationship
between a certain type of aircraft and the load in the database.
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Fig. 4 Model database linkage relationships
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3 System Prototype Implementation

3.1 System Structure Frame Design

The logic architecture of the flightmission planning and playback verification system
is divided into four layers from bottom to top: data layer, engine layer, business layer,
and interface layer, as shown in Fig. 5. The main functions of each layer structure
are:

1. data layer: providing storage management of scene data, model entity data,
geographic information data, simulation result data and flight test data, etc.,
implemented by means of relational database + files;

2. engine layer: STKX-based simulation engine providing various display and
simulation computing services for upper layer businesses, including two-
dimensional/three-dimensional digital battlefield display, system simulation
engine and related simulation models;

3. business layer: including the functional modules for carrying out mission plan-
ning, simulation deduction, data playback and other business development.
Mainly providing services such as battlefield environment configuration, model
entity deployment, simulation deduction control, simulation deduction event
scheduling, simulation deduction evaluation, flight unit data playback, flight
test mission playback and simulation recording.

Flight Data 
iInterface

Interface 
Layer

Func�on 
Layer

Engine Layer

Data Layer

Test Flight Mission Planning and Playback Verifica�on System Interface

Environment  Configura�on

Simula�on Control Simula�on Event Scheduling
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Simula�on Informa�on Display

Simula�on Record

2D Digital 
Ba�lefield 

Display Module

3D Digital Ba�lefield 
Display Module

System Simula�on 
Engine

Simula�on 
Model

Fig. 5 System logical structure hierarchy
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4. interface layer: graphical operation interface, function button controls invoking
the business layer services in a bundled manner, and windows displaying two-
dimensional/three-dimensional scenes, simulation results and database data.
The real test flight data is loaded into the entity database through the flight data
access interface.

3.2 System Function Framework

According to the requirements of flight testmission, the system functionwas designed
in a process of research. The system has the characteristics of two application
scenarios and four-step design flow in use. The two application scenarios are forward
test flight mission planning and test flight playback verification. The difference
between the two is that in the flight-mission planning, the aircraft/payload parame-
ters and trajectories are artificially created as expected values, while in the playback
verification process, the data files obtained from real flight tests are loaded (Fig. 6).

The design flow is embedded in the main interface of the system to achieve the
purpose of guiding the designers to standardize use. The system is mainly divided
into the following steps in use:

1. Scene environment design: scene creation, management, and construction of
flight test basic environment, including terrain/texture data loading, hydrology,
electromagnetic and atmospheric environment parameter settings;

2. Flight test entity deployment: set the parameters of the aircraft and onboard
loads (photoelectric, radar, antenna, transmitter, receiver and other sensors)
participating in the flight test; input the flight path trajectory of the aircraft,
there are different input modes in the two cases of test flight mission planning
and test flight playback verification: (1) mission planning: there are two forms
of waypoint input and mission mode. Waypoint input is to input the aircraft’s
latitude and longitude position and speed information at the critical moment
to determine the aircraft’s trajectory; mission mode is to establish common
flight mission styles, such as takeoff, hover, flight at the trajectory as 8, etc.,
and to determine the flight trajectory based on the center position and trajec-
tory geometric parameters. (2) Playback verification: the airborne GPS, inertial
navigation and in-network status file data obtained during the real test flight are
added to the aircraft trajectory information, and the real flight trajectory of the
object aircraft is generated in the three-dimensional space of the system.

3. Scene simulation control of test flight mission: scene control is provided in the
simulation process, including the modification of simulation step size and the
switching of simulation perspective;

4. Simulation/playback results output: output simulation analysis results, such
as aircraft fuel consumption, flight distance, inter-aircraft sensor visibility,
communication link interference analysis, etc.

The database stores the scene environment template and aircraft equipmentmodel,
from which the users can add the scene environment or aircraft model with complete
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Fig. 6 System function framework

parameter settings. At the same time, it also supports the selection of scenes or
aircraft entities on the interface and stores them in the data model library to achieve
the purpose of reuse.

3.3 System Prototype Implementation

The system is implemented in C# language. Figure 7 shows the GUI interface of the
system. The interface is mainly divided into six areas:

Area➀ is themain display area, including three-dimensional and two-dimensional
map display and imported data view;

Area ➁ is the toolbar, mainly for scene, entity parameter settings, simulation
control and simulation analysis selection etc.;

Area ➂ is the entity browser, mainly for existing entity display;
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Fig. 7 System GUI

Area ➃ and area ➄ is the information display window. Area ➃ shows the
relationship information, and area ➄ shows the simulation data information;

Area ➅ for data playback control, the real data file can be selected to import into
it.

4 Application Cases

4.1 Flight Mission Planning

In a test flight mission, the system is used to visually plan the test flight mission.
The four aircraft involved in the test flight (with directional antennas installed in the
front, rear, left and right of the fuselage) flew to the designated airspace in formation
according to the prescribed plan. After arriving at the designated airspace, No. 1
aircraft performed roll action, No. 2 aircraft performed large radius barrel roll and
hover maneuver action, No. 3 aircraft performed horizontal S flight and combat turn
action, and No. 4 aircraft performed climb, dive, backflip, combat turn and other
actions. The visual aircraft motion design is shown in Figs. 8, 9, 10 and 11.

A simulation is performedbefore the test flight to check the stability of the commu-
nication chain network under maneuvering conditions (the left wing of No. 2 shows
the radiation effect of the directional antenna). Figure 10 shows the link situation of
the communication chain under ideal conditions through system simulation analysis.
After flying for 1570 s, No. 1 aircraft tilted due to the roll action, and the antenna on
the right side of the fuselage was disconnected from the No. 2 aircraft in the right
airspace. At the same time, it entered the communication area with the right and rear
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Fig. 8 Aircraft 1 performing
a roll

Fig. 9 Aircraft 2 performing
a barrel roll

Fig. 10 Aircraft 3
performing a combat turn

antennas of No. 3 aircraft and No. 4 aircraft in the front left airspace. The simulation
results show that the stability of directional data link may be affected by the large
angle change of fuselage (Fig. 12).
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Fig. 11 Aircraft 4
performing a backflip

Fig. 12 Connectivity curve between the right antenna of aircraft 1 and the antenna of other aircrafts

4.2 Test Flight Four-Unit Network Playback

During a test flight, the aircraft recorded GPS data and network data. By importing
GPS data files and networking data files into the system, the test flight process of the
four-unit network was played back. The flight test mission planning and playback
verification system directly displays the flight trajectory and situation information
of the tested aircraft in three-dimensional space, and visualizes the playback of the
entire flight test process (Figs. 13 and 14).
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Fig. 13 Playback of
four-unit network

Fig. 14 Online status data
display

5 Conclusion

Visual mission planning can help identify risk items and test points for flight tests.
Through the design of flight test mission planning and replay verification system, this
paper provides a flight test planning method, carries out situational mission planning
and visual action design for the aircraft to be tested, and quantifies the flight test
time and task arrangement. During the simulation process, analysis methods such
as geomorphological observation, execution of fuel analysis, and flight distance test
were used to ensure the safe development of flight test missions. At the same time,
the developed real test flight data playback function can effectively utilize the data,
which is of great significance in flight test engineering [6].
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IMA Dynamic Reconfiguration
Modelling and Reliability Analysis
of Tasks Based on Petri Net

Zhiao Ye, Shuo Wang, and Jiapan Fu

1 Introduction

The avionics systems tend to be more and more modular and integrated, which is
playing a more and more important role in the complicated systems [1]. Integrated
Modular Avionics (IMA) is becoming the most advanced stage of avionics devel-
opment today. Also, all the subsystems are deployed on the Common Functional
Modules (CFM). It achieves the high physical synthesis of the systems and functional
synthesis.

IMA systems have been bringing a number of advantages because of the flexible
architecture till now, which is in great need of high reliability. What’s more, the
popularity of automation make it possible that the system could have the ability to
heal itself. When the system fails, it can recover to ensure the reliability, such as
degradation and dynamic reconfiguration, which is an efficiency way to keep the
system safe. Compared to the static reconfiguration, the dynamic reconfiguration
does not affect the normal operation of the aircraft when resources are reconfig-
ured. Dynamic reconfiguration process means that when the fault occurs, the system
configuration will change. The application running on the failed module will stop
and reconfigure, and restart on a new module. In the event of failure, the process of
dynamic reconfiguration can guarantee the reliability of the system.

Dynamic reconfiguration improves the systems’ flexibility while reducing
systems’ hardware redundancy. Moreover, the reliability of dynamic reconfigura-
tion straightly affects the reliability of the systems. Especially for mission critical
systems, the reliability of dynamic reconfiguration needs to be evaluated and ensured
that system’s safety is met. However, each reconfiguration process consists of several
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tasks, and the reliability of the computational reconfiguration must be derived from
the reliability of each task. This is also the goal of this paper.

Too help us analyze and verify the system, several approaches are taken, such as
Model Driven Development (MDD), which avoids a waste of time and money and
is invested to the system modification after the system development finishes. Also
analysis at early stage before actions can ensure the system’s quality [2]. MDD based
on the architecture becomes an important research domain for complicated embedded
systems. Then the architecture and structure languages become important.

We have carried out a study on the reliability of each mode of the dynamic recon-
figuration process, and Quan Zhang has proposed IMA reconfiguration modeling
and reliability analysis based on AADL after the study [3]. But all the analysis is not
about the tasks of specific dynamic process.What we need to do now is to decompose
the dynamic reconfiguration process into a few of steps of the conversion process in
the system modal, and to complete the analysis of the reliability of the system for
each task, which is, task reliability.

This paper proposes amodel based on reliability analyzingmethod for the process
of dynamic reconfiguration. In this method, we translate the system modeled by
AADL into Petri net and set the reliability property parameters for simulation to
verify if the dynamic reconfiguration process meets reliability. The rest of the paper
is organized as follows. In Sect. 2, the development and mechanism of the dynamic
reconfiguration of IMA is discussed. In Sect. 3, Petri net are introduced. In Sect. 4,
a reliability evaluation method is proposed to simulate the dynamic reconfiguration
and calculate the reliability of each task in the Petri net. Section 5 presents a case
study. The last part is the conclusion.

2 IMA and Dynamic Reconfiguration

The IMA concept proposes an integrated architecture with application software
portable across an assembly of common hardware modules. An IMA architecture
imposes multiple requirements on the underlying operating system. It realizes all
kinds of the functions of avionics with CFMs. The ASAAC standards define the
module functions and interfaces of CFM.

Theuseof commonmodules to IMAsystemhas the ability to reconfigure hardware
and software resources, while the software system in the blue print system makes
the system in the software structure can also be changed according to demand.

The blue print system is a set of management software running in the applica-
tion software by which the information on the system can be centrally managed. The
system only needs tomodify the blueprint on the configuration when it changes. Blue
print also provides a database that can be accessed offline during the loading applica-
tion phase, which can also be located in themass storagemodule for on-the-fly access
for online troubleshooting, configuration or reconfiguration and communication
management.
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Fig. 1 Process of dynamic
reconfiguration

IMA system’s general function module and the blueprint disposition system
enable the system to change the target system by changing the blueprint system
configuration at any time, this change ability is the IMA system flexibility direct
embodiment.

Dynamic reconfiguration, which means system configuration changes between
the processes. The trigger can be reconstructed by the system mode conversion,
system failure or test and maintenance instructions to complete, the schematic
diagram shown in Fig. 1. Dynamic reconfiguration utilizes the excessive resources
shared among the subsystems to improve the performance. In consideration of
the complexity of dynamic reconfiguration, the reliability of the process is in
badly demand. But there are few evaluation methods for the process of dynamic
reconfiguration.

3 Tools for Modeling and Analyzing

Aswe know,AADL is the basic tool that used tomodel the systemwhich can describe
the architecture of the embedded real-time system and its functional or nonfunctional
properties in a standardway. TheAADLmodel can accomplish the process of design,
analysis and verification. Furthermore, SAE has published a series of annex, such as
graph annex, error model annex [4], data annex, ARINC653 annex and behavioral
annex [5]. Among them, the behavioral annex can describe components’ behavior
by state and transition which could define trigger conditions and transition actions.
The transition contains data receiving or sending, execution time etc.

AADL model includes software components and software platforms. The soft-
ware components is for software architecturemodeling, including processes, threads,
thread groups, subroutines, data. The execution platform is used for modeling hard-
ware and operating systems, including the processing unit, virtual processing unit,
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a memory, a bus, a virtual bus, and peripherals. An AADL contains at least one
system component, which can be hierarchically partitioned by subsystem compo-
nents. The components are connected, bound, accessed and invoked to describe the
hierarchical system structure. AADL is generally applicable to qualitative and quan-
titative analysis of the software architecture [6]. The schema in AADL can represent
the configuration state of a system or component [7]. The corresponding thread and
connection configuration process during modal conversion is showed in Fig. 2.

In this paper, we use amodal to represent the configuration state of the system. The
association between the two modes can be represented by a behavioral attachment.
In other words, behavior can be described by behavioral attachments. The process of
dynamic reconfiguration could be modeled in AADL. In general, the main modeling
correspondence is shown in Table 1.

Then the AADL-based model is transformed into a Petri net to simulate the
dynamic reconfiguration process. Petri net is a kind of information flow model in

Fig. 2 Mode transition in
AADL

Table 1 Corresponding rules in ARINC653 annex

ARINC653 entity Module Virtual Process

AADL entity Processor Virtual Processor Process Thread

Inter-partition
communication

Queuing ports Sampling ports

Inter-process
communication

Event data port connection Data port connection

Intra-partition Buffers Blackboards Semaphore Events

Inter-thread
communication

Event data port
connection

Shared data
component or
Data port
connection

Shared data Event port
connection
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the network structure with the ability of parallelism, uncertainty, and synchroniza-
tion and description distribution. It provides a formal modeling method based on
graphics and mathematics for our analysis of complex systems. And it is widely and
effectively used in many other respects. As a graphical tool, a Petri net can be a data
stream and a network. Although as a mathematical tool, Petri nets can be used to set
state equations, algebraic formulas and other mathematical models.

The basic Petri nets are composed of places, transitions, and arcs that connect
them. In the basic Petri net, one place can describe a state of the system. A transfor-
mation represents a process or event that changes the system. The arc contains the
arc from the location to the transition point and from the transition to the location [8].
There can be several tokens in each place. The token in the system means the state
of the system at that time. Classical Petri nets can simulate states, events, conditions,
and so on. But in fact there are some shortcomings. For example, it has no concept
of time and can easily cause state explosion. In addition, it does not describe the
transition probabilities. Thus, in this approach, the classical Petri net adds reliability
probabilities to it [9].

4 Task Reliability Evaluation

The traditional reliability evaluation methods which is applied to the system struc-
ture mainly include the reliability block diagram, Fault Tree analysis [10], Markov
models [11], Petri net and so on. We have done a lot of analysis of the reliability of
dynamic reconstruction, but for the dynamic reconfiguration, the reliability of each
task analysis has not done yet. As a matter of fact, in order to analyze the relia-
bility of the whole dynamic reconfiguration process, we would first decompose to
the system modal and every step of the conversion process. The reliability analysis
of each task of the system is carried out, that is, the task reliability and task reliability
are defined as the ability to complete a defined function within a mission profile.
When a task reliability value is determined, only the association failure affecting the
task is counted.

The dynamic reconfiguration process can be decomposed into several tasks as
shown in Fig. 3. First of all, the reliability of each task is analyzed, and then the

Fig. 3 Data backup involves
the components
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reliability of the reconstruction process is calculated in series, if the parallel case,
the same applies.

Second, when the link was destroyed, which involves thread interrupt procedures
and transmission link interrupt program, the calculations would be based on the
reliability of the two software. Similarly, when establishing a new link, we should
consider the establishment of transmission links and the establishment of thread-link
procedures in the virtual channel to calculate the reliability. Because the new partition
involves the memory resources of the module, building the program in the partition,
so the reliability of the memory component is a consideration for the calculation of
the new partition’s program reliability.

The reliability of each state transition is calculated by the reliability of each
software component, and then the reliability of the whole process can be calculated
by modeling.

4.1 AADL Modeling

The dynamic reconfiguration can bemodeled byAADL.Amode represents a config-
uration of active subcomponents and connections in the static architecture. The
structure and composition are described by the elements in AADL. Initial mode
just represents the initial state of the system. When reconfiguration process happens
triggered by errors, the state of system represented by mode can change, which is
called the mode transition. Behavior and Error model annex can be used to represent
the system’s different behavior and error transitions.

The behavior annex is used here to describe the details of the system’s process,
such as the actions, time cost and memory occupation. After the model transition
given below, and then we analyze the properties of the behavior annex, including
the reliability of the components, as well as the reliabilities of the links between
components and so on. Then the reliability of themodel is analyzed and the reliability
of the whole model is obtained. More details about the modeling method are shown
in Fig. 4.

4.2 Transit into Petri Net

In order to make it more convenient to analyze the reliability of dynamic reconfig-
uration, we transit AADL model to Petri net and make the corresponding rules for
the transition. The transition relations are listed in Table 2.

For the calculation of reliability problems, and for the conversion of the model,
the AADL would be translated into a stochastic Petri nets. The failure rate of the
components is represented by the transition probabilities in the Petri net, and the
failure recovery probability of each component is also expressed by the transition
probabilities of Petri nets.
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Fig. 4 Task reliability modeling based on AADL

5 Case Study

In this section, to calculate the reliabilities, we would first do the model conversion,
to translate the AADL model into a stochastic Petri nets.

The states of the components involved to complete the tasks in AADL model are
translated into the Petri net. The failure rate of the components is represented by the
transition probabilities in the Petri net, and the failure recovery probability of each
component is also expressed by the transition probabilities of the Petri net. The data
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Table 2 The transition rules

AADL Components Petri Net 

 Active Mode Place With Token 

Non-Active Mode  Place Without Token 

Transition    Transition 

Reliability Property Transition Firing Property 

Fig. 5 The petri net model of data backup task components

backup, for example, involves three components, three components of the fault state
with p1, p2, p3 that the state of failure with p0 said the formation of the model are
as Fig. 5.

5.1 Reliability Analysis Based on Stochastic Petri Net

As is known for all, the stochastic Petri nets with a finite number of transitions are
isomorphic to aMarkov chain. TheMarkov process is a stochastic process, and in this
paper, homogeneous Markov processes would be used to analyze the task reliability.
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First of all, Markov process is a theory that the next state of the system depends
on the current state of the system, and for any natural number n, the time point
0 ≤ t1 ≤ t2 ≤ · · · ≤ tn have the relationship below:

P
[
Xn(tn) = in|X(t1) = i1, . . . , X(tn) = in−1

]

= P
[
X(tn) = in|X(tn−1) = in−1

]

i1, i2, i3, . . . , in ∈ S

Among them, the probability of the system transitioning to the next state is inde-
pendent of the previous evolution of the system, i.e., the system state is only relevant
to the current state and not to the previous evolution. The corresponding Markov
chain can be constructed by solving the reachable set of stochastic Petri nets.

In the stochastic Petri net, the transition delay can be regarded as a continuous
random variable xi, which should obey the exponential distribution.

According to the correlation theorem of the stationary distribution of the Markov
chain and the Chapman-Kolmogorov equation:

{
P∗ ⊗ Q = 0∑k

i=1 P
∗(Mi ) = 1

The matrix Q is the transfer rate matrix of the Markov process. qi j (i �= j) depends
on the state diagram of the Markov chain. qi j is the rate value on the arc when there
is a directed arc between the marker Mi and the marker Mj in the graph; qi j equals
zero when there is no arc. The elements on the diagonal of matrix Q have the relation
that qi j = ∑

i �= j
qi j .

In order to calculate the reliability of each sub-state task in IMA dynamic recon-
figuration, we taking data backup as an example, it is assumed that data backup
involves three components: data update management, buffer pool and data memory,
and there are four states of these three components, the state M1 means that the three
components are working properly, one of M2 M3 M4 means one of the components
is in a state of failure. The transfer rate between the various states represents the
migration reliability, as shown in the Markov chain in Fig. 6.

⎛

⎜⎜
⎝

−0.6 0.1 0.3 0.2
0.2 −0.2 0 0
0.2 0 −0.2 0
0.1 0 0 −1

⎞

⎟⎟
⎠

Equations can be obtained according to the formula:

Y Q = 0&y1 + y2 + · · · + yn = 1

Like below:
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Fig. 6 The Markov chain of
the data backup

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

−6y1 + 2y2 + 2y3 + y4 = 0
y1 − y2 = 0
3y1 − 2y3 = 0
2y1 − y4 = 0
y1 + y2 + y3 + y4 = 1

Then, we could get the steady state transition probability of each Mi by solving
the linear equations:

⎧
⎪⎪⎨

⎪⎪⎩

y1 = P[m1] = 0.2
y2 = P[m2] = 0.1
y3 = P[m3] = 0.3
y4 = P[m4] = 0.4

The task reliability in this case is:

R = P[m1] = 0.2

5.2 Related Works

Similarly, we could find all the tasks happening in the dynamic reconfiguration
process as is shown in Fig. 4, and the task completion reliability can be calculated
for each sub state.

Since the dynamic reconfiguration process is a series system, the task reliability
of the whole process can be obtained by multiplying the task completion reliability
of each sub state.
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6 Conclusion

In this paper, based on Petri net, the model of IMA dynamic reconfiguration process
tasks’ reliability calculation is established. Adding the required components with
their reliability attributes of each sub-state task to the model, by which the original
dynamic reconfiguration process model would be enriched. It will be a great usage
in analyzing the safety of dynamic reconfiguration in IMA system.

In the future work, there would be still much work to do to improve and perfect
the Petri net model and the probability calculation method. Currently, the calculation
still needs to be done in the AADL model made by Java-developed tools. And we
are exploring new ways to build models and calculate the reliability [12].
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Integrated Digital MEMS Design
for Movement-Control System

Chenglong Duan, Yongsheng Hu, and Tao Tao

1 Introduction

Requirements of inertial navigation and movement control for future tactical and
strategic machines or weapons are: short start-up time, low power consumption,
large dynamic range, strong shock and vibration resistance, medium and high accu-
racy, small size and weight, easily used and maintenance, and long performance
guarantee period and so on [1–4]. Improving the integration of the inertial system
based on MEMS, selecting MEMS instruments that have advantages in volume and
cost, and using highly integrated embedded computer technology to achieve the
miniaturization of the strapdown inertial system, fully absorbing the international
advanced experiences of combination, integration and modularization can make the
product more suitable for the needs of movement-control system.

Using integrated circuits to replace discrete components and modularizing
complex hardware and software design technologies will help improving system reli-
ability, testability, maintainability, accuracy, and expanding applications, increasing
production, and reducing costs [5–9]. In accordancewith the above ideas, oneMEMS
devicewasused to construct amicro-mechanical inertialmeasurement device, and the
real-time and in-depth comprehensive compensation for the system error presented
by the MEMS sensitive device were performed, and the formal model was verified.

This article mainly explains the following:

1. Analyzing the basic character of MEMS system and the key technology of
miniaturization design, and elaborate the miniaturization design technology of
the navigation computer;

C. Duan (B) · Y. Hu · T. Tao
Avic Beijing Keeven Aviation Instrument Company, Beijing, China

Y. Hu
e-mail: mengxiangkaixuan@163.com

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2021
D. Krob et al. (eds.), Complex Systems Design & Management,
https://doi.org/10.1007/978-3-030-73539-5_20

253

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-73539-5_20&domain=pdf
mailto:mengxiangkaixuan@163.com
https://doi.org/10.1007/978-3-030-73539-5_20


254 C. Duan et al.

2. In order to make the system meet the requirements of environmental test condi-
tions such as vibration, shock, high and low temperature (−55–70 °C), the
environmental adaptive design of the MEMS system was carried out, including
static measurement accuracy in severe high and low temperature environments,
and dynamic character, noise in the vibration environment, etc. The signal has
the ability to resist high-frequency noise interference [4], that is to say, to ensure
that the movement control system has sufficient phase reserve and amplitude
reserve in the oscillating mode, meanwhile to ensure that the system does not
appear jitter and other problems;

3. In response to the requirements of movement control system feedback control,
dynamic character tests were carried out, modelling component signals as
objects, optimizing signal measurement accuracy, improving real-time perfor-
mance, and reducing delay coefficients in order to meet high maneuverability
and improve maneuvering characteristics, that is, “movement is smart, static is
stable” [5].

2 MEMS Miniaturization Design

The MEMS component includes interface boards, solution boards, power boards,
MEMS gyroscopes, accelerometers and other major modules. The length, width, and
height are 130 mm * 75mm * 84mm, and the weight is 0.75 kg. The embedded navi-
gation computer (DSP+ FPGA) completes the simulation, digital signal processing,
providing external digital (serial 422, 429 optional) pitch, roll, heading triaxial
angular rate, forward, lateral, normal triaxial acceleration, pitch, roll attitude infor-
mation, circuit design uses modular technology realizes power supply and cross-
linking of internal and external signals. The design of the miniaturized structure was
designed to facilitate heat dissipation and meet mechanical strength requirements.
MEMS gyroscopes andmeters are installed orthogonally without interference in size
for easy disassembly, as Fig. 1.

Fig. 1 The Design of MEMS
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3 Digital Signal Processing

3.1 Architecture

The embedded navigation computer uses DSP and FPGA architecture to realize
signal processing and interaction. The system includes completely self-test, data
synchronization and communication, solution, program storage and other functions.
It integrates FPGA interface processing and DSP computing capabilities. FPGA
performs logic, timing, interrupt control, digital signal synchronization and trans-
mission, which is multi-threaded execution; DSP performs inertial navigation algo-
rithm and inertial device depth compensation processing, which is single-threaded,
determines the appropriate DSP interrupt period based on the actual solution cycle,
FPGA performs digital communication optimization which is beneficial to reduce
digital signal delay and improve dynamic response and data transmission accuracy.

3.2 Digital Signal Optimization

The HB6096 signal transmission rate is set to 100 K. The actual transmission time
is determined according to the number of semaphores (such as 12) and the number
of bits (such as 32 bits). The delay can be accurately measured. The sending time
occupied by the data (label number), each sending a number takes 0.3 ms, a total
of 4 ms, see the last signal in Table 1. The solution period is 0.35 ms, the external
communication period is 5 ms, and the interrupt period is selected as 1 ms or 5 ms.

Table 1 Measured time

Label Original code Bus time Intervals (ms)

1 EFC2F259 1:27 s.144.505.340 0

2 E40A0019 1:27 s.145.655.340 1.1

3 E4080099 1:27 s.146.005.340 1.5

4 6440A0D9 1:27 s.146.355.340 1.8

5 E0000039 1:27 s.146.705.340 2.2

6 600000B9 1:27 s.147.055.340 2.5

7 E00160CB 1:27 s.147.405.340 2.9

8 E000A02B 1:27 s.147.755.340 3.2

9 7FFFE0AB 1:27 s.148.105.340 3.6

10 E009C04B 1:27 s.148.455.340 3.9

11 600200 EB 1:27 s.148.805.340 4.3

12 E0FF406B 1:27 s.149.155.340 4.6

13 EFC2F259 1:27 s.149.505.340 5
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Actual measurement results using a bus analyser (the format of time is
Minute/second/millisecond/microsecond/nanosecond):

For signals with high requirements of low delay characteristics, taking angular
rate as an example, it should be sent first to reduce the phase lag of data with more
information.

4 Modeling

The angular rate signal required by the movement-control system is analyzed as
an object, and the system identification is equivalent to the corresponding transfer
function model, which is helpful for the design of complex control rates.

For the movement control system, the angular rate signal’s amplitude frequency
response in the operating frequency band has no large overshoot, slow attenuation,
and low phase frequency response.

4.1 Time Domain Characteristics

The system outputs discrete digital signals in the time domain. The filter is set
to reduce the noise level of the output signal. When analyzed under the vibration
spectrum, the signal shows good stability, as Fig. 2.

The frequency domain characteristics reflect the dynamic character of the signal,
which means the response characteristics of the signal when the input quantity
changes with time.

Through frequency correction (amplitude, phase compensation), the frequency
characteristics of the object can be changed, damping characteristics can be changed,
overshoot can be reduced, and phase delay can be reduced as following Tables 2 and
3:

Fig. 2 High-frequency noise resistance to high frequence (>100 Hz)
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Table 2 Filter information with s and z domain

Model Link

Filter

Correction function 2.75s3+1752s2+0.0004405s+0.00000522
s3+1733s2+0.0006953s+0.00000522

Transfer function (z domain):
1.28z3−2.07z2+0.6565z+0.2454
z3−1.138z2−0.2604+0.5095

Table 3 Object model

Model Link

Object

function 4555.7
s2+39.216s+4581.7

Fig. 3 Filter design result of step response

The filter’s step response is line 2 and the line 3 is the step response of the final
object as Fig. 3 seen.

4.2 Bandwidth Configuration

Designing digital filters to achieve the goal of MEMS gyroscope output’s bandwidth
configuration is as follows: the four curves indicate the amplitude-frequency and
phase-frequency characteristics when the bandwidth is configured at 16, 33, 66, and
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Bode Diagram
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Fig. 4 Bandwidth configuration

132 Hz. In the corresponding low frequency band (within 107 rad/s), the amplitude
has no overshoot, and the phase changes linearly throughout the frequency band as
Fig. 4 seen.

4.3 Time Delay Analysis

(1) Theoretical analysis:

For the communication of the all-digital system, taking 429 as an example, the
communication loop and communication period are positively related to the delay
of the signal. By analyzing the communication path of the signal, the approximate
delay can be determined as Figs. 5 and 6 seen.

(2) Test method:

Through the test method, the delay and amplitude-frequency characteristics of the
signal can be accurately measured, and the filter settings can be adjusted to meet
the application requirements of specific scenarios (higher real-time performance and
smaller steady-state error).

4.4 Dynamic Character Test

Required equipment as Fig. 7 seen: angular vibration table (TDC-4, 0.03–60 degrees
per second adjustable range, frequency range 0–Hz as simulation source), frequency
response meter, D/A conversion equipment, acquisition equipment.
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Fig. 5 Communication path

Every 

1ms 

interrupt Every 

5ms 

interrupt 

Fig. 6 Signal timing test

Fig. 7 Test method
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Fig. 8 Test instruments

Frequency sweep test method:
The 35,670 frequency response instrument provides a frequency sweeping

command signal, which drives the angular vibration table to generate a variable
frequency angular rate as signal (1) The MEMS component responds to the normal
harmonic as signal (2) The signal is converted into analog signals 3 and 4 by a
signal conversion board. OR36 multi-channel dynamic signal acquisition instrument
or use 35,670 to simultaneously acquire signals 3 and 4, compare the two signals,
and use FFT to analyze the dynamic characteristics of the angular rate of the MEMS
component.

Note:Thedynamic characteristics of the angular vibration tablemust be accurately
known. After calibration, it can be used for the dynamic characteristics analysis of
specific related signals (Fig. 8).

4.5 Results

Angular rate accuracy test as example: a rate point test every 10°/s in the range of
−300 to 300°/s (Symmetric interval), Comparing the accuracy between the given
signal and the acquired signal.

After analysis, the error is controlled within 0.02°/s, and the linearity is good as
Figs. 9 and 10 seen.

After analysis, the dynamic characteristics of MEMS are equivalent to a typical
second-order overdamping link. The damping ratio is greater than 1. It has good
damping characteristics.

1. The amplitude-frequency characteristics are naturally attenuated. The configu-
ration is different and the bandwidth is different. Slow attenuation within 20 Hz
as Fig. 10 seen;
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Fig. 9 The result of accuracy test (−55–70 °C)

Fig. 10 The result of accuracy

2. Phase-frequency characteristics are related to delay. In order to obtain a system
with a small delay, an optimal digital system can be designed (1 ms interruption,
429 data is updated in time, 5 ms communication), signal communication is
optimized, phase within 20 Hz Hysteresis (90° prevails) meets the needs of the
control system as Fig. 11 seen.

5 Conclusion

Highly integrated, and miniaturized MEMS system used in movement control
systems which can provide angular rate signals and other inertial information more
than 6 axis that meet the needs of high precision and high dynamic character is
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Fig. 11 The result of dynamic character (Slow attenuation within 20 Hz)

designed with method of MBSE; digital filter design is implemented to achieve the
goal of bandwidth configuration in terms of setting the amplitude frequency and
phase frequency according to the requirements of using; reducing the time delay by
optimizing the digital signal. The dynamic character test method used in this article
which is effective can establish an object transfer function model to determine the
amplitude and phase characteristics of the system.
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MBSE Adoption for Cabin Temperature
Control System Design of Civil Aircraft

Junjie Ye, Wei Guo, Junjie Xue, Qi He, Yong Zhao, and Liangyu Zhao

1 Introduction

Aircraft environment control system is one of the support systems for normal aircraft
operation, which is of great significance to comfort and safety of aircraft. As an
important part of aircraft environment control system, cabin temperature control
system (CTCS) is becomingmore complicatedwith the increase of comfort and safety
requirements. Therefore, the challenge of the design of CTCS is increasing. The
traditional system design method, Document-Based System Engineering (DBSE),
has been unable to meet the challenges fundamentally, which has led to a series of
problems: low understanding consistency, poor communication, high cost of design
and so on. It is necessary that Model-Based Systems Engineering (MBSE) method
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is applied to solve these problems in the design of CTCS. The application of MBSE
makes the design of CTCS more agile and the requirements is satisfied wholly. The
research subject in this article, CTCS, belongs to the air conditioning elements under
the aircraft environmental control system. Figure 1 shows a typical aircraft system
architecture hierarchy [1].

The essence ofMBSE is systems engineering.MBSE is amethodology of systems
engineering coming into being, which is developing rapidly and recognized as an
effective solution of designing more and more complex systems [2]. For this reason,
MBSE promotes the communication between different domains and understanding
consistency of system in design. Seen from Fig. 2, compared with the traditional
DBSE method, MBSE transforms design information into models and transfers
between various fields and it follows a so-called V cycle [3, 4].

A move away from traditional Document-Based Systems Engineering (DBSE)
to Model-Based Systems Engineering is a growing trend around the world. Kaslow
researches on CubeSat Model-Based System Engineering (MBSE) reference model,
it’s claimed that MBSE holds the promise of reducing the burden of team [5]. Hai

Fig. 1 Typical aircraft system architecture

Fig. 2 V cycle for MBSE
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applies MBSE method in the design and simulation of civil aircraft landing gear
brake system [6]. Motamedian concludes that MBSE helps engineers and managers
to complete the design of system engineering project much easier and at lower cost
[7]. MBSE consists of three important aspects: modeling language, modeling tool
and modeling method. In this paper, a widely used modeling language, SysML, is
employed, which is defined by Object Management Group (OMG) [8, 9].

MBSE method is applied to the design of civil aircraft CTCS in this paper, and
the logic of CTCS is analyzed and translated into SysML model. Based on the logic
analyzed by SysML model, a Simulink model is created. At the same time, the
integration of SysML model and Simulink model is completed to implement co-
simulation of the overall design. The verification of the model is achieved through
co-simulation. The modeler who is about to apply MBSE also starts from needs
and then completes requirements analysis, function analysis and system architecture
analysis. The difference is that MBSE implements these processes through a model
to maintain understanding consistency and promote ease of reuse [9].

2 Models of CTCS

The role of CTCS is to allow the crew to control the temperature of control cabin
(CONT CAB), forward cabin (FWDCAB) and afterward cabin (AFT CAB) through
the temperature control panel to maintain the desired temperature.

There are many limitations to create a model of the entire system of interest in
one modeling language: validated libraries, a language fitting the problem domain
perfectly, and so on [10]. That’s in the case, the SysML language and Simulink is used
in this paper to build discrete model and continuum model of CTCS respectively.

2.1 Discrete Model of CTCS

The establishment of CTCS discrete model is divided into problem domain and solu-
tion domain. The purpose of the problem domain is to analyze the stakeholder needs
and further refine it with the SysML model elements, which is able to implement
the operational analysis and functional analysis [11]. Black box and white box are
two phases in the problem domain. The former focuses on how system of interest,
CTCS, interacts with the environment, and the latter clarifies the problem of how
CTCS operates. The analysis process from black box to white box is a refinement
process, step by step.

In commonwithDBSE, stakeholder requirement is also the initial input forMBSE.
The relevant regulatory requirements and internal requirements of CTCS are not
focused on in this paper, but only takes user needs as stakeholder requirements and
makes them as inputs for demand analysis. According to investigation and analysis,
the user needs of CTCS are as follows:
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Fig. 3 Use case diagram of the black box phase

• Set temperature: it must be possible to set and maintain desired temperature in
the CONT CAB, FWD CAB and AFT CAB.

• Display temperature: the CTCS shall be display the temperature of cabin.
• Heat and cool air: theCTCSshall be able to heat and cool air of cabin appropriately.

During the black box phase of problem domain definition, the collected user
needs of CTCS are translated into SysML model elements to prepare for subsequent
demand allocation and creation of traceability relationships between stakeholder
needs and other SysML model elements. Use case is a SysML model element which
refines functional stakeholder needs [11]. Comparedwith stakeholder needs of CTCS
described by natural language, use case diagram can expose what system of interest,
CTCS, wants to achieve and the external environment more accurately. The use case
diagram of the black box phase for CTCS is shown in Fig. 3.

Based on the identified use case, the primary scenario of the use case is captured.
As seen from Fig. 4, an activity diagram is created, in which CTCS and supposed
user of the system (flight crew and passengers) are captured in a form of swim lane
partitions. Obviously, the activity diagram is created with the premise that modeler
observe CTCS from a black box perspective.

The black box analysis is completed, an activity diagram fromwhite box perspec-
tive is established in order to further analyze the system architecture. It provides a
basis for analyzing the system architecture of CTCS. Block definition diagram and
internal block diagram are created to define the external interfaces and internal logic
architecture which is shown in Fig. 5. There are three types of interfaces in CTCS,
which are the interface for transmitting energy (mainly electric power), the interface
for transmitting information, and the interface for transmittingmaterials (mainly heat
air entraining). Based on the definition of the interfaces, the internal logic architecture
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Fig. 4 Activity diagram of CTCS

Fig. 5 Internal block diagram of internal logic architecture

of CTCS is captured: control subsystem, sensor subsystem, UI subsystem, cooling
subsystem and heating subsystem.
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The final task of the problem domain is to review the process of the problem
domain definition to create a requirements traceability matrix. This process asso-
ciates previously activities with stakeholder needs that were originally translated
into SysML model elements, ensuring that all stakeholder needs have been assigned
and that all activities can be traced back to at least one stakeholder needs rather than
being out of thin air [11].

The stakeholder needs in the problem domain are converted into the system
requirement during solution domain, where the system requirements are as follows:

• Display set of temperature: the CTCS shall be able to display the set of expected
temperature.

• Display temperature of cabin: the CTCS shall be able to display the temperature
of cabin.

• Power requirement: the CTCS shall be supplied with electric.
• Air entraining requirement: the CTCS shall be supplied with air entraining for

heating and cooling.
• Manual control: the CTCS can adjust the temperature of cabin manually.

Solution domain implies a change of perspective: it changes from system of
interest to system under design. It defines a more precise model of the design for
the system [11]. During this phase, we can refine to any expected hierarchy, or in
other words can iterate to any expected hierarchy. Solution domain can also imple-
ment trade-off analysis while providing different design solutions by multiple teams,
this paper only analyzes to the subsystem level. The corresponding system logical
architecture (see in Fig. 6) and state machine diagram (see in Fig. 7) are created.

Lastly, the key pointmust be pointed out is a traceability relationship is established
to confirm that all requirements are assigned clearly. Figure 8 is a requirements

Fig. 6 Block definition diagram of system architecture
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Fig. 7 State machine diagram of system

Fig. 8 Requirements traceability matrix of CTCS

traceability matrix, which shows the traceability relationship between requirements
and functions or physical architecture.

2.2 Continuum Model of CTCS

In this section, a continuum model of CTCS will be created with Simulink. The
theory and design of current CTCS of Simulink have been quite mature. This article
is based on the methods and data provided in the literature to complete the creation
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of related Simulink models [12]. Meanwhile, the logic architecture of Simulink is
based on the IBD diagram in SysML. The continuummodel of CTCS can be divided
into three parts, the cabin model, the controller model, and the sensor model.

Firstly, cabin model is created. Under the premise of the following assumptions,
the thermal equilibrium equation of the cabin is derived.

• The cabin and the ambient air do not conduct heat transfer because of the thermal
insulation layer enclosed by the outer wall of the cabin;

• The radiant heat of the outer wall of the cabin is zero.

Tc(tcs + 1) = Xcgh + Ycθcg (1)

where tc is equivalent time constant; Tc is the temperature of cabin; Xc is ampli-
fication of the effect of air supply on cabin temperature; gh is relative change of air
supply of mixed air; Yc is amplification factor of effect of temperature of air supply
on cabin temperature; θcg is the temperature of air supplied to cabin.

Next comes the sensormodel. Pt film resistor iswidely used in aircraft temperature
control system as temperature sensors, the following is transfer function,

G(s) = KPt

TPt s + 1
(2)

where Kse is amplification factor; Tse is time constant of Pt film resistor.
The controller model includes common temperature electricity bridge, amplifier

and related actuators including valves and electric motors. The former three can be
simply expressed as a scaling factor and the transfer function of the latter (electric
motors) is following as typical control logic is adopted.

G(s) = Kem

s
(3)

where Kem is amplification of electric motor.
The factors of CTCS mentioned above refer to related literature, which is shown

as follow in Table 1 [12]. It should be noted that the factors of temperature electricity
bridge, amplifier and valves are expressed as, Keb, Ka and α respectively. And Kc

satisfies Kc = Xcgh + Ycθcg .
The Simulink model of CTCS is shown in Fig. 9.
This continuous model also needs to be converted to an FMU using Function

Mock-up Interface (FMI) plug-in component to implement Co-simulation.

Table 1 The factors of CTCS

Kc Tc KPt TPt Kem Keb Ka α

0.3827 30 0.4994 0.5 7.9449e−05 1 9.2350e+05 0.0084
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Fig. 9 Simulink model of CTCS

3 Integration of Discrete Model and Continuum Model

Due to the complexity of system under design and the limitations of the existing
digital technology, the implement of the overall simulation of CTCS needs to be
built into a discretemodel (SysMLmodel) and a continuummodel (Simulinkmodel).
Because of that, integration of discrete model and continuum model as a problem
arises. Functional Mock-up Interface (FMI) is an interface plug-in component that
is independent of modeling software which is popular in various domain [13]. It can
translate kinds of models into FMU for Co-simulation. The implementation process
is shown in Fig. 10.

First of all, the Simulink model of the CTCS shown in Fig. 9 is converted into
an FMU through the FMI Mock-up Interface plug-in component. It should be noted
that the input of expected temperature and the output of cabin temperature must be
expressed by the input port and output port in Simulink, respectively, so that the input
ports or output ports in the FMU will form. Otherwise, no ports will appear when

Fig. 10 The process of co-simulation
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Fig. 11 Parametric diagram of system

the FMU is dragged and dropped into the parameter diagram. The correctness of the
FMU of CTCS is validated through FMUChecker.

The FMU is then dragged and dropped into a parametric diagram built in the
SysML model and associated with the value properties of the corresponding block
(see in Fig. 11). Finally, the discrete model and continuum model of CTCS are fused
together through the link of the FMU to form one model.

4 Simulation and Verification

This section simulates the complete CTCS model created above to verify the ratio-
nality of the architecture logic of system under designed and the interfaces between
the subsystems. In order to facilitate the simulation and observation of the output
results a corresponding GUI is established in the SysML model. By observing the
simulation results, as shown in Fig. 12, it can be verified whether the system achieves
the expected effect or not. And the result of Simulink model is shown in Fig. 13 as
reference.

The simulation result implies that the system can adjust the temperature of each
cabin to the corresponding expected temperature. The alarm light turns red, as shown
in Fig. 12, when the afterward cabin reaches limited temperature. It can be inferred
that the logic of system for giving an alarm is correct. Obviously, the logical of the
designed system is reasonable.

5 Conclusion

A SysML model that describes the system architecture and dynamic behavior of
the CTCS is created in this paper. Then, a Simulink model describing the heating
balance subsystem and the cooling subsystem is established and transformed into an
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Fig. 12 Result of
co-simulation

Fig. 13 Result of Simulink
model
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FMU, thereby, achieving the establishment of the overall model of CTCS. Finally,
the model is simulated to obtain the effect to verify the correctness of the model.

By applying the MBSE method, design reuse is improved. Secondly, the transfer
of models between disciplines is beneficial to an understanding consistency of the
designed system. The correctness of the previous design has also been improved (via
verifying in advance), avoiding repeated design of the system. All in all, it improves
efficiency and reduces costs, and it is an effective way to help implement complex
systems.
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Model-Based Airplane Energy
Management

Chao Zhan, Yanxia Mao, Liang Yan, and Thomas J. Benzie

1 Introduction

With the increasing electrification of civil aircraft system, the trend that traditional
aircraft electrical power, pneumatic and hydraulic sources are independent of each
other has changed [1]. In the latest generation of civil aircraft, theBoeingB787 adopts
a multi electric system architecture. The traditional engine bleed air is replaced
by compressed air from an electrically driven system. And the hydraulic source
is also driven by Engine Driven Pumps (EDP’s) and Electro Mechanical Pumps
(EMP’s), so the requirements for power load are greatly increased. The Airbus A350
series still adopts the system architecture of traditional engine bleed and dual EDPs.
Two different architectures show that there is no optimal architecture, but the most
balanced architecture. Then, there are many aircraft load systems, especially tens of
thousands of electrical equipment. Therefore, how to ensure the energy matching,
especially in the preliminary design stage, when it is necessary to determine the struc-
ture of the three major energy sources? Some research show it shall be consideredin
the aircraft level [2]. The traditional way is either based on human experience or
based on Excel for statistical analysis, which is inefficient and error prone. There are
some papers was released to show the system level modeling and simulation based
on some modelling tools [3–6].
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Based on the function model of MBSE (Model-Based Systems Engineering),
the architecture simulation is carried out by building the system model, which can
effectively analyze and confirm the architecture in the early stage and reduce the
risks for the later design.

This paper mainly introduces a method of building physical architecture based on
Modelica to simulate and analyze the system architecture, so as to realize the refined
energy management of the whole aircraft, ensure the reasonable decomposition of
model library, and confirm the purpose of the system architecture scheme at the
early stage of design. Through this method, the accuracy of the whole aircraft energy
management index is improved, the redundancy of energy demand is reduced, and
the design efficiency is improved.

2 Airplane Energy Management in COMAC

In the previous models, the three major energy sources are relatively independent,
belonging to three ATA chapters. The structure and load analysis of the three major
energy sources (pneumatic, hydraulic and electrical) were often carried out indepen-
dently. However, with the deepening of system electrification, especially the trend
of hydraulic system electrification, it is impossible to reflect the overall state of the
whole aircraft simply by the trade-off of a single system architecture load. Therefore,
it is necessary to make overall coordination at the aircraft level to ensure the balance
between various energy sources.

At present, COMAC’s energy management is still in the exploratory stage in
the overall aspect. In the previous models, the load of each energy system is still
based on experience, and statistical analysis is carried out through Excel. With the
introduction of MBSE concept into COMAC, model-based simulation analysis is
also used for reference by various disciplines. For example, based on thermal field
analysis, environmental control system improves the accuracy of air source load
demand; landing gear brake system also carries out system simulation analysis of
hydraulic load demand based on Simulink. This paper introduces the modeling and
simulation of the whole aircraft energy system based on Modelica, and makes a
comprehensive analysis and trade-off of the various working conditions that may
exist in the system, which is also a step forward for COMAC in energy management.

3 Model-Based Airplane Energy Management

3.1 Overview

Modelica Language is an object-oriented, non-causal multi-domain language. This
object-oriented modeling approach allows users to build specialistic models in a
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familiar and intuitive way, with a feature of strong flexibility and compatibility.
Furthermore, almost all Modelica tools fully support Functional Mock-up Inter-
face (FMI) standard, which allows model integration from specialistic tools through
Functional Mock-up Units (FMUs) and coupling of multi-physics.

In the process of MBSE, Modelica is good at solving logical aspects of. To make
up for the shortages and take advantages of both languages, we adopt the SysML-
Modelica transformation method of OMG SysPhs and realize the mapping between
SysML architecture and Modelica architecture.

Considering the flexibility and multi-physics of an airplane, building the system
architecture of an airplane based on Modelica can meet the overall design needs.

3.2 Model-Based Multi-physics Architecture Design

According to the compositions of an airplane, we build hardware architectures
such as Electrical Power subsystem, Environmental Control subsystem, Hydraulic
subsystem and Engine subsystem. Also including avionics subsystem and cockpit
subsystem that related to software and HMI for airplane system integration.

3.2.1 Hierarchical Architecture Design

Just like any general object-oriented languages, Modelica has the same three
basic features that is inheritance, polymorphism and encapsulation. Based on these
features, we can define hierarchical layers of airplane architectures. Higher level
architecture models define the connectors, relations and compositions of lower level
architecture models.

For example, in the top level layer of an airplane, composition relations and
connectors of all subsystems (i.e., Electrical Power subsystem, Environmental
Control subsystem, Hydraulic subsystem and Engine subsystem) are defined. Mean-
while, those models that describes the external interfaces are defined as parent class.
In the subsystems level layer, taking Electrical Power subsystem as example which
usually consists of main power supply, emergency power supply, secondary power
supply, auxiliary power supply and other electrical equipment, composition rela-
tions and connectors are defined and different Electrical Power architectures are
formed with different relations and connections. All these architectures are inherited
from the same parent class and constitute different blue prints of Electrical Power
subsystem. Benefiting from the same parent class, all these subsystem architectures
can be replaced quickly without extra effort in the top level and we can get different
architectures of an airplane. Similarly, we can decompose the architecture contin-
ually until satisfaction. The advantages is apparent, it can bring more reusability
and simplicity for system design, and improve design efficiency. The hierarchical
architectures of an airplane are shown in Fig. 1.
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Fig. 1 Hierarchical architecture model of airplane

With the architecture definition, the model library hierarchical structure (see
Fig. 2) has been built, which will be beneficial to model extension and management.

Fig. 2 Model library hierarchical architecture
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3.2.2 Domain-Specific Models Definition

In this section, it will show that howwe built domain-specificmodel, taking electrical
power subsystem as example. Aircraft electrical power system is the general name
of aircraft power supply system and various electrical equipment. The power supply
system includes the aircraft power supply system and the aircraft power transmission
and distribution system. The latter is used to distribute and manage energy. Electrical
equipment includes aircraft flight control system, powerplant, avionics, environment
control system (ECS), lighting, anti-icing and cabin services systems etc. The func-
tion of aircraft power supply system is to ensure reliable supply of electric power
to electrical equipment, especially important electrical equipment directly related to
safety.

In the aircraft level, the purpose of analyzing of electrical power supply system is
to collect the energy consumption, put forward power requirement for engines and
reasonable index for bus-bar and other key components, considering load demands
under different flight conditions. For this purpose, the real physical properties of
the components are simplified. For example, we use combinations of resistance,
capacitance and inductance to replace various types of electrical loads. The typical
models and model library are shown as Fig. 3.

The model library can be used to build various components of electrical power
system, such as three-phase generator, ac bus, dc bus, transformer rectifier, dc inverter,
battery, switch and so on. The architecture is shown as Fig. 4, whose branches can
automatically calculate the total voltage and current according to the load connected
downstream, in order to calculate the total power.

Other subsystems models are built in the same way. Shown as Fig. 5.

Fig. 3 Electrical power subsystems models
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Fig. 4 Electrical power
subsystem architecture
model

3.3 Model Based Design and Simulation for Airplane Energy
Management

In this section, we simulate and evaluate two cases. The first example demonstrates
the real application of the electrical power system models. Performance index of
key equipment in electrical power system are defined through statistical analysis of
electrical loadswith dynamics features in different flight conditions. Therefore, based
on the electrical system architecture model, the electrical power system performance
analysis was carried out by calling Excel and finish the design of various flight
sequence, flight load management, power distribution logic and 975 loads properties
for various situations (see Fig. 6). The results are shown in Fig. 7 and Fig. 8.

Compared with the traditional method for statistical calculations based on Excel
spreadsheets, based onModelicamodel, it has apparent advantages. On the one hand,
one is able to get electrical power system intuitive and dynamic change of state and is
beneficial for the designer to determine power distribution error, on the other hand,
one can get more accuracy envelope of system index, can effectively reduce the
redundancy design and improve design accuracy and efficiency.
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Fig. 5 Some other subsystem architectures

Fig. 6 A typical load configuration spreadsheet

The second example is the system simulation with the whole aircraft mission
phase. In this example, the whole flight mission is defined as pre-takeoff phase,
climbing phase, cruising phase, landing phase and taxiing phase. Results are shown
in Fig. 9.

During the taxiing phase, the aircraft starts to power up with the approximate
power of 58 KW. At the same time, the APU is turned on, and the aircraft begins to
bleed,with the approximate bleed demand of 12171LBS/h.All this demands a certain
power requirement for the engine, so there will be fuel consumption and the fuel
compensation of 1600LBS. In the results, the variation trend of fuel compensation at
different phases is consistent with the total demand of the power used engine bleed,
the power used in the electrical system and the shaft power of the engine.
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Fig. 7 Simulation result under a certain work condition

Fig. 8 Reactive power results of typical components during a certain flight sequence
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Fig. 9 Airplane system energy simulation results
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The results show that the system energy architecture is reasonable and ready for
additional analysis.

4 Conclusion

This paper discuss a new way to carry out energy load analysis and management
through Modelica-based modeling and simulation. Secondly, through the standard
model library, we can quickly build different system architecture and carry out energy
trade-off analysis of different schemes. And through the standardized excel table, we
can automatically convert it into load model to help improve the statistical efficiency
and accuracy. Finally, the whole model is driven by state machine to carry out the
simulation analysis of the whole flight phase.

At present, the method and path have been confirmed. Later work will focus on
the scenario model based on SysML driven the Modelica system model, break down
the barriers of two modeling languages, and open the way from problem domain to
solution domain model in MBSE.
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1 Introduction

In today’s systems engineering, Product Line Engineering (PLE) is necessary to
develop a complex system at a lower cost [1–4] and shorter time-to-market [1–3].
The need for improving business profitability by maximizing the benefits of reuse
has kept growing constantly [1]. In addition, PLE is not only useful for optimizing
the cost and time of acquisition and ownership, but also helpful for system engineers
to optimize the product or service quality [5].
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One of the frequently asked questions in applying Model-Based Systems Engi-
neering (MBSE) methodologies after its fundamental has been covered is how to
adopt MBSE into PLE [6] (also known as Model-Based Product Line Engineering
(MBPLE) [4]). The question arises because there are high and increasing needs of
the variety of product lines, customized products, or different designs for trade study
analysis [6]. The benefits of usingmodels to support the PLE activities are as follows.

• Bringing MBPLE (MBSE and PLE) together to allow users to model product
lines in industry standard or de facto standard formats [4].

• Optimizing system architectures, performing trade-off studies, performing veri-
fication and validation, and promoting the development of cohesive operational,
functional and physical architectures of the system [1].

• Helping establish meta-model consistency and traceability of the different engi-
neering artefacts [1]. For example, by linking 150% model to requirements, the
traceability and compliance to the requirements can be maintained. Product line
feature selection will not only result in a 100%-product model but also the 100%
model of the product line’s 150% of requirements [7]. (The terms 150% model
and 100% model will be discussed in the next section).

MBPLE alone may be insufficient to overcome the problems of a Rolling Stock
product line (the term Rolling Stock will be discussed in the next section). A large
automotive company can produce tens of thousands of variants in a product line [8].
Complete benefits of PLE in a “Rolling Stock” full product line can be achievedwith a
deeper analysis at the business level [1]. For example,“How much assembling cost for
the selected components for a particular product variant?” To answer this question,
the synthetization of candidate physical architectures is required. It allows system
engineers to address the concerns about performance, cost, reliability, availability,
and security [5] in an earlier phase because a physical architecture defines relation-
ship among physical system elements allocated from a 100%-logical-architecture
model [5]. However, when the component selection is conducted, the dimension of
architecture models (i.e., feature model, 150% model with its variation points, and
100% model) and the number of their possible permutations/combinations [6] are
growing exponentially. To address this issue, automation is needed because it can
provide greater efficiencies in searching within a large solution space [9].

Heuristic algorithms, e.g., Genetic Algorithms (GA) [10] have been applied
successfully in optimization and evaluation of problems in many engineering
domains [11, 12]. Some related studies have proven that algorithms are suitable
to fulfill the need for automation in the component selection of design synthesis in
MBSE [13, 14].
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The objective of this paper is to extend MBPLE with genetic algorithms to
automate component selection of design synthesis for 100%- physical-architecture
model. The paper shows how to leverage genetic algorithms in an existingMBPLE to
perform a deeper trade study analysis at the component level to address the concerns
about performance (i.e., output power and speed) and physical (i.e., mass) require-
ments. The contribution is expected to help systems engineers reduce the human
efforts to perform traditional (brute-force) trade studies which are time-consuming
[15] and error-prone [16].

Figure 1 shows the 150%-logical architecture model used in this paper, which is
illustrated in a block definition diagram (BDD). The “Car” block is the target system
(also known as system of interest (SOI)). The block owns 7 part properties (i.e.,
engine, spoiler, sunRoof, door, wheel, chassis, and lamp) and 2 sub-part properties
(i.e., filamentBurnoutDetector and autolevelingMotor) under lamp’s part property.
(For more details, see Fig. 11).

Fig. 1 Example of 150%-Logical-Architecture Model
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2 Literature Reviews

2.1 MBSE + PLE =MBPLE

Product-LineEngineering (PLE) is a systemengineering process that helpsmanaging
the underlying architectures of the product platforms or portfolio of a company to
maximize the benefits of reuse [1]. The reuse concept is usually achieved by classi-
fying the families of similar products [17], which can be adapted and customized to
a specific target market or customer’s needs [5]. The entire family of similar prod-
ucts is also known as a product line [17]. A family of similar products can share
a set of assets and common production facilities [1] [8]. A product line consists of
multiple different concrete products called product variants [17]. Bringing MBSE
and PLE together can maximize the benefits of using modeling techniques to support
the system engineering process activities [1] as discussed in the introduction section.

2.1.1 150%- and 100%-Architecture Model

The terms 150% and 100%-architecture model come from the second generation
PLE (2GPLE). 2GPLE is centered on the entire product line portfolio to engineer,
manage, and deliver it as a single, feature-based, automated production system. It
starts with the definition of stakeholder’s visible product characteristics (external
variants) and internal product characteristics (internal variants) before going into the
definition of all possible detailed product performances and different solutions [1].
In 2GPLE, 150% model (superset model) is a common design that encompasses the
entire variability spectrum of the products [17]. Where, 100% model (subset model)
is a particular design produced from 150% model by narrowing it down according
to the feature choices of that particular product [17].

2.2 The Need for Automation for Trade Study for Component
Selection from 100% Model

A trade study is an essential part of an MBSE design synthesis [18]. It means “the
decision-making actions that select from various requirements and alternative solu-
tions on the basis of net benefit to the stakeholders” [18]. Trade study analysis or
trade-off study helps select the fittest configuration to the specified criteria among
many possible solutions [19]. Component-selection is a process of design synthesis
to select a set of feasible components from a component library (also known as Bill of
Material), which satisfies the requirements of the 100%-logical-architecture model.
Therefore, the trade study is usually needed to help system engineers select the right
design and components.



Model-Based Product Line Engineering with Genetic Algorithms … 291

As discussed in the introduction section, automotive manufacturing represents the
most challenging environment for systems PLE today [7, 20]. A large automotive
company can produce tens of thousands of variants in a product line [8]. This is why
the products of automotive industry are also known as Rolling Stock products. A
Rolling Stock product is a complex system where the complexity is exponentially
increasing (more complex functionalities, more integration with other systems) [1].
An example of a product line is a Car system with 9 components shown in Figure 1.
The engine has 2 variants: gasoline and diesel. For each engine variant, there are 2
sub-variants: atmo type and turbo type. Once the product configurator has decided
which specific variant the car will use, the trade study needs to be performed in
the physical architecture. According to the Bill of Materials in Table 7, each sub-
variant of engine has 3 possible components to select. Therefore, the number of
configurations for the engine alone will be 12 possibilities. This example has not
been applied to the whole components of the car. Based on the example, it is clear
that both variant and component configurations give the decision maker a large
solution space to explore and evaluate. Therefore, an automation for the trade study
is really needed since a linear-approach is more efficient when only a few variations
are involved [14].

2.3 Genetic Algorithms for Component Selection

GeneticAlgorithm (GA) is an optimizationmethod based onCharlesDarwin’s evolu-
tion theory. The theory states that only the strongest individual will survive [21]. It
is considered as one of the best search tools for finding an optimal solution in a
large searching space [22]. GA explains the mating selection process in biological
terms where the representation is known as deoxyribose nucleic acid (DNA). The
process starts when parent chromosomes in a population mate and exchange their
genes, which resulted in their offspring inherited the parents’ characteristics. A gene
mutation that causes the offspring to be different from the parents can occur. During
the evaluation process, surviving offsprings are measured by their fitness value [23].
(The important terms and concepts of genetic algorithms are shown in Tables 3 and
4). Two advantages of using GA over the other searching and optimizing algorithms:

• GA can be used in a wide range of applications and to perform searching in a
complex solutions space [24].

• GA are less likely to be led astray by the local optima because it has an entire set
of solutions spread throughout the solution space [25].
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2.4 Focus of the Paper

To conduct a trade study, system engineers usually need to design a number of
alternatives 100%-logical-architecture model of a system andmanually analyze them
to find the best design for component level [23, 26]. This process is often time and
cost consuming [15] and error-prone [16]. The complexity of systems created two
issues in component selection [18, 27]: (1) The problem in performing an extensive
search to discover the component combination(s) through many possibilities; and
(2) The problem that occurs when there is no feasible combination exists to satisfy
the requirements. This paper focuses mainly to solve the first problem by designing a
decision support system to assist the systems engineers and stakeholders performing
the component-selection process with fewer efforts and resources. GA is used to
automate the capability to find the best solution among a huge number of alternatives
[28]. Some related studies have been conducted by [23, 26, 27, 29, 30].

3 Methodology

3.1 Building 150% Model with MBPLE and Producing 100%
Model

Building FeatureModel. A FeatureModel is a hierarchical decision tree that identi-
fies and defines possible product variations and distinguishes product characteristics
in a product line [2, 31]. Features in the featuremodel can be placed into Root Feature
Group directly or into several subgroups (Feature Groups) with multiple grouping
levels.

• Root Feature Group, located only at the tree root, is the root of a feature model.
In this paper, it is represented by a class with the stereotype «RootFeatureGroup»
applied.

• Feature Group is located only at the tree leaf. Feature Group is the subgroup
of features that are connected to the Root Feature Group. In this paper, it is
represented by a class with the stereotype «FeatureGroup» applied.

Building 150% Model with Variation Point and Feature Impact. A Variation
Point is a particular point (variable) in the 150% model that is connected and varies
according to the feature choices. In other words, Variation Points are constraints of a
systems model. In this paper, when a variation point is applied to a model element, a
little (v) icon will appear on the element. This paper used several kinds of variation
points as follows:

• Existence Variation Point: If a model element can exist or not exist in some vari-
ants. To apply the existence variation point, the constraints of the model element
is applied with the stereotype «ExistenceVariationPoint».



Model-Based Product Line Engineering with Genetic Algorithms … 293

• Primitive Property Variation Point: If a property of a model element can be set as a
Boolean/String/Numeric, e.g. the number of doors of a car can be set as a numeral
(2 or 4 doors). To apply the existence variation point, the constraints of the model
element is applied with the stereotype «PrimitivePropertyVariationPoint».

• Element Property Variation Point: If a property of a model element can be set as
another type of the model element, e.g. a part/reference property has a type of a
block. To apply the existence variation point, the constraints of the model element
is applied with the stereotype «ElementPropertyVariationPoint».

Feature Impact is a dependency relationship between a feature and a variation
point. It is used to specify which features from the feature model that impact a
variation point. The condition of impact is constructed with an expression that can
be built with some scripting languages such as JavaScript, Groovy, Python, etc.

Define Variant Configuration. Configuration is an instance model of a Feature
Model. In this paper, a configuration is represented by an instance. The value of
each instance slot represents the value of a feature instance of the configuration. The
values can be modeled as:

• Boolean (true/false): If the feature can be applied or not (Yes-No feature).
• Enumeration: If the feature has multiple alternative choices. The alternatives are

modeled as enumeration literals.

Producing 100% Model with Variant Realization. Variant Realization is a model
transformation to produce 100% model from 150% model according to the selected
variant configuration and its constraints (variation points).

3.2 Selecting Components for 100% Model with Genetic
Algorithms

Figure 2 shows the methodology used to illustrate the steps of using GA for compo-
nent selection for 100% model. The processes are divided into 3 main sections: the
inputs set, the outputs set, and the configuration. The inputs set requires a SysML
1.5 model and an instance catalog (Bill of Materials). The SysML 100%-model must
be exported to a UML XMI 2.5 format. Both XMI format and instance catalog are
transformed respectively to a structuremodel and a well-structured array of instances
so that GA machine can recognize them. Finally, they are ready for the evaluation
processwithGAmachine.GAparameters are a set of parameters to define the number
of populations, maximum generations/evolutions, and crossover/mutation method
and probability factor. A configuration represents a solution of the selected compo-
nents. The outputs set wraps the best solution(s) that fits the target requirements and
weighting factors.



294 H. H. Arifin et al.

Fig. 2 Component selection with genetic algorithms

Apply GAProfile to 100%Model. GAProfile describes the custom stereotypes used
to represent the GA component selection concepts. Figure 3 shows 3 stereotypes
that extend SysML to model the concepts of variants with genetic algorithms. The
«FitnessValue» stereotype defines the fitness-value property of a configuration. The
«GAGene» marks down the property included in the trade study. The «SOI» stereo-
type can be used to define the target system of a model. The system of interest (SOI)
is the system whose life cycle is under consideration [5]. Any component that will
be included in trade study analysis must be applied with the «GAGene» stereotype.

Fig. 3 GAProfile
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Derive FitnessValue from Requirements. The trade study is based on a systematic
comparison of 100% model of a car measured with respect to performance require-
ments (i.e., output power and speed) and physical requirements (i.e., mass) (See
Fig. 4). Based on the given requirements, three MOEs can be derived to satisfy those
requirements [5] (See Fig. 5): maxMass, maxSpeed, and maxOutputPower. The opti-
mization and evaluation of alternatives will select the best selected components with
the highest fitness value. To calculate the fitness value, the MOEs measurements and
the weighting factors (ratio) [5] are needed.

Use Constraint Block for Fitness Function. The use of fitness function is quite
broad in the application of GA. A fitness function can specify a constraint to evaluate
an alternative solution. Toget the best results, it is necessary to involve domain experts
for each measurement to define the best design of fitness constraints. Figure 6 shows
the parametricmodels to evaluate the solutions and allMOEs are bound to a constraint
parameter owned by a constraint property that has a type of constraint block. The
following equations are used to calculate the fitness value of the solution:

Fig. 4 Example of requirements

Fig. 5 Satisfy MOEs to requirements
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Fig. 6 Parametric diagram of fitness function

fitness = fitnessSpeed + fitnessMass + fitnessPower (1)

where, fitnessSpeed, fitnessMass, and fitnessPower are the fitness of maxSpeed, the
fitness of maxMass, and the fitness of maxOutputPower. The fitness is measured
to know how fit the solution to the given requirements. The parameters below are
the examples of target requirements derived from the stakeholder needs. The ratio
defines the weighting factor for each target requirement. The higher the ratio is, the
higher the target requirement is prioritized in the trade study.

speedTarget = 200 kph, with speedRatio = 0.5 (50% of total fitness).
massTarget = 2000 kg, with massRatio = 0.2 (20% of total fitness)
powerTarget = 250 hp, with powerRatio = 0.3 (30% of total fitness)

4 Results

4.1 Result of 100% Model from 150% Model

Feature Model and Configurations. As discussed in previous section, a feature
model shall be modeled independently from any specific product variant. Figure 7
shows the example of a complex feature model. The « RootFeatureGroup » is
“ComplexFM”. To manage the complexity, the features are grouped into several
«FeatureGroup» i.e., “Exterior”, “Interior”, “Safety”, “Lamps”, and “SunRoof”.

Figure 8 shows the example of configurations, represented by the instances of



Model-Based Product Line Engineering with Genetic Algorithms … 297

Fig. 7 Example of feature model

Fig. 8 Example of configurations

the feature model, StandardCar and SportCar variant configurations. The differences
between these configurations are shown in Table 1.

100% Models of SportCar Variant. Figure 9 shows a 100% model example as
the result of variant realization for the SportCar variant configuration in Fig. 8. In
this paper, the component selection is applied only to the SportCar variant. Another
example of the StandardCar variant can be seen in Fig. 12.
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Table 1 Differences between StandardCar and SportCar configurations

No. Feature StandardCar SportCar

1 Engine TurboDiesel AtmoGasoline

2 Chassis Exist Exist

3 Wheel Exist Exist

4 SunRoof Not Exist Exist

5 Spoiler Not Exist Exist

6 Lamp Exist Exist

7 FilementBurnoutDetector Exist Exist

8 AutolevelingMotor Not Exist Exist

9 Door 4 Doors 2 Doors

Fig. 9 Example of 100% Model of SportCar variant
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4.2 Results of Component Selection of 100% Model

StructureModel andRNLTree. The structuremodel extends 100%-logical –archi-
tecture model. A structure model is not necessary a copycat of its SysML model. It
takes only the required elements to perform the genetic algorithms. In this prelim-
inary study, the structure model includes part property, value property, SOI block,
constraint block, and constraint parameter from SysML 1.5 model. Table 6 shows
the example elements that already extracted from SysML 1.5 model. The Stereo-
type(s) shows the stereotype applied to an element. The Level shows the depth of an
element in the structure model. The NodeId and ParentId are auto-generated by the
system to define the owner/parent of an element. The Name is a given name of an
element. The Value is used to represent the value of an element (the default value
if it has value at the beginning). The Relationship is the relation connector to its
owner/parent or binding element. The Formula is used to represent the constraint of
a constraint block. A way to visualize a structure model is by plotting them into a
Root-Node-Leaf (RNL) tree. Figure 10 shows an example of RNL tree based on the
elements in Table 6. The elements are extracted from the structure model to illustrate
the hierarchical relationship between elements [32]. The root refers to the 0th level’s
node of a tree or the entry point to a structure tree. A node is an element in the middle
level of the structure tree. The root is also a node without a parent. A leaf or also
referred to as a terminal node, is simply a node without children.

Instances (Bill of Materials). Table 7 contains the instances set for each component
extracted from a Bill of Materials. Each component has a number of parameters
called Instance Parameters, e.g., an “Engine” has name, mass, and engineCapacity.
The GAGene value is an additional parameter auto generated sequentially with an
encoding/representation algorithm. In this paper, ASCII upper-case characters are
used to represent the chromosomes. The details of variables to set up the GAGene

Fig. 10 Example of root-node-leaf tree
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values are as follows:

maxCandidate = distancesizeOfGene = 26sizeOfGene (2)

where,

• maxCandidate >= maxInstance and sizeOfGene must be the minimum value
• maxInstance = maximum number of instances in all instance types
• ASCII upper case:

– lowerBound = “A”
– upperBound = “Z”

• distance (A-Z) = 26 characters

4.2.1 Solution(S)

Solution(s). Table 2 shows the example of top-five best solutions from compo-
nent selection. Each solution is represented with a chromosome sequence [‘Atmo-
Gasoline’, ‘Lamp’, ‘FilamentBurnoutDetector’, ‘AutolevelingMotor’, ‘Spoiler’,
‘SunRoof’, ‘Door’, ‘Wheel’, ‘Chassis’] and its MOEs. For example, the 1st best
solution has chromosomes [‘B’, ‘A’, ‘B’, ‘B’, ‘C’, ‘B’, ‘D’, ‘C’, ‘C’]. According to
the chromosome sequence, this solution is assembled with [‘AtmoGasoline’: atmo-
Gasoline3.5, ‘Lamp’: lampA, ‘FilamentBurnoutDetector’: filamentB, ‘Autoleveling-
Motor’: autoB, ‘Spoiler’: spoilerC, ‘SunRoof’: sunRoofB, ‘Door’: doorD, ‘Wheel’:

Table 2 Examples of solution(s)

Chromosome MOE Fitness value

maxMass
(kg)

maxOutputPower
(hp)

maxSpeed (km/h)

[‘B’,’A’, ‘B’,
‘B’, ‘C’, ‘B’,
‘D’, ‘C’, ‘C’]

1755.62 250 151.0973307695852 0.853305326923963

[‘B’, ‘C’, ‘C’,
‘B’, ‘B’, ‘D’,
‘A’, ‘D’, ‘C’]

1749.38 250 151.2767712040366 0.8531299280100915

[‘B’, ‘A’, ‘A’,
‘A’, ‘C’, ‘B’,
‘A’, ‘A’, ‘C’]

1724.14 250 152.01138747111003 0.852442468677775

[‘B’, ‘A’, ‘B’,
‘B’, ‘A’, ‘B’,
‘A’, ‘A’, ‘C’]

1722.82 250 152.05020054249442 0.852407501356236

[‘B’, ‘C’, ‘A’,
‘C’, ‘C’, ‘C’,
‘B’, ‘B’, ‘A’]

1246.9 250 169.3517766866317 0.8480694417165793
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wheel19inc, ‘Chassis’: chassisC]. The fitness value of the solution is approximately
0.85 with the upper bound is 1.0, meaning that the solution is 85% fits the target
requirements.

5 Conclusions and Future Works

This paper demonstrates the use of genetic algorithms to perform an automated
component selection for 100% model in the design synthesis of MBSE. A 100%
model is a logical architecture resulted from variant realization of MBPLE. The
application presented here is for component selection with trade study analysis for
a product variant of a car (SportCar variant). The optimization and evaluation are
applied with fitness value that is measured with a set of MOEs and weighting factors
derived from the given requirements. For future work, genetic algorithms are not
only applicable for 100% model, but are also feasible for automated configuration
selection for 150% model.

Appendices

See appendix Tables 3, 4, 5, 6, and 7; Figs. 11 and 12.
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Table 3 GA terms and concepts [13, 21, 22, 25 ,33–36]

GA terms and concepts Description

Population Population is the highest-class hierarchy of the domain. It is a set of
individuals which forming the start and the end of an evolution step. A
population consists of a list of organisms with different phenotypes

Phenotype Phenotype is the actual representation of an individual

Genotype Genotype is a collection of chromosomes. It is the structural and
immutable representative of an individual

Chromosome Chromosome is a collection of genes which is constructed from
multiple genes

Gene The basic building block of DNA. It represents distinct aspects of the
solution as a whole, just as human genes represent distinct aspects of
individuals, e.g., eye color

Allele The value of a gene. It contains the actual information of the encoded
solution, e.g., blue and brown for the possible colors of eyes

Representations Representation/encoding/phenotype-genotype mapping can be
described as a list of solutions which allows the computers to
understand the process. The results of encoding are the chromosomes

Crossover Crossover/recombination is the same as simulating the mating process
to pass the genetic traits of two parents’ chromosomes to their
successors by exchanging and compounding their genes

Mutation Mutation is unexpected change(s) on the allele in a chromosome.
Mutation is useful to keep the variety of the individuals in the whole
population

Table 4 GA component selection terms and concepts

GA component selection terms and concepts Description and implementation

Structure model and its elements The structure model is implemented in a
Root-Node-Leaf (RNL) tree. Each element
represents an XMI25Element (SysML element).
See Table 6 and Fig. 10

GAGene A GAGene can be applied to a property of
structure model as a gene on chromosome. The
“Chassis” in the “Car” structure model is an
example of a «GAGene». See Fig. 1

Instance An instance is a possible element of a
component. For example, “chassisA” is an
instance of instance type “Chassis”. See Table 7

Instances set The instances set consists of all candidate
instances for each GAGene. See Table 7

(continued)
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Table 4 (continued)

GA component selection terms and concepts Description and implementation

Instance parameters The instance parameters distinguish each
element of instances set. For example, “Chassis”
has 5 candidate instances. Each of them has
different instance parameters (name and mass).
See Table 7

Configuration A configuration is a valid set of variants and the
core. A solution of genetic algorithm is
represented in a configuration. See Table 2

Fitness Functions A constraint specifies rules for a valid set of
configurations. It is implemented with the
fitness functions, derived from the constraint
block. The constraint blocks are derived from
the requirements. See Fig. 6

Table 5 Table of components of used example (car)

No. Component Is
VariationPoint

Is
GAGene

Attribute Unit

1 Engine has subtypes:
• Gasoline has subtypes:
– AtmoGasoline
– TurboGasoline

• Diesel has subtypes:
– AtmoDiesel
– TurboDiesel

Yes Yes Enginecapacity Cubic
centimetre

Mass Kilogram

2 Chassis No Yes Mass Kilogram

3 Wheel No Yes Diameter Centimeter

mass Kilogram

4 SunRoof Yes Yes Mass Kilogram

5 Spoiler Yes Yes Mass Kilogram

6 Lamp Yes Yes Mass Kilogram

7 FilementBurnoutDetector Yes Yes Mass Kilogram

8 AutolevelingMotor Yes Yes Mass Kilogram

9 Door Yes Yes Mass Kilogram



304 H. H. Arifin et al.

Ta
bl
e
6

Ta
bl
e
of

st
ru
ct
ur
e
m
od
el
fr
om

10
0%

M
od

el

St
er
eo
ty
pe

(s
)

L
ev
el

N
od
eI
D

Pa
re
nt
ID

N
am

e
V
al
ue

R
el
at
io
ns
hi
p

Fo
rm

ul
a

[‘
B
lo
ck
’,
‘S
O
I’
]

0
L
0_
10
00
0

N
on
e

C
ar

N
on
e

N
on
e

N
on
e

[‘
Pa
rt
Pr
op
er
ty
’,

‘G
A
G
en
e’
]

1
L
1_
14
10
0

L
0_
10
00
0

en
gi
ne

N
on
e

C
om

po
si
te

N
on
e

[‘
Pa
rt
Pr
op
er
ty
’,

‘G
A
G
en
e’
]

1
L
1_
16
10
0

L
0_
10
00
0

la
m
p

N
on
e

C
om

po
si
te

N
on
e

[‘
Pa
rt
Pr
op
er
ty
’,

‘G
A
G
en
e’
]

2
L
2_
11
02
00

L
1_
16
10
0

fil
am

en
tB
ur
no

ut
D
et
ec
to
r

N
on
e

C
om

po
si
te

N
on
e

[‘
Pa
rt
Pr
op
er
ty
’,

‘G
A
G
en
e’
]

2
L
2_
11
43
00

L
1_
16
10
0

au
to
le
ve
lin

gM
ot
or

N
on
e

C
om

po
si
te

N
on
e

[‘
Pa
rt
Pr
op
er
ty
’,

‘G
A
G
en
e’
]

1
L
1_
11
84
00

L
0_
10
00
0

sp
oi
le
r

N
on
e

C
om

po
si
te

N
on
e

[‘
Pa
rt
Pr
op
er
ty
’,

‘G
A
G
en
e’
]

1
L
1_
12
25
00

L
0_
10
00
0

su
nR

oo
f

N
on
e

C
om

po
si
te

N
on
e

[‘
Pa
rt
Pr
op
er
ty
’,

‘G
A
G
en
e’
]

1
L
1_
12
66
00

L
0_
10
00
0

do
or

N
on
e

C
om

po
si
te

N
on
e

[‘
Pa
rt
Pr
op
er
ty
’,

‘G
A
G
en
e’
]

1
L
1_
13
41
75
6

L
0_
10
00
0

w
he
el

N
on
e

C
om

po
si
te

N
on
e

[‘
Pa
rt
Pr
op
er
ty
’,

‘G
A
G
en
e’
]

1
L
1_
14
04
01
42
4

L
0_
10
00
0

ch
as
si
s

N
on
e

C
om

po
si
te

N
on
e

[‘
V
al
ue
Pr
op
er
ty
’,

‘M
O
E
’]

1
L
1_
13
17
00

L
0_
10
00
0

m
ax
M
as
s

N
on
e

O
w
ne
d

N
on
e

[‘
V
al
ue
Pr
op
er
ty
’,

‘M
O
E
’]

1
L
1_
13
28
00

L
0_
10
00
0

m
ax
O
ut
pu
tP
ow

er
N
on
e

O
w
ne
d

N
on
e

(c
on
tin

ue
d)



Model-Based Product Line Engineering with Genetic Algorithms … 305

Ta
bl
e
6

(c
on
tin

ue
d)

St
er
eo
ty
pe

(s
)

L
ev
el

N
od
eI
D

Pa
re
nt
ID

N
am

e
V
al
ue

R
el
at
io
ns
hi
p

Fo
rm

ul
a

[‘
V
al
ue
Pr
op
er
ty
’,

‘M
O
E
’]

1
L
1_
13
31
01
1

L
0_
10
00
0

m
ax
Sp

ee
d

N
on
e

O
w
ne
d

N
on
e

[‘
V
al
ue
Pr
op
er
ty
’,

‘F
itn

es
sV

al
ue
’]

1
L
1_
13
91
85
6

L
0_
10
00
0

fit
ne
ss
V
al
ue

N
on
e

O
w
ne
d

N
on
e

[‘
C
on

st
ra
in
tP
ar
am

et
er
’]

2
L
2_
13
91
95
6

L
1_
13
91
85
6

fit
ne
ss

N
on
e

B
in
de
d

N
on
e

[‘
C
on

st
ra
in
tB
lo
ck
’]

3
L
3_
13
91
96
6

L
2_
13
91
95
6

Fi
tn
es
s
V
al
ue

Fu
nc
tio

n
N
on
e

B
in
de
d

Fi
tn
es
s
=

fit
ne
ss
Sp

ee
d
+

fit
ne
ss
M
as
s
+

fit
ne
ss
Po

w
er

[‘
C
on

st
ra
in
tP
ar
am

et
er
’]

4
L
4_
13
91
96
7

L
3_
13
91
96
6

fit
ne
ss
M
as
s

N
on
e

B
in
de
d

N
on
e

[‘
C
on

st
ra
in
tP
ar
am

et
er
’]

4
L
4_
13
92
37
11

L
3_
13
91
96
6

fit
ne
ss
Sp

ee
d

N
on
e

B
in
de
d

N
on
e

[‘
C
on

st
ra
in
tP
ar
am

et
er
’]

4
L
4_
13
93
41
22
0

L
3_
13
91
96
6

fit
ne
ss
Po

w
er

N
on
e

B
in
de
d

N
on
e



306 H. H. Arifin et al.

Table 7 Table of instances (bill of materials)

No. Instance type and subtype GAGene Instance parameters

1 Engine name mass engineCapacity

• AtmoGasoline A atmoGasoline3.2 369 3200

B atmoGasoline3.5 403 3500

C atmoGasoline4.0 461 4000

• Turbo Gasoline A turboGasoline3.2 369 3200

B turboGasoline3.5 403 3500

C turboGasoline4.0 461 4000

• AtmoDiesel A atmoDiesel2.4 272 2362

B atmoDiesel2.8 327 2835

C atmoDiesel3.2 369 3200

• TurboDiesel A turboDiesel2.4 272 2362

B turboDiesel2.8 327 2835

C turboDiesel3.2 369 3200

2 Chassis name mass

A chassisA 1000

B chassisB 1250

C chassisC 1500

3 Wheel name mass Diameter

A wheel17inc 8 43.18

B wheel18inc 8.47 45.72

C wheel19inc 8.94 48.26

D wheel20inc 9.41 50.8

E wheel21inc 9.88 53.34

F wheel22inc 10.4 55.88

G wheel23inc 10.8 58.42

H wheel24inc 11.3 60.96

4 SunRoof name mass

A sunRoofA 54.4

B sunRoofB 63.5

C sunRoofC 72.6

(continued)
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Table 7 (continued)

No. Instance type and subtype GAGene Instance parameters

D sunRoofD 81.7

E sunRoofE 90.7

5 Spoiler name mass

A spoilerA 5.44

B spoilerB 6.35

C spoilerC 7.26

D spoilerD 8.16

E spoilerE 9.07

6 Lamp name mass

A lampA 4.99

B lampB 5.44

C lampC 5.9

D lampD 6.35

E lampE 6.8

7 FilementBurnoutDetector name mass

A filamentA 0.27

B filamentB 0.32

C filamentC 0.36

D filamentD 0.41

E filamentE 0.45

8 AutolevelingMotor name mass

A autoA 2.27

B autoB 2.72

C autoC 3.18

D autoD 3.63

E autoE 4.08

9 Door name mass

A doorA 54.4

B doorB 59

C doorC 63.5

D doorD 68

E doorE 72.6
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Fig. 11 Completed 150% model

Fig. 12 Example of 100% model of StandardCar variant
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Model-Based System Engineering
Adoption for Trade-Off Analysis of Civil
Helicopter Fuel Supply System Solutions

Liu Weihao, Guo Yuqiang, Chen Qipeng, and Zhao Hui

1 Introduction

For complex system development,it is required that the requirements management,
architecture development and production teams should effectively collaborate to
provide timely, useful, and cost-effective products. Traditional Document-Based
System Engineering (DBSE) method stores and transfers project information in
documents, which is labor-intensive and needs plenty of manual analysis, review
and inspection. MBSE is the formalized application of modeling to support system
requirements, design, analysis, optimization, verification and validation [1, 2]. By
using system modeling tools, an integrated, consistent and clear system model can
be generated to give a unified representation, allowing for good understanding of the
relationships between stakeholders, organizations and their impacts. Moreover, the
systemmodel provides the opportunity to link various domain-specific tools together
to produce a model-based framework for a systems engineering project, and more
complex verification and validation of the system can be conducted before a real
system is produced.

In recent years, exploratoryworkonhow touseMBSEmethod to realize integrated
product design, simulation, optimization and verification in the digital virtualization
environment has been carried out by many famous enterprises worldwide including
NASA, Boeing and Airbus. It has been demonstrated that using MBSE method can
significantly reduce the R&D risks and cost, shorten the R&D time [3–6].

Fuel Supply System is a crucial complex system involving mechanical, electrical
and hydraulic technologies. According to CCAR 29 regulations, one of the main
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functions of Fuel Supply System is to provide the Engine with sufficient fuel required
under all operating and maneuvering conditions [7].

The present work is a practice to use a MBSE method for the development of
helicopter Fuel Supply System. A system model is first architected with a practical
modeling methodology and an efficient modeling tool based on the standard SysML.
Then the model is used to make a trade-off analysis to choose an optimal solution
architecture before subsequent detail design and manufacture begins.

2 Problem Description

According to the EngineManual ofMi-26 helicopter, the pressure range at the Engine
fuel inlet is so narrow that Fuel Supply System architecture design and booster pump
selection will be complex (Fig. 1).

Generally, a simple and common civil helicopter Fuel Supply System model is
presented in Fig. 2 considering the basic requirements from CCAR 29.951 & 953
& 955. Pressurized fuel is supplied to the engine by booster pump located in feeder
tanks. There are also Non-Return Valve, Pessure transducer and SOV.

The challenge for Fuel Supply System design are from following requirements:

• According to the stakeholder’s requirements, the height between the booster pump
outlet and the Engine fuel inlet is 3.88 m, and the G-Load requirements is −0.5
to +3.5 g. In the fuel pipeline the pressure variation will reach up to 118.6 kPa
due to G-Load only.

Fig. 1 Required fuel pressure (absolute pressure) by the Engine at different altitudes
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Fig. 2 Fuel supply system
general architecture

Engine

Pressure Transducer

SOV

Fuel Supply Line

Feeder  Tank

Booster Pump

Non-Return Valve

Vent Hose

• Existing commercial off-the-shelf booster pumps possess a pressure variation of
approximately 30 kPa due to engine consumption.

• Flow resistance due to various temperature, fuel type and velocity etc.

Thus, the total pressure variation will reach up to 148 kPa, which exceeds the
Engine fuel pressure limitations, as shown in Fig. 3.

According to the Fuel Supply System architecture (Fig. 4), the fuel pressure at
the Engine fuel inlet can be computed as followings:

1. H1 is the plumb height between fuel surface and booster pump inlet.

Varia on
 G-Load

Varia on
Booster Pump

Fig. 3 Comparison of the required fuel pressure by the Engine with its variations caused byG-Load
and booster pump characteristics
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Fig. 4 General fuel supply
system schematic diagram Engine

Pa
H1

H2

Δ Pp

Δ Pg+Δ Pf

PE

2. H2 is the plumb height between Engine inlet and pump outlet.
3. Pa is ambient pressure associated with altitude h and relevant ambient

temperature T . It will be referenced as Pa(h,T ).
4. �Pg1 is the pressure of fuel height H1. It is affected by G-Load factor δ, fuel

density ρ and height H1. It will be referenced as �Pg1(δ,ρ,H1).
5. �Pp is the booster pump pressure associated with pipeline fuel flow rate Q and

fuel temperatureT f . It will be referenced as �Pp(Q,T f ).
6. �Pg2 is the pressure variation mainly caused by the G-Load of helicopter. It is

affected by G-Load factor δ, fuel density ρ, and height H2, therefore will be
referenced as �Pg2(δ,ρ,H2).

7. �Pf is the fuel pressure loss due to pipeline friction. It’s a function of pipeline
diameter φ, height H2, flow rate Q, fuel density ρ and fuel temperature T f ,
therefore will be referenced as �Pf (φ,H2,Q,ρ,T f ).

8. PE is the Engine inlet fuel pressure. The limitation of PE is effected by altitude
h according to Engine manual, therefore the permitted engine inlet pressure will
be referenced as PE(h).

Then, PE can be expressed by the equation below:

PE = Pa(h,T ) + �Pg1(δ,ρ,H1) + �Pp(Q,T f ) − �Pg2(δ,ρ,H2) − �Pf (φ,H2,Q,ρ,T f ) (1)

where:

�Pg1(δ,ρ,H1) = δρgH1 (2)

�Pg2(δ,ρ,H2) = δρgH2 (3)

Usually, T is approximately equal to fuel temperature T f . Thus, from Eq. (1),

PE − Pa(h,T f ) = �Pp(Q,T f ) − δρg(H2 − H1) − �Pf (φ,H2,Q,ρ,T f ) (4)
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Considering PE(h), following inequality should be satisfied:

∣
∣
∣PE(h) − Pa(h,T f )

∣
∣
∣ ≥

∣
∣
∣�Pp(Q,T f ) − δρg(H2 − H1) − �Pf (φ,H2,Q,ρ,T f )

∣
∣
∣ (5)

Also δ has to be kept in accordance with the G-Load of the helicopter. Considering
the extreme values of δ, following inequality should be satisfied:

{
PE(h),max − Pa(h,T f ) ≥ �Pp(Q,T f ) − δminρg(H2 − H1) − �Pf (φ,H2,Q,ρ,T f )

PE(h),min − Pa(h,T f ) ≤ �Pp(Q,T f ) − δmaxρg(H2 − H1) − �Pf (φ,H2,Q,ρ,T f )
(6)

According to Eq. (6), �Pp(Q,T f ) and �Pf (φ,H2,Q,ρ,T f ) mainly depend on the
inherent characteristics of booster pump, fuel supply hoses and fuel type. Thus, the
relative pressure at theEngine fuel inlet PE(h)−Pa(h,T f )will be impacted significantly
by height H2 − H1.

According to Eq. (6), one possible solution is to reduce the height H2−H1, which
means the fuel supply line should be shorten by putting the feeder tank on the upper
deck of the helicopter (Fig. 5). The feeder tank will be supplied by the Fuel Transfer
System from the Auxiliary Tank. Float switch and actuated valve will detect the high
fuel level and cut off the fuel supply from the auxiliary tank to the feeder tank in
order to prevent overpressure. The feeder tank connects with the outside through vent
hoses in order to keep ambient pressure. Fuel stored in the feeder tank is supplied to
the Engine with the help of booster pump.

Fig. 5 Alternative fuel
supply system architecture

Engine
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SOV

Fuel Supply Line

Auxiliary 
Fuel Tank

Booster Pump

Non-Return Valve
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3 System Architecture

Since the systemmodel is the basis ofMBSEactivities, it is of significance to architect
systemwith appropriatemodeling language, tool andmethodology. In previouswork,
the system architecture is based on the ObjectManagement Group’s (OMG) Systems
Modeling Language (SysML) and produced by a commercial modeling tool Magic-
Draw with a practical modeling methodology MagicGrid. As the present work is
dedicated to trade-off analysis of system solution architectures, only the problem and
the solution domains ofMagicGridmethodology are adopted. The remaining sections
in this chapter will present model artifacts produced in the modeling workflow.

3.1 Problem Domain

The purpose of the problem domain is to analyze stakeholder needs and refine them
with SysMLmodel elements to get a clear and coherent description of what problems
the system of interest (SoI) must solve. From the black-box perspective, it focuses
on how the SoI interacts with the environment without getting any knowledge about
its internal structure and behavior.

Stakeholder needs of the helicopter Fuel Supply System are captured by a require-
ment table shown in Fig. 6. It includes airworthiness regulations, functional and
performance requirements, which are derived from the Fuel Supply System’s supe-
rior system, i.e. the fuel system.Non-functional stakeholder needs serve as high-level

Fig. 6 Stakeholder needs
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Fig. 7 Use cases

key performance indicators that should be checkedwithin the solution domainmodel,
such as the fuel pressure at the inlet of the engine. The functional stakeholder needs
include “fuel supply to the Engine” and “cut off the fuel supply”, which are two key
functions that the Fuel Supply System must have.

Functional stakeholder needs are refined with use cases and use case scenarios.
Three use cases in the system context are captured by a SysML use case diagram, as
shown in Fig. 7. They are more precise than the stakeholder needs in telling what the
pilots expected from it, what external systems it interacts with, and what they want
to achieve by using it.

The primary use case scenario, “Steady supply fuel to the engine”, is captured by
a SysML activity diagram shown in Fig. 8. It can be found that an activity “Supply
fuel to the engine” is allocated to the Fuel supply system by swimlanes. Moreover,
the external interaction interfaces between the Fuel Supply System and the external
systems can also be identified. Summarizing all use case scenarios, all required
activities and external interaction interfaces can be obtained.

Then, the Fuel Supply System can be unfolded from the white-box perspec-
tive. The required activities for the Fuel Supply System are further refined with
decomposed sub-functions, as shown in Fig. 9. Moreover, the logical subsystems
and internal interaction interfaces can also be identified.

3.2 Solution Domain

Once the problemdomain analysis is completed and stakeholder needs are transferred
into the model, it is time to start thinking about the solutions. Figure 10 shows a
system requirements specification described by a SysML requirement diagram. It is
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Fig. 8 Primary use case scenario

Fig. 9 Refinement of the primary activity

identified from the problem domain model to refine the activities, parts, interfaces
and ports captured in problem domain. Based on it, a high-level solution architecture
(HLSA) can be given by a SysML block definition diagram from the problem domain
model, as shown in Fig. 11.

According to the HLSA, two detailed solution architectures are considered in
present work. In the first one, the feeder tank is placed at the bottom of helicopter
(Fig. 2). It has been found that the fuel pressure at the Engine fuel inlet due to plumb
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Fig. 10 System requirements specification

Fig. 11 High-level solution architecture

height of fuel supply line and G-Load will vary wildly. An alternative architecture
puts the feeder tank at the height close to the Engine (Fig. 5). The calculation model
for the former is described by a SysML parametric diagram shown in Fig. 12. With
the altitude (A), fuel temperature (T), G-Load factor (G-Load), and fuel pressure
at the outlet of the booster pump (Pp) as the input, the fuel pressure at Engine fuel
inlet (Pe) can be immediately evaluated and verified against the required range of
the Engine.

4 Trade-Off Analysis

Once detailed solution architectures are determined, a trade-off analysis can be
performed to choose the optimal one. Moreover, the selection of existing commer-
cial off-the-shelf booster pumps is also considered in this analysis. Table 1 gives six
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Fig. 12 Calculation model for the fuel pressure at the engine inlet in solution architecture 1

Table 1 Six practical
solutions considered in
present trade-off analysis

Pump RLB-40 Pump RLB-48 Pump
RLB-111

Architecture 1 (a) (c) (e)

Architecture 2 (b) (d) (f)

practical solutions from two solution architectures and three booster pumps.
A trade-off procedure is concluded in Fig. 13. For a specific flight mission, the

altitude (A), fuel temperature (T), G-Load factor (G-Load), and fuel pressure at
the outlet of the pump (Pp) vary within certain ranges. They are first discretized and
combined into different operating points. Those operating points are inputted into the
calculation model represented by the SysML parametric diagram, which integrates
Matlab/Simulink models to calculate and verify the fuel pressure at the Engine fuel
inlet (MoE). Only when all operating points pass the verification can a solution be
asserted as feasible and safe for the flight mission. In present SysML modeling tool
(No Magic MagicDraw), the failed operating points will be marked red in the right
sidebar. It is obvious that only the solution (f), i.e. architecture 1 combined with
pump RLB 111, passes the verification, while the other five solutions are failed.

In order to give a deeper analysis, the results are displayed graphically in Fig. 14.
The outer frame represents the allowable pressure range at the Engine fuel inlet. The
cubes distinguished with different color represent the actual pressure that supplied
to the Engine. If the any part of the cubes exceeds the boundary of the outer frame,
it means that the operating point relevant to the “part” cannot meet the pressure
requirement of the Engine. Obviously, conclusions can be drawn as follows:
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Fig. 13 Trade-off procedure

1. Among the 6 solutions, only the solution (f) “Architecture 2+ Pump RLB-111”
passes the verification. It’s found that architecture 2 can effectively reduce the
pressure variation and still shows potentiality for better pump selections.

2. The fuel pressure variation at the Engine fuel inlet obtained by architecture 2 is
significantly smaller than architecture 1 considering the same pump and same
operating point. In architecture 1, the pressure is more sensitive to the G-Load
factor because the plumb height between the outlet of the booster bump and the
inlet of the Engine is much higher.

5 Conclusion

A complete process of developing a Fuel Supply System using MBSE method is
presented in this paper, including requirements analysis, function analysis, system
architecture definition and trade-off. It provides a capability that MBSE is a proper
way to deal with the Fuel Supply System development.

Variable booster pump, which has the ability to adjust the output fuel pres-
sure (�Pp(Q,T f )) accordingly, might be another possible solution for this problem.
However, more detailed requirements shall be analyzed and more complex joint
simulation between system and equipment model need further discussion.
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Fig. 14 Results of trade-off analysis for six practical solutions
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Non-functional Attribute Modeling
and Verification Method for Integrated
Modular Avionics System

Peng Guo, Feiyang Liu, Na Wu, Yahui Li, and Ning Hu

1 Introduction

Integratedmodular avionics (IMA) system has strict requirements for non-functional
attributes such as real-time, safety, and reliability [1, 2]. At present, domestic and
foreign industrial departments lack technical means to ensure the above-mentioned
non-functional attributes requirements, resulting in high development costs, long
development cycle and high failure rate [3, 4]. In 2002, the National Institute of
Standardization and Technology (NIST) research pointed out that 70% of errors
were introduced early in the life of the system, and 80% of them were not discovered
at high repair costs until after comprehensive testing. In the final confirmation test
stage, although 20.5% of errors could be found, but it took 300–1000 times the repair
cost. At present, the development cost of integrated modular avionics systems has
exceeded the upper limit of the industrial departments’ affordability. The aviation
industrial departments urgently need to change the traditional designmethods, among
which MBSE (model-based systems engineering) is an effective solution (Fig. 1)
[5–7].

At present, the development of integrated modular avionics system based on
MBSE has the following problems: (1) In terms of process, there is a lack of a set
of development process suitable for integrated modular avionics system, covering
the three stages of requirement analysis, architecture design and multi-dimensional
analysis. (2) At the requirement level, the mainstream way in domestic and foreign
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Fig. 1 Disadvantages of traditional development methods

is to use SysML (System Engineering Modeling Language) for requirement analysis
to form a functional model of a comprehensive avionics system, and use AADL
(Embedded System Architecture Analysis and Design Language) for system Archi-
tecture design and analysis form an architecture model. At present, most of them
use manual secondary design to transform the functional model to the architecture
model, which leads to inconsistencies between the functional model and the architec-
ture model, and the engineering staff repeats their work. (3) At the system structure
level, the existing AADL has insufficient descriptive capabilities in terms of non-
functional attributes, and cannot describe information such as errors/faults to hazard
propagation, hazard behavior, etc.; AADL lacks standardized analysis methods, such
as scheduling analysis complying with ARINC 653 and safety analysis based on
FMECA [8–11].

Aiming at the problems faced in the development of integrated modular avionics
systems, this paper proposes non-functional attributes the modeling and verifica-
tion method for integrated modular avionics systems, extracts a set of development
processes suitable for integrated modular avionics systems, and put forward key
technologies such as automatic model transformation, hazard sub-language exten-
sion based on AADL, AADL-based scheduling analysis for ARINC 653 system, and
FMECA-based safety analysis [12–14].
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2 Architecture-Centric Design Process

The model-based design process for IMA system follows the promotion of MBSE
by Aviation Industry Corporation of China. The first step is to take the result of
the requirement analysis as input, which is function architecture model, and use the
SysML2AADL model transformation to automatically complete the 100% trans-
mission of requirement information, transforming to the AADL initial architecture
model; the second step is to refine the model based on the initial architecture model,
and design the logical architecture model and physical architecture model of IMA
system. The logical architecture model is mainly based on processes and threads.
The main software task is composed. The physical architecture is mainly composed
of the processor, memory, bus and peripherals. If applying ARINC 653 OS, the
partition management, inter/intra-partition communication relationship should be
described, and the logical architecture, physical architecture, ARINC 653 model
Deployment requires additional interface models, including system data interfaces
and electrical interfaces; the third step is to add non-functional attribute models
based on the system architecture model, including security, reliability, safety and
real-time models; last, based on the above complete architecture model, we take
multi-dimensional verification of the system’s non-functional attributes (Fig. 2).

3 Key Technology

This chapter focuses on the detailed introduction of the key technologies of the
IMA system design process, including the automatic transformation of the SysML-
based functional model to the AADL-based architecture model, hazard sub-language
extensionbasedonAADL,AADL-based scheduling analysis forARINC653 system,
and FMECA-based safety analysis.

3.1 Model Transformation of Functional Model
to Architecture Model

In order to realize the automatic transformation of IMA system requirements infor-
mation, this paper proposes a transformation method from SysML-based functional
models to AADL-based architecture models. At the functional model level, SysML
BDD (block definition diagram) is mainly used to define the functional architec-
ture of the system, IBD (internal block diagram) is used to define the relationship
between functions, and activity diagrams are used to describe the functional logic
of the system. At the system architecture level, AADL components are used to
describe the composition of the system, connections are used to describe the rela-
tionships between components, and behavior state machines are used to describe the
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Fig. 2 Architecture-based
airborne information system
design system

behavior of components. Figure 3 shows themodel transformation framework, which
extracts the SysMLandAADLmeta-models thatmeet the IMA system requirements.
The ATL language is used to design SysML to AADL mapping rules, including
parsing SysMLXMLfiles and unparsing AADLXMI files. Finally, an AADLmodel
conforming to the OSATE tool is generated.

Table 1 shows the transformation rules from SysML BDD and IBD to AADL
components. SysML Block is mapped into AADL abstract components. According
to the architect’s needs, AADL abstract can be refined into specific components such
as processes, processors, device, and so on. The subordinate relationship of SysML
BBD is mapped to AADL subcomponents, the port of SysML Block is mapped into
AADL Port, and the relationship of Block in SysML IBD is mapped into AADL
connection. Table 2 shows the rules for converting SysML activity diagrams into
AADLbehavior attachments, including elements such as initial nodes, activity nodes,
activity endpoints, and control flow.
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Fig. 3 Functional model to architecture model transformation framework

Table 1 Transformation of SysML2AADL system static structure

ID BDD/IBD element AADL element Description

1 Block (system stereotype) Abstract Block (system) describes the
system function module
declaration, and maps to the
abstract component declaration

2 BlockImpl (system
stereotype)

Abstract implementation Block (system) describes the
realization of system function
modules and maps to the
realization of abstract
components

3 Block (data Stereotype) Data Block (data) describes the
declaration of custom data types
and maps to data components

4 BlockImpl (data
stereotype)

Data implementation BlockImpl (data) describes the
implementation of custom data
types and maps to the
implementation of data
components

5 Part SubComponent Part represents the constitute of
the Block, which is mapped as a
subcomponent

6 Connector Connection Connector represents the
abstract connection between
Parts, which is mapped to
Connection

7 FlowPort (dataEventPort
stereotype)

DataEventPort FlowPort (dataEventPort)
describes the data event port of
Part and maps to DataEventPort
in the AADL component
declaration feature



330 P. Guo et al.

Table 2 Transformation of SysML2AADL system dynamic behaviour

ID SysML ACT element AADL BA element Description

1 InitialNode InitialState InitialNode describes the initial
node of the activity and is mapped
to the InitalState in the behavior
attachment

2 ActivityNode (not including
InitialNode, FinalNode,
MergeNode)

State ActivityNode describe the node in
the Activity, mapped to the state
in the behavior annex

3 FinalNode FinalState FinalNode marks the end of the
activity and is mapped to the
FinalState in the behavior annex

4 AcceptEventAction Port? (var) AcceptEventAction is mapped
into the receiving statement Port?
(var)

5 CallBehaviorAction SubProgram CallBehaviorAction means that
another behavior is triggered at
startup, and CallBehaviorAction
is mapped into a SubProgram

6 SendSignalAction Port! (var) SendSignalAction is mapped to
the sending statement Port! (var)

7 ControlFlow Transitions ControlFlow is mapped to
transitions in the behavior annex

8 Variable Variable The local variables used by the
Activity are mapped to the local
variables of the corresponding
behavior annex

9 Guard Condition Guard is mapped to the trigger
condition of behavior annex

3.2 Hazard Sub-language Extension Based on AADL

AADL was originally an architecture design language specifically for avionics and
flight control. Although it has EMV2 that specifically describes safety and relia-
bility, it has insufficient on hazard. Only error events and error states are defined in
Error Model, and it is impossible to determine which events and states may cause
harm; Error Model lacks a quantitative description of hazards; Hazard analysis is
an important part of safety analysis, Error Model cannot perform hazard analysis on
components and systems.

Based on the research of AADL technical standards and related safety analysis
methods, the AADL Hazard Model Annex is proposed to solve the problem of
insufficient modeling capabilities of the above error model. As shown in Fig. 4, we
design AADL-Hazard meta-model. We use an AADL Hazard Model to describe the
system hazards by adding dependencies, link it with the error model, and integrate
the hazard behavior into the system architecture model. The error behavior state
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machine is essentially a state machine, and the hazard behavior state machine also
describes the hazard behavior in the same way as the state machine. The error event,
state, or their logical combination in the error model can be the hazard source in the
hazard model.

The hazard meta-model is shown in Fig. 4, which establishes all hazards in the
system, and specifies the severity of each hazard, which is divided into A, B, C, D,
and E level. We establish the state of hazard behavior, including the type of hazard,
the hazard trigger mechanism, and the hazard transfer. The hazard type refers to
the hazard type. The hazard trigger mechanism includes multiple triggers, and each
trigger has a probability of occurrence, including exponential, delayed, immediate
and fixed probability. Hazard transfer consists of source hazard, destination hazard
and hazard transfer conditions. Hazard transfer conditions are triggered by hazards,
or two hazards triggered AND operations, or two triggered OR operations. Hazard
propagation includes three parts, the source of the hazard, the conditions for the
transfer of the hazard, and the hazard. The hazard sources of the system include two
types, one is the event that triggers the system failure, the other is a certain failure
state after the system fails. The hazard sources include failure state, failure event,
failure state and operation, failure event and Operation, failure state and event AND
operation, failure state and event OR operation. The hazard transfer conditions are as
described. The hazard refers to the hazard type. The combined behavior of hazards
includes multiple hazard combinations, each hazard combination is composed of a
combined hazard expression and a combined hazard type, and each hazard expression
is composed of inter-hazard and operation, inter-hazard or operation.

3.3 Safety Modeling and Analysis Based on FMECA

Failure Mode and Criticality Analysis (FMECA) is currently the main technical
means for comprehensive avionics system safety analysis. The current analysis capa-
bility of AADL does not support FMECA. Based on AADL EMV2 and the proposed
AADL-Hazard sub-language, this paper proposes FMECA-based safety modeling
method.

Error models and hazard models involve multiple aspects of errors and hazards,
but FMECA paysmore attention to all possible failure modes of the product and their
possible impact, and assigns the severity of each failure mode and its probability of
occurrence. Therefore, FEMCA-based safetymodeling needs to establish component
error behavior model, hazard source model, hazard propagation model, combined
error behavior model and other related attributes, as shown in Figs. 5 and 6.

The FMECA process is shown in Fig. 7. Based on the AADL architecture model,
error model and hazard model, a system safety model is formed. Based on the safety
analysis, qualitative FMEA analysis and quantitative CA analysis are carried out, and
finally the FMECA model is formed. The structure of the entire FMECA analysis
result is shown in the left part of Table 3, including failure mode and impact anal-
ysis and criticality analysis. FMEA uses partial qualitative analysis, CA uses partial
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Fig. 5 AADL-Hazard model

Fig. 6 AADL-Hazard composite model

quantitative analysis. The input of the entire FMECA comes from the AADL archi-
tecture model and the additional safety model, in which the units and functions are
extracted from the architecture model, the failure mode comes from the error model,
the failure effects come from error model composite behavior, severity type comes
from the hazard model, the probability of occurrence level comes from the proba-
bility calculation of the error model, and the detection difficulty is equivalent to the
probability calculation from the hazard model. The above calculation uses the DSPN
calculation tool TimeNet, and the risk priority number (RPN) comes from the above
three. The product of those is shown in Formula 1. Effect Severity Ranking (ESR)
represents the severity level of the failure mode, Occurrence Probability Ranking
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Fig. 7 FEMCA process based on AADL

Table 3 Relation between
FMECA and AADL

FMECA standard AADL

Item Component

Function Property: description

Failure mode Error state

Cause Property: casuse

Failure effect 1st level Hazard source

2st level Error model: composite error
behavior

3st level Composite error behavior

Severity Property:hazard::severity

OPR DSPN Model for error model

ESR Property:error::severity

DDR DSPN Model for hazard
model

RPN Formula (1)
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(OPR) represents the occurrence probability level of the failure mode, and Detec-
tion Difficulty Ranking (DDR) represents the detection difficulty level of the failure
mode.

RPN = ESR ∗ OPR ∗ DDR (1)

3.4 Modeling and Scheduling Analysis for ARINC 653
System

At present, the mainstream IMA adopts the ARINC 653 standard to provide a parti-
tion isolation protection mechanism for application software. AADL has developed
an annex to meet ARINC 653 and supports ARINC 653 in the architecture model.
However, at present OSATE, which is the international mainstream AADL devel-
opment environment, does not yet support ARINC 653 schedulable analysis. This
paper presents the scheduling analysis for ARINC 653 system based on AADL.

Currently AADL ARINC 653 modeling supports partition management,
partition modeling, multi-processing architecture modeling, process modeling,
inter-partition communication modeling, intra-partition communication modeling,
memory requirement modeling, health monitoring modeling, mode modeling, and
Device driver modeling. The scheduling analysis adopts module, partition, process
and system modeling. Table 4 shows the mapping relationship between AADL and
ARINC 653, including module, partition and process parts. The input of scheduling
analysis includes two parts, one part is task information, which supports periodic
and event-type tasks. Periodic tasks need to be described the period, execution time
range, deadline and priority of the task. Event-type tasks need to describe the task’s
activation time, execution time range, and deadline; the other part is ARINC 653
information, including major time frame, partition slot time, partition order, etc. The
entire scheduling analysis process shows that the AADLmodel coveringARINC 653

Table 4 AADL and
ARINC653 mapping
relationship

ARINC653 AADL Property

Module Processor • ARINC653::
Module_Major_Frame

• ARINC653:: Partition_Slots
• ARINC653::
Slots_Allocation

• Scheduling_Protocol

Partitions Virtual processor • Scheduling_Protocol

Process Thread • Deadline
• Period
• Priority
• Compute_Execution_Time
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Table 5 AADL component
and Cheddar component
transformation rules

AADL element Cheddar element

Component
name

Property Component
name

Property

Processor Scheduling
Algorithm

Processor Scheduler

Process \ Address
space

Stack size

Thread Types of Task task_type

bound processor
name

cpu_name

Cycle Period

Release time start_time

Execution time Capacity

Deadline Deadline

Priority Priority

is converted to AAXL, and AAXL is converted to Cheddar XML as shown in Table
5, and then the simulation engine is performed to analyze the task Gantt chart and
the conclusion of whether the task can be scheduled, as shown Fig. 8. The principle
of the entire scheduling is divided into three steps, as shown Fig. 9. The first step is
to determine which event occurs in each unit time, and store these events in a table.

Fig. 8 Scheduled analysis process based on AADL

Fig. 9 Scheduling analysis principle
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Fig. 10 Air compressor control system

Fig. 11 BDD for air compressor control system

The second step is to perform analysis to view the changes in the attributes in the
timetable; the third step is to display the analysis results.

4 Case Study

We choose an air compressor control system (ACCS) as a typical application to
verify the correctness of the modeling and verification technology in this paper. The
air compressor control system, as an airborne safety-critical system, drives the motor
to drive the air compressor to work and output nitrogen energy, as shown in Fig. 10.
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Fig. 12 Behavior for air compressor control system
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First, we select Papyrus SysML1.4 to establish the functionalmodel of the system,
including BDD and Activity Diagram as shown in Figs. 11 and 12. Using SysML
to AADL model transformation method, the generation AADL model is shown in
Figs. 12, 13 and 14b. On this basis, the architecture design of ACCS is carried out,
and then the non-functional attribute analysis is carried out, as shown in Fig. 14a.

Fig. 13 Behavior for air compressor control system

Fig. 14 AADL architecture model
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Fig. 15 Safety model based on AADL

Figure 16 shows the FEMCA analysis results. ACC adopts ARRINC 653 standard,
which has 7 partitions and. The scheduling of partition tasks on ACC is shown in
Fig. 17.

Fig. 16 AADL-FMECA model

Fig. 17 Gantt chart of Cheddar
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5 Conclusion

Based on AADL, this paper proposes a non-functional attribute modeling and veri-
fication method for IMA system. We refined a set of design procedures suitable for
IMA system, realized the automatic transformation of integrated modular avionics
system functional model to architecture model, proposed a safety-oriented AADL-
Hazard sub-language, and designed it based on AADL Safety analysis method and
scheduling analysis of ARINC 653 system based on AADL.

For future work, there are several directions to be explored. (1) At the system
level, form a scientific deployment method from task to platform; (2) At the OS
level, form a special AADL model that satisfies the our OS product of our institute;
(3) At the network level, a dedicated AADL avionics model that meets the backbone
network of our actual products FC, AFDX, TTE, etc. (4) At the scheduling analysis
level, the single-processor scheduling analysis is upgraded to cover the distributed
network System scheduling analysis.
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Ontology for Systems Engineering
Technical Processes

Chuangye Chang, Gang Xiao, and Yaqi Zhang

1 Introduction

Nowadays, the complexity of engineered system has increased dramatically and will
continue to increase. To deal with the complexity, International Council on Systems
Engineering (INCOSE) promotesModel Based Systems Engineering (MBSE) as the
state-of-the-practice to support system specification, definition, analysis, verification
and validation activities through the formalized application of system modeling and
simulation, beginning in the conceptual design phase and continuing throughout
development and later life cycle phases [1].

System model is the main artifact of MBSE for specifying, analyzing, designing,
and verifying systems, and is fully integrated with other engineering models [2].
System model is composed of interconnected model elements that represent key
systemaspects, including requirements, behavior, structure andparametric. To satisfy
systemmodeling requirements, Object Management Group (OMG) defined Systems
Modeling Language (SysML), which is a profile of Unified Modeling Language
(UML) [3]. SysML provides a good start to model a system, but there are still two
gaps. First, the classification of concepts in SysML is ambiguous, which impedes
stakeholders to differentiate concepts in specific domains. Second, there is lack of
rigorous semantic definition, which is impossible to check the completeness, consis-
tency, correctness of the system model. Therefore, although Systems Engineering
processes have been defined, there are still insistent demands to specify which kinds
of concepts and relationships need to be modeled with which kinds of metamodels
from SysML.
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Works exist to define ontologies for Systems Engineering processes [4–6] which
focus on the standardized information model to facilitate interoperability between
projects and parties. However, those ontologies are based on the former edition of
Systems Engineering processes with coarse granularity and there is no relationship
between ontologies and SysML metamodels. Furthermore, a formal approach to
combine domain ontologies and standard metamodels has been defined based on
Category Theory to ease integration of a large audience in the modeling process
through adapted viewpoints [7–9]. This paper utilizes this approach to define ontolo-
gies with fine granularity for Systems Engineering technical processes and combines
these ontologies with SysML metamodels.

According to the practices from INCOSE, MBSE is heavily applied in the first
four technical processes recursively and iteratively in the early lifecycle phases. Busi-
ness or Mission Analysis Process and Stakeholder Need and Requirement Definition
Process are used to frame problems, whilst System Requirement Definition Process
and Architecture Definition Process are used to define solutions. Business Require-
ment Specification (BRS), Stakeholder Requirement Specification (StRS), System
Requirement Specification (SyRS) as well as Component Requirement Specifica-
tion (CRS) [10] could be generated from system models constructed in each process
respectively. Besides, System Analysis Process is used to analyze the systemmodels
based on simulation technology. Figure 1 is the overall relationships between these
processes and corresponding artifacts. It is worth tomention that these four processes
are not necessary to be sequential. There are intensive iterative and incremental cycles
during system development.

This paper extracts main concepts from the four processes in terms of require-
ments, structures, behaviors, parametric, etc. The semantic relationships between
these concepts are defined rigorously and explicitly, which also indicate themodeling
steps for each process. Different colors are used for the four processes, which are

Fig. 1 Overall relationship between the main technical processes
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consistent with the ontology definition in Sect. 2. For every concept and relation-
ship, dedicated SysML constructs and diagrams are assigned to normalize artifacts
modeling due to the stereotype mechanism of SysML. In each process, specific
system models are constructed with different viewpoints and fidelity. In system
models, constraints between system properties are also specified as a causal equa-
tions. These equations are handled through external solvers and facilitate the anal-
ysis of alternatives. Consequently, requirements are specified and verified through
systemmodels. Requirement specifications are generated fromcorresponding system
models and handed off to the upcoming engineering process. In addition, traceability
between system models as well as requirements are maintained to perform change
and impact analysis.

This paper is organized as follows. Section 2 illustrates the ontologies for the four
technical processes as well as mappings from ontologies to SysML metamodels.
Section 3 discusses methods about functions identification and definition, transfor-
mation from logical architecture to physical architecture. Section 4 concludes this
paper and outlines the future work.

2 Ontology Definition

According to the ontology definition from NASA JPL, there are three kinds of
ontologies: foundation ontologies, discipline ontologies, and application ontologies.
Foundation ontologies define fundamental terms used in all projects, disciplines,
and applications, such as mission, project, stakeholders, requirements, functions,
components, interfaces, analysis, etc. [11]. This section will focus on the foundation
ontologies definition dedicated for the first four technical processes from INCOSE
Systems Engineering Handbook Edition 4.0.

2.1 Ontology for Business or Mission Analysis Process

In this process, business or mission is defined, major stakeholders are identified,
problem or opportunity is addressed, possible solutions are characterized, prelimi-
nary Measure of Effectiveness (MOE) and validation criteria are proposed. Finally,
BRS is generated and analyzed as the base for the upcoming engineering efforts.
Figure 2 depicts the ontologies for this process.

Mission is the starting point of the engineering processes. In military domain, a
mission is an operational task with combat objectives, usually assigned by higher
headquarters. Mission could be represented as Block in SysML Block Definition
Diagram (BDD).

The success of mission is measured by several MOEs. MOEs are a collection
of operational measures that indicate how well the solution achieves the intended
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Fig. 2 Ontology for business or mission analysis process

purpose. MOE could be represented as Value Property of mission Block in SysML
BDD.

Major stakeholders are identified at the business level, who may be people from
marketing, operational, engineering department, representatives from users, regula-
tory agencies, and governments, etc. Stakeholder could be represented as Block with
«actor» stereotype in SysML BDD.

The major stakeholders will address the target markets, sound Return of Invest-
ment (ROI), competence constraints, feasible solutions, acceptable risks, as well as
the obliged regulations, which are documented as visions. Vision describes the future
state of the enterprise, without regard to how it is to be achieved. Vision could be
represented as Block in SysML BDD. Traceability between major stakeholders and
visions should be maintained.

The mission is accomplished by operational concept at the business level, which
includes operational context, solution, and mission profile. Operational context
includes the external entities that will interact with the solution. Solution is taken as
a black-box in this process. Mission profile describes the dynamic aspect of the oper-
ational concept, while operational context and solution describe the static aspects.
Through the interaction between operational context and solution, main features of
the solution are characterized. Operational context and solution could be represented
as Block in SysML BDD. Mission profile could be represented as Interaction in
SysML Sequence Diagram (SD).

Based on the operational concept, Key Performance Parameter (KPP) is derived.
KPPs play as the factors that will affect the accomplishment of MOEs. Several
equations are formalized to express constraints between MOEs and KPPs. KPPs
could be represented as Value Property of operational context and solution Block in
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SysML BDD. Equations could be represented as Constraint Block in SysML BDD,
and Constraint Parameters in Constraint Block should be bound with MOEs and
KPPs in SysML Parametric Diagram (PAR).

After the relevant efforts have completed, BRS is generated to specify all the
requirements from the business aspect. Meanwhile, BRS is analyzed based on the
constraints between MOEs and KPPs. Business requirement could be represented
as Requirement in SysML Requirement Diagram (REQ). It is worth to mention that
MOEs may not appear in all business requirements, but most of them.

2.2 Ontology for Stakeholder Need and Requirement
Definition Process

In this process, System of Interest (SoI) is defined as a black-box from the life-
cycle points of view. MOEs and validation criteria for the mission are determined,
all the stakeholders are identified and corresponding needs are elicited, lifecycle
concepts are elaborated based on use case and scenario approach, service functions
and external functional flows are identified and synthesized, operational modes are
defined and integrated with service functions. Finally, StRS is generated and traced
back to BRS. Figure 3 depicts the ontologies for this process.

MOEs and validation criteria are complemented and determined. The number
of MOEs should be limited, since each MOE has high monitoring cost. KPPs are
refined and allocated to operational context as Context Parameters (CP) and SoI as
preliminary Measure of Performance (MOP). CP could be the properties of external
entities. Then constraints are updated between MOE, MOP and CP. MOE, MOP, CP,
as well as the constraints will inherit artifacts from the previous process.

The boundary of SoI becomes explicit and clear due to solution and operational
context. Considering the lifecycle of SoI, five lifecycle concepts are recommended
to identify all the stakeholders and elicit the relevant needs, which are acquisition
concept, deployment concept, operational concept, support concept, and retirement
concept [1]. SoI will inherit solution Block from the previous process.

Regarding each lifecycle concept, use cases are defined to specify functionalities
that SoI provides to its users. Use cases should be independent, which helps different
team work on different use case agilely and simultaneously. There are many roles
that interact with SoI through use case. These roles are modeled as actors, which
could be played by any stakeholders or entities from operational context. Use cases
could be represented as Use Case in SysML Use Case Diagram (UC), while actor
could be represented as Actor in SysML UC.

Each use case could be refined into 3–50 scenarios [9], which describe the possible
sequences of interactions between SoI and actors [12]. There are two kinds of
scenarios, which are “sunny day” and “rainy day”. Each scenario represents a frag-
ment of interaction between SoI and actors which are related with the corresponding
use case. Scenario approach is applied to explore the potential service functions,
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Fig. 3 Ontology for stakeholder need and requirement definition process

which are synthesized and organized according to use cases. Scenario could be repre-
sented as Interaction in SysML SD, while service functions could be represented as
Activity in SysML Activity Diagram (ACT).

Operational modes are defined during use case analysis and service functions are
allocated to operational modes to specify the function validity over time. Opera-
tional modes are triggered by discrete events and transit from one mode to another.
Operational mode could be represented as State Machine in SysML State Machine
Diagram (STM).

External functional flow acts as the input and output of service functions. External
functional flow carries external discrete event or continuous flow, which could be
material, energy, information, or construction etc. Based on external functional flow,
external interface is identified. External functional flow could be represented as
Proxy Port of SoI Block in SysML BDD. External interface could be represented as
InterfaceBlock in SysMLBDD,which is utilized to typeProxyPort. External discrete
event and continuous flow could be represented as Reception and Flow Property of
Interface Block in SysML BDD.

After the relevant efforts have completed, StRS is generated to specify all the
stakeholder requirements from the operational aspect. Meanwhile, StRS is analyzed
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based on the constraints betweenMOE,MOP andCP. Stakeholder requirement could
be represented as Requirement in SysML REQ.

2.3 Ontology for System Requirement Definition Process

In this process, service functions are transformed into technical functions based on
the domain knowledge without considering the implementation technology. Tech-
nical functions should be refined recursively down to the leaf technical functions
which could be allocated to a component. Usually, these technical functions could
be abstracted to several layers, such as system, subsystem, and component. When
all the technical functions have been defined, a functional architecture needs to be
constructed, which is an arrangement of functions and their subfunctions and inter-
faces (external and internal) that defines the execution sequencing, conditions for
control or data flow, and the performance requirements to satisfy the requirements
baseline [13]. Meanwhile, system states should be defined based on the operational
modes, and integratedwith technical functions. Finally, SyRS is generated and traced
back to StRS. There are 13 kinds of requirements in SyRS, however it is mainly
composed of technical functions with MOP, as well as constraints from SoI [14].
Figure 4 depicts the ontologies for this process.

In the previous process, service functions have been identified and organized
according to the relevant use cases. In this process, these service functions should be
orchestrated, which become the use case specification respectively. Since use cases

Fig. 4 Ontology for system requirement definition process
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are independently, use case specifications could be engineered simultaneously. Use
case specification could be represented as Activity in SysML ACT.

Based on use case specification, service functions with coarse granularity are
decomposed into technical functions, and technical functions could also be refined
recursively down to a level where either function specification is clear enough for
allocation or realization without further decomposition, or there are identified prod-
ucts that realize it [9]. It is possible that there are several alternatives for one function
decomposition and a trade-off study is needed to determine a preferred one. Technical
functions could be represented as Activity in SysML ACT.

Alongwith decomposition of technical functions,MOPs are also decomposed and
flowed down to lower level functions. Equations are formalized to express constraints
between MOPs at different layers. MOPs could be represented as Value Property of
SoI Block in SysML BDD. Equations could be represented as Constraint Block in
SysML BDD, and Constraint Parameters in Constraint Block should be bound with
MOPs in SysML PAR.

During the decomposition, interactions between technical functions are defined
as internal functional flow. Internal functional flow carries internal discrete event
or continuous flow, which represent input and output of technical functions and is
independent of platform. Internal functional flow could be represented as Control
Flow or Object Flow in SysML ACT. Internal discrete event could be represented as
Send Signal Action or Accept Event Action in SysML ACT. Internal continuous flow
could be represented as Object Node in SysML ACT.

Operational mode is refined and complemented by system state. Technical func-
tion integrates with system state and transition to define the function validity over
time. This is a very important aspect for technical function. System state could be
represented as State Machine in SysML STM.

After the relevant efforts have completed, SyRS is generated to specify all the
system requirements from the functional aspect. The establishment of functional
architecture provides a solid foundation for SyRS definition. Based on functional
architecture, the input, output, control logic, hierarchy level, state, performance
etc. of technical function could be easily extracted and transformed into system
functional requirements, which are the most important part in SyRS. Meanwhile,
SyRS is analyzed based on the constraints between MOPs at different level. System
requirement could be represented as Requirement in SysML REQ.

2.4 Ontology for Architecture Definition Process

In this process, functional architecture from the previous process is transformed into
system architecture, which includes two phases, logical architecture composed of
logical components and physical architecture composed of physical components.
First, functions are grouped and allocated to logical components layer by layer with
a top-down pattern. Therefore, it is highly recommended that functional architecture
definition and logical architecture definition are conducted concurrently. Second,
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when logical architecture reaches the lowest level, which means that logical compo-
nent has reached physical domain and is ready to start discipline engineering, or
a Commercial Off the Shelf (COTS) exists to satisfy this logical component, it is
time to start the definition of physical architecture with a bottom-up pattern. During
physical architecture definition, implementation technologies, such as mechanical,
electrical, software, thermal, etc., are selected and relevant features as well as prelim-
inary Technical PerformanceMeasure (TPM) are defined. Meanwhile, configuration
item is identified from physical architecture. Finally, CRS is generated from physical
architecture and distributed to discipline engineers or corresponding suppliers. CRS
is traced back to SyRS to make sure all the requirements are satisfied, both functional
and non-functional. Figure 5 depicts the ontologies for this process.

System architecture is the fundamental concepts or properties of a system in
its environment embodied in its elements, relationships, and in the principles of
its design and evolution [15]. System components and their interconnections are
the basic parts that compose of system architecture. System component undertakes
one or multiple technical functions, and is implemented by proper technology with
TPMs. Therefore, system component has two phases, which are logical and physical,
reflecting the maturity of engineering efforts. System components could be repre-
sented as Block in SysML BDD. TPM could be represented as Value Property of
component Block in SysML BDD.

Fig. 5 Ontology for architecture definition process



352 C. Chang et al.

Logical component is the abstraction of physical components that perform the
system functionality without imposing implementation constraints [16]. The selec-
tion of logical component is based on qualitative or quantitative criteria such asmodu-
larity or reuse of existing components [10]. Logical architecture describes solution in
terms of logical components, relationships, states, performance etc. [17]. Comparing
with the direct allocation from functional architecture to physical architecture, there
are three benefits to define logical architecture. First, logical architecture could serve
as an intermediate level of abstraction between functional architecture and physical
architecture to mitigate the impact of requirements changes and technology evolu-
tions. Second, it can serve as a reference architecture for a family of products that
support different physical implementations in terms of production line engineering.
Third, it could help separate of concerns and divide complex systemwith goodmodu-
larity to collaborate efforts from different expert teams. Allocation in SysML could
be used to represent the traceability from technical function to logical component.

Physical component is the substantiation of logical component that is imple-
mented through technology. Usually, logical component could be mapped to several
physical components, and vice versa. Physical architecture defines a specific design
implementation corresponding to a particular logical architecture. Physical architec-
ture should answer all requirements, not only functional, but also non-functional.
Considering non-functional requirements, here are a few examples, redundancy of
some block with several occurrences, spatial isolation of critical functional flows,
additional sensors for better monitoring, etc. Allocation in SysML could also be used
to represent the traceability from logical component to physical component, as well
as from software component to hardware component.

System architecture not only represents the hierarchy of components, but also the
connections between components. Connections between components are internal
interfaces derived from internal functional flows. If technical functions F1 and F2
exchange object flow or control flow and they are allocated to different components
C1 and C2, then functional flow between F1 and F2 shall be allocated to an interface
between C1 and C2. The definition of internal interface will also go through the
transformation from logical interface to physical interface. Internal interface could
be represented as Proxy Port of component Block, and typed by Interface Block in
SysML BDD. Interface Block conveys internal discrete event and continuous flow,
which could be represented as Reception and Flow Property of Interface Block.

Systemstate is refined and complementedby component state. Technical functions
at lower levels integrate with component states and transitions to define the function
validity over time. Component state could be represented as StateMachine in SysML
STM.

After the definition of physical architecture have completed, CRS is generated to
specify component requirements from the logical and physical aspects. Meanwhile,
CRS is analyzed based on the constraints between MOP and TPM. Component
requirement could be represented as Requirement in SysML REQ. Finally, CRS
becomes the contract to conduct detailed design and implementation of real physical
components.
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3 Discussion

During ontologies definition andMBSEpractice for the first four technical processes,
there are two interesting topics worth to discuss.

The first topic is about function identification and definition. In this paper, two
kinds of functions are defined separately, which are the user-oriented service func-
tion and engineering-oriented technical function. Figure 6 shows the method how
these functions are identified and defined. Regarding the service function, there are
two approaches, which are usage-driven approach and feature-driven approach [17].
Usage-driven approach ensures functional requirements are traced directly to the
user’s operational requirements, which in turn ensures the design is influenced fore-
most by the end-user’s needs. While in the feature-driven approach, desired features,
functions, or capabilities for a system are listed by domain experts and engineers in
consultation with the end-users. In this paper, usage-driven approach was selected
to identify service functions due to the scenario description. During the practice,
SysML SD is recognized as a good candidate to describe different scenarios, which
is easy to communicate with stakeholders. It is worth tomention that the same service
function could appear in different scenarios, and a consolidation is needed to identify
the minimum set of service functions. Finally, SysML ACT is modeled to elaborate
the use case specification composed of service functions.

Fig. 6 Function identification and definition
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The second topic is about transformation from logical architecture to physical
architecture. In this paper, three architectures are defined, which are functional archi-
tecture, logical architecture, and physical architecture. Regarding the three architec-
ture, there are numerous definitions from different points of view. Since aviation
product is safety-critical, ARP-4754A is selected as the reference standard, where
functional architecture is separated from the system architecture definition [18]. First,
functional architecture is transformed to logical architecture through grouping and
allocating functions until physical domain is reached or COTS exists. Then transfor-
mation from logical architecture to physical architecture starts. Nowadays, most of
the products have the nature of Cyber Physical System (CPS), which are composed
of twomain parts, controller with strong communication and computation capability,
and controlled objectwithmulti-physical sensing and actuating capability.According
to the classification ofmodels from INCOSE, there are twokinds ofmodels,which are
descriptive model and analysis model. Many Domain Specific Modeling Languages
(DSML) exist to deal with the modeling efforts. In this paper, SysML is selected
as the language for descriptive model. Regarding the analysis model, Architecture
Analysis and Design Language (AADL) from Society of Automotive Engineering
(SAE) is selected as the language for embedded real time system modeling and
simulation, while Modelica from Modelica Association is selected as the language
to perform modeling and simulation of multi-physics system. To facilitate the co-
simulation among different engineering disciplines, Functional Mockup Interface
(FMI) fromModelicaAssociation is selected as the interface standard for information
exchange. Finally, analysis results will feed and enrich the physical architecture, and
physical architecture is traced back to logical architecture. There are many research
work and standards for the transformation between SysML, AADL, and Modelica.
Figure 7 illustrates the transformation method from logical architecture to physical
architecture.

4 Conclusion

This paper presents the motivation, scope, and method for ontology definition for
the first four technical processes aligning with INCOSE Systems Engineering Hand-
book Edition 4.0. The ontologies provide accurate semantic to elaborate on the tech-
nical processes and coordinate engineering efforts from different parties. In addi-
tion, mappings from ontologies to SysML constructs and diagrams are proposed to
normalize the modeling methods as well as formal artifacts. Particularly, a further
step has been advanced to enable the transformation from logical architecture to phys-
ical architecture, which involves information exchange between system descriptive
models and discipline analysis models. According to the practice of a UAV system,
system models based on the ontologies and SysML have adequate capabilities to
represent requirements specification from business, operational, functional to logical
and physical layers, which enable itself the single source of truth.
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Fig. 7 Transformation from logical architecture to physical architecture

In this paper, ontologies are still expressed in text. A formal representation
of ontologies will be established in the future. Web Ontology Language (OWL)
from World Wide Web Consortium (W3C) is a good candidate to represent rich
and complex concepts about things, groups of things, and relations between things
[19]. SysML is a graphical modeling language for representing systems engineering
concepts, while OWL is a formal language for expressing ontologies using a logical
formalism.Reasoning could be conducted for SysMLmodels based onOWLmodels.
MBSE methodology leverages both OWL and SysML [20, 21].
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Proposal of Assurance Case Description
Method in Design for Environment (DfE)
Process

Kenichi Shibuya, Nobuyuki Kobayashi, and Seiko Shirasaka

1 Introduction

In project management, Gantt charts and flow charts are used to manage projects,
however it is pointed out that these methods do not contain accurate information
for decision making [1]. Individual designers involved in product development may
be aware of the design process for which they are responsible, however may not
be fully aware of the design process outside their responsibilities. As a result, an
improper design process causes a major design rework, and as a result of accumu-
lating component designs, it is difficult to meet product requirements simply by
matching existing technologies [2]. The reason is that 80% of all life-cycle costs
of the product is decided at the initial design stage [3]. Therefore, in order to meet
product requirements, it is necessary for the project manager to have each individual
designer involved in product development understand the design process outside the
scope of their responsibility at the initial design stage. As an approach to Sustainable
Development Goals (SDGs), it is necessary to implement the design for environment
(DfE) based on the guidelines [4, 5], therefore, we investigated DfE process (DfEP)
in this study.
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The purpose of this study is to have each individual designer involved in product
development to understand the design process outside the scope of their responsi-
bility in the DfEP from the requirement definition to the prototyping at the phase of
feasibility study stage based on V model approach [6] of system engineering. The
proposal of this study is the assurance case (AC) description method (DM) which
is in order to visualize the DfEP. As for the evaluation method in this study, a ques-
tionnaire survey is conducted before and after seeing an AC whether the designer be
able to understand the processes outside the scope of his/her responsibility.

Next, we describe the novelty of this study. From the viewpoint of projectmanage-
ment, Levardy andBrowning [7] proposed amodeling framework for processmodels
that support product development. Browning [8] pointed out that the design devel-
opment process is complicated by the independent design activities and the design
information flowwith many starting points, and proposed to analyze the complicated
process using DSM (Design Structure Matrix). Browning et al. [9] showed that it
is possible to support restructuring from the viewpoint of “As Is” and “To Be” by
using the model of the product design process and the development organization for
which DSM is applied. Nakazawa and Masuda [10] pointed out that the main part
of the product development process is an indigenous person, and an RDC model
was proposed as a methodology for explicitly describing the implicit design process.
However, these studies do not refer to the dependability and operation guarantee of
the methodology. Focus on the methodology, AC [11] DMwas proposed for solving
communication challenges in business [12]. Kobayashi et al. [13, 14] also showed
that using ACs increases the feasibility of accomplishing management vision and
management strategy. However, these previous studies do not mention the commu-
nication and consensus inDfEP. Scoping toDfEP and consensus building,Ameknassi
et al. [15] showed that multi stage methodology for defining, modeling, and solving
DfE problems. This integrated approach includes LCA, checklist and QFD in order
to support designers in implementing DfE activities effectively. Ramanujan et al.
[16] indicated the visual analytics system which is called VESPER, for generating
contextual DfE principles in sustainable manufacturing. The tasks involved can be
divided into following steps (i) data gathering and preprocessing, (ii) interactive
visual exploration, and (iii) DfE principle(s) generation. In order to carry out design
cooperatively, Takechi et al. [17] proposed a method for linking process information
to resolve inconsistencies and a method for changing process information to resolve
conflicts, based on the modeling of the product and the design process. Ignacio
et al. [18] proposed the consensus model for heterogeneous group decision making
problems guided also by the heterogeneity criterion. However, these studies do not
refer these studies do not satisfy both of consensus and accountability. Therefore,
the novelty of this study is to propose the AC DM which is applied for the DfEP,
in order to visualize the DfEP and also assure the dependability and accountability.
Furthermore, the feature of AC is defined as “a documented body of evidence that
provides a convincing and valid argument that a system is adequately dependable for
a given application in a given environment”. AC is required to submit to certification
bodies for developing and operating safety critical systems, e. g., automotive, railway,
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Table 1 Six nodes in ACs

Node Figure Explanation

Goal Goal describes what to assure, with a combination of a subject and
predicate

Strategy Strategy describes how to break down the goal into sub-goals
leading to the lower layer

Context Context describes the state, or environment and conditions of the
system, and shows ways to lead to the goal and strategy

Evidence Evidence eventually assures that we can reach the goal, and shows
ways to lead to the goal

Monitoring Monitoring is intended to represent evidence available at runtime,
corresponding to the target values of in-operation ranges

Undeveloped Undeveloped shows the status that there is no evidence or
monitoring, or discussion supporting the goal

defense, nuclear plants and oil production platforms [19]. This research attempts to
apply AC to the environment-friendly design of automobile development.

This paper is organized as follows.We explain the previous studies of this proposal
in Sect. 2.We show the proposedACDMforDfE inSect. 3. Then,we showevaluation
method, results of evaluation, and discussion in Sect. 4. Finally, we conclude this
paper and state the future research topics in Sect. 5.

2 Previous Studies

The AC [20] extends the scope of discussion to the overall quality with an acceptable
level of quality among stakeholders, including the “safety” that was targeted in
the Safety Case [21]. In this study, D-Case (Dependability-Case) [22], which is
an extension of the DM called GSN (Goal Structuring Notation) proposed by Tim
Kelly [23], is used as a DM. D-Case is used instead of GSN in this study because it
assumes the operation stage and adopts a node called “Monitor”, which is prepared
only for D-Case. This study uses six nodes in Table 1.

3 Proposed Assurance Case Description Method for DfE

In this chapter, we propose the method for describing the AC which is applies the
argument decomposition pattern [24, 25] for DfE. On the assumption that it will be
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confirmed by all members involved in DfE, D-Case of the DfEP is described based
on the V model [6] in system engineering.

In the requirement definition, based on IEEE1220 [26], the process was shortened
in consideration of time constraints [25]. Including the product design including
UI/UX, the customer’s requirements and related laws and regulations are clarified,
product planning is performed, and it is defined as a requirement specification by
combining with the requirement quality development table by QFD [27].

In concept design, it is divided into the selection of environmentally friendly
parts and the creation of the concept design document incorporating the parts.
When selecting environmentally friendly parts, HAZOP analysis was used to extract
hazards from the user’s perspective (external analysis), and FTA was used to extract
hazard factors from the developer’s perspective (internal analysis). FMEA is applied
to the function of parts, weighting is applied by the degree of risks, and then, envi-
ronmentally friendly parts and application destinations are selected from the view-
point of 3R (Reduce, Reuse, Recycle). Finally, the concept design specifications is
comprehensively created.

In the detailed design, the structural design of the automobile interior parts is
performed based on the concept design specifications which is created in the concept
design. It is required that physical property values are obtained from parts manu-
facturers and also refer Ashby maps [28]. Next, in layout design, functional parts
and structural members are laid out in view of interference of parts and design toler-
ances according to production equipment and quality standards, and finally 3D CAD
is presented. At this stage, the feasibility is confirmed to be consistent with the
required specifications and concept design documents.

Finally, we describe the DM of AC by D-Case [29] for system dependability. In
addition, the present study provides a limitation to theDM [30] for solving the known
problem regarding the DM of the AC. First, we set the business system that you want
to achieve the top goal, and then, we divide it into “Attractive quality system” and
“Must be quality system” in the strategy node. In this study, the requirement definition
and the concept design are defined as “Attractive quality system”, and the detailed
design is defined as “Must be quality system” [31, 32]. In “Attractive quality system”,
the work for the purpose of value co-creation is the center, and it is described by the
evidence node.On the other hand, in “Must be quality system”, themonitoring node is
applied to the goal node. The reason for this is to confirm “Attractive quality system”
as the implementation of the customer satisfaction value. Therefore, the evidence
node is not used for the goal node in “Must be quality system”. As shown in Fig. 1,
3D CAD data refers to the requirement specifications and concept specifications in
“Attractive quality system”. The monitoring node in “Must be quality system” is
connected to the evidence node in “Attractive quality system” (Fig. 2, dotted arrow).
The reason is to judge whether to achieve the top goal based on the monitoring
results. However, this DM has the limitation described later. First, design tolerances
are not constant because they vary depending on production equipment and quality
standards required. Second, the subject beingmonitored is not always constant. Third,
the monitored results are not always necessary for evidence in “Attractive quality
system”. Proposed AC in this study has these limitations. Additionally, proposed
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Table 2 The proposed method of AC description

Step 1 Set goal node

Step 2 Set context node as sub-goals by dividing the goal into sub-goals. In addition, set
priorities, if any, in the context node when the priority of sub-goals is important

Step 3 For strategy node, divide the goal into sub-goals (in prioritized order, if any)

Step 4 Set the sub-goals (in prioritized order if any) underneath the Strategy node. In
addition, set evidence nodes if the sub-goals need to be prioritized

Step 5 Assume Step 4 to be Step 1, and repeat this process until sub-goal nodes are
completely deconstructed

Step 6 Set evidence node or monitoring node until you cannot divide

Step 7 Link multiple evidence nodes to context nodes, and context nodes are linked to goal
nodes, in order to express the procedure to be executed on the premise of the output
of multiple procedures

Step 8 Summarize evidence node with context node of the next procedure, in order to
synthesize the result of multiple procedures

Step 9 Confirm the relationship between the monitoring node and the evidence node

Step 10 Connect the dotted arrow from the monitoring node to the evidence node according
to the result of Step 9

AC in this study is guaranteed by the agreement of the project member participants.
Next, the procedure applied to the DM of the DfEP is described. Proposed method
of AC description is showed in Table 2.

As a result, it is possible to measure the design achievement of a product by using
the 3D CAD data which monitored in “Must be quality system” for the required
specifications including the design created in “Attractive quality system”.

4 Evaluation

4.1 Evaluation Method

We conducted a survey for DfE project members in order to verify the effect of
applying the proposed AC at the initial design and development stage. At that time,
the target persons were designers, structural design engineer, product planner, and
quality control engineer. This study confirms three questionnaires in Table 3. Evalua-
tion methods are independent sample t-test and open cording for each questionnaire,
before and after applying proposed AC. The reason is to confirm whether each indi-
vidual member in charge is aware of the design process outside the scope of his/her
responsibility. Responses were given on a five-point ordinal scale, ranging from −
2—“disagree,” to +2—“agree,” with 0 representing “neither agree nor disagree.”
Scores from +1 to +2 were assumed to be valid for business improvement. With
regard to the qualitative data analysis, free descriptive answers were used as the data,
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Table 3 The result of group statistics and independent sample t-test

No. Questionnaires Applying AC Mean value Standard deviation Significance (both
sides)

Q1 Do you understand
the DfEP?

Before 1.9333 0.96115 0.000

After 4.2000 0.56061

Q2 Do you understand
the relevant
divisions in the
DfEP?

Before 2.1333 1.06010 0.000

After 3.9333 0.59362

Q3 Do you understand
the relationship
between the DfEP
and related
divisions?

Before 2.0000 0.84515 0.000

After 3.9333 0.59362

Table 4 Open coding procedure

Step 1 The free description of the questionnaire survey and the verbatim comments are
extracted, and the viewpoint of categorizing the Affinity Diagram is determined by
using the KJ method [33]

Step 2 Based on the viewpoint set in Step 1, sort the comments of the respondents according
to the Affinity Diagram

Step 3 As a result of open coding, summarize the main points of the group and describe the
title of each group

Step 4 Count the number of descriptions related to open coding results

and analyzed by the following procedure in Table 4, using qualitative codingmethods
[34]. We set that the viewpoint in step 1 is to relate to the design process outside
the scope of their responsibility, in order to confirm the purpose of this study which
described in Chap. 1.

4.2 Result of Evaluation

Total of 15 respondents who were involved in the project were evaluated by
conducting a questionnaire survey before and after applying the AC. Table 5 shows
the respondents’ years of work experience in the project. The reason for describing
the number of years of experience is that it is possible to judge whether or not the
proposal in this study is effective and that the degree of understanding of the proposed
method depends on the work experiences. In this study, the target was the members
who actually participated in the DfE project and became the person in charge. Table
5 shows the results of group statistics and independent sample t-test.
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Table 5 The work
experience years

The work experience years Number of respondents

1–5 5

6–10 3

11–20 4

21– 3

Total 15

Table 6 The results of open cording

No. Open cording results Counts

1 The overall of the DfEP can be seen visually 27

2 Personal work is based on a well-defined workflow so that the person in charge
can understand and move

17

3 Could discuss the business processes required for the DfEP 16

4 Visualized the relationship with other organizations in the DfEP 14

5 Proposed AC could be used as a common language 8

6 DfEP is divided for each design phase, so that it is able to aware of the schedule
of tasks in the DfEP

6

As shown in Table 3, before and after applying the AC, the mean value increased.
The significance probability was 0.000, which was confirmed to be significant. In
other words, by applying the AC, it is possible to understand the DfEP and to under-
stand the related divisions and the relationship between the DfEP and related divi-
sions. Table 6 shows the results of open coding. By applying proposed AC from
the open coding results, the purpose of this study described in Chap. 1, “Each indi-
vidual designer involved in product development grasps the design process outside
the scope of their responsibility” is achieved. In order to ensure the reliability of the
open coding results when confirming the analysis results in Table 6 with the respon-
dents, all agreed with the analysis results [35]. In addition, the reliability of the
analysis results was confirmed by confirming it with one expert researcher who had
verification experience using the qualitative survey method in the study of applying
the AC [36]. Furthermore, we confirmedwhether respondents could perform a repeat
and point after applying the proposed AC for respondents [14]. As a result, all 15
respondents were able to repeat and point respectively. From this result, it became
clear that it was possible to recognize the DfEP defined in proposed AC.

4.3 Discussion

From the results of independent sample t-test in Table 3, the proposed AC DM is
“each individual designer can understand the DfEP”, “each individual designer can
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understand the related department”, “Individual designers can understand the rela-
tionship between the DfEP and related departments.” The results will be considered
below. Kobayashi et al. [12] indicated that the person in charge recognizes the task
importance proposed by Hackman et al. [37] by applying the AC. In fact, in this
study, from the open coding result of No. 1 in Table 6, the respondents answered,
“The overall of the DfEP can be seen visually.” In order to realize DfE, it is possible
to utilize the AC as a tool for grasping the whole process and share the position of
one’s own work, which is considered to contribute to the recognition of task impor-
tance. In addition, the open coding result of No. 2 in Table 6 indicates that the tacit
knowledge which is the personalized experience in the DfE is conversed to formal
knowledge owing to proposed AC. Specifically, The open coding result of No. 3
in Table 6 shows that the persons in charge are able to reconcile the recognition of
tasks in the DfE. In other words, we consider that it contributes to the recognition
of task importance. Moreover, the open coding result of No. 4 in Table 6 indicates
that in DfE, each individual designer is able to recognize design processes that are
out of his or her scope. The open coding result of No. 5 in Table 6 indicates that
in communication, they answered that they can be used as a common language for
carrying out the DfE, and as mentioned by Kobayashi et al. [14], they could share
their consciousness by referring to the AC. Finally, the open coding result of No.
6 in Table 6 indicates that the person in charge is aware of each design phase, and
thus can have the consciousness of the time axis in the development process. That is
because each individual designer understands the phase of overall development and
the position of each person’s work. It contributes the consciousness for the schedule
driver in order to success the project management [38] and also the task impor-
tance. The result which project members understand the position of their work in the
design phase indicates that they are aware of the development time schedule which
the project manager controls.

From the above, it is important for each individual person to understand the DfEP
for the purpose of grasping the design process outside the scope of responsibility
and to share the purpose and the awareness of the time schedule of the design phase
among the stakeholders. Visualization of the DfEP using proposedAC is effective for
the realization of DfE. The reason is that proposed AC is used for the consciousness
of the members for the task importance and the time schedule.

5 Conclusion

This study proposed an AC DM on DfEP, for being able to visualize the DfEP
procedure that assuring a task. Based on the independent t-test result, the proposed
DMwas judged effective comparedwith current practice. Furthermore, from the open
coding results, the results suggested why the proposed DM is effective. This study
can be seen from the difference of each average value shown in Table 3, there is a
possibility that the effectiveness may be further improved. Improving the expression
method therefore is possible in the future. Future research topic includes increasing
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the number of applications. This study is relatedwithACnotation for quality ofDfEP.
This study is related with AC notation for quality of DfEP. In the future research,
it is necessary to develop a method to assure the actual work by linking it with the
management strategy and management vision, which are the superordinate concepts
of environmentally friendly design. The reason why future research needs to link it
with the management strategy and management vision, which are the superordinate
concepts of environmentally friendly design is that project members perform the
DfEP in order to accomplish the superordinate purpose related the management.
Additionally, future research needs a way to assure that person in charge concretely
performs development processes with high quality. The reason why needs a way to
assure that person in charge concretely performs development processes with high
quality is to improve the feasibility of accomplishing the superordinate concepts (e.g.
management vision, management strategy). The previous study states that providing
managers with a method to translate management vision and strategy into action is
a key parameter that will lead to a successful project [39]. In addition, the previous
study shows that improving the feasibility of accomplishing management vision and
management strategy is desirable for organizations [13, 40–43].
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Quality Infrastructure System in China:
An Agent-Based Model

Shiying Ni, Liwei Zheng, and Lefei Li

1 Introduction

Quality Infrastructure (QI) is a complex system, which comprises the organizations,
policies, legal and regulatory framework, and practices for supporting and enhancing
the quality, safety, and environmental soundness of goods, services, and processes.
The system relies on five key elements, namely metrology, standardization, accredi-
tation, conformity assessment, and market surveillance [1]. It is believed to improve
product quality, ensure public safety, optimize the business environment, and foster
international trade, especially in developing countries [2].

China has made great efforts in QI construction and obtained great progress.
According to a report by PTB in 2011 [3], China ranked 19/53 in a quantitative
evaluation of QI development level, which is measured by composite indicators of
QI elements. Moreover, China was the best among countries that received WTO
official development assistance. However, China is still suffering from quality issues
constantly. According to a report by the State Administration for Market Regulation
of China [4], 10.1% of all batches of products are found not qualified in selective
examinations, and over 15% of all types of products have a qualification ratio lower
than 80% in 2018. This situation indicates that the efficacy of the QI system, espe-
cially in its goal to improve product quality in China, is far away from desirable.
Therefore, figuring out the internal working mechanism, that is, how key elements
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in the QI system act and interact to influence the market, will help the government
to make better QI resource allocation and thus to achieve better efficacy of the QI
system.

There are already research interests paid to QI system, including theoretical
or empirical QI impacts study [2, 5–9] and QI development level evaluation by
composite indicators [3, 10, 11]. However, they are not able to depict the complex
interaction among QI elements sufficiently and answer how the system works intrin-
sically and how each element influences the efficacy of the whole system well.
To address these questions, a model representation for the complex system should
be done. There are several kinds of models, including the system dynamic model,
discrete-event model, agent-based model, as well as the structural equation model.
In the QI system, there are multiple heterogeneous actors, such as enterprises with
different cost structures and operation strategies and consumers with various prefer-
ences. Besides, the relationship between actors is complexwhich cannot be described
by certain simple functions. Additionally, in the real market environment, game-
theoretic thoughts are involved in actor behaviors. In the consideration of the reasons
above,wechooseAgent-BasedModeling (ABM) for theQI system, for its advantages
in modeling heterogeneous actors with complex behaviors. SysML modeling tools
are used in system analysis and design step. This paper aims at building an agent-
based model for the QI system, depicting its key elements and their interactions,
providing an effective model framework for further research on QI efficacy.

The following sections will be organized as follows. In Sect. 2, we will introduce
some related works of the QI system and ABM. Analysis of the existing QI system
in China will be discussed in Sect. 3. In Sect. 4, the conceptual model, simulation
model together with experimental results are illustrated. We give a brief conclusion
about our work in Sect. 5.

2 Related Works

2.1 Quality Infrastructure

As a complex system, the concept of QI receives plenty of revision and refinement in
practice. In the latest definition of QI adopted in June 2017 by INetQI and the World
Bank, QI is the system comprising the organizations (public and private) together
with the policies, relevant legal and regulatory framework, and practices needed
to support and enhance the quality, safety and environmental soundness of goods,
services, and processes. It relies onmetrology, standardization, accreditation, confor-
mity assessment (testing, inspection, and certification), and market surveillance [1].
The QI system has a 5-level structure including governance, quality infrastructure
institutions, quality infrastructure services, enterprises, and consumers [12]. There
are several research interests regarding the QI system and its key elements, including
impacts analysis and evaluation methods.
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The impacts of the QI system and its key elements are discussed both qualita-
tively and quantitatively. Gonçalves and Peuckert [2] summarizes activity,main func-
tions, main beneficiaries, and main impacts of standardization, metrology, confor-
mity assessment, and accreditation from literature. Ntlhane [8] uses a questionnaire
to compare QI construction in Sweden and South Africa. Results turn out that the QI
system reduces inferior products and has a positive impact on the economy. In the
standardization field, empirical researches report positive impacts of international
harmonized standards on China’s exports [5–7], and EU’s agricultural exports [9].
Given the positive impacts of theQI system, some researchers focus on the evaluation
of the QI level to support construction decisions of governments. PTB [3] designs
an index system with widely attainable indices, including total ISO9001 issues, total
accredited bodies, total technical committees participation, etc. Measurements are
carried out in 53 WTOmembers and China ranked 19 of all countries, 1 of countries
who received WTO official development assistance. Choi et al. [10] propose a capa-
bility assessment framework based on the TQM model. Three key pillars, including
standardization, conformity assessment, and metrology are assessed in 7 assessment
categories, namely laws, systems, and institutions, strategies and implementation
plans, stakeholders, infrastructure, human resources, process, and outcome. Pilot
implementation conducted in four countries demonstrates that the framework helps
to recognize the overall development level. Feng et al. [11] build an index system
of 43 basic indicators in 5 first-level indicators including metrology, standardiza-
tion, certification and accreditation capability, inspection and testing, and quality
management capability.

There are sufficient evidences to show that the QI system plays a significant role
in society and the economy. Figuring out the working mechanism of QI elements
inside the QI system will further provide decision supporting for governments to
better allocate QI resources and improve QI efficacy. Unfortunately, there are few
literatures modeling all QI elements in one system, but capturing partial components
of the QI system.Moljevic [13] provides an idea of modeling the impact of quality by
a system dynamic model. Quality is connected to several aspects, including the rate
of consumption, demand, price, etc. The complex interactions are well represented
by nodes and relations, and finally, have an overall impact on regional developments.
Ohori and Takahashi [14] build an agent-based model concerning standardization
issues on market. Both consumers and firms are regarded as agents, which captures
the heterogeneity of agents and micro-interactions in the real market. This model
supports the decision making of the method or timing for the standardization by
enabling analysis of possible market changes following different policies and market
mechanisms behind the changes.

2.2 Agent-Based Modeling

Considering a complex system with multiple heterogeneous agents with complex
interactions and behaviors we are facing, we use ABM to model the QI system. In
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ABM, a system is modeled as a collection of autonomous decision-making enti-
ties called agents [15]. Agents are diverse, heterogeneous, and dynamic in their
attributes and behavioral rules, and therefore are able to model complex systems
with interdependencies and imperfect assumptions [16]. ABM is widely used in a
variety of domains, including social science [17], marketing [18], supply chain [19],
transportation system [20], etc.

In our problem, the configuration of elements in the QI system is similar to policy
or regulation implementation, and the efficacy of the QI system can be depicted by
performance indices in the market. Hence, it can be treated like a policy or regu-
lation impact evaluation problem on market. In this topic, Zhao et al. [21] analyze
the effectiveness of various policies on the proper growth rate of distributed photo-
voltaic (PV). The adoption behaviors of PV systems are influenced by various factors
including household income, word-of-mouth effect, advertisement effect, etc., which
depicts part of consumer behaviors in the real market. Silvia and Krause [22] assess
the performance of different policy interventions to encourage the public to adopt
plug-in electric vehicles. Policies are interpreted as specificmodel settings, including
vehicle price, public charging network, and the number of government-owned elec-
tric vehicles. Leal and Napoletano [23] study the effects of a set of regulatory poli-
cies towards high-frequency trading. Regulations are treated as different parameter
settings such as minimum resting times, or different model structures such as the
added circuit breakers.

3 Quality Infrastructure in China

3.1 Overview Framework

Figure 1 shows an overall framework for the QI system with a five-level structure.
The dotted line with an arrow represents a weak (usually undirect) relation between
elements while the solid line describes a tighter relation. Grey block stands for the
key element of QI defined in [1]. Firstly, the governance level is the foundation of
the QI system, which comprises quality policy and regulatory framework, to ensure
the legitimacy of organizations and processes in this framework. The following is
the QI institutions level. Institutions for three core elements, namely standardization,
accreditation, and metrology, are established. They are usually large public institu-
tions, providing other components of the QI system with the necessary resources
and guides to operate optimally. For example, enterprises can consult standards for
product, process, or system by national standardization body to set up their busi-
ness with better effectiveness. Below is the QI services level. This level includes all
services in conformity assessment and calibration services in metrology. Services
provided at this level are more directly related to the public for quality promotion.
Enterprises at the enterprise level will be able to provide services and products with
necessary certificates or reports provided by the QI services level. The last level with
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the widest range is the market level. The products and services provided by enter-
prises are competing in the market. Consumers will select desirable ones, thus have
an impact on enterprises in turn. Besides, the public and authorities will supervise
the market by reporting quality issues and conducting quality selective examina-
tions. These elements collaborate to ensure enterprises to provide better products
and services to the market.

3.2 Process of Interest

There are multiple missions of the QI system, including improving product quality,
ensuring public safety, improving the business environment, and fostering interna-
tional trade. For different missions, the QI system works differently. We focus on
the mission of improving product quality in the domestic market. Hence, we extract
relevant entities, interactions, and activities, mainly concerning enterprises’ activi-
ties in product production, circulation, and supervision. We must highlight that the
entities, interactions, or activities that are not discussed in our work are never meant
to be negligible in the QI system. The simplification is done to enable us to focus on
the key processes we are interested in.

Figure 2 shows how the QI system works to enhance the product quality in the
market. The national metrology body first determines the metrology level for the
whole system. Metrology is the basic element in the QI system that has multiple
impacts on other elements. We now concentrate on its impacts on accreditation
because metrology will influence the instrument precision, thus having further
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Fig. 2 Flowchart for QI system

impacts on the accreditation process. The national accreditation body will then give
accreditation to conformity assessment organizations. Note that we do not distin-
guish different services in conformity assessment because their roles and activities
are similar.

The company is the center of the whole flowchart, which has several connections
with other parts. For companies to produce products and sell them to customers, they
must follow certain product standards and get production permits. The role of the
national standardization body here is to establish product standards. In fact, the body
will establish a series of standards such as managerial standards and safety stan-
dards, for companies to follow, the simplification here mainly concerns our focus
on product quality. Companies are able to provide products to the market when they
obtain production permits. The application for production permits requires several
documents, amongwhich certificates and reports of conformity assessment are essen-
tial. Hence, we make conformity assessment organizations give production permits
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to companies for convenience, but the Quality and Technology Supervision Bureau
should play this role in reality. After that, companies provide products to customers
and customers select products from companies. When companies are competing
in the market, the market regulation administration will conduct selective exami-
nations to see if the products are qualified. Conformity assessment organizations
will provide technical support in selective examinations. By all these means, the QI
system enhances quality promotion in the market.

There are several potential risks that prevent the QI system from reaching better
efficacy. Enterprises’ real quality level may be lower than their announced quality
level because of quality fluctuation in daily production or saving cost by purpose.
Zhang et al. [24] point out there are divergences in the capability of conformity
assessment organizations, resulting in mistakes or even fraud in conformity assess-
ment. This phenomenon will result in unqualified products in the market. Besides,
standardizationwill also play a significant role. Too strict standardsmake small enter-
prises hard to survive, resulting in a shortage of market supply. Too loose standards
lead to a relatively low overall quality level of products in the market. Moreover, the
cycle and ratio of the selective examinations will also influence the overall quality
performance.

4 Agent-Based Modeling for QI System

4.1 Conceptual Model

We carry out the conceptual design for the QI system before modeling and simu-
lation. There are several useful tools in system analysis and design, including
Unified Modeling Language (UML) for object-oriented system design in software
engineering, Gaia for agent-oriented analysis and design, and Systems Modeling
Language (SysML) for Model-Based Systems Engineering (MBSE). In the consid-
eration of model generalization ability and expansibility, we choose SysML in our
research. Sha et al. [25] propose a 5-step approach ofABMdevelopment using several
SysML diagrams, such as Requirement Diagram, Use Case Diagram, Block Defini-
tion Diagram, etc. Concerning the specific problem we are addressing, we utilize 3
types of SysML diagrams, including Block Definition Diagram for agents, attributes
and relations description, Sequence Diagram for events and behaviors description,
and State Machine Diagram for agent state description.

Although there are only five key elements in the definition of QI, we extend the
concept of the QI systemwith enterprises and consumers because they are significant
stakeholders in the system. A Block Definition Diagram (BBD) for the QI system
by SysML is shown in Fig. 3. It depicts the component blocks of the QI system and
various relationships among them. Main parts, values, and operations are defined
in the blocks, too. There are 8 types of blocks, including the block of the whole
QI system and its seven components. Seven composition lines with solid diamonds
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Fig. 3 Block definition diagram for QI system

demonstrate the composition relationship between the QISystem block and other
blocks. Besides, there are also reference associations between Enterprise block and
Consumer block. One enterprise may have several consumers and each consumer
may show his or her loyalty to an enterprise. Dashed lines with arrows show depen-
dency relationships between blocks. For example, enterprises should rely on national
standardization organizations to determine aminimumquality level. Once the quality
standard changes, enterprises should adjust their quality level accordingly.

Sequence Diagram (SD) (Fig. 4) depicts the main dynamic interactions inside the

Fig. 4 Sequence diagram for QI system
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QI system, focusing on events and sequences. NationalMetrologyOrg block first
determines the metrology level. Next, the NationalAccreditationOrg block gives
accreditation to ConformityAssessmentOrg. And then, the NationalStandardiza-
tion block establishes a product quality standard. Enterprise block will go through
several loops. They should first ask for production permits and obtain production
permits, or once they failed, they improve product quality level and try again. In the
following daily loop, Enterprise block sells products to Consumer block, Consumer
block select products from enterprises, and Enterprise block gets its payoff for the
following operation. The selective examination will be carried out every selective
examination cycle, involving the interactions of MarketRegulationAdmin block,
ConformityAssessmentOrg block, and Enterprise block.

State Machine Diagram (SMD) in Fig. 5 describes the life cycle of the enterprise
by different states and the state transition rules. Enterprises are first in setting up state.
Onlywhen they obtain production permits, they are allowed to compete in themarket.
There are potential risks in daily operation. The first one is financial risks. Enterprises

Fig. 5 State machine diagram for enterprise block



380 S. Ni et al.

will go bankruptwhen their revenues becomenegative. They close down and end their
life cycle. Another risk is that when they get unqualified in the selective examination,
they will receive a quality warning and lose part of their loyal consumers. Authorities
will check the quality level again in the next selective examination. If enterprises are
qualified, they will return to the normal state of competing in the market, or they are
forced to close down by market regulation administration.

4.2 Experiments and Results

Although there are already several attempts [25, 26] in automatic simulation model
generation from the conceptual model in SysML, transforming a complex real-
world system model into a simulation model automatically is still a challenge [26].
Luckily, with a well-defined conceptual model, we are able to build the corre-
sponding agent-based model manually with ease. In our model, classes and agents
are defined according to BBD, events, and functions are set by SD, and SMD is
directly transformed into the state chart in Anylogic.

It is worth noting that our main contribution here is to provide an effective model
framework of the QI system for further research. Hence, the parameters and expres-
sions are determined randomly or by experience in this work. Nevertheless, our
experiments demonstrate that our model is consistent with the real situation, and they
can also provide some qualitative insights for us. With more realistic data obtained
for this model, the model can carry out quantitative analysis or optimization and
provide decision support for real-world problems.

Some of the model parameters are shown in Table 1. To minimize the influence of
randomness and increase the credibility of results, we run 10 repeated experiments
for each setting and average the results. Consumers select products from enterprises
according to the Discrete Choice Model, with individual-specific utility functions
based on product quality and cost.

To verify the negative impacts of unqualified conformity assessment organiza-
tions proposed in [24], we carry out simulations to investigate it. Figure 6a shows
how average quality level changes with different assessment levels. It illustrates that
the average quality level roughly improves over time, which QI system is effective

Table 1 Model settings Parameter Value

Number of enterprises 100

Number of consumers 20,000

Number of conformity assessment organizations 20

Runs of each experimental setting 10

Product quality standard 3

Initial average of the quality level of enterprises 3.5
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Fig. 6 aAverage quality levelwith different assessment levelsb average number of alive enterprises
with different assessment levels

in improving product quality level in the market. A quality performance is better
in a system with a higher average assessment level. It is probably because when
conformity assessment organizations have a higher assessment level, unqualified
enterprises are harder to enter the market, or they will be uncovered and get punish-
ment more easily. This result is consistent with common sense. It is noted that there
is a slight decline in the average quality level at the beginning of the simulation. It
may be caused by the entrance of enterprises who did not obtain production permits
in month 1 and improved their quality level later to get permits. Although they are
qualified, their quality levels are not so good as the ones who are qualified in the very
beginning. Graph of the average number of alive enterprises in Fig. 6b supports this
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Fig. 7 Average quality level with different selective examination cycles

hypothesis. The number of alive enterprises first increases because qualified enter-
prises enter the market gradually, resulting in a decrease in the average quality level.
The number then decreases because enterprises close down when revenue becomes 0
or get unqualified in two successive selective examinations, leading to improvement
of average quality level.

The selective examination is an important measure to regulate the market by
market regulation administration. We can figure out the impacts of selective exam-
ination by simulations. As it is shown in Fig. 7, the quality performance of the
system with selective examinations is better than that without selective examina-
tions. It indicates that selective examination helps in the quality promotion. Besides,
the difference of performance with different selective examination cycles is small
in the beginning and gets larger as time goes by. Generally, more frequent selective
examinations result in a better average quality level in the market when selective
examination ratios are the same. It is reasonable because unqualified enterprises
are more likely to be chosen for selective examination. However, it takes time and
money to carry out selective examinations. Hence, it can be an optimization problem
to determine the cycle and ratio of selective examinations.

5 Conclusion

This paper proposes an agent-based model framework for exploring the complex
internal mechanism of the QI system. This model is based on the abstraction of the
existing QI system, focusing on its goal to improve product quality in the market.
SysML modeling tools, including Block Definition Diagram, Sequence Diagram,
and State Machine Diagram, are used in building conceptual models. The successful
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transformation from a conceptual model in SysML to an executable agent-based
model inAnylogic shows the effectiveness and promise of SysML in complex system
modeling. Two sets of simulation experiments are carried out with ourmodel. Results
show that ourmodelworks in analyzing howQI elements interact to influence product
quality. Although the settings of parameters and expressions need to be studied and
designed more sufficiently, we still highlight that the proposed framework has the
potential to provide a model framework for further research in QI system modeling.
With fine data collected, more researches can be done. For example, researchers
can optimize the allocation of QI construction resources concerning cost and bene-
fits. New policies or new processes can be studies by modifying or extending this
framework.

Acknowledgements This study was co-supported by the Key Laboratory of Quality Infrastructure
EfficacyResearch (grant numberKF20180401) and theNational KeyR&DProgram of China (grant
number 2017YFF0209400).

References

1. UNIDO: Quality Infrastructure: UNIDO’s Unique Approach (2018)
2. Gonçalves, J., Peuckert, J.: Measuring the Impacts of Quality Infrastructure: Impact Theory,

Empirics and Study Design. Physikalisch-Technische Bundesanstalt (2011)
3. Harmes-Liedtke, U., Di Matteo, J.J.O.: Measurement of Quality Infrastructure. Physikalisch

Technische Bundesanstalt (PTB), Braunschweig (2011)
4. Announcement of the State Administration for Market Regulation on the State Supervision

and Spot Check of Product Quality in 2018 (2019). Available from: https://gkml.samr.gov.cn/
nsjg/zljdj/201904/t20190426_293185.html

5. Mangelsdorf, A.: The role of technical standards for trade between China and the European
Union. Technol. Anal. Strateg. Manag. 23(7), 725–743 (2011)

6. Li-juan, Y.: Trade effects of Chinese standards: empirical research based on standard category
in 33 ICS sectors. In: 2013 International Conference on Management Science and Engineering
20th Annual Conference Proceedings. IEEE (2013)

7. Mangelsdorf, A., Portugal-Perez, A., Wilson, J.S.: Food standards and exports: evidence for
China. World Trade Rev. 11(3), 507–526 (2012)

8. Ntlhane, M.D.: Comparison of Quality Infrastructure of the Republic of South Africa and
Sweden. University of Johannesburg (2015)

9. Shepherd, B., Wilson, N.L.: Product standards and developing country agricultural exports:
the case of the European Union. Food Policy 42, 1–10 (2013)

10. Choi, D.G., et al.: Standards as catalyst for national innovation and performance—a capability
assessment framework for latecomer countries. Total Qual. Manag. Bus. Excell. 25(9–10),
969–985 (2014)

11. Feng, L., Liao, J.X., Huang, J.X.: The evaluationmethod and empirical study of national quality
infrastructure capability index. In: Huang, D., et al. (eds.) Conference Proceedings of the 6th
International Symposium on Project Management, pp. 1322–1329. Aussino Acad Publ House,
Marrickville (2018)

12. UNIDO: Quality Policy: Technical Guide (2018)
13. Moljevic, S.: Influence of quality infrastructure on regional development. Int. J. Qual. Res.

10(2) (2016)

https://gkml.samr.gov.cn/nsjg/zljdj/201904/t20190426_293185.html


384 S. Ni et al.

14. Ohori, K., Takahashi, S.: Market design for standardization problems with agent-based social
simulation. J. Evol. Econ. 22(1), 49–77 (2012)

15. Bonabeau, E.: Agent-based modeling: methods and techniques for simulating human systems.
Proc. Natl. Acad. Sci. 99(suppl 3), 7280–7287 (2002)

16. Macal, C.M., North, M.J.: Agent-based modeling and simulation. In: Proceedings of the 2009
Winter Simulation Conference (WSC). IEEE (2009)

17. Desmarchelier, B., Fang, E.S.: National culture and innovation diffusion. Exploratory insights
from agent-based modeling. Technol. Forecast. Soc. Chang. 105, 121–128 (2016)

18. Rand, W., Rust, R.T.: Agent-based modeling in marketing: guidelines for rigor. Int. J. Res.
Mark. 28(3), 181–193 (2011)

19. Long, Q.Q., Zhang, W.Y.: An integrated framework for agent based inventory-production-
transportation modeling and distributed simulation of supply chains. Inf. Sci. 277, 567–581
(2014)

20. Zhang, G., et al.: Agent-based simulation and optimization of urban transit system. IEEETrans.
Intell. Transp. Syst. 15(2), 589–596 (2013)

21. Zhao, J., et al.: Hybrid agent-based simulation for policy evaluation of solar power generation
systems. Simul. Model. Pract. Theory 19(10), 2189–2205 (2011)

22. Silvia, C., Krause, R.M.:Assessing the impact of policy interventions on the adoption of plug-in
electric vehicles: an agent-based model. Energy Policy 96, 105–118 (2016)

23. Leal, S.J., Napoletano, M.: Market stability vs. market resilience: regulatory policies experi-
ments in an agent-based model with low-and high-frequency trading. J. Econ. Behav. Organ.
157, 15–41 (2019)

24. Zhang, L., Huang, H.J., Cai, L.Y.: On the reform and development of quality infrastructure
under the new situation in China. Qual. Explor. 16(02), 60–67 (2019)

25. Sha, Z., Le, Q., Panchal, J.H.: Using SysML for conceptual representation of agent-
based models. In: ASME 2011 International Design Engineering Technical Conferences and
Computers and Information in Engineering Conference. American Society of Mechanical
Engineers Digital Collection (2011)

26. Maheshwari, A., Kenley, C.R., DeLaurentis, D.A.: Creating executable agent-based models
using SysML. In: INCOSE International Symposium. Wiley Online Library (2015)



Realizing Digital Systems
Engineering—Aerospace and Defence
Use Case

Eran Gery

In defense, complex requirements are evolving to meet the demands of advanced
battle fields where there will be greater numbers of autonomous devices operating
under a command and control mesh. Historically these devices were dominated by
electro-mechanical systems under human operator control and their design fell under
a mechanical/aeronautical or electrical engineering discipline. Today’s devices are
nowdominated by software and present increasing design complexitywith the advent
of technologies like IoT, AI, and microprocessors [1, 2].

In addition, new challenges are rapidly emerging across both defense and
aerospace industries. On the defense side, increasing commoditization of advanced
technologies such as UAVs, rocket technologies and electronics creates a new set of
threats that must be designed for. On the civil side forces like globalization, indus-
trialization, and porous technology creates an increasingly competitive marketplace
that has to be balanced with growing pressures around regulation and functional
safety.

Therefore, the traditional system engineering approaches that have been key to
sustaining both defense and aerospace industries fall short in effectively addressing
the emerging challenges: addressing growing complexity, technological choices, and
all that with growing time constraints. These dynamics have triggered systems engi-
neering initiatives such as the DoD digital engineering strategy and the INCOSE
2025 vision [3, 4].

The emerging digital ssystem engineering approach focuses on digital practices.
Designing and analyzing systems starting with a functional perspective which is not
locked to a discipline. Digitally transforming the engineering environment so teams
can leverage capabilities like digital thread and digital twin to improve system design
and time to market.

In this paper we introduce the digital systems engineering model, how it leverages
advances in engineering lifecyclemanagement to address the complexity and the time
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to market challenges. We will discuss concepts like digital threads, model-based
engineering and how AI and machine learning can assist in efficient deliveries. We
will also illustrate how key activities are conducted using an A&D example.

1 Challenges in A&D Systems

The nature of A&D systems has always been about designing systems that will be
leadership for years if not decades in the future, which implies delivery of more func-
tionality while still meeting the same quality and schedule constraints. Increasingly
faster technology introductions coupled with broader global competition is driving
the A&D industry to rethink development models to address growing cost pressures
and time to market demands.

Two massive trends are putting new pressure on innovators, engineers and plan-
ners—one is the way that information is increasingly available [i.e. Cloud, Mobile,
Internet of Things (IoT)] and usable (i.e. Apps, API’s, AI) in ways that A&D systems
haven’t had to generally deal with before and secondly that the way that technology
evolves is increasingly unpredictable. These trends mean that A&D companies and
systems need to be responsive and open to change in wholly new ways. Respon-
sive across capabilities, architectures, organizations, systems, processes, methods,
tools—which is counter to the prevailing industry culture. Scoping any system
boundary or responsibility now requires openness because innovation arises every-
where, but so do threats. This creates business opportunities which can only be
addressed by embracing new efficiency given older models and processes can’t
scale. Speed, agility and flexibility are the main drivers to take the industry to a
new level—with smarter ways of achieving this level with security and safety—
these factors change everything. The companies that excel with these characteristics
will be the ones that set the pace for the next decade.

Last but not least, this industry typically develops product families, for different
customers and purposes. Developing an effective reuse culture across related
programs is a major opportunity for significantly improving key performance
indicators (KPI’s) such as cost and schedule.

2 Role and Value of Systems Engineering

Systems engineering (SE) has a strong track record as an interdisciplinary approach
and means to enable the realization of successful systems. Successful systems must
satisfy the needs of their customers, users and other stakeholders, and be delivered
within expected time and budget ranges.

Due to the highly dynamic nature of the business and operating environment,
tomorrow’s Systems Engineering needs to better tie into the business or mission
opportunity management.
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The following study done byNASA and published in SeBok shows the correlation
between systems engineering activity and reduced project overruns:

The above figure clearly shows that applying more systems engineering practice
reduces project overruns.

Key systems engineering activities are in two main areas: technical processes
and technical management processes, as specified by ISO 15288 and the INCOSE
Handbook:

Technical processes

• Mission analysis
• Managing requirements
• System analysis—functional specification
• Architecture definition and allocation
• Verification and validation
• Operation and maintenance.

Technical Management processes

• Configuration and data management
• Variant management and PLE
• Change management—Analyzing the Impact of Change
• Planning and tracking
• Quality assurance.

The technical processes are typically overlaid on a “v” lifecycle model, where
the analysis and design activities are on the left arm of the “v”, and those are then
validated by processes on the right arm of the “v”.
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Systems engineering is strongly correlated to the system lifecycle processmodels.
The common lifecycle process models are iterative, but they widely vary from
incremental and iterative (IID) practices to lean/agile practices.

Today’s dominant systems engineering (SE) practice is commonly referred to
as “document centric”. It relies on work products which are typically textual docu-
ments focused around system requirements, interface control documents, and various
studies and analysis. The focus is mostly on the technical processes, more specifi-
cally requirementsmanagement. There is also some level of adoption ofmodel-based
techniques to specify the functionality and architecture of the system. There is also
some base practice to specify the validation procedures, usually as a special set of
requirements.While there is some use of digital tools (for example tomanage require-
ments), the various artifacts are not digitally related and the typical SE baseline is
eventually a set of documents, some of which are produced from specialty tools, like
requirements management tools (Fig. 1).

As for technical management processes, those get much less focus by systems
engineers, probably due to the heritage of waterfall processes that did not require
planning in the context of daily life, but part of large-scale planning done by project
management professionals. Therefore, while planning and configuration manage-
ment are very common among software developers, they are rarely practiced by
systems engineers. The fact that planning and the various aspects of data manage-
ment are not practiced hinders the aim and need to have highly effective and efficient
overall engineering practices.

Such environments that are based on engineering baselines which are sets of
disparate documents, lack digital connectivity, or traceability, to track and manage
the dependencies across the various artifacts. It also lacks means for visibility to
effectively comprehend the implication of changes, and the overall integrity of the
system. It also does not have the means to effectively manage complex engineering
projects.
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Fig. 1 Document centric systems engineering

This has several implications:

• Difficulty to adapt to technological innovation or business model disruption fast
enough due to lack of visibility and effective change management. In general,
such environments do not provide the means for agility and plan changes.

• Expensive rework due to late discovery of issues: document centric environments
do not providemeans to validate the systems engineering artifacts until realization
phases where rework is much more expensive.

• Inefficient supplier collaboration: collaborating with suppliers is also based on
document exchange, which significantly slows down the process. Creating and
receiving artifacts from suppliers is a process that requires extra manual steps
until the cycle is stable and validated.

• Non-optimal designs due to early design lock: such systems with ineffec-
tive change mechanisms gravitate towards minimizing change. This results in
processes that prioritize less change and early design locks, as change is expensive.
The implication is compromised performance of the resulting system.

• High costs of regulatory compliance activities: the core of regulatory require-
ments for safety and maturity relies on repeatability, evidence, and traceability.
In document centric environments demonstrating traceability, collecting testing
evidence, and demonstrating well specified, repeatable process require dedicated
costly effort as it is not inherently supported as part of the engineering process.
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3 The Premise of Digital Systems Engineering

The DoD called out in 2018 the Digital Engineering Strategy. The expectation from
digital engineering is to “conduct engineering inmore integratedvirtual environments
to increase customer and vendor engagement, improve threat response timelines,
[..], reduce cost of documentation and impact sustainment affordability […] Such
engineering environments will allow DoD and industry partners to evolve designs at
conceptual phase, reducing the need for expensive mockups, premature design lock,
and physical testing.”

The pillars for such environments, as stated by the DoD are:

1. Formalize development integration and use of models
2. Provide authoritative source of truth
3. Incorporate technical Innovation
4. Establish infrastructure and environments
5. Transform the workforce.

Digital systems engineering focuses on the scope of systems engineering in the
context of a digital engineering framework, and it is part of the digital transformation
wave being adopted by the industry. As opposed to the document centric approach,
digital systems engineering relies on a digital representation of all the artifacts within
the scope of systems engineering, in the context of a lifecycle information model.
The information model realizes a complete digital continuity across systems engi-
neering artifacts. It consists of artifacts such as requirements, functional and archi-
tectural elements (MBSE), V&V elements such as test plans and representation of
implementation artifacts provided by implementation disciplines. The information
model is complemented with lean/agile planning support and analysis capabilities to
support effective change management, and overall visibility into various aspects of
the system under designs. This infrastructure supports:

• Consistency across engineering and resiliency to changes
• Agile processes with the necessary tracking and visibility that enable higher

velocity
• Effective fulfillment of industry compliant processes, such as ARP4754 and

DO178
• Collaboration across the wider team and the supply chain.

4 Key Imperatives for Effective Digital Systems
Engineering

As discussed above, digital systems engineering aims to enable higher precision and
agility to cope with the technological challenges of tomorrow’s systems. As part
of that we see five key imperative to enable effective digital processes, that will be
discussed in the next paragraphs:
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• Digital continuity is the foundation of modern engineering practices. It enables
a digital information model across the engineering lifecycle activities. Such
information models are also referred to as digital threads.

• Leveraging information through technology advancements such as data analytics
and machine learning to support decision making, consistency and compliance.

• Foster model-based systems engineering as a core lifecycle activity.
• Integrated planning that facilitate lean and agile processes.
• Enable global configuration management and reuse.

All the above principles are implemented by the IBM’s Engineering Lifecycle
Management (ELM) platform. See [5] for details about IBM ELM platform.

5 Digital Continuity and Digital Threads

Digital information models are a foundation for digital engineering processes. They
specify the necessary artifacts and relationships across them. Artifacts may reside in
multiple repositories as there are various specialty tools used by systems engineers
and also by the implementation disciplines. Requirements are related to various arti-
facts such as tests, and also to analysis and architecture artifacts such as system
functions as part of a functional model (e.g. activity diagram) and solution archi-
tecture elements represented by architectural blocks in block definition diagrams.
Downstream into the implementation disciplines architectural artifacts as well as
requirements relate to software or hardware implementation artifacts, represented
by specialty tools like BOMs in a PLM system. Figure 2 illustrates an information
model, in this case the one mandated by DO-178C. It shows the key artifacts and the
necessary relationships.

Such information models enable some key capabilities:

• Completeness and coverage analysis: every requirement is implemented by the
system

• Consistency: if a requirement is modified the downstream artifacts such as
implementation and validation artifacts have been updated accordingly

• Change management: guiding impact of change analysis based on information
model relationships.

A key challenge is how to implement digital continuity in heterogeneous multi-
disciplinary engineering environments. In such environments there are various
specialty tools used by systems engineers that also needs continuity to specialty
tools used by various implementation disciplines such as software, mechanical, and
electrical. There have been many attempts to address this integration challenge. One
class of solution is based on synchronizing (copying) the data from the various tools
to a central repository, where traceability is managed. Data replication approaches
have always been challenging and consistently fail. An approach which has proven
as a breakthrough and pragmatic one is the linked data approach, originated from
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Fig. 2 DO178C lifecycle information model (Source Wikipedia)

the w3c internet stack. Linked data is the basis for the OASIS/OSLC [6] standard
for lifecycle integration.

Figure 3 shows an impact analysis study based on concrete set of artifacts of a
UAV system, based on implementation of OSLC with the IBM ELM system. The
different ovals represent different types of artifacts across the lifecycle, such as
change requests, requirements, analysis and design, and test artifacts.

6 Leveraging Analytics, Machine Learning and AI

Akey factor to a successful delivery of a system is related to decisionmaking, both in
engineering management and core engineering activities. Visibility and aggregation
of data, assessment of progress and deviations are key enablers to support such
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Fig. 3 Graphical impact analysis based on digital threads

engineering decisions. Providing relevant analytics to systems engineers as part of
technical management processes enable better decisions which are based on actual
data. Machine learning can further support such assessments based on historical and
accumulated data throughout the project. AI assisted assessments of project health,
impact of changes, risks, can leverage data and identify patterns that otherwise are
not visible to the engineering managers.

Figure 4 shows an analytical view that depicts the level of requirements and test
coverage across the UAV system, based on the digital information instances across
the system.

A considerable amount of systems engineering information is found in “unstruc-
tured” format, more specifically, natural language. Stakeholder descriptions, such as

Fig. 4 Analytical view



394 E. Gery

concept of operation (“Conops”), stakeholder requirements, and also system require-
ments are expressed in natural language as the common means of communication.
Also, technical information such as descriptions and characteristics of components
and implementation artifacts are expressed in natural language. Such unstructured
data entails important information that translates to design decisions, reuse, and func-
tionality. Surveys also show that engineers can spend up to a third (!) of their time
looking for information or repeating things they could not find, as non-intelligent
search does not result in the desired findings.

Natural language processing (NLP) can automate tasks the require engineers time
to deal with such unstructured data. Here are some applications that are being applied
using NLP technology:

• checking quality of requirements based on guidelines, such as INCOSEguidelines
• transforming unstructured information like Conops to structured model represen-

tations
• intelligent searching of matching data, like tests verifying requirements
• auto completion assistants, that enforce correct usage of domain terminology.

7 Model Based Analysis and Design

Model-based systems engineering (MBSE) is the formalized application ofmodeling
to support system requirements, design, analysis, verification and validation activities
beginning in the conceptual design phase and continuing throughout development
and later life cycle phases (INCOSE SE Vision 2020) (INCOSE-TP-2004-004-02,
Sep 2007). Such activities are still widely performed using unstructured and informal
means, such as natural language enriched with various types of graphical notations
such as block diagrams and others.

The model-based approach, which is based on a graphical notation with specified
semantics provide several key advantages over the informal descriptive techniques:

Precision: the models have precise meaning and can be consumed by stakeholders
and implementers with precision without complete dependency on the originator of
the model.

Standard practices: standard MBSE languages are based on immense expertise
of practicing engineers as well as industry guidelines and reference examples on
how to approach such systems engineering activities. The common language today
which is also endorsed by INCOSE is SysML—a variant of theOMG/UML language
for systems engineering purposes. SysML specify dedicated Structural, Functional,
Behavioral, and parametric views of a system.

Figure 5 shows 3 primary SysML diagrams functional, structural, and behavioral.
The model was created by IBM Engineering Systems Design Rhapsody.

Verifiability: Models can be analyzed and verified which means that many errors
that originated in otherwise ambiguous and erroneous specifications are discovered
at early stages. This has significant implication on overall cost of engineering asmany
later discovered issues originate from specification and requirement errors. Model
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Fig. 5 Functional, structural, and behavioral views of the UAV

Base Testing (MBT) leverages modeling constructs to describe test scenarios. One of
the use cases for MBT is for early verification of functional, or architectural models
before they are handed off for implementation.

Figure 6 shows early verification of the specification model, what is also referred
to as the “small v”, versus the “big v” that represents an entire implementation and

Fig. 6 “Small v” and big “V”
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validation cycle. The small “v” can leverage validation techniques usingmodel-based
testing.

Optimization: models can be used to perform early trade-off studies between
solution architecture. It is much cheaper to consider different solution architectures
within virtual models than with physical implementations. Physical design solu-
tions too often require “early design lockout” creating suboptimal KPIs in terms of
reliability and operational costs.

However, it turns out that adoption of MBSE is not straightforward. It is key
that a model-based approach is deployed with well-defined practices relevant to
an organization and a domain. Reference implementations and templates can also
greatly help engineers that are used to traditional unstructured practices. Another
key aspect is that modeling artifacts and activities shall be part of the entire lifecycle
informationmodel and the digital threads. Isolatedmodels provide very limited value
and in many such cases the return on investment is questionable. Figure 7 shows how
an analysis artifact is related to requirements which originate from a requirements
management system (DOORS next generation).

Hence it is key that models are well integrated into the overall practice to
effectively produce relevant deliverables which are consumable by downstream
implementation teams.

Fig. 7 Traceability from analysis (use cases) to requirements
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8 Lean and Agile Work Management

Lean and agile approaches offer effective management of complex projects with
continuous steering of the project based on actual progress. Scaled agile (SAFe)
practices originate from agile software practices and lean engineering principles as
introduced by Toyota production systems and is used by large, multi-team and multi-
disciplinary projects. SAFe is a formal framework that maintains a community that
evolve practices based on lean/agile principles: economic driven decisions, systems
thinking, embracing variability and preserving options, iterative and incremental
progress with objective measures of working systems, good control and visibility for
work in progress (WIP), embracing innovation and decentralized decisions [7].

Studies made by scaled-agile (scaledagile.com) show 30–75% faster time to
market, 25–75% defect reduction which demonstrates improvement in delivery and
quality.

To properly enable SAFe for complex solutions there needs to be a digital
supporting system for planning and tracking, that enables visibility and flow of infor-
mation from top system level owners to subsystem and component implementation
teams. The planning and tracking system shall be integrated with the digital infor-
mation model with traceability from plan items to relevant engineering artifacts such
as requirements, use cases, and test cases.

Analysis is core to successful conduct of scaled agile projects. Model based
systems engineering fosters analysis of use cases and features that provide the
basis for iterative planning. IBM’s Harmony agile model-based systems engi-
neering (aMBSE) is a practice that leverages the benefits of MBSE to drive iterative
large-scale projects, based on a use case centric approach.

Figure 8 shows howuse cases specified duringmodel-based analysis are translated
to solution epics in an agile plan.

Fig. 8 From use cases to solution epic
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9 Global Configuration, Reuse, and Variant Handling

An important part of SE “technical management” is managing the configuration of
engineering data so it is consistent, as required by industry standards. The digital
representation of a system is a set of inter-related artifacts across disciplines and tools.
One of the fundamental challenges is how to support consistent baselines in such an
environment. Configurations are also essential to facilitate reuse across programs.
INCOSE 2025 Vision recognizes “product architecture reuse” as one of six primary
concerns of systems engineers in the defense sector for the upcoming five years. It is
very common that defense systems are delivered tomultiple customers and purposes,
essentially resulting in a family of products. The key challenge is how to effectively
manage engineering multiple programs for multiple customers and/or purposes. This
also implies support of concurrent configurations (or branches).

Global configurationmanagement is an approach tomanage configurations across
a set of engineering repositories. It is part of the Oasis OSLC specification, and it is
implemented by IBM Engineering Lifecycle Management solution and other engi-
neering tools providers. Global configuration is a hierarchical structure that corre-
sponds to the logical product breakdown structure of a system, starting from its
root node and then hierarchically decomposed into a set of subsystems and next
level subsystems, down to components. Each such node contains a set of engi-
neering artifacts related to it, such as requirements, design models, V&V plans, etc.
Each such node is going through a set of configurations that evolve as the lifecycle
progresses. Figure 9 depicts a hierarchical breakdown structure of a UAV system,
which contains a set of hierarchical global configurations of subsystems, in addition
to artifact configurations of requirements, architectures, and tests.

As we described above, configurations of a system may evolve not only sequen-
tially but also in parallel. Parallel configurations are often referred to as branches—a
common paradigm that has existed in the software domain for many years. One of the
important use cases is to support the reuse of a system acrossmultiple programs.With
configuration branches we can manage engineering assets across multiple programs,
where programs can share the same version of a system node or maintain a variant of
a node with a set of changes specific to a program. One of the important capabilities
is that changes can be delivered across branches. So, a change that was applied in
one program can be later delivered to another program.

Figure 10 shows a branch structure representing different variants of an aircraft
platform.This figure also depicts howvariants are updated from the primary platform,
and how updates to variant2 are retrofitted back to the primary platform design.
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Fig. 9 PBS represented as a global configuration

Fig. 10 Parallel configurations

10 Summary

The A&D industry faces increasing challenges frommajor technological disruptions
in areas of connectivity, artificial intelligence, new materials and energy, and evolu-
tion of computing technology. That results in further increasing complexity and the
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need to rapidly adopt innovation. Document and discipline centric approaches do
not scale and are subject to individual expertise and fragility of manual processes.

Technology advancements enable creation of effective digital engineering plat-
forms that realize digital lifecycle information models. augmenting the traditional
document centric approach.

Digital systems engineering enables visibility into the various aspects of the
system development and fosters consistency of engineering artifacts and effectively
supporting decision making by visualizing and analyzing system dependencies and
impact of change. Digital systems engineering coupled with the Scaled Agile Frame-
work (SAFe) supports lean/agile lifecycle models that harvest relevant concepts to
enable effective practices that can accommodate change and better support the needs
of the customer, and effectively steer the engineering activities based on concrete
realities as they emerge throughout the project. Model based analysis and design
practices enable early verification of requirements and design decisions, as well as
more effective communication with the implementation teams using precise handoff
specifications.

IBM ELM offers a leading integrated solution to improve your systems and soft-
ware development lifecycle today as well as establish your foundation for digital
systems engineering. IBM ELM is deployed at major A&D enterprise in North
America, Europe, and Asia.

Visit the IBM web site to learn more about our ELM solution or to schedule a
consult with an IBM Expert.

https://www.ibm.com/internet-of-things/solutions/systems-engineering?lnk=
hpmpr_iot&lnk2=learn.
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Research on Behavior Modeling
and Simulation of Complex UAV Based
on SysML State Machine Diagram

Yuanjie Lu, Zhimin Liu, Zhixiao Sun, Miao Wang, Wenqing Yi,
and Yang Bai

1 Introduction

The operating environment of the largeUAV is complex, the interactionwith external
information is complex, and the internal function logic is complex. At the same time,
the development of largeUAV involves the integrated application and optimization of
the aerodynamic, strength, structure, control, avionics, electromechanical, software
and so on. Therefore, the system development of large UAV brings a new challenge
to the design capability, methods and means. It is urgent to solve the problems
of imperfect system design, poor traceability, inadequate verification, long system
iterative design cycle and high outfield failure rate.

Model-based Systems Engineering (MBSE) apply modeling methods to support
requirements, design, analysis, verification and validation activities that begin at the
conceptual design stage and run through the development process and subsequent
life cycle stages [1]. MBSE supports model-driven, fast iterative verification to make
requirements traceable, express unambiguously, advance iterate verification to design
stages and reduce physical changes to ensure quality, shorten cycle and reduce costs.
SysML is commonly used to create models of system architecture, behavior, require-
ments, and constraints [2]. SysML provides activity diagram, sequence diagram, and
state machine diagram that express the continuous and concurrent behavior of the

Y. Lu (B) · M. Wang · Y. Bai
INCOSE CSEP, Shenyang Aircraft Design and Research Institute (SADRI), AVIC, No. 40 Tawan
Road, Shenyang, Liaoning, China
e-mail: plough5221@sina.com

Y. Bai
e-mail: baijordon@163.com

Z. Liu · Z. Sun · W. Yi
Shenyang Aircraft Design and Research Institute (SADRI), AVIC, No. 40 Tawan Road,
Shenyang, Liaoning, China
e-mail: lzm_w650910@sohu.com

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2021
D. Krob et al. (eds.), Complex Systems Design & Management,
https://doi.org/10.1007/978-3-030-73539-5_30

401

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-73539-5_30&domain=pdf
mailto:plough5221@sina.com
mailto:baijordon@163.com
mailto:lzm_w650910@sohu.com
https://doi.org/10.1007/978-3-030-73539-5_30


402 Y. Lu et al.

system, inwhich statemachine diagram is suitable for behaviormodeling for discrete,
event-driven systems [3, 4]. Based on the SysML state machine diagram, this paper
studies the modeling of the behavior of the complex UAV system, and verifies the
functional requirements and logical correctness of the UAV.

2 SysML State Machine Diagram

The SysML state machine diagram is used to describe the dynamic behavior of
the system during its life cycle, as shown by the state sequence experienced by the
system, the behavior in a particular state, the conditions that cause state transfer, and
the response to an exception. The statemachine diagram focuses on how the structure
in the system changes state based on events that occur over time. The SysML state
machine diagram generally consists of five main elements, defined as follows [5, 6].

State: An element persists in a situation of discernible, uncorrelated, and orthog-
onal over a considerable period of time. State is the abstract representation of the
requirements at the highest level of the system, according to the functions currently
configured and provided, describing the conditions necessary or permissible or
prohibited for the system. State consists of simple state, composite state, and final
state.

Event: The occurrence of a related event that might trigger a transfer.
Guard: Is a Boolean expression that determines which transfer condition to take.

If the guard is true at the time of the event, a transfer will be taken; if the guard is
false, the event will not be executed.

Behavior: SysML offers two kinds of behavioral features: operation and recep-
tion. Operation can be refined into entry, exit, and so on. Entry behavior is a list of
operations performed whenever a state is entered. Exit behavior is a list of operations
taken whenever a state is left. Reception means to take the action associated with the
event without causing a state change.

Transition: The response to a related event causes the instance to move from one
state to another. State transition execution sequence: Receive trigger events, judge
conversion conditions, perform source state exit operations, perform state transition
operations, and perform target state entry operations.

3 UAV Behavior Modeling

3.1 Modelling Methods

Systemmodeling runs through requirements analysis, use case design, function anal-
ysis, architecture design, and other design and development stages. Generally there
are two typical development methods. The first method allows for system modeling
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based onmaturemethodologies such asHarmony SE [7], CESAMESSystemsArchi-
tectureMethod [8], and so on. For example, usingHarmony SE requires themodeling
and analysis of system use case diagram, activity diagram, sequence diagram, block
definition diagram, internal block diagram, state machine diagram of black box
and white box behavior. The advantage of the first development approach is that
the system can be designed more comprehensively by following rigorous modeling
processes and complete modeling elements. In the second way, if the developer has
rich experience in similar product development, the systemmodeling and simulation
can be carried out directly based on the SysML state machine diagram. The advan-
tage of the second development method is that the design and development efficiency
of the system can be greatly improved. Based on the second method, this paper study
the behavior modeling and simulation of UAV.

3.2 UAV State Definition

Before defining the state of the UAV, a series of preparations are required, including
the system requirements capture, requirements analysis, function analysis, and
mapping between requirements and functions. The focus of requirements analysis is
to form a system specification. The focus of functional analysis is to form a function
tree (functional breakdown structure).

To analyze the state of UAV, the most important work is to select the appropriate
angle for decoupling and classification. It can be divided, for example, by in the
air or on the ground, by power on or by power off, or by static or dynamic. For a
typical complexUAVsystem, five states, such asMission preparation, Flight,Mission
execution, Post-flight inspection and Parking, can generally be defined, as shown in
Fig. 1.

Mission preparation refers to the state in which the UAV is prepared to meet the
flight conditions after receiving the mission. It mainly includes mission planning, oil
and gas filling, taxiing, refueling, power on and self-checking, starting engine and
so on.

Flight refers to the state of the UAV following the planned route to complete
take-off, climb, cruise, landing and other behaviors. It mainly includes controlling
surface, retracting landing gear, controlling engine, braking, and so on.

Mission execution refers to the state of the UAV entering the mission area and
performing a specific mission. It mainly includes situational awareness, danger
avoidance, mission replanning, and so on.

Post-flight inspection refers to the UAV after the completion of the mission to
carry out the relevant inspection work to confirm the system in good condition. It
mainly includes consumable residue check, data download, and so on.

Parking refers to a state inwhich theUAV is stored in a certainwaywithin a certain
time. It mainly includes inspection, storage, external protection, recovery and so on.
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Fig. 1 State definition

3.3 Black Box Modeling

Behavior comes from function and can define two types of behaviors for the system:
operation and reception. Operation can represent the behavior performed within the
system. Reception can represent the behavior of the system interacting with the
outside. Reception in black box modeling can represent the behavior of interaction
between the system and external actor. In white box modeling, it can represent the
behavior between the system and the external actors, but also the interaction between
different subsystems. So the reception can be understood as an interface, divided into
external interface and internal interface. Black box modeling can follow the process:

• According to the function breakdown structure, each function is defined as a
behavior.

• The nested relation of composite state is defined, the sub-state is divided reason-
ably, and the logical relation between sub-states is defined. The level of the
sub-state is refined so that it can exactly correspond to a series of operations.

• The transitions between states is defined, including triggers, events, guards, oper-
ation lists, etc., and the guard definition is leaded to attribute. Reception is
associated with a trigger and event in a state diagram.

• According to the system operation of concept, the state machine diagram is
debugged and executed according to a certain process, and the sequence diagram
is a scene used by the system. In the simulation verification to be mentioned later,
each test case is also a scenario used by the system.
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3.4 White Box Modeling

In the system architecture design stage, according to the function clustering, the
system is divided into a number of sub-systems, typically the UAV can be divided
into the airframe, vehicle management system, integrated management system, the
electromechanical system, thepropulsion systemandother sub-systems.Basedon the
system architecture, the white-box state machine model can create multiple blocks,
each of which corresponds to a subsystem. However, the white box state machine
diagram is not a simple “split” of the black box state machine, because the trigger
between the states is transformed into an interface between subsystems.

4 Model Simulation and Verification

4.1 Purpose of the Verification

According to the requirements verification and traceability matrix (RVTM) of UAV
system specification, the requirement items in UAV system specification need to be
verified by simulation. Based on test case and external excitation, the model of black
box and white box function of UAV is simulated to verify the compliance of the
functional requirements of UAV system, including:

• The model covers all the functional requirements of the system.
• The external interface meets the requirements for interaction between the system

and external actors.
• The internal interface satisfies the interaction between the internal subsystems.
• The UAV overall system function logic runs correctly.

4.2 Verification Criteria

The verification criteria contain the requirements specification verification and the
overall system operation criteria, as shown in Fig. 2.

• According to the UAV system specification and the aircraft black box and
white box model, the behavior, trigger, event and attribute corresponding to this
requirement are confirmed.

• When all the system requirements are verified, according to the system operation
of concept, the state of the system in the verification state diagram can be properly
stimulated and transformed.
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Fig. 2 Schematic diagram
of verification criteria

4.3 Test Case Design

Test cases are sets of test items used to meet the requirements of simulation and
verification and to ensure the correctness and completeness of verification, as shown
in Fig. 3. These items, which have clear input and output, are combined in a certain
way. The test case of the state machine model based on SysML is to test whether
the model can run exactly as intended by the designer. The processes to design test
cases include:

• System requirements analysis: Analyze the system requirements, extract the key
points of functions, and generate functional test list to verify.

• Usage scenario analysis: According to the design process based on MBSE, use
case describes the application scene. Through use case analysis, the typical appli-
cation scenarios are extracted. These scenarios can be tested separately, or partly
tested with other scenarios.

• Operation process analysis: The ideal operation flow of the system is analyzed
according to the system operation of concept.

• Test case design: According to the operation of concept, the test items generated
by the function points are effectively combined to form ordered set of cases under

Requirements 
Analysis

Usage Scenario 
Analysis

Working Process 
Analysis

Test Cases Design

Functionl Test List

Scenario

Working Process

No. Stimulus Respondences
GCSSendTakeOffInstruction ()
judgeDepartureCondi()
maintainAssignedClimbRate()
maintainWingStandard()
controlFrontWheelFollowedUp()

3 b_PassMissionPoint=true evSendThrottleInstru()

2 b_Main_Wheel_Beari =
false

b_TakeOffCondion=true1

Ordered Set of 
Function

Fig. 3 Test case design process
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Fig. 4 Black box model

different usage scenarios. Each scenario can be executed sequentially and the
functions can be verified in turn.

5 Examples

Taking the management behavior of UAV landing gear as an example, the feasibility
of the system behavior modeling and simulation method based on SysML state
machine diagram is verified. The modeling tool is Rhapsody software. The state
machine black box modeling is shown in Fig. 4.

In the state machine white box modeling, behaviors are assigned to the integrated
management system and the vehicle management system. The main behavior of
the integrated management system is to receive and send ground instructions, and
the main behavior of the vehicle management system is to execute according to
instructions. See Figs. 5 and 6 for schematic diagrams.

Finally, by designing test cases and using state machine diagrams to run simula-
tions, the compliance of the UAV system functional requirements and the correctness
of internal logic operation were verified.

6 Conclusion

This paper has analyzed and described the system behavior modeling and simulation
methods for complex UAV systems based on the SysML state machine diagram.
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Fig. 5 White box model of integrated management system

Fig. 6 White box model of vehicle management system

Taking UAV landing gear management behavior as an example, a SysML state
machine diagram behavior model was established, and simulation verification was
performed. Research and practice show that the UAV behavior model based on
SysML state machine diagram in this paper can better reflect the real behavior of
UAV system in operation and has strong engineering application value.
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Research on the Method of Association
Mapping Between Service Architecture
Design and Service Component
Development

Bing Xue, ZhiJuan Zhan, and YunHui Wang

1 Introduction

The development characteristics of network, information and system lead the tech-
nological change of all walks of life. In the field of avionics, avionics system archi-
tecture has experienced the development process of vertical, joint and integrated
architecture, and gradually evolved to multi-platform avionics, “avionics cloud” and
other horizontal avionics SoS architecture. Architecture is an abstraction of complex
system. It provides a mechanism to understand and manage complex system by
defining the composition structure and interaction relationship of system at the top
level, hiding the local details of system components [1]. At present, the architecture
standard models adopted in the military field mainly include the Zachman General
Information SystemArchitecture Framework [2], theUSC4ISRArchitecture Frame-
work [3], the US DoD Architecture Framework (DoDAF) [4], and the British MoD
Architecture Framework (MoDAF) [5]. Taking the most widely used DoDAF as an
example, the framework has experienced version change from 1.0, 1.5 to 2.0, and
its architecture development idea has also changed from product centered to data
centered, and the service-oriented idea has been introduced to increase the service
view and other products. The service architecture design based on the above methods
has been widely studied in China. The University of National Defense Science and
Technology introduces the service view in detail in the literature [6, 7], and studies the
elements and development sequence of service architecture design, but lacks dynamic
simulation verification and case application. In another paper [8], the author applied
service architecture design to multi-platform avionics architecture, and completed
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the simulation verification of executable model, realized the application of service
architecture design method in avionics field.

Undertake the requirements of avionics architecture obtained from top-down anal-
ysis of service architecture design, carry out the development and implementation of
Service-oriented Architecture (SOA), so as to complete the “design-development”
penetration research of avionics architecture. SOA as a new architecture, uses the
combination of components (services) with loose coupling and unified interface
definition to form system functions. These components are published in the form
of services, thus realizing the separation of technology and business. Among them,
the development of service components has become the focus of SOA architecture
implementation, including service template design, service encapsulation, service
composition, service management and other key technologies. In literature [9], the
development and implementation technology of SOA and service components are
introduced in detail. The theoretical basis of SOA has been mature research and
widely used, but there is no specific implementation case in the field of avionics.
At the same time, there is a fault phenomenon from the top-level service archi-
tecture requirements to the development of service components. The development
and composition of the bottom-level service components cannot meet the top-level
architecture requirements in real time.

Therefore, aiming at the practical implementation of avionics domain architec-
ture, this paper studies the mapping method between service architecture design and
service component development, so as to realize the “top level avionics architec-
ture design demand transfer service component development” through connectivity
design.

2 Service Architecture Products for Multi-platform
Avionics [8]

Based on the service view design idea in DoDAF 2.0, combined with the charac-
teristics of multi-platform avionics architecture, the service architecture design of
avionics system is carried out and the service architecture requirements are refined.
Because this paper focuses on the relationship mapping between service architec-
ture products and service component technology, we will not carry out the service
architecture development and modeling in detail here. In reference [8], we elaborate
the method flow and case analysis of service architecture design.

The service architecture include following product models: service interface
representationmodel (SvcV-1), service resource flow representationmodel (SvcV-2),
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service and system matrix (SvcV-3a), service function representation model (SvcV-
4), service and activity tracking matrix (SvcV-5), service event tracking representa-
tion model (SvcV-10c) and service state transition representation model (SvcV-10b).
The specific products are as follows.

1. Service Interface Representation Model (SvcV-1)

Svcv-1describes the services, service items and their interconnection relations,which
is used to define service concept, define service options, obtain service resource
flow requirements, prepare capability integration plan, manage service integration
transactions and prepare task plan (define capabilities and actors). Svcv-1 takes on the
OV-2 resource flow description view, determines the services and service interfaces
contained in all resources, and finally outputs the service interfaces and services by
analyzing the resources involved in the task.

2. Service Flow Representation Model (SvcV-2)

Svcv-2 describes the resource flows that need to be exchanged between services,
which is used to standardize resource flows. Svcv-2 takes on OV-2 resource flow
view and Svcv-1 service interface view. Through analyzing the interaction relation-
ship of resource flow, it determines the resource interaction relationship between
service interfaces residing on resources, and finally outputs the resource interaction
relationship between service interfaces.

3. Service and System Matrix (SvcV-3a)

SvcV-3a describes the relationship between various systems and services in a specific
“architecture description”, which is used to summarize the interoperability character-
istics of system and service resource interaction, interface management, and compar-
ison solution options. SvcV-3a takes on SvcV-1, analyzes the resource composition
of specific architecture, and deploys services. It is the bridge between service layer
and resource layer, and finally outputs the mapping matrix between services and
system.

4. Service Function Representation Model (SvcV-4)

SvcV-4 describes the functions implemented by services and service data flows,
which are used to describe task job flows, identify service function requirements,
decompose service functions, and associate relevant personnel and service functions.
SvcV-4 takes on SvcV-1, analyzes the service functions that each service can realize
according to the professional knowledge, and finally outputs all the service functions.

5. Service and Activity Tracking Matrix (SvcV-5)

SvcV-5 describes the mapping between each service (activity) and the task activity
(activity) they support, which is used to track service functional requirements and
user requirements, track solution options and requirements, identify overlaps or gaps.
SvcV-5 takes on OV-5 and SvcV-4, automatically generates the column vector of the
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matrix according to the activities in OV-5, automatically generates the row vector of
the matrix according to the service function in SvcV-4, fills the mapping relationship
between the activities and the service function into the matrix elements, and finally
outputs the mapping relationship between the activities and the service function.

6. Service Event Tracking Representation Model (SvcV-10c)

SvcV-10c describes the precise order of specific events of services, which is used
to analyze resource events affecting tasks (business), analyze (dynamic) behaviors,
and identify non-functional system requirements. SvcV-10c takes on OV-6c, SvcV-2
and SvcV-4. According to the event sequence in OV-6c and based on the resource
interaction relationship in SvcV-2, the service function in SvcV-4 is refined into the
sequence diagram of service access, and finally the service function call sequence
based on service access is output.

7. Service State Transition Representation Model (SvcV-10b)

Svcv-10b describes the response of services to events, which is used to define states,
events and state transitions (behavior modeling) and identify constraints. SvcV-10b
takes on SvcV-10c. Based on the sequence of service function calls, it draws the state
machine conversion of each service access, which drives the dynamic simulation of
the model, and finally outputs the state machine conversion model of each service
access. According to all combat activities in svcv-5, a service template library is
formed, and the full coverage of combat activities can meet the requirements of
combat tasks. At the same time, it serves as the basis for subsequent system resource
encapsulation to form sub services, and lays the instantiation foundation for sub
service encapsulation.

3 Key Technologies of Service Component Development

Combined with avionics, the development of avionics service component includes
two parts: Avionics resource encapsulation and Avionics service manager. In the
avionics resource encapsulation, firstly, the resource service template is created
according to the requirements of avionics service architecture, then the instantia-
tion and encapsulation of the template is completed by extracting information from
specific resource entities to form a sub service set, and then the sub service combi-
nation is completed based on the system functions according to the corresponding
combination rules and methods to form a service set, finally, the formed services are
described in the form of unified structure and call specification. The management
and call of services are completed in the service manager. The services output from
the resource encapsulation are registered in the service list first. The service manage-
ment and service monitoring module will maintain the service list in real time.When
the external task needs to call related services, the priority policy module of service
call is combined with the service list, service management and service monitoring
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module to push services and provide task layer call. The whole process of service
component development includes service template design, service encapsulation,
service composition, service management and other key technologies.

• Service template design

The design of service template must meet the following four requirements:

1. Abstract—avionics resource service template does not involve specific resource
objects, but is an abstract description of similar resources;

2. Normalization—the service template of avionics resources needs to be relatively
stable in a certain range or a certain period of time, which has certain regulatory
constraints on the development of avionics resources;

3. Generality—avionics resource service template is a description of similar
avionics resources,which canbe repeatedly applied to the instantiationof similar
avionics resources;

4. Evolutionism—with the deepening of people’s understanding of the essence
of avionics resources, the service template of avionics resources will be
summarized, defined and developed in practice.

• Service encapsulation

The specific resource entity with its own information parameters has the minimum
granularity. As the object of the resource encapsulation, it brings its own performance
indicators and model parameters into the corresponding type of service template for
instantiation and encapsulation to form a sub service set. All input resources are
encapsulated in the above process to form a sub service set, which lays the foundation
for sub service composition to form services.

• Service composition

The sub service encapsulated by each function module resource of avionics system
can complete the function with certain performance index. The system function
with certain performance index can be completed by the service formed by different
combinations of multiple sub services. The combination of sub services needs to
follow the combination principle based on the requirements of performance indica-
tors in accordance with the combination method based on the constraints of avionics
system workflow. The sub services with the same or similar functions must be opti-
mized by users on the basis of comprehensive measurement of Quality of Service
(QoS), which can not be treated randomly and indiscriminately, which leads to the
emergence of the optimization problem of service composition based on QoS.

• Service management

Service manager includes three parts: service list module, service management and
service monitoring module, and service call priority policy module. The service
formed by the resource encapsulation is output after standard description and regis-
tered in the service list module. The service list displays the usage status, calling
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interface, function type and performance index of each service. The service manage-
ment and servicemonitoringmodule provides operations such as service start, service
pause, service recovery and service stop, which is the management of avionics
service when performing tasks. Service start is to start the specified avionics service,
publish the interface of avionics service to the corresponding service request end, and
complete the start of avionics service. Service pause is to set the specified avionics
service as the pause service stage, which does not accept the call request of the task.
Service recovery is to recover the specified avionics service from the suspended
service state, so that the service can restart receiving the call request of the task.
Service stop is to destroy the specified avionics service and unregister the service
from the service platform. The service management and service monitoring module
needs to update and manage the service status in the service list in real time. Service
call priority policy module is the bridge between service and task mapping. When
external task demands call a certain type of service, priority policy is assigned based
on the performance index constraints of the service in the service list and the status of
the service in the service management and service monitoring module to determine
the specific service ID to be called, and then proceed to the next step call. The service
manager breaks through the two-way process from top-down task requirements to
service invocation, and from bottom-up service encapsulation to service registration,
decouples the one-to-one mapping of avionics system resources and tasks, so as to
realize the intelligent and autonomous operation of avionics system.

4 Research on the Method of Association and Mapping
Between Service Architecture and Service Components

Through the service architecture design and service component development asso-
ciation mapping method, service template design based on service and combat
activity tracking matrix, sub service encapsulation based on service function and
systemmappingmatrix, service composition based on service rulemodel and service
management and verification based on executable model are carried out to form
“architecture design component development” integrated through service component
development process. The overall idea is shown in Fig. 1.

1. Design of service template based on service and operational activity
tracking matrix

First, based on the service and combat activity tracking matrix (SvcV-5) in the
avionics system service architecture, a coarse-grained service template is designed,
which includes the functional requirements and performance requirements options
for completing combat activities, and does not involve specific performance
indicators. The implementation steps are as follows:
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1.1 Design common service template definition. Service template elements include
identity, type, function attribute, performance attribute, usage attribute, config-
uration information, etc. The Common Service Template (CST) is shown in
Fig. 2.
CST = <ServiceID, Type, FunctionPro, ParameterPro, UsingPro, Deployl-
mentInfo>
ServiceID is the unique identity of service template. Each kind of service
template has only one ServiceID;
Type is the type of this service template;
FunctionPro is the function attribute of service template, that is, the detailed
function that can be completed by specific service under such service template;
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Parameter Pro is the performance attribute of the service template, which
describes the performance index that the specific service can achieve to achieve
the corresponding function, as one of the constraintswhen the service requester
applies for service call;
UsingPro is the use attribute of service template, which is expressed as the
Use Cost and Income of specific service. As one of the constraints when
service requester applies for service invocation, UsingPro and ParameterPro
are combined to determine whether a system resource can be used as the
support resource of a service.
DeploymentInfo is the deployment configuration information of the service
template, including the velocity, location and heading of the platform deployed
by the specific service.
Using the service template can simplify the virtual encapsulation of system
resources. The next step is to customize services that are more suitable for
the abstract expression of system resources based on the service template
according to the characteristics of different types of system resources, extract
the description and implementation of resources and regulate their operation,
so that system resources can reflect the attributes of system resources after
encapsulation as services.

1.2 Define a set of operational activities. Take on the service architecture model,
capture all the operational activities involved in refining avionics system func-
tions from the svcv-5 view, merge them into categories, and generate a set of
operational activities.

1.3 Design domain service template. According to the definition of common
service template, each activity in the collection generated in step (1.2) is
assigned the attribute of service template element, and the domain service
template library is generated.

2. Sub service encapsulation based on service function and system mapping
matrix

Based on the service function and system mapping matrix (SvcV-3a) in the service
architecture, and according to the information attribute of the system resource, the sub
service encapsulation of the system resource is carried out on the basis of the domain
service template. The sub service is encapsulated by the system functional resources
with the minimum granularity. According to its service performance parameters,
it can meet the operational activity requirements to an extent. All the sub services
form a sub service set, which provides a meta model for the next step of service
composition and management. The implementation steps are as follows:

2.1 Design the resource service adapter, as shown in Fig. 3. Based on the service
attributes of domain service template in step (1.3), and combined with the
requirements of service composition and service management for service
encapsulation, a standardized service adapter is designed.

2.2 Define a collection of system functional resources.Undertake the service archi-
tecture model, capture and refine all system functional resources involved in
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avionics system functions from SvcV-3a view, merge them into categories, and
generate system functional resources collection.

2.3 Generate subservice set. Take the system functional resources with their own
information parameters in the set generated in step (2.2) as the input of the
resource service adapter designed in step (2.1), bring the performance indica-
tors and model parameters of all system functional resources into the corre-
sponding type of domain service template, instantiate and encapsulate them to
form the domain subservice set.

3. Service composition based on service rule model

Taking the service rule model (SvcV-10a) in service architecture as one of the
constraints of service composition, combining the sub service performance attributes
and use attributes, the multi-objective optimization algorithm is used to combine the
sub service sets and generate the service set, in which the service includes the oper-
ational performance index which can be achieved by the operational activities, and
provides the input for the next priority policy of service invocation based on the
combat task. The implementation steps are as follows:

3.1 Define service composition rules. Taking on the service architecture model, all
service rules involved in refining avionics system functions are captured from
the SvcV-10a view, and a set of service composition rules is generated.

3.2 Define how services are composed. According to the requirements of opera-
tional tasks, operational indexes are proposed for performance parameters, and
the service combination mode is defined as meeting the operational indexes,
spending the least and benefiting the most.
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3.3 Build the service set. Taking the combination rule in step (3.1) as constraint
input, the combination method in step (3.2) as optimization objective, and
the subservice set in step (2.3) as optimization object, the service combina-
tion based on multi-objective optimization problem is carried out to generate
domain service set.

4. Service management and validation based on executable model

Based on the service event tracking model (SvcV-10c) in the service architecture,
the whole process of service invocation is tracked, and the service management
technologies involved in the process of service component invocation are realized,
including service registration, service monitoring, service startup, service pause,
service logout, etc. Finally, the rationality and feasibility of service management are
verified through the dynamic executable model. The implementation steps are as
follows:

4.1 Design service manager, including the above mentioned service list module,
service management and service monitoring module, and service call priority
policy module.

4.2 Define domain service management process. Take service architecture model,
capture and refine all service management processes involved in avionics
system function realization from svcv-10c view, and form standardized service
management process as incentive of service manager.

4.3 Dynamic validation of executable models. According to the dynamic service
invocation model generated by human–computer interface interaction, as
shown in Fig. 4, verify the rationality and feasibility of avionics system service
component design, and judge whether it meets the requirements of combat
tasks, so as to carry out the next iteration.

Fig. 4 Dynamic service invocation model
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5 Conclusion

This paper first introduces the service architecture products for multi-platform
avionics SoS, and elaborates the model products related to the development of under-
lying service components. Then, the basic theory of the key technologies in the
process of service component development is studied, which lays the theoretical and
technical foundation for the correlation mapping between the top-level architecture
design and the bottom-level component development. Finally, this paper proposes a
mapping method between service architecture design and service component devel-
opment, which can connect the top-level service architecture and the bottom-level
service components through model transfer, and realize seamless link and trace-
ability of requirements, so as to reduce the cost of global maintenance caused by
requirements or component changes. It provides the theoretical basis for enhancing
system flexibility, improving software quality and reusability, and reducing software
development cost.
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Studies on Global Modeling Technology
in Enterprise System Design
and Governance

Yan Cheng, Xinguo Zhang, and Lefei Li

1 Introduction

Man-made systems basically fall into two categories based on their necessary compo-
nents: engineering system such as equipment or bridge, constituted by parts or
components and operating by physical laws, where man is not necessarily a compo-
nent, and enterprise system constituted by man, such as combat command system,
multinational companies, etc. Engineering system depends on continuous iteration
and new product launch for optimization. While for enterprise system, its optimiza-
tion depends on continuously benchmarking existing operational model and result
against target, identifying deviations and correcting them in order to align operation
results with the expected target. In such long-term governance, mature management
models such as projectmanagement and total budgetmanagement aswell asmanage-
ment rules such as check and balance between execution/decision/supervision, have
evolved through incremental development of enterprise management science.

With growing complexity in systemcomponents and their interrelationships, espe-
cially by the further development in digital technologies, research and innovation of
engineering system is increasingly dependent on digital systemmodeling and virtual
simulation, which enables system’s design and optimization at high cost-efficiency
with high quality. Moreover, the application of modeling and simulation technolo-
gies have gradually expanded to use and maintenance phases of engineering system,
and lead to various innovative business models, such as predictive maintenance,
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product health management, etc. Yet such application in enterprise system princi-
pally remains in the phases of local modeling and structured analysis. For many, the
art of enterprise system design and governance appears unsuitable for expression and
analysis through full model representation of enterprise. As a result, the application
of enterprise modeling and simulation techniques are mostly applied in management
on local level and in a context of certainty, with proven effectiveness. For example,
the generic domains of a corporation see a multitude of relatively mature theoretical
methods, such as competitiveness model, equipment management model, knowl-
edge management model, etc. as well as widely influential implementation methods
including BMM, BSC, quality management model, etc. Yet few model theories and
validation practice exist on the holistic level of enterprise.

In fact, without the global modeling specification as the foundation, the modeling
and analysis of local business will be isolate from the holistic and dynamic changes
of an enterprise system, where the analyzed model data tends to be one-time or
time-specific and the analysis results are unlikely to be sustainably managed and
upgraded into a continuously effective tool in enterprise governance. Global enter-
prise modeling means that the modeling elements can cover all the core requirements
of enterprise management from strategy to execution, and can express the overall and
various aspects of enterprise information Standardized global enterprise modeling
provides a common language for people of all enterprise levels to create a transparent
digital sand table for enterprise analysis, hence providing an environment for repre-
sentation, analysis and decision of holistic strategic design; it may also provide a real
and shared model data source for modeling in various domains, hence enabling accu-
rate modeling and correlation analysis. Enabling continuous modeling and model
transfer from a holistic perspective is indispensable for model-based enterprises.

Figure 1 illustrates the logic of this paper: different people in the enterprise
have different concerns and are familiar with corresponding management tools and
methodologies. Section 2 provides an analysis of the sequence of main management
activities in an enterprise, stating that management activities of all types eventually
and essentially span from architecture to process. As global management disciplines,
architectural design, business model design and process development have become a
main thread in enterprisemanagement, providingmethodologies and corresponding

Fig. 1 Analysis path of global modeling method from management perspectives
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modeling basis for the presentation, iterative verification and continuous imple-
mentation of validation of all management elements from strategy to implemen-
tation. Section 3 further analyzes the supporting modeling language supporting the
management main thread methodology as illustrated in Fig. 1 on the right. Based
on the existing international modeling standards and methodological theories, this
paper provides approaches for building a uniform enterprise metamodel and forming
enterprise-specific model classes by breakdown, and discusses the integration and
collaboration of management methods through model presentation and interaction.

2 The “Management Thread” for Enterprise System
Design and Governance

By fundamental changes have taken place in enterprise management objects and
operational models. Single-domain, single-perspective management method applied
in equipment, quality and cost management etc. plays a very limited role in lever-
aging the entire enterprise. Therefore, a newmanagement system featuring horizontal
collaboration andvertical breakdown in alignment is necessary in both holistic system
governance and local business management. Here “horizontal” refers to the cross-
domain, end-to-end process-execution layer that involves the eventual application of
variousmanagementmethods and tools.As the final value output is driven by process,
integrated collaboration with process as carrier has become a consensus in orderly
management. “Vertical” refers to the breakdown process from designing enterprise
strategy to deployment execution elements. Essentially, the core of total enterprise
governance is to build vertical breakdown in alignment while enabling the business
design outcome of each level to be hierarchical verified against the upper layer. Based
on the new scientific management theory proposed by Zhang [1], a system enabling
further integrated collaboration in enterprise management is illustrated in Fig. 2, i.e.
forming a methodological system and content system for forward design and gover-
nance of enterprise through vertical alignment and continuous optimization from
mission to business architecture, business model and business process, and opera-
tional optimization featuring multi-element collaboration with process as a carrier,
integrating local management methods and tools. In this system, holistic enterprise
design and vertical element alignment are supported by architectural design; while
execution on micro-level and implementation of various management methods are
presented by process management. EA and BPM have constituted the main thread
methodology of enterprise design and management.

Despite the fact that all enterprises are inherently in a certain architectural state,
the task of architectural design is not to be taken for granted as it requires specific
analysis, design and simulation verification by the enterprise manager. Architecture
determines that an enterprise does what is right centering upon its strategic objective
while process clarifies the correct way of doing it. The core of architectural method is
to establish a big picture for the enterprise, to monitor its complexity and to describe
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Fig. 2 Enterprise system design and governance featuring vertical alignment and horizontal
collaboration

each element of the enterprise, their interrelationships as well as the relationship
between as-is and to-be, focusing on enterprise design on a macro-level. In contrast,
process management is a management technique with business process at its core,
facilitating the collaboration between executive-level elements such as institution,
responsibility, IT, etc., focusing on enterprise design on a micro-level.

In enterprise transformation and governance with long cycle and wide scope, the
biggest challenge is continuous alignment of macro architectural design and micro
process management, where business model plays a critical role. As a description
of the logical relationships among business functions or business modules of the
enterprise, business model is the fundamental logic of key activities, providing a
mechanism and basis for further business rules design. Following the macro design
of relationships between business domains and the deployment of strategic inten-
tion of the enterprise through architectural work, the internal operation rules to meet
external demands will be described by the business model which tends to focus
on a certain category of customers, business objects or domains, and the architec-
tural performance in satisfying target customers and market demand and improving
operational quality will be validated. The update and optimization of the business
model will have an impact on the accomplishment of the intention of architectural
design and furthermore on the re-definition of overall organization, institution and
process in corresponding domains. There is an interactive relationship between the
business architecture and the businessmodel. In the TOGAF standard, PhaseB: Busi-
ness Architecture is where architects take the high-level business model artifact and
develop a detailed set of architecture blueprints to enable more in-depth planning,
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Fig. 3 The complete process in enterprise governance

investment, and option analysis [2]. For instance, when engine leasing service was
first provided by an engine supplier, the content and approach of service received
by customers went through a transformation within a short time, and architectural
elements such as business structure, division of labor and skillset of personnel of
engine suppliers were therefore adjusted. This is a typical case of macro business
model transformation.

Various management mindsets, models and specialized management supporting
tools are integrated in a layer- and domain-specific manner in enterprise “manage
thread” constituted by architecture, business model and process. These manage-
ment tools and methods continuously adjust the functions and operation behaviors
of management elements. From a holistic view of the enterprise, a modern enterprise
design process is eventually built, featuring hierarchical breakdown and verification
and iterative validation from mission to process as illustrated in Fig. 3, as an enter-
prise management model characterized by integration and collaboration is shaped.
In the decomposition of management elements on each level and in the manage-
ment behaviors during enterprise operation in Fig. 2, the benchmark for verification
and validation is a model system that fully demonstrates its design content and
implementation requirement.

3 Multi-layer and Aligned Enterprise System Modeling
Adapted to “Main Thread” Management Method

3.1 Approaches of Enterprise System Modeling Analysis

There are typically two types enterprise modeling approach: one aims at summa-
rizing the key features of enterprise in the specific research domain, hence defining
a multi-dimensional framework through structuralized content, such as Five Forces
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analysis and Business Model Canvas [3], etc. Yet it is usually used in elaboration and
explanation of description, breakdown and initiative of specific issues rather than
serving as the holistic description for enterprise governance. The other type of enter-
prise modeling shapes a common modeling standard through comprehensive and
standardized definition of total enterprise components and their interrelationships,
and enables wide-scope and multi-perspective enterprise modeling description by
professional modeling tools for a faithful representation of enterprise status while
supporting model-based enterprise analysis. Such capabilities are demonstrated in
modeling languages such as Archimate released by The Open Group, SYSML and
BMPN released by OMG, all of which are able to describe any object and interrela-
tionship in an enterprise in a comprehensivewayand theirmodel symbols are compre-
hensible by computers, hence enabling computing, analysis and report of massive
models. Besides, SYSML and BPMN are also capable of simulation and automated
executionwith the support of software tools. Thesemodeling languages lie at the very
core of implementing EA and BPM methodologies. Meanwhile, from the perspec-
tive of semantic composition of model elements, semantic elements on the process
layer demonstrate obvious inheritability and scalability of those on the EA layer. The
formation and mutual compatibility of corresponding modeling language standards
and the expansion of supporting tools clearly demonstrate that the implementation
system of enterprise governance methodologies from EA to BPM is maturing.

Modeling standards and tools for various types of information have always
existed in the enterprise. In fact, model specifications developed in different domains
including strategy, process, data, information system, infrastructure, etc. are creating
new data silos, thus causing the correlation of enterprise model data to become
unmanageable and making it difficult to ensure the authenticity and accuracy of
single-domain models in enterprise due to the absence of continuous validation and
interaction mechanism between models of different types. As illustrated in Fig. 4,
EA model provides a normative definition of fundamental components of enterprise
based on ontology on top of logical description of implementation objects, hence
providing the basis for mapping and correlation between modeling languages in
various domains. Process modeling, furthermore, elaborates the executive informa-
tion in greater detail and, involving the steps and specific time and space data of imple-
mentation, is able to further integrate the subsystem modeling results on the imple-
mentation layer. Therefore, architectural model provides capabilities of expression,
communication, simulation and decision on the layer of enterprise system design
and sustained governance. In the collaborative enterprise management system from
EA to BPM, the architectural modeling language and the process modeling language
are the cornerstones of connectivity between models in different enterprise domains
and implementation of an associated, model-based enterprise.
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Fig. 4 An example of continuousmodeling from concept to implementation in an enterprise system

3.2 Architecture Modeling in Enterprise System

As defined in ISO42010, the enterprise system architecture description will cover all
fundamental elements the enterprise while providing a comprehensive description
of the relationships between these elements, between the elements and their external
environment as well as the principles of system design and evolution. In the latest
Archimate standard [4], architecture description consists of seven interrelated parts
including motivation, strategy, business, application, technology layers, etc. For an
enterprise, a shortcut would be to adapt to and cut these modeling standards for
application; however, for many enterprises it is necessary to translate their own
management concepts and principles into logical expression of elements and their
interrelationships and conduct revision and customization based on international
standards in order to conduct model-based rule analysis and logical judgment after
total modeling. For example, an enterprise advocating quantitative management may
require all its objectives and business services to bemeasurable and all measurements
to be obtained from business objects, which will produce new element rules and
analysis requirements.

Before building a concrete model, model specifications need to be explicitly
defined at two levels to meet the demand for flexible enterprise modeling, i.e. meta-
model specification and specific model type specification. Where the former is a
higher-level abstraction and specification of all enterprise elements and their rela-
tionships on the basis of the latter in order to provide a fundamental criterion for
modeling in different domains and on different levels. More details about meta-
model are provided in [5]. Metamodel is the holistic graphic expression of manage-
ment laws as it reflects the composition of management elements and management
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Fig. 5 Key components and their relationships in enterprise system modeling

logic of the enterprise; yet its complexity has limited its usability for modelers and
analysts. Model design professionals, therefore, classify metamodels in different
specific categories including business collaboration model, business composition
relationship model, etc. with metamodel as a template. These specific model types
interact with one another due to connected elements and their interrelationshipswhile
producing amultitudeof examples.Managers ondifferent levels of the enterprisewith
their respective concerns and requirements for information granularity, have different
requirements for observation or analysis views which will efficiently and accurately
emerge from a large number of dispersed models and faithfully reflect the status of
enterprise system operation. The relationships between metamodel, specific model
types and views are illustrated in Fig. 5, where the principle of enterprise modeling
is comparable to engineering system modeling, of which the model-based, fully-
defined specifications can be very complicated, while these specifications can be
effectively simplified by classifying into modeling specifications based on different
entity types. Once modeling is completed for each component respectively and a
front view of the complete system is required, such a front view can be quickly
formed by combining the model information of corresponding system components
according to the rules. The advantage of doing this is that changes in model incurred
by any component modification would be directly reflected in the view; while any
change in bottom layer rules would be reflected on metamodel layer, thus triggering
adjustment and re-evaluation of correlated model type. This provides support for the
design, analysis, simulation and evaluation of model-based andmodel-driven system
architecture.

In architecture-level modeling, effectivemetamodel design andmodel types parti-
tion based onmetamodel are the key fundamentalmodeling techniques. In this article,
a preliminary discussion is conducted on the rules of model types partition based
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on metamodel. Suppose the enterprise element involved in metamodel is E and the
specificmodel type illustrated isM, the followingbasic principles are to be considered
in defining the specific modeling specifications:

• E shall be attributed to different architectural levels or classified according to
the roles determining element contents. For example, holistic elements such as
principle and objective can be attributed to higher decision-making level such
as strategic architecture or motivation architecture. Generally speaking, require-
ments and data are impacted by all architectural levels as they are cross-cutting
architectural contents with specific and objective necessity.

• Generally speaking, the complexity of each M should ensure that its modeling
work can be accomplished by the corresponding role independently. It should
be noted that the modeling of M should not involve multiple riles or through
collaboration bymultiple positions of the same role, lest the difficulty ofmodeling
should increase and the truthfulness of the basic model be compromised.

• Each M should include at least two different E, and such E should not fall into
multiple architectural layers. The set of M must cover all E.

• EachE should appear in at least twomodel classes; in a given scenario, one class of
model must used in defining such element while the other class validates whether
the content of such element is appropriate (or meeting the expectation);

• Apart from requirement management models and governance models, other M
should, whenever possible, avoid including elements across different architec-
tural levels so that more flexibility can be generated by higher level architec-
tural requirements as expressed on a lower level, and that “hard” definition of
interrelationships between E may be avoided.

In summary, EA modeling requires not only the ontology-based definition of
architectural elements, scientific definition of levels of architectural elements and
supporting views for stakeholders for observation, analysis and decision-making,
but also the finalization of specific model types in a systematic manner to support the
expression of status and changes in various enterprise domains and the creation of
corresponding views. Apart from M in diagram format as analyzed above, massive
inventory models to ensure uniform data source and matrix model to regulate critical
element relationships also exist. The definition of these EA components including
architectural elements, architectural levels, model classes, perspectives/views, etc.
constitute the core content of architecture-level modeling. Taking DODAF as an
example, its metamodel includes 24 core elements, where 8 perspectives are defined
and 52 specific model types are contained, most of which are directory or matrix
models, and over 10 fall into M category.

3.3 Business Process Modeling in Enterprise System

Business process is the carrier for enterprise value realization as well as the endpoint
of effects of all management and technical elements in an enterprise. Achievements
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in research and practice of business process management for the past 10 years are
summarized and crystallized in Publication [6] which also offers best practice guide-
lines. In the phase of architectural design where process is but one element in busi-
ness architecture, the result of business architectural design defines key process
objectives and basic outline of the business architecture. According to publication
[6], the business architecture design and optimization just is the input for the initial
task of analysis phase in process management, After the definition of process value,
it should be followed by the completion of the entire process map and 5 levels of
process design in the phase of process design and construction, and eventually build a
process deployment and operation environment in collaboration with other manage-
ment elements. According to this standard process management methodology, a
process model standard that enables effective transfer and conversion is needed from
process analysis to implementation and monitoring of process automation. The key
here is the model expression and transfer in three phases: first, model conformity
transfer and conformance validation from architecture to process; second, level-by-
level process modeling in conformance with guidelines; third, continuous transfer
and conversion from business process model to workflow-defined model in informa-
tion system construction. Through continuous model transfer throughout these three
phases, a solution shall be found for whole-process conformity in implementing EA
design and realizing business digital environment, and revision linkage of enterprise
models and capabilities of rapid adjustment, adaptation and realization for endpoint
IT execution model throughout different phases shall be built.

For model conformity transfer and conformance validation from architecture to
process, latest process guidebooks and model standards such as publication [6] and
BPMN2.0 [7] can be referred. In publication [6], 16 process element groups are
defined, involving the oncology-based definition of over 60 process elements; while
BMPN2.0 also includes definition of numerous process elements. As process models
are an aggregate of various types of elements such as enterprise elements (enterprise
organization, role, position), business elements (location, service, business object,
etc.), technical elements (supporting application, technical tool), etc., some of these
elements are inevitably architectural elements while others are on a more detailed
level in process execution such as step or status. The overlapping part of architectural
elements and process elements constitutes the foundation for conformance enterprise
modeling, where architectural model provides the context for the description of
process model while process model describes the correct business execution route.

There have widely applicable modeling methods such as EPC, Tunnel diagram,
value stream diagram, etc. in process modeling. Attention should be paid to the
bottom layer process description, i.e. detailed description of process activities. At this
point, all management element requirements shall be broken down to the minimum
and most detailed units. For example, regulations and specifications are clarified to
the level of operations and rules of each activity; while the use of input and the
production of output are clarified to data items, Such process description meets the
requirements for automated process execution and simulation in BPMN2.0, hence
can either be described in BPMN2.0 or translated into BPMN2.0 model by semantic
mapping to provide input for automate execution in the next step.
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For continuous transfer and conversion from business process model to workflow-
defined model in information system construction, BPMN2.0 standard has provided
sufficient support for the last mile in automated business process execution, hence
becoming the standard process interface in many IT development platforms and is
capable of receiving BPMN2.0 model and converting it into configurable work-
flow engine for rapid and flexible realization of the process from being visible
to being usable. Yet this conversion is less than impeccable as a significant gap
tends to exist between the result of business description through process and the
highly structuralized programming realization in information system. Therefore,
clear model processing specifications need to be developed so as to gradually trans-
late business-facing BPMN process model into one facing technical implementation;
while access control, data rules, etc. shall be defined in detail. Based on Author’s
practice in large enterprises on an extensive scale, it is proven that process model
with BPMN as eventual carrier provides an effective implementation approach for
rapid digital implementation and flexible change for business process system. The
next issue to be addressed by process model is the bilateral correlation and interac-
tion between process model and business model in IT, which will enable model to
become a “remote controller” for the management of holistic design and governance
by enterprise.

4 Summary

This article offered a detailed discussion on full-model description from macro-
design to micro-implementation of the enterprise through architectural modeling
and process modeling, where the model description itself creates tremendous values
for information sharing, business design and optimization of collaborative operation,
providing a digital sand table of the AS-IS and the TO-BE for enterprise. Meanwhile,
expression through visualmodelwill have amajor impact on themanner of enterprise
management, analysis and decision-making, enabling simulation of enterprise oper-
ation under assumed conditions, hence helping managers in effective analysis and
appropriate decision-making concerning all types of issues in enterprise operation
and transformation design. At present, the enterprise system is far behind the engi-
neering system in the application of modeling and simulation, which is, on one hand,
attributable to insufficient skills of managers as the separation between management
science and modeling theory and computer science has, to some extent, hindered
managers from deep research and application of enterprise modeling technology; on
the other hand, multitudes of hidden rules and fuzzy relationship between manage-
ment elements in enterprise management have hindered the application of modeling
technology. More time is still needed to build and adapt to new management modes
in a full-fledged digital era to empower the collaboration of human intelligence and
computer intelligence. Besides, it is equally important to build supporting tools and
develop technologies, andmore input from enterprise system researchers is needed in
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integrated application of successful modeling techniques and standards to accelerate
evolution.
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Supporting Automotive Cooling
and HVAC Systems Design Using
a SysML-Modelica Transformation
Approach

Junjie Yan, Biao Hu, Xin Wang, Minghui Yue, Xiaobing Liu,
Marco Forlingieri, and Richard Sun

1 Introduction

Nowadays themechatronic products are gettingmore andmore complex since a large
amount of disciplines and domains are involved, so that the collaboration becomes
of increasing importance. Systems engineering is the formal approach to manage the
whole lifecycle of the product, i.e., requirements, functions, architectures, detailed
designs, verifications and validations. Traditionally, documents are used to organize
all the artifacts and activities, while nowadays Model-Based Systems Engineering
(MBSE) was introduced by INCOSE and OMG for better management of systems
engineering. System Modeling Language (SysML) provides syntax and standard to
describe conceptual design. It iswell-suited tomodel logical behaviorwith the help of
behavior diagrams. On the other hand, simulation is also important on understanding
how is the performance of the system. Modelica is one of the simulation languages
that are widely used. These two modeling techniques should be well integrated and
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the traceability should be ensured. This will complete the closure of engineering
process, since not only logical behaviors but also continuous dynamic behaviors
need to be simulated, so that the requirements can be verified at performance level.

Johnson [1, 2] established syntax mapping between SysML and Modelica
languages as they share similar structures of the existing semantics. This was further
formalized and named as SysML4Modelica profile and continuously developed by
OMG [3]. The method was applied as an attempt for electrical mobility design
[4] and vehicle acceleration design [5], which are both prove-of-concepts. Besides
Modelica tools such asMapleSim [6, 7], other continuous dynamic simulations tools
were also investigated such as Simscape [8, 9], AMESim [10] and TRNSYS [11], to
search for the paths of linking SysML models with simulation models. Kraus [12]
conducted impact torque calculation for an automotive driveline system with the
SysML Parametric Diagram (PAR), yet this calculation remains simple due to the
limitation of modeling ability of PARs. Branscomb [5] and Bailey [13] explored the
value of simply exporting simulation framework from SysMLmodel [14] rather than
a complete simulation since this reduces modeling effort in SysML, yet this kind of
discussion is still rare.

Since system simulation is also one of the main activities of systems engineering
that has been developed independently, it is worth reusing the existing system simula-
tionmodels and link themwithSysMLmodels.However, the reports on this aspect are
few. In this work the adoption of SysML-Modelica transformation in the enterprise
is presented.

2 MBSE Framework at Changan Automobile

Changan CAE domain kicked off the MBSE adoption project in 2018 to improve
collaboration with other departments. OpenModelica, GT-Suite, AMESim andAVL-
Cruise are the main simulation tools that perform system simulations. The main
idea is to develop a framework to integrate logical design and system simulation
capabilities.

Figure 1 shows the MBSE framework. The systems engineer creates the SysML
model using Cameo, where requirements are imported andmodeled. IBD is also used
to model the structure of the systems, such as cooling system and HVAC system,
which will be discussed in details later.

Then the components behaviors are modeled either using SysML Parametric
Diagram (PAR) or reusing simulation tool libraries. The first approach,UC1 as shown
in Fig. 2a, PARs are applied to fully model the behaviors of the components. Here
SysPhS [15] standard is applied so that later the SysML model could be exported as
Modelica .mofile. InUC2, the second approach, the SysMLmodel is created aligning
with the architecture of Modelica model. By performing model transformation from
SysML to Modelica, the structure of the system could be matched to the existing
Modelica model. By any approach the systems engineer would be able to generate
the .mo file to conduct system simulation, which means the consistency with SysML
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Fig. 1 MBSE framework in Changan automobile

(a) UC1 approach – SysML model dominated 

(b) UC2 approach – Modelica model dominated 

Fig. 2 SysML-Modelica transformation approaches



438 J. Yan et al.

model is ensured. Then the system simulation is conducted in the simulation tool,
such as OpenModelica. We focus only on the SysML-Modelica transformation part
and mention some of the SysML model and simulation result part in this work, but
do not discuss the later V&V phases. That would be further discussed in future work.

3 SysML-Modelica Approaches

3.1 SysML Model Dominated Approach UC1—Using PAR
for Components Behavior Modeling

The first approach applies PARs for components behavior modeling using SysPhS
standard. SysPhS [15] was released in 2018 as a standard of the mapping between
SysML and Modelica as well as MATLab Simulink. The conserved and non-
conserved flow properties, flow rate and pressure in hydraulic problems for instance,
are defined in SysPhS. Then the components and ports are modeled using these two
properties, which forms the main structure of the system simulation since the main
purpose of the system simulation is to predict the properties variations.

A hydraulic simulation of automotive cooling system is given to explain this
approach. Figure 3 presents the decomposition of VehicleForHydauSimulation,
which is later exported as .mo file for simulation. Figure 4 shows the IBD of Vehicle-
ForHydauSimulation, and Fig. 5 shows the IBD of Cooling System about how pump,
water jacket, thermostat, oil cooler, transmission cooler, high temperature radiator
and tank are linked logically. All the ports are modeled as VolumeFlowElement,
which is defined by SysPhS.

PARs were used to model the behavior of each component. Three types of
constraints were defined as shown in Fig. 6, which are ResistanceConstraint, Pump-
Constraint and TankConstraint. ResistanceConstraint consists of four governing
laws: (a) pp − np= p refers to the definition of pressure drop of the component; (b)

Fig. 3 Decomposition of VehicleForHydauSimulation
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Fig. 4 Vehicle architecture focusing on thermal management domain

Fig. 5 IBD of cooling system

pq + nq = 0 refers to the conservation of mass; (c) pq = q refers to the definition of
the flowrate on the component; (d) p= r * q refers to the linear resistance hypothesis.
The resistance, r, is a parameter that need to be specified for each component that
applying ResistanceConstraint. Figure 6 also presents the definition of other two
constraints. Table 1 shows the summary of the usage of different constraints, and the
parameters are specified.
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(a) PAR of ResistanceConstraint

(b) PAR of PumpConstraint

Fig. 6 PARs of constraints
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(c) PAR of TankConstraint

Fig. 6 (continued)

Table 1 Usages of
constraints by components

Constraint type Parameters

Pump Pump constraint h = 100,000 Pa

Water jacket Resistance constraint r = 64 Pa s/m3

HVAC Resistance constraint r = 60 Pa s/m3

Thermostat Resistance constraint r = 50 Pa s/m3

HT radiator Resistance constraint r = 15 Pa s/m3

Transmission cooler Resistance constraint r = 36 Pa s/m3

Oil cooler Resistance constraint r = 22 Pa s/m3

Tank Tank constraint –

When SysMLmodel is ready inCameo, one can export .mo file from themodel for
simulation. Since this is a quite simple steady-state case, so that any Modelica-based
simulation tool can be used to simulate the generated .mo file simply using default
setting. OpenModelica is chosen as the tool, and Table 2 gives the simulation result
for this case. The flowrate and pressure drop are reasonable as the mass conservation
is achieved and the linear resistance law is followed.
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Table 2 Simulation results
of hydraulic case

Flowrate/m3/s Pressure drop/Pa

Pump 1281.49 −100,000.00

Water jacket 1281.49 82,015.59

HVAC 187.34 11,240.25

Thermostat 276.68 13,834.16

HT radiator 276.68 4150.25

Transmission cooler 187.34 6744.15

Oil cooler 817.47 17,984.40

Tank 0.00 –

3.2 Modelica Model Dominated Approach UC2—Reusing
Commercial or Customized Library

Although the previous approach is complete for simulation modeling, it takes too
much effort of the systems engineers to model all the detailed information in PARs.
For systems engineers, themore important work is to concentrate on functions, archi-
tectures and trade off. In order to know the performance of different design, they need
to try different sets of parameters to find the best configuration leading to highest
performance. Only key parameters are important to the systems engineers, which
means the approach in UC1 is too heavy. Moreover, the system level simulation
is to some extent mature in many industries including automotive, so that consid-
ering reusing the commercial and customized simulation ability is essential. In this
approach, the responsibilities of the system engineer and the simulation engineer are
clearly split so that they do not overlap each other.

A refrigeration simulation of automotive HVAC system is given for this Modelica
model dominated approach UC2 because of the higher complexity. Note that we do
not use the same simulation case as the cooling system because we want to highlight
that the UC2 approach is more suitable to deal with complex case which UC1 cannot.
Figure 7 shows the IBD of HVAC. The compressor, the condenser, the TXV and
the evaporator form the basic refrigeration loop. Several boundary conditions are
modeled including the compressor rotation speed and inlet air of condenser and
evaporator.

Unlike simple hydraulic laws in Sect. 3.1, more governing laws, especially
two-phase flow and phase-change heat transfer, should be included to model
the refrigeration loop behaviors accurately. Thus, following Sect. 3.1 approach
is annoying. Changan already has the Modelica modeling capability of refrig-
eration loop, so that a proper mapping is reasonable to reduce work and reuse
existing simulation ability. To mapping SysML blocks to Modelica models, a stereo-
type ModelicaBlock is applied for all the components in this IBD. The relevant
Modelica model path is specified so that later when transforming SysML model
to Modelica model, it can be automatically matched. Figure 8 shows an instance
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Fig. 7 IBD of HVAC system

Fig. 8 Components and parameters mapping between SysML model and Modelica model

how this is applied for the block Compressor. The Modelica path, Changan-
HVAC.Components.Compressor.Compressor, is defined as theModelicaBlock name.
When transforming model, this path will be read by OpenModelica to access the
commercial or customized model, which is ChanganHVAC library here. Moreover,
the parameter displacement is also transformed as the model parameter in Modelica.
This allows the system engineers to concentrate on the key parameters and reuse
existing libraries.

Figure 9 illustrates the transformed Modelica model of HVAC in OpenModelica.
In Cameo SP2 only textual file can be generated, while in SP3 it can also come up
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Fig. 9 Transformed HVAC model for simulation

with a graphic draft. However, the capability to well organize the components in a
automatically generated model is still limited, so Fig. 9 is the final result after manual
arrangement. Note that this arrangement is only for better view. The generated model
can be simulated directly without any modification.

Figure 10 illustrates the typical simulation result of HVAC system, where T_evp
represents the outlet air temperature of evaporator,T_cbn represents the cabin temper-
ature, p_high and p_low represent high and low pressure of the refrigerant loop. The
systems engineers can tell whether the HVAC system is well designed or not by
monitoring the temperature decrease during a certain period.

3.3 Limitations and Future Works

The SysML-Modelica integrated framework and the two approaches could be used
to integrate architectures and behaviors modeling while we avoid overlapping the
capabilities of systems engineers and simulation engineers. SysML model is used as
a genericmodel for requirements, functions, architectures, behaviors and parameters,
so it covers more aspects of those in Modelica model. Thus, a configuration ability
to choose which parts or parameters should be exported is required. In Cameo SP2,
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Fig. 10 Refrigeration simulation result

only the whole block could be exported with all the elements inside, while in Cameo
SP3 it allows to export to Modelica only the content shown in the IBD and not the
entire block. On one hand this feature can be used to reuse the SysML block for
different simulation scopes (by selecting only the ports and parameters needed). On
the other hand it has some limitations because only the IBD is simulated and not
the block. This means that the simulation requirement linked to the block cannot be
fully satisfied by the result of the simulation. This should be further discussed and
developed in the future.

Two different examples, cooling system and HVAC system, have been used to
show what is more suitable in term of complexity for UC1 and what for UC2. On the
other hand, having two different example scopes for the two use cases does not allow
us to have a proper comparison. Also the requirement traceability and V&V process
should be further developed and discussed to form a complete MBSE framework in
the future.

4 Conclusion

A MBSE framework that integrates SysML and Modelica modeling is presented.
The requirements and IBDs are first modeled using SysML in Cameo. Later two
approaches are developed for components behaviors modeling. The UC1 approach
requires the systems engineer to model the equations using PARs, and SysPhS is
applied as a standard. The UC2 approach makes full use of simulation capabilities
of the enterprise, so that the mapping between SysML and Modelica models is
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carefully organized. The MBSE framework integrates conceptual design and system
simulation as well as requirements.
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Towards Automated GUI Design
of Display Control Systems Based
on SysML and Ontologies

Jin Su, Jianjun Hu, Yue Cao, Yusheng Liu, Wang Chen, and Chao Wang

1 Introduction

As the complexity of the battlefield environment rising, the missions of armoured
vehicles become more and more complex and flexible. The display control systems
(DCSs) of the vehicles are responsible for managing and scheduling these complex
missions [1]. Therefore, correspondingly, more advanced graphical user interface
(GUI) of the DCSs is required to assist the passengers to accomplish the functions of
vehicles [2]. However, the GUI of the display control systems is normally designed
manually, which is error-prone and inefficient. Moreover, the GUI design cannot be
traced back to the vehicle functions and hence is difficult to be verified. To this end,
towards the automated GUI design, how to automatically identify the components
of the GUI systems according to the vehicle functions is investigated in this study.

As observed in this study, intrinsic relationships exist between the functions of a
vehicle and the GUI of its DCSs. On one hand, necessary instructions and parameters
to realize the functions should be provided by the passengers via the GUI. On the
other hand, execution status and results should be returned to the passengers via the
GUI. This derives the basic idea to enable the automated retrieval of GUI components
based on vehicle functions.
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According to this idea, two key issues should be addressed. First, structured repre-
sentations should be provided to facilitate designers to describe vehicle functions and
GUI components. Second, reasoning mechanisms between the knowledge of vehicle
functions and GUI components should be investigated.

In this study, an approach combining SysMLand ontologies is proposed to address
these two issues. First, a method to model the vehicle functions and GUI components
is presented by extending SysML. Second, the semantics of the functions and GUI
components is formally described in OWL2 such that the GUI components can be
retrieved by functions according to their semantic similarity.

The rest of the paper is organized as follows. Section 2 reviews related work.
Section 3 gives an overview of the proposed approach. Section 4 introduces the
function and GUI component modeling method in SysML. Section 5 presents the
formal descriptions in OWL2 and the automated retrieval procedure. Section 6 illus-
trates the proposed approach using the task planning function a case study. Section 7
concludes this paper and discusses future work.

2 Related Work

Related work of this study is reviewed from two aspects. First, literature about DCS
design is discussed and corresponding challenges are summarized. Second, applica-
tions of SysML and ontologies in the early design of systems of different domains
are illustrated to show the wide acceptance of these two enabling technologies.

Wu et al. [3] introduced a modular design approach of display control software
based on the embedded operating system VxWorks and graphical interface devel-
opment tool Tilcon. Xie et al. [4] proposed the future avionics system architecture,
which includes five layers organized in a service-oriented manner. Shao and Zhang
[5] designed a display control simulation system, whose design process includes
both modular system design and detailed design for each subsystem. Liu et al. [6]
introduced a hardware composition and software design process of the DCSs. Liu
et al. [7] presented an interface design approach of DCSs and solved the problem
of displaying Chinese characters. These works discussed the GUI design of DCSs
more or less, but the GUI functions and components are manually identified based
on designers’ experience and not related to the functions of the vehicles. Moreover,
no structured and computer-comprehensible modeling methods to the UI systems
are provided.

SysML has been broadly adopted in the early design of complex systems. Many
researchers extended SysML according to the domain-specific characteristics and
proposed corresponding system design methodologies. Typical works are Cao et al.
[8] for mechatronic system design, Thramboulidis [9] for cyber-physical system
design, Vogel-Heuser et al. [10] for automation systems developed in IEC 61131,
and Gao et al. [11] for satellite communication systems. These works prove the
flexibility of SysML in various industrial domains. Besides that, some researchers
combined SysML and semantic web technologies to support themodel-driven design
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of complex systems. For example, Cao et al. [12] proposed an ontology-based
approach to generate control software design from system design in SysML. Häst-
backa and Kuikka [13] applied semantic web technologies to identify and analyze
the complex structures of control application models. Feldmann et al. [14] managed
consistency between system design and simulation models using a knowledge-
based system. Therefore, ontologies and semantic web technologies are promising
in making the model-driven system design more intelligent [15].

3 Method Overview

The overview of the proposed approach is shown in Fig. 1. It crosses both the model
space described in SysML and the ontology space described in OWL2. In the model
space, since the purpose of this study is to automatically generate GUI components
constituting the display control interface from the functions of vehicles, the vehicle
functions and GUI components, which are the source and target of the reasoning
respectively should be specified in SysML. However, since SysML is a general
modeling language, domain-specific stereotypes are defined. In addition, the intrinsic

Fig. 1 Overview of the proposed approach combining SysML and ontology
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correlations between functions and GUI components, which is that the parameters
of functions should be displayed or operated via corresponding GUI components
should be reflected in models. For this purpose, a set of common types, so-called
meta types are defined to type the properties of both function parameters and GUI
components.

The knowledge about vehicle functions and GUI components should be imported
into the ontological space to enable the reasoning between them. To this end, the
alignment between SysML and OWL2 is analyzed first, according to which the
models can be transformed into OWL classes, properties, and axioms. With the
formal descriptions, a retrieval algorithm is proposed by first mapping the query
functions and GUI components to a vector space with the meta types as its basis and
then calculating the semantic similarities between them.

4 Domain-Specific Modeling in SysML

SysML provides standard and graphical model elements that are capable to describe
systems of different domains comprehensively. However, how to apply these
elements to our specific design issues is not clarified. In this section, a concrete
method to model functions and GUI components of armoured vehicles is proposed.

4.1 Vehicle Function Modeling

A vehicle function is a series of activities that are executed by the vehicle to accom-
plish the tasks issued by its supervisors. Therefore, its semantics is similar to that
of activities in SysML. Based on this metaclass, a set of stereotypes are defined as
shown in Fig. 2. The VehicleFunction is an abstract stereotype to represent functions
of vehicles. According to whether it can be decomposed, a function can be classi-
fied as ComplexFunction or AtomicFunction. The inputs and outputs of a function
are described by parameters of activities. Their types are indicated by the stereotype
FunctionParameterType, which is specialized fromBlock. A function parameter type
can have multiple properties such that the semantics of the inputs/outputs of func-
tions can be specified in detail. Among these inputs/outputs, some of them are sent
to or received from the passengers of the vehicle, whereas others are communicated
with subsystems or other vehicles. The former ones are the sources to generated GUI
components. To differentiated these two types of parameters, the stereotypeActorPin
is defined. It can be applied to the inputs/outputs of a function when it is instantiated
to an action. A tag actor is defined to indicate the role of the passenger whom the
information is communicated with through the pin. Its values can be Conductor,
which means the persons who manage the whole vehicle, Gunner, which means the
persons who manage the gun, or Driver, which means the persons who drive the
vehicle.
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Fig. 2 Stereotypes for vehicle function modeling

These stereotypes can be used to describe individual functions. The model of
an atomic function ReceiveTask is illustrated in Fig. 3. It means that the vehicle
receives information of a task from its supervisor and then display it to the conductor.
As shown in Fig. 3a, its input parameter is represented by mainTask whose type is
SupervisorTask. Its output is the samebut is set as an actor pinwhen it is instantiated. It
means the task information is sent to the conductor to be processed further. Figure 3b
shows the definition of SupervisorTask. Its attributes indicate the id, target location,
performer and due time of the task.

It is similar to model a complex function except that besides that it contains
multiple actions to indicate its sub-functions. They are instantiated from other func-
tions and should be connected by object/control flows to represent the workflow of
the complex function.

(a) Action instantiated from the function (b) parameter type 

Fig. 3 Model of the function ReceiveTask
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4.2 DCS GUI Modeling

The GUI of DCSs of armoured vehicles is similar to the GUI of common software
systems. A GUI system is composed of multiple views, each of which includes
multiple components. To represent these elements, stereotypes are defined as shown
in Fig. 4. All the GUI modeling related stereotypes are specialized from the abstract
stereotype DisplayControlGUI. Different from common software GUIs, a GUI
element of DCSs should indicate their target passengers and whether it should be
always on. Two tags, i.e., targetPassenger and alwaysOn are defined for this purpose.
The views and components are modeled byUIView and UIComponent, respectively.
According to whether it is composed of other components, the GUI components
can be divided into two classes, i.e., complex or atomic. They are indicated by the
stereotype ComplexUIComponent and AtomicUIComponent. AtomicUIComponent
has two sub-stereotypes. UIComDisplay means that the component is for displaying
information and UIComOperation means that it is for editing information.

Using these stereotypes, the GUI elements designed by GUI designers can be
translated into the system design space. They are modeled in SysML in an object-
oriented way. Specifically, the widgets included in a GUI element such as textboxes,

Fig. 4 Stereotypes for GUI
modeling
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Fig. 5 Model of the GUI
component Navigation

buttons, drop-down lists are abstracted as attributes of the GUI component in SysML
according to the semantics of the information they display or manipulate. For
example, Fig. 5 shows the model of Navigation. It is used to display and edit the
route between two locations. The route is represented by its start, end, waypoints
(startPoint, endpoint, wayPoint) and lines (line) between these points. It also shows
the performer and expected duration of the route.

4.3 Meta Types

The above function and GUI models share some common basic types, which are
used as the types of their attributes. For example, the function parameter type Super-
visorTask has attributes whose types are 2-digital, Time, and Location whereas the
GUI component Navigation has attributes whose types are Location and Duration.
Since these basic types are used to describe other types, they are named as meta
types. Meta types are the bridge to link the functions and GUI components semanti-
cally. To differentiate meta types from others, a stereotypeMetaType is defined based
on Block. Typical meta types are Time, Location, ID which has sub-types such as
2-digital and 3-digital, and ExecutionUnit which has sub-types such as Troop and
Vehicle.
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5 Ontology-Based GUI Component Retrieval

Models in SysML provide a graphical and structured way for system designers to
maintain the vehicle functions and the GUI components to be retrieved. However, to
enable the inference between them, formal descriptions of their semantics should be
extracted from these models. In this section, the knowledge is described in OWL2
first and then the retrieval algorithm is presented.

5.1 Formal Descriptions in OWL2

OWL2 is the standard ontology description language in the semantic web technolo-
gies stack. Its formal basis is a kind of description language (DL) SROIQ [16]. OWL2
uses OWL classes and object/data properties to represent concepts and roles, which
are the basic elements in DL. Besides that, it also provides rich primitives to describe
the semantics of concepts formally.

Similar to the hierarchical language architecture of SysML [17], the architecture
of OWL2 can be divided into three levels, i.e., OWL primitives such as owl:class
and owl:dataproperty, TBox of the knowledge base, which contains axioms to define
concepts, and ABox of knowledge base constituted by individuals instantiated from
the TBox. The alignment between the levels of SysML and OWL2 is the basis to
extract knowledge from models to the ontological knowledge base. Adapted from
[12], the alignment between SysML and OWL2 is shown in Fig. 6.

O3 of OWL2 has the same level of abstraction as M3 of SysML. Functions and
GUI components are the focus of this study. Together with their stereotypes, they are
mapped to the concepts and properties in OWL2 (O2). Instances of functions and
GUI components, i.e., actions and part properties in SysMLcorrespond to individuals
in OWL2 (O1).

Since the reasoning of this study works on the O2 level, the mapping from SysML
models to the TBox of the knowledge base is the focus. Models related to functions
and GUI components can be transformed into the ontological knowledge base in 4
steps as follows.

1. Upper-level class definition. The domain-specific stereotypes are defined
as OWL classes, i.e., VehicleFunction, FunctionParameterType, DisplayCon-
trolUI,MetaType, and their sub-stereotypes.

2. Lower-level class definition. Functions, function parameter types, GUI compo-
nents and meta types defined by system designers are mapped to sub-classes of
the above upper-level classes. For example,ReceiveTask is defined as a sub-class
AtomicFunction.

3. Property definition. Properties of the above objects are mapped to OWL object
properties. For example, the attribute time of SupervisorTask is defined as an
object property hasTime, whose domain is set as SupervisorTask.
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Fig. 6 Alignment between SysML and OWL2

4. Class axioms definition. Class axioms are defined to each of the OWL classes
by declaring their properties and restrictions on these properties.

For example, Table 1 shows the formal descriptions of two functions ReceiveTask
and DecomposeTask and a function parameter type SupervisorTask. By declaring
the equivalent relations between the classes and their class expressions, class axioms
can be defined.

These axioms are the core for reasoning on the ontological base. They depict
the semantics of the concepts by their properties so that the concepts in the knowl-
edge base can be related. Besides that, since the instances of the classes must obey
the axioms, inferences such as instance classification and consistency check can be
conducted.
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Table 1 Sample class axioms

noisserpxEssalCssalCLWO

ReceiveTask AtomicFunction and

(hasParameterIn exactly 1 SupervisorTask) and

(hasParameterConductorOut exactly 1 SupervisorTask) 

DecomposeTask AtomicFunction and

(hasParameterIn exactly 1 SupervisorTask) and

(hasParameterConductorOut min 2 DecomposedTask) 

SupervisorTask Task and 

(hasTime exactly 1 Time) and

(hasLocation exactly 1 Location) and

(hasPerformer exactly 1 Troop) and

(hasId exactly 1 2-digital) 

5.2 Retrieval Based on Semantic Similarity

The basic idea of GUI component retrieval is that some of the inputs/outputs of
functions require interactions with the passengers so that these parameters should be
implemented by GUI components with the most similar properties. Since the seman-
tics of functions and GUI components are formally described by their properties,
such similarity is called semantic similarity in this study. According to this idea, the
retrieval algorithm includes 4 steps as follows.

1. Filtering. The input and output parameters of functions should be implemented
by GUI components for operating and displaying, respectively. It works as a
basic condition to filter out the candidate dataset of GUI components to be
retrieved. Specifically, for each function f = 〈Pin, Pout , Pa

in, P
a
out 〉, the param-

eters Pa
in and Pa

out that require interactions with passengers include a set of
parameters {p1, p2, · · · , pn}. For each parameter pi , if it is an input parameter,
the candidate GUI components to be retrieved in the ontological knowledge
base are all the sub-classes ofUIComOperation, otherwise, the dataset is all the
sub-classes of UIComDisplay.

2. Property alignment. A parameter pi and aGUI component c j are both described
by their properties, i.e., pi = {a1, a2, . . . , an} and c j = {a1, a2, . . . , am}. Since
each property can be denoted as ak = 〈nk, tk〉 and t ∈ MT where MT denotes
the set of meta types, pi and c j can be transformed to a unified form pi =
{t1, t2, . . . , tn} and c j = {t1, t2, . . . , tm}.

3. Vector generation. Since pi and c j are both described by the common meta
types, they can be mapped to a vector space whose basis is the top-level meta
types 〈t1, t2, . . . , th〉. The value vk of the coordinate for tk can be set as follows.
For a parameter p or GUI component c, if it has at least one property whose
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Fig. 7 Sample coordinate
values for a meta type
hierarchy

1

1.5 1.9

1.95 1.99

type is meta type t, then if t is the top-level meta type tk , vk is set to 1. If t is a
sub-type of tk , then vk should be determined empirically to reflect the semantic
distances among these sub-meta types. For example, Fig. 7 shows the sample
values of the sub-types of ExecutionUnit. For other meta types that none of the
properties of p and c is typed as, the corresponding coordinates are set to 0.

4. Similarity calculation. Since the parameters and GUI components are currently
depicted by quantitative vectors, their similarity can be determined by the
normalized Euclidean distances. The GUI components are then ordered
according to the similarities with the query function parameter and the most
similar components can be retrieved for designers to choose.

6 Case Study

The proposed approach is implemented using MagicDraw 16.8 as the SysML
modeling platform and Protégé 5.1 as the ontologymaintenance tool. The knowledge
extraction and retrieval algorithms are implemented in Java using JENA APIs. The
task planning function of an armoured vehicle is used as a case study to illustrate the
proposed approach.

The function is defined as a stereotyped activity namedPlanTask. Its internalwork-
flow is shown in the activity diagram in Fig. 8. This complex function is composed
of 6 atomic functions. In the beginning, the vehicle receives a task (denoted as the
parametermainTask) from its supervisor and displays the task to the conductor of the
vehicle. Then, the conductor decomposes the main task to several sub-tasks through
the GUI. The conductor can edit some of the decomposed tasks and generate routes
for accomplishing these tasks. These routes can be edited and then issued to corre-
sponding units to execute. Please note that each function parameter is described by
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Fig. 8 Model of PlanTask

its type and multiplicity. The parameters requiring interactions with the conductor is
set as actor pins (marked by black squares in the figure for conciseness).

The models are then imported into the ontological knowledge base as shown in
Fig. 9. Besides knowledge about vehicle functions, the GUI components are pre-
stored in the knowledge base. The formal descriptions of certain concepts are also
shown in this figure.

By querying the knowledge base with each of the function parameters of the
sub-functions, the GUI components to implement the function PlanTask can be
retrieved. For example, Table 2 shows the similarities between the query parameter

Fig. 9 Ontology after functions are imported
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Table 2 Similarities between SupervisorTask and GUI display components

SupervisorTask
(query)

SupervisorTaskdisplay DecomposedTaskDisplay Navigation

Time 1 1 1 0

Location 1 1 1 1

Duration 0 0 0 1

ID 1.5 1.5 1.9 0

Execution
unit

1.5 1.5 1.9 1

Navigation
line

0 0 0 1

Similarity / 1 0.639 0.299

mainTask:SupervisorTask of the function ReceiveTask and the 3 GUI components,
which are all components for displaying because this parameter is an output. The
query and the GUI components shown in the columns of the table are mapped to
the vector space whose basis is the meta types shown in the rows. According to the
similarities, SupervisorTaskDisplay if the bestmatch of this parameter. The similarity
of DecomposeTask is much higher than Navigation.

7 Conclusion and Future Work

As a necessary step towards automated GUI design of armoured vehicles, in this
study, an approach to generating theGUI components of DCSs from the vehicle func-
tions is proposed. It combines SysML and ontologies to support both the modeling
and reasoning between the involved objects. The contributions of this study can be
summarized as follows.

1. A modeling method of functions and display control GUI components of
armoured vehicles is proposed based on stereotypes and meta types.

2. The alignment between SysML and OWL2 is analyzed, according to which
knowledge contained in SysML models can be transformed into formal
descriptions in OWL2.

3. Based on the formal descriptions, GUI components for displaying or operating
the parameters of vehicle functions can be automatically retrieved.

The retrieval process in this study is essentially an application of information
retrieval technologies in the model-based system design domain. However, it is
currently in a rather raw form. Therefore, it should be improved from multiple
aspects in the future. For example, systematic methods to quantify the query and
dataset should be provided. The precision and recall ratios should be analyzed to
evaluate different methods.
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As a subsequent step, how to group and arrange the retrieved GUI components
to generate the layout of each view of the GUI system should be investigated in the
future.
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A Detailed Process for Aviation Systems
Requirements Analysis and Definition
via Model-Based Approach

Teng Li

Abstract Due to the system complexity, it is difficult to define system requirements
clearly and correctly by natural languages. Although engineers spend plenty of time
on system requirements analysis, system requirements still suffer some drawbacks.
In the paper, a new and powerful approach is proposed to analyze and define system
requirements. The model-based approach was utilized to analyze system character-
istics and then define system requirements of a helicopter air conditioner system. In
this process, SystemModeling Language was used to build the model to analyze and
describe the system characteristics through different views. And qualified system
requirements of the helicopter air conditioner system, could be derived effectively
by the model.
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A Prediction Method for Gas Turbine
Overhaul Makespan with Uncertainties

Tao Li, Zhen Chen, and Yusong Liu

Abstract The prediction of a gas turbine overhaul makespan benefits much from the
real-time supervision of overhaul process and fast response to abnormal conditions,
which ensure the product delivery in time for customers. Previous research indicated
that many uncertainties contribute to the inaccurate of overhaul process and thus
lead to delivery delay. A novel prediction method compromised with Program Eval-
uation and Review Technique (PERT) and Monte Carlo simulation is proposed to
solve this issue. The uncertain factors affecting the overhaul makespan are investi-
gated first, then the generic overhaul process modelling is produced to understand the
relationship and constraints between detailed processes. Based on that, the duration
time distribution of the overhaul makespan plans can be generated. It is possible to
finalize the prediction method considering the distribution of overhaul time proba-
bility and critical work path, and the process dependences. A gas turbine is used as a
case study to examine this method. The results show it is advanced in the efficiency
compared with traditional methods, and has the potential to meet the requirements
of high demand overhaul service for airliners.

Keywords Gas turbine overhaul · Uncertainty · PERT · Makespan prediction ·
Simulation

T. Li (B) · Z. Chen · Y. Liu
AVIC Chengdu Aircraft Industrial (Group) Co., Ltd., Chengdu 610092, China

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2021
D. Krob et al. (eds.), Complex Systems Design & Management,
https://doi.org/10.1007/978-3-030-73539-5_36

465

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-73539-5_36&domain=pdf
https://doi.org/10.1007/978-3-030-73539-5_36


A Preliminary Research on Performance
Prediction Model of Catapult Launched
Take-Off for a Large Wingspan
Unmanned Aerial Vehicle

Hongrui Xiong, Tao Li, Heyu Li, and Changgui Yu

Abstract The design of Unmanned Aerial Vehicle (UAV) is a typical Systems
Engineering (SE) process, which consists of design uncertainties and trade-offs.
In predicting the catapult launch of a large wingspan UAV, there are several design
drivers and constraints that contribute to the take-off performance. This research
investigates the distance estimation methods for UAV take-off in previous research
first. The conventional methods, which mostly used are for the distance estimation of
the land-based takeoff plane or studying the model of the catapult landing gear only.
Thus a gap is found that there are no existing catapult launch performance prediction
methods for a large wingspan UAV. It is proposed a fast prediction method based on
dynamic and kinematical equations model to deal with this issue. A case study is
used to examine the proposed method, and the results show the feasibility in catapult
launch performance prediction, especially in the case of short taxing in runway. The
newmethod has the advantage of fast parameter configuration re-build, more reliable
performance prediction, and ensures the safety in UAV flight test.
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Application of Data Bus-Based Software
Architecture in Wind Turbine Control
Software

Meiyu Cui and Yongjun Qie

Abstract In this paper, a data bus-based software architecture is designed to provide
standardized, transparent software interfaces, to reduce coupling between software
modules, and shield the complexity of operating system for synchronous reactive
system software design. First of all, based on synchronous theory, a data bus-based
software architecture is designed. And then, common data space is designated, it is
open to all application layer softwaremodule, each application layer softwaremodule
can directly access the common data space. At the same time, a data protectionmech-
anism has been established to ensure that every data has single source and all data
are updated uniformly. Finally, the software architecture is applied in wind turbine
control software, and the wind turbine control software architecture is reconstructed.
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Application of Model Based System
Engineering in Hydraulic Energy System
Design

Quanrun Mou, Xiaolong Tong, Zhenghong Li, and Liangliang Liu

Abstract In this paper, the system engineeringmethod based on themodel is applied
to the design of hydraulic energy system. Based on Doors software, the system level
and product level requirements are allocated from top to bottom and retrospected
back up. Based on Rhapsody software, function logic modeling of hydraulic energy
system and correlation modeling between requirement and activity are carried out.
Based on Amesim software, system performance simulation modeling and verifying
is implemented.
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Architecture Design of High Safety
Helicopter Flight Control System
with Direct Control Mode

Liqiang Teng, Wenshan Wang, and Yining Liu

Abstract The complexElectronicControlUnit (ECU) is the core of helicopter Flight
Control System (FCS), which can cause flight accident when the FCS redundancy is
degraded quickly due to its failure, or whenECU fails simultaneously due to common
mode failure. Accordingly, a 3× 2 redundant helicopter FCS architecture with direct
control mode is designed, by comparing and analyzing the FCS architectural char-
acteristics of typical international advanced NH-90 and S-92 helicopters. In primary
control mode, this FCS can fail-operate twice, and ensure level 1 handling qualities.
After three failures, the FCS switches to direct control mode and can still tolerate
once failure, and the handling qualities changed to level 2. Meanwhile, non-similar
design is used to avoid ECU’s common mode failure. Finally, the safety of primary
control mode is analyzed by fault tree analysis. This paper can provide reference for
the FCS architecture design of medium and large helicopters.
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Design Method of Aviation Architecture
Based on Model Base

Zhijuan Zhan, Qing Zhou, Bingfei Li, and Bing Xue

Abstract Drawing on dodaf ideas and summarizing aviation examples, the paper
proposes an aviation architecture design method based on model base.The input
content and form of aviation architecture design are defined, the organization form
and metadata mapping relationship of meta model in the architecture model base
are determined, the template data organization is designed. It realizes the automatic
generation method of aviation system task architecture, functional architecture and
requirements, and improves the efficiency of aviation architecture design.
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Experiences with Applying
Scenario-Based Approach to Refine
Aircraft Stakeholder Requirements

Wenhao Zhu and Fuxing Tao

Abstract The development of aircraft often involves much effort of requirements
elicitation, definition, and review, and the initial version of these requirements are
provided by aircraft stakeholders. In practice, as the initial stakeholders’ require-
ments do not often meet the characteristics and attributes of INCOSE as good
requirements, they might cause errors and difficulties to requirements verification
and validation. Although the Easy Approach to Requirements Syntax (EARS) has
been introduced to provide an easy method to define natural language requirements
for years, the engineers and stakeholders still need to reach a shared comprehension
of the requirements before defining them. The approach reported in this paper is to
combine a scenario-based approach with templates as an elementary guidance for
system engineers to refine requirements at the early stages of aircraft development
project, so as to eliminate possible errors and problems caused by natural language
and insufficient communication.
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Formal Modeling and Correctness Proof
of Spatial Partition Algorithm

Liping Zhu, Fangfang Wu, Pei Yang, Jixun Yan, and Li Ma

Abstract In the development of the embedded real-time operating system which
followsARINC653 (Standard Interface of Avionics Application Software), the parti-
tion protection and address translation algorithm of the memory management unit
based on PowerPCE200 processor is proposed and formally verified. Using the inter-
active theorem proving tool Coq, firstly, address translation is formally modeled.
Secondly, the three requirements that the algorithm must meet are expressed in the
form of theorems. Finally, the strategies and constructionmethods of the tool are used
to prove the correctness of the algorithm. The algorithm verification results show that
the formal method theoretically guarantees the correctness of the key algorithm of
the operating system, overcomes the incompleteness of the traditional test methods,
and provides a strong guarantee for the development of high-quality safety critical
software.
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Integrated Configuration Management
Based on System Engineering

Qiu Xi, Zhong Jin, Hui Wei, Wang Lixin, Yang Yi, and Wang Jw

Abstract The design and manufacturing process of an aircraft is a huge and
complex SE-System Engineering involving a large group of specialized expertise.
In the aviation design and manufacturing company (units), the production mode
of small batch and multi modified production mode has become a trend. In this
paper, configuration management is examined from the perspective of system engi-
neering, the engineering domain involved in aircraft products is divided into many
specialized fields, and according to the professional characteristics of merger into
the order-cluster, requirement-cluster, design-cluster, manufacture-cluster, repair-
cluster, finance-cluster, manpower-cluster, airworthiness-cluster etc., for these clus-
ters of unified configuration management system called “Configuration manage-
ment based on system engineering”. Need is a macro perspective to control product
requirements, product design, product manufacturing, supply chain, trial inspection,
maintenance, human property supply and a series of processes. The management of
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multi professional coupling data based on system engineering can be realized by inte-
grating configuration management, improving data consistency to remove barriers
between and within the enterprise.



Model Driven Verification of Airplane
Scenarios, Requirements and Functions

Chao Zhan, Dongsheng Chen, Yanbo Zhang, and Meixiang Peng

Abstract The correctness and completeness of requirements is critical for a
successful project. Minor mistakes will be significantly amplified later in the devel-
opment phase andwill require significant financial and personnel resources tomodify
them. It is therefore crucial to rigorously validate the operational scenarios and func-
tions as early as possible in the aircraft design cycle. Due to the disadvantages of
natural language for describing increasingly complex systems, models have been
adopted to produce a standardized means of visualization and simulation. This has
become known as Model Based Systems Engineering (MBSE). In this paper, the
scenarios of systems operation will be described, utilizing a top-down design process
based on MBSE. The system functional analysis will focus on the translation of the
higher-level requirements into a coherent description the system functions. Every
function is then refined by decomposition within each relevant scenario. These
functions are then allocated to corresponding systems, sub-systems, or items, to
capture the functional architecture. Finally, the correctness and completeness of the
system scenarios and functional model is verified through state machine execution to
complete theMBSE process. Through this method, we can fully define the scenarios,
functions, and requirements early in the design phase.
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Optimal Design of Airborne Test System
Based on Model Analysis

Xiao-Lin Li, Shuai Xie, and Wei Yuan

Abstract Model-based systems engineering design ideas play an increasing signifi-
cant role in the development and testing of new aircraft, the finite element method as
an important means of model analysis can provide a theoretical basis for the design
of airborne test systems. First, propose an optimized design scheme for model-based
airborne test system, design a multi-source data fusion real-time processing system
for UAV, make the real-time processing and analysis speed of the original data, link
data and multi-band test data reach a subtle level; Then, according to the complex
coupling heat transfer mechanism of the UAV, based on the structure characteristics,
a method of calculating the thermal environment of the UAV in different regions was
proposed, realize the rational design of temperature test structure layout. Finally,
based on the theory of modal analysis and simulation experiment, the optimal selec-
tion of vibration auxiliary equipment is realized to solve the vibration data overrun
problem caused by resonance. The test results show that the airborne test system
has a reasonable layout and measurement design, which can effectively reduce about
32.5% of test flight resources, and can be applied to other flight tests.
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Practice of ARCADIA and Capella
in Civil Radar Design

Renfei Xu, Wenhua Fang, and Wei Yin

Abstract ARChitecture Analysis and Design Integrated Approach (ARCADIA) is
a kind of Model-Based System Engineering (MBSE) methodology developed by
Thales, and Capella is a kind of modeling tool dedicated to ARCADIA. In this
paper, we will introduce our practice of ARCADIA/Capella in civil radar design,
including the reason we choose this solution and how we use it in civil radar design.
We will also briefly introduce our extension of Capella in parametric modeling,
dynamic execution and simulation, system and subsystem collaboration, interface
detailed design, and document generation.
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Research on Distributed Harmony-SE
Model Integration Method for Complex
UAV System

Guang Zhan, Miao Wang, Zhixiao Sun, Yuanjie Lu, and Yang Bai

Abstract The distributed modeling of complex unmanned aerial vehicle (UAV)
system is faced with the problem of multiple use cases and multiple models integra-
tion. After studying the purpose and principles of model integration, we proposed a
Harmony-SE based tight coupling integration method for the white box functional
logic model of UAV system, model integration process was described in detail. The
whole system model integration of complex UAV and the whole system functional
logic verification based on state machine diagram are realized, which is of great
value to realize the collaborative design and parallel modeling of multiple use cases
of complex UAV system.
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Research on Multi-disciplinary
Integrated Design Method of Remote
Sensing Satellites

Yongsheng Wu, Guangyuan Wang, and Jiaguo Zu

Abstract The improvement of mission capability of remote sensing satellites has
made it more demanding for the in-depth, detailed, and intensive design. It is required
that the ultimate goal of system performance should be carried out around the
mission capability, which results in significant changes in product integration and
verification pattern. This paper firstly introduces the concept and requirements of
multi-disciplinary integrated design method, and then presents the key issues of
the method in worldwide developments and applications. Finally, the practice in
integrated collaborative analysis platform establishment is demonstrated, and the
simulation verification is conducted and summarized.
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Research on Multi-physical Modeling
and Co-simulation of Aircraft

Dangdang Zheng, Liqiang Ren, Ying Wu, and Juntang Liu

Abstract Advanced aircraft system is more and more integrated, which makes the
problem of multiple physical coupling between different physical systems more and
more complex. Multi-physical modeling and co-simulation is a kind of important
means for the early design study of multi-physical coupling, supporting systems
integrated design and verification. Combined with the methodology of model-based
system engineering, the key technologies of multi-physical system modeling and
co-simulation are systematically analyzed, and the engineering application mode of
multi-physical co-simulation for different stages of aircraft development is proposed.
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Research on Practice Methods
of Complex Aircraft Requirement
Management

Zhixiao Sun, Dong Kan, Yang Bai, and Yuanjie Lu

Abstract The development of complex aircraft is complicated system engineering.
Facing to the requirements exponential growth of complex aircraft, manufacturers
put forward stringent standard to requirement quality control, therefore, it is very
urgent to explore a suitable method for requirement management of complex aircraft
development. The paper uses the development of complex aircraft as an example
based on system engineering method, discusses the engineering application prac-
tice of requirement management technology from requirement acquisition, attribute
and traceability, verification and validation, change control. Research shows when
implementing requirement management method in this paper on complex aircraft, it
can effectively improve the integrity, systemic, validity, coherence of requirement,
further enhance the quality of requirement and efficiency of management, and the
development cycle is shortened and the cost is reduced in the future.
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Retrospect and Prospect of Aircraft
Comfort Design

Peng Li and Kaixiang Li

Abstract Passenger comfort has not been completely integrated into the entire
aircraft design process yet. Sometimes, the cabin vibration environment is intol-
erant during flight, causing seriously adverse reactions such as discomfort, fatigue,
and reduced task-performing ability. Here, the aircraft digital FEM model is used to
predict the cabin environment, and the acceleration response results can be used as
the input to evaluate the human comfort level. Four methods for evaluating human
comfort level (the absorbing powermethod, NASA ride qualitymethod, ISO and BSI
standard) are commonly used. The four methods are coded into a plug-in program,
which can be used in aircraft FEMmodel, to facilitate the evaluation process. Finally,
the procedures and suggestions of cabin comfort design are given, for example, engine
damping installation, seat cushion updating, seat vibration isolation treatment, etc.
In this way, the aircraft structure can be modified and improved according to the
passenger comfort feedback.
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SoS Architecture Models Transformation
for Mission Simulation in Aircraft
Top-Level Demonstration

Zang Jing

Abstract The continuous modeling is necessary to achieve the virtual verification
and validation in aircraft top-level demonstration. To fill in the gaps between SoS
architecturemodels andmission simulationmodels, amodel transformingmethod for
mission simulation is proposed. The operational/ system activity sequences models
can be mapped to the parts of the task flows of scenario script in mission simulation
system. The operational/ system state transitions models can be transformed to the
behavior models though format conversion of the SoS architecture outputs. A sample
case is provided to illustrate a specific scenario with architecture models transforma-
tion. The result preliminary verifies the consistency of model transformation from
SoS architecture to mission simulation.
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The Application Research of System
Cooperative Design Engineering Based
on MSFC Architecture

Hongjie Xu, Jinhu Ren, and Yingru Wang

Abstract Many research institutions are exploring the best practice of model-based
system engineering in order to improve the development quality of complex system,
reduce the design cost and shorten the development cycle. The collaborative devel-
opment of complex systems by MBSE is the focus of system engineering research
and the foothold of engineering application. This paper proposes a new modeling
idea-the MBSE system collaborative design idea based on MSFC data architec-
ture, which used a unify data source and effective transfer of the model for system
analysis and multi-professional collaborative design and used MSFC architecture to
implement collaborative design for a certain aileron system to verified the feasi-
bility of the theory.This paper verified the relevant requirements in the aileron
system analysis process through the system modeling and simulation of the control
subsystem, the hydraulic drive subsystem, the actuator subsystem and the rudder
surface. The research shows that MSFC architecture was suitable for the collabo-
rative design process of complex system that can be used as the modeling idea of
MBSE engineering application.

Keywords MBSE · MSFC · System modeling · Collaborative development ·
Requirements closed-loop verification
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