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Abstract. Nowadays there are representative volumes of demographic
data which are the sources for extraction of demographic sequences that
can be further analysed and interpreted by domain experts. Since tra-
ditional statistical methods cannot face the emerging needs of demogra-
phy, we used modern methods of pattern mining and machine learning
to achieve better results. In particular, our collaborators, the demogra-
phers, are interested in two main problems: prediction of the next event
in a personal life trajectory and finding interesting patterns in terms of
demographic events for the gender feature. The main goal of this paper
is to compare different methods by accuracy for these tasks. We have
considered interpretable methods such as decision trees and semi- and
non-interpretable methods, such as the SVM method with custom ker-
nels and neural networks. The best accuracy results are obtained with
a two-channel convolutional neural network. All the acquired results
and the found patterns are passed to the demographers for further
investigation.

Keywords: Sequence mining · Demographics · Decision trees · SVM ·
Neural networks · Classification

1 Introduction

Nowadays researchers from different countries have access to a large amount of
demographic data, which usually consists of important events, their sequences,
and also different features of people, for example, gender, generation, and loca-
tion, among others. Demographers investigate the relationship between events
and identify frequently occurring sequences of events in the life trajectories
of people [19]. This helps researchers to understand how the demographic
behaviour of different generations in different countries has changed and also
allows researchers to track changes in how people prioritise family and work,
and compare the stages of growing up of men and women [1,2,10].

There are different works in this sphere. For example, in [3] authors used
decision trees to find patterns that discern the demographic behaviour of people
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in Italy and Austria, their pathways to adulthood. In [4], the authors discover
association rules to detect frequent patterns that show significant variance over
different birth cohorts.

Commonly, demographers rely on statistics, but it has some limitations and
does not allow for sophisticated sequence analysis. The study of demographic
sequences using data mining methods allows for extracting more information, as
well as identifying and interpreting interesting dependencies in the data.

Demographers are interested in two main tasks. The first one is the prediction
of the next event in personal life trajectories, based on the previous events in their
life and different features (for example, gender, generation, location etc.) [20].
The second task is to find the dependence of events on the gender feature, that
is, whether the behaviour of men differs from that of women in terms of events
and other features [11]. Let us call this task gender prediction. So, the former
problem resembles such fundamental problems in machine learning like the next
symbol prediction in an input sequence [23], while the latter can be easily recast
as a supervised pattern mining problem [27].

The main goal of this paper is to compare different methods, both inter-
pretable and not-interpretable by accuracy. Interpretable methods are good for
further interpreting and working with results. Not-interpretable methods allow
us to find how accurate the prediction is and to find the best method for these
types of data. Among our interpretable methods are decision trees with different
event encoding schemes (binary, pairwise, time encoding, and different combi-
nations of these encodings). Among our non-interpretable methods are special
kernel variants in the SVM method (ACS, LCS, CP without discontinuities)
and neural networks (SimpleRNN, LSTM [13], GRU [7], Convolutional). For all
of the methods, we used our scripts and modern machine learning libraries in
Python.

As a result of the work, we obtained patterns that are of interest to demogra-
phers for further study and interpretation. The best method by accuracy was also
found, which is also important for event prediction. Among all of the considered
methods, the best method in terms of accuracy is a two-channel Convolutional
Neural Network (CNN). The previous results, mainly devoted to pattern min-
ing and rule-based techniques, can be found in our works [11,12,14,16]. Since
the considered dataset is unique and was extensively studied only by demog-
raphers in a rather descriptive manner, we compare our results on the level of
machine techniques’ performance and provide the demographers with interesting
behavioral patterns and further suggestions on the methods’ applicability.

The paper is organised as follows. In Sect. 2, we describe our demographic
data. Section 3 contains results obtained with decision trees for the prediction
of the next event in a personal life trajectory (or an individual life course) and
events that distinguish men and women. Section 4 presents the results using
special kernel variants in the SVM method, and Sect. 5 is devoted to the Neural
Networks Results (SimpleRNN, LSTM, GRU, CNN). In Sect. 6, a comparison of
different classification methods is made, and Sect. 7 concludes the paper.
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2 Data Description

The data for the work was obtained from the Research and Educational Group
for Fertility, Family Formation, and Dissolution. We used the three-wave panel
of the Russian part of the Generations and Gender Survey (GGS), which took
place in 2004, 2007, and 2011. After cleaning and balancing the data, it contained
the results of 6,626 respondents (3,314 men and 3,312 women). In the database,
the dates of birth and the dates of first significant events in respondents’ live
courses are indicated, such as completion of education, first work, separation
from parents, partnership, marriage, the breakup of the first partnership, divorce
after the first marriage and birth of a child. We also indicated different personal
sociodemographic characteristics for each respondent, such as type of education
(general, higher, professional), location (city, town, village), religion (religious
person or not), frequency of church attendance (once a week, several times per
week, minimum once a month, several times in a year, or never), generation
(1930–1969 or 1970–1986), and gender (male or female).

A small excerpt of sequences of demographic events based on the life tra-
jectories of five people is shown in Table 1. Events are arranged in the order of
their occurrence. It can be seen that for the first respondent, the events work and
separation from parents happened at the same time. These events are indicated
in curly braces. Note that sequence 3 contains no events so far due to possibly
young age (likewise, generation) of the respondent.

Table 1. An excerpt of life trajectories from a demographic sequence database.

Sequence ID Demographic sequence

1 〈{work, separation}, partner,marriage, child〉
2 〈work, separation〉
3 〈〉
4 〈work, partner〉
5 〈separation, work,marriage, child〉

3 Decision Trees

3.1 Typical Patterns that Distinguish Men and Women

Let us find different patterns for men and women (gender prediction task) based
on previous events in their lives and other sociodemographic features.

We tested decision trees with different event encodings [3]:

1. Binary encoding (or BE), where value “1” means that event has happened in
a personal life trajectory and “0” if the event has not happened yet.

2. Time encoding (or TE) with the age in months of when the event happened.
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3. Pairwise encoding (or PE), which consists of event pairs coding to mark the
type of mutual dependency. If the first event occurred before the second or
the second event did not happen yet, then the pair of events is encoded with
the symbol”<”, if vice versa, then “>”, if the events are simultaneous, then
“=” and if none of the events has happened yet, then “n”.

In addition to these encodings, we also used their different combinations.
Table 2 presents the results of accuracy for decision trees with different event

encodings for the gender prediction task. It can be seen that time-based encoding
is better than binary and pairwise. Also adding binary or pairwise encodings
to time-based encoding slightly lower the accuracy than just using time-based
encoding alone. The best accuracy result is obtained for all of the three encodings
together with accuracy 0.692.

Table 2. Classification accuracy of different encoding schemes for gender prediction.

Encoding scheme Classification accuracy

Binary 0.582

Time-based 0.676

Pairwise 0.590

Binary and time-based 0.665

Binary and pairwise 0.592

Time-based and pairwise 0.674

BE, TE, and PE 0.692

Let us consider this decision tree since it gives the best accuracy. Table 3
shows the difference between Russian men and women in demographic and
socioeconomic spheres. The higher “speed” of reproductive events occurrence
in women’s life courses indicates the pressure of the “reproductive clocks” over
women. During the Soviet era, women who got their first births after the age
of 25 were stigmatised and called “older parturient”. Men took more time to
obtain all the events because they had such obligatory events as military service
which made them delaying some other significant events of life.

Table 3. Patterns from the decision tree for men and women for all generations.

Gender Rules for event sequences Confidence

Men First work after 21, marriage after 29.5 70.2%

Child after 22.9, marriage in 23.9–29.5 69.3%

Marriage in 23.3–23.9, child after 24.7 67%

Women Marriage before 20.6 years 77.1%

First work in 17.7–21, marriage after 29.5 62.8%

Child before 22.9, marriage in 23.8–29.5 61.2%
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Also, we obtained interesting patterns for men and women based only on dif-
ferent features. The main feature which shows the highest difference in patterns
is religion. With the probability of 65.9 % if the person is not religious, it is
more likely men. Among women the highest number of religious ones is in 1945–
1949 with higher education, the probability is 67.6%. Among men the highest
number of religious ones is in 1975–1979 with general education, the probability
is 65.2%. Also in 1930–1954—the period which embraces Industrialization and
the Second World War when the Soviet government declared atheism policy—
there are more religious women, however, in 1980–1984—the period preceding
ideologic liberalization in 1988—more religious people are among men.

3.2 Prediction of the Next Event in Personal Life Trajectories

Now let us look at the features and events to predict the next event in an
individual life course. As in Sect. 3.1, we consider three types of encoding: binary,
time-based, and pairwise, as well as all kinds of their combinations.

Table 4 presents results of accuracy for decision trees with different event
encodings for the next event prediction task. It can be seen that the best clas-
sification accuracy of 0.878 is obtained with the binary encoding scheme. Also
adding a pairwise encoding to time-based encoding as well as adding binary
encoding to pairwise encoding slightly improves their own accuracy result. The
time-based encoding scheme is the lowest by accuracy.

Table 4. Classification accuracy of different encoding schemes for the next life-course
event prediction.

Encoding scheme Classification accuracy

Binary 0.878

Time-based 0.359

Pairwise 0.701

Binary and time-based 0.746

Binary and pairwise 0.844

Time-based and pairwise 0.496

BE, TE, and PE 0.750

Let us consider decision tree with binary encoding, since it gives the best
accuracy. In Table 5, several patterns, i.e. classification rules, from this decision
tree for all generations, both men and women are presented. Note that events in
the rules’ premises are not indicated in their real order.

From the table, we can see that people tend to find first work after comple-
tion of education (event work after education with probability 98.2% vs. event
education before work with probability 90.3%).
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Table 5. Patterns from the decision tree for the next event’s prediction task.

Premise: path in the tree Conclusion: leaf Confidence

Education, separation from parents, child
birth

Work 98.9%

Work Education 98.2%

Education, separation from parents, marriage Child birth 95.7%

Education, child birth Separation from parents 93.9%

Education Work 90.3%

Child birth, education, marriage, partner,
separation from parents, work

Breakup 78.1%

Work, education Separation from parents 76.7%

Work, separation from parents, education,
marriage, child birth

Divorce 72.9%

Also based on the features only, we obtained that the main feature which
shows the highest difference for the last event in a person’s life course is education
type (general, higher, professional).

4 Using Customized Kernels in SVM

4.1 Classification by Sequences, Features, and the Weighted Sum of
Their Probabilities

Using special kernel functions in the SVM method for sequence classification is
discussed in [15]. In paper [16] the authors used the following sequence similarity
measures: CP (common prefixes), ACS (all common subsequences), and LCS
(longest common subsequence). Since demographers are interested in sequences
of events without discontinuities (gaps) we derived new formulas, which are the
modifications of the original ones [9]. Sequences of events without gaps preserve
the right order in which events happened in a person’s life.

Let s and t be given sequences and LCSP be the longest common sequence
prefix, then similarity measure common prefixes without discontinuities can be
calculated as:

simCP (s, t) =
|LCSP (s, t)|
max (|s|, |t|) (1)

Let LCS be the longest common sequence, then similarity measure based on
the longest common subsequence without discontinuities is calculated as:

simLCS(s, t) =
|LCS(s, t)|
max (|s|, |t|) (2)

If k is the length of common subsequence, Φ(s, t, k) is the number of com-
mon subsequences of s and t without discontinuities of length k, then similarity
measure all common subsequences without discontinuities is calculated as:
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simACS(s, t) =
2Σk≤lΦ(s, t, k)

l(l + 1)
, where (3)

l = max(|s|, |t|) .

Let us consider special kernel variants in the SVM method (Support Vector
Machines). We will combine two methods of classification: by sequences using
special kernel functions based on sequence similarity measures without discon-
tinuity CP, ACS, and LCS and by features using the SVM method with default
parameters (the kernel function is RBF). This can be done using the probabili-
ties of referring to a certain class (let us consider the case with two classes, men
and women), calculated by the SVM method.

Having obtained the probability values for each method, we can perform
classification based on the weighted sum of the probabilities of the two methods.
Since the methods give different classification accuracies, the final probability of
assigning an object x = (f, s) to a class is calculated by the formula:

P (class|x) =
As · Ps(class|x) + Af · Pf (class|x)

As + Af
(4)

As is the accuracy by sequences, Af is the accuracy by features, Ps is the condi-
tional probability by sequences, and Pf is the conditional probability by features.

That formula takes into account the accuracy of the method for the final prob-
ability calculation. The probability calculated by each method will be included
in the final result with a coefficient equal to the method accuracy. Note that
probabilistic calibration of classifiers and sampling techniques for imbalanced
classes are often used in machine learning applications in various domains, for
example, in medicine [24].

The results for pattern prediction that distinguish men and women and for
the next event prediction are presented in Table 6. We can see that the highest
accuracy for the gender prediction is 0.678, which is obtained with kernel function
CP using the weighted sum of probabilities. The weighted sum of probabilities

Table 6. Classification by sequences, features, and weighted sum of their probabilities
(for gender and next event prediction).

Gender prediction CP ACS LCS

Accuracy of sequence classification (SVM, custom kernel
functions: CP, ACS, LCS)

0.648 0.659 0.490

Accuracy of classification by features (SVM default – RBF) 0.615 0.615 0.615

Accuracy of classification by weighted sum of probabilities 0.678 0.670 0.612

Next event prediction CP ACS LCS

Accuracy of sequence classification (SVM, custom kernel
functions: CP, ACS, LCS)

0.839 0.911 0.807

Accuracy of classification by features (SVM default – RBF) 0.367 0.367 0.367
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for the case of next event prediction gives lower results due to the small accuracy
of classification by features. The best result for this case is obtained with kernel
function ACS with the accuracy 0.911.

4.2 Classification by Features and Categorical Encoding of
Sequences

Another possible method of classification by sequences is by transforming each
sequence to the feature. After that, existing methods of classification by features
could be used.

There are 6,626 sequences in our dataset, where 1,228 sequences are unique.
We consider the sequence as a feature taking 1,228 different values. Each unique
sequence was encoded as an integer. Then scikit-learn SVM module with default
parameters was used for classification.

We obtained the accuracy of 0.716 for the patterns that distinguish men and
women and the accuracy of 0.775 for the next event prediction.

5 Neural Network Models

We performed classification using neural networks software Keras1 with Tensor-
flow as backend. The simulation was performed on the GPU. Recurrent Neural
Network (RNN) allows us to reveal regularities in sequences. Three types of
recurrent layers were compared in Keras: SimpleRNN, GRU, and LSTM. All
types of recurrent layers showed good performance with a little less accuracy for
SimpleRNN.

Table 7. Neural networks performance for gender and next event prediction.

Network Gender prediction Next event prediction

Accuracy Variance Time, s Accuracy Variance Time, s

GRU RNN 0.760 0.000090 14.11 0.930 0.000055 11.01

LSTM RNN 0.759 0.000123 14.54 0.930 0.000042 11.57

SimpleRNN 0.755 0.000135 19.81 0.927 0.000049 13.50

Convolutional 0.762 0.000193 11.31 0.931 0.000041 8.17

For the network with recurrent layer, accuracy 0.760 was obtained for the
patterns that distinguish men and women, and 0.930 for the next event predic-
tion.

Also, a two-channel model with a convolutional layer was implemented2. A
1D convolutional layer was used for sequences and dense layers for features. We
1 https://keras.io.
2 https://github.com/anya-m/2CNNSeqDem/.

https://keras.io
https://github.com/anya-m/2CNNSeqDem/
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Fig. 1. The two-channel network structure for the next event prediction problem.

obtained the accuracy 0.762 for the patterns that distinguish men and women
and the accuracy 0.931 for the next event prediction. We can see that all imple-
mented layers give high accuracy. For the next event prediction, the accuracy is
much higher than for the gender prediction in all cases.

Note that we employ 80-to-20 random cross-validation splits with 10 repeti-
tions and report the averaged results.

The structure of the two-channel network layer for the next event prediction
is shown in Fig. 1.

6 Comparison of Methods

The accuracies of all the methods for both tasks, gender prediction, and the next
event prediction, are presented in Tables 7 and 8.

Table 8. Comparison of the methods.

Method Gender prediction Next event prediction

Decision trees 0.692 0.878

(BE, TE and PE) (BE)

SVM with custom kernel function 0.678 0.911

(CP) (ACS)

SVM with sequences transformed
into features

0.716 0.775

Recurrent neural network 0.760 0.930

Convolutional neural network 0.762 0.931

From the table, it can be seen that the highest classification accuracy for
both cases is obtained with convolutional neural networks, which means that it
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is an optimal method (among the considered) for these tasks. Also, the accuracy
for the prediction of the next event in personal life trajectories is higher in all of
the methods than the accuracy for gender prediction.

7 Conclusion

This work contains results of different machine learning methods for the two
demographers’ tasks in sequence mining, such as prediction of the next event in
an individual life course and finding patterns that distinguish men and women.
The interpretable machine learning models [21] such as decision trees are suitable
for further interpretation by demographers. The best encodings of events for the
cases of gender prediction and the next event prediction are different, so there
is no universal best choice.

The SVM method with custom kernels and with sequences transformed into
features has approximately the same accuracy for the gender prediction problem,
however, for the next event prediction, the resulting accuracy is much higher
for the custom kernel function ACS. Although, the prefix-based kernel (CP)
in combination with feature-based prediction after their weighting by accuracies
gave the best accuracy as well, which shows that starting events in the individual
life-course may contain important predictive information. The best accuracy
results are obtained with the two-channel convolutional neural network for both
cases, especially, with the highest accuracy of 0.931 for the next event prediction.
Recurrent neural networks also result in high accuracy, but slightly lower than
that of CNN.

Among the future research directions we may outline the following ones:

1. What are the main demographic differences between modern and Soviet gen-
erations of the Russian population that machine learning and pattern mining
algorithms can capture? Answering this question is very important for demo-
graphic theory because it either confirms or disproves a predictive potential
of the current ideas about the stadiality of demographic modernisation.

2. Which of the proposed methods so far suits the best the demographer’s
needs? For example, prefix-based emerging sequential patterns without gaps3

in terms of pattern structures [5] are good candidates for studies of the tran-
sition to adulthood [11]. Other methods and combinations of existing ones
appear, which could be of interest for both data scientists and demogra-
phers [17,19].

3. Comparative studies of modern Russian and European generations are useful
to prove or deny a hypothesis that Russia still follows a different demographic
trajectory than European countries due to its Soviet past, for example, in
contrast to Western vs. Eastern Germany [25]. One of the plausible hypotheses
is that there exists a lag in about 20–25 years between Russia and European
countries [18], in terms of demographic behavior patterns.

3 For emerging patterns in classification setting cf. [8].
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4. If like in our studies, neural networks result in high accuracy in different
demographic classification problems, they need direct incorporation of inter-
pretable techniques on the level of single events or their itemsets like Shapley
value based approaches [6], which are mainly used for separate features on
the level of single examples.

5. Further studies of similarity measures [9,22] is needed as well as that of the
interplay between the complexity of sequences (cf. turbulence measure in [10])
and their interpetability [11].

Another promising direction, which is often implicitly present in real data
science projects but remains unattended in sequence mining research, is outlier
detection [26]. For example, in our previous pattern mining studies, we found
the following emerging sequence peculiar for men,

〈{work}, {education}, {marriage, partner}, {divorce, break-up}〉,
but the events divorce and break-up would rarely happen within one month (the
used time granule) and they require different preceding events, namely marriage
and partnership, which also cannot happen simultaneously. Thus, together with
the involved demographers, we realised that there is a misconception of the
survey’s participants how they treat the terms marriage and partnership (they
are not equal); further, we have eliminated the issue by employing an extra loop
in the data processing via checking concrete dates and marital statuses.
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