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Since the publication of the first draft of the human genome sequence twenty years 
ago, the genomics field has experienced rapid development coupled with techno-
logical breakthroughs mostly based on novel DNA sequencing platforms and 
advances in bioinformatics. This book has been organized to present the human 
genome components under an updated functional view by specialists in the field 
while highlighting certain clinical correlations to genomic variation and the major 
historical milestones that contributed to the basis and progress of genomic medicine.

It has been an honor to have Prof. Sérgio D. Pena as a distinguished guest author 
giving an overview of the human genome in the first chapter, based on his vast expe-
rience as medical geneticist and professor of molecular biology. The reader may 
refer to this chapter for the ensemble of genomic elements, which are individually 
covered in consecutive sections of the book. I am grateful to the colleagues who 
contributed with chapters and are accomplished researchers in various fields of 
human genetics.

Chapters 2 and 3 provide a thorough view of the structure of human chromo-
somes, the molecular basis of inheritance, and the methods currently employed to 
assess chromosomal structural and numerical alterations and sequence variation in 
the human genome DNA. Chapters 4 and 5 present the diversity of protein-coding 
and noncoding genes, their functional relevance and the elements regulating their 
expression. The distinct classes of human genomic DNA repeats are discussed in 
Chaps. 6–8, whereas segmental DNA copy number variations are introduced in 
Chap. 9. The unique characteristics of the human mitochondrial DNA are presented 
in Chap. 10, while Chap. 11 addresses genome-wide variations in human popula-
tions, as well as the major evolutionary factors that justify their frequencies. 
Importantly, information of clinical significance based on scientific evidence related 
to a discussed genomic concept illustrates the respective chapter.

I would like to acknowledge those that made possible the organization and pub-
lication of this book. I thank the Springer Nature publisher through the executive 
editor, Grant Weston, the book project coordinator Anand Shanmugan, and the pro-
duction team. I also recognize the support and incentive by Prof. Dhavendra Kumar 
(Queen Mary University of London) on the first steps of this project. Working as 
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researcher in a higher education environment is a two-way road that allows the 
research work feed the teaching activities and backwards. Thus, I particularly thank 
the University of São Paulo for the academic setting and São Paulo Research 
Foundation (FAPESP) for funding research activities in my laboratory (currently 
through processes 2013/08028-1 and 2019/10868-4). The thoughtful classroom 
questioning by undergraduate and graduate students is a motivation for our continu-
ous learning. I am indebted to the many students of the molecular biology courses I 
have taught and my colleagues with whom I have the pleasure to work with.

The latest developments in human genome analysis have extended the reach of 
genetics and genomics to different professionals in health care. Genomics hence 
permeates every specialty in medicine. It is our expectation that the Human Genome 
Structure, Function, and Clinical Considerations book, by providing direct access 
to the genomics terminology and state-of-the-art human genome information, serves 
as a resourceful material for clarification, reviewing, and consulting to established 
health care professionals as well as students initiating in the biomedical field.

Sincerely

São Paulo, Brazil Luciana Amaral Haddad
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Chapter 1
An Overview of the Human Genome

Sérgio D. J. Pena

1.1  General Introduction

The term “Genetics” was coined in 1906, by William Bateson, the great defender of 
Mendel’s ideas in England and the first to propose autosomal recessive inheritance 
for a human disease, alkaptonuria. Paradoxically, the name “gene” was only used 3 
years later by Wilhelm Johannsen, a Danish botanist, to indicate an abstract unit of 
inheritance. Johannsen had no idea what a gene could be. It was just a theoretical 
concept that allowed him to understand the phenomena of heredity of discontinuous 
characters and could even explain the appearance of some human diseases. This 
situation lasted for many years. With the emergence of the chromosomal theory of 
heredity, the gene came to be considered a dimensionless point within a carrier 
chromosome. According to this view, the genes were lined up like beads from a 
rosary. The interesting thing is that even though scientists had not yet found a chem-
ical identity for genes, genetics flourished and became a respected branch of sci-
ence, with thousands of articles and hundreds of books published.

It was only in 1953 that, with the triumphant announcement of James Watson and 
Francis Crick, that the gene gained a bodily structure in the double helix of 
DNA. Then, a new experimental science was born, molecular biology, which would 
largely replace the predominantly statistical techniques of classical genetics.

Since 1953 we came to understand genes as DNA segments responsible for 
encoding a genetic trait, a polypeptide, in general by means of a functional RNA. The 
genes are found aligned in segments within the chromosomes, which, in turn, are a 
framework made up of long DNA molecules in association with proteins.
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The next step was to map which genes were responsible for different character-
istics and in what order they were on the different chromosomes within the cell 
nucleus. In other words, we wanted to establish a map of all the DNA in all chromo-
somes—this set has been named “genome”. This mapping was done by the Human 
Genome Project, which started in 1989 and ended solemnly on April 25, 2003, com-
memorating the 50th anniversary of the discovery of Watson and Crick. In that date, 
we officially entered the Genomic Era.

The term genome, however, was not born in 1989. It had been proposed in 1920 
by the plant geneticist Hans Winkler to describe “the haploid chromosome set”, 
which, together with the pertinent protoplasm, specifies the material foundations of 
the species” (reviewed in [1]). The term really only took off recently, with our 
understanding of the architecture of genomes, of the evolution of genomes and of 
the genetic expression of the genome. Even so, as pointed out by Goldman and 
Landweber [1], today the standard definition of the genome remains very similar to 
its 1920 meaning. At the Genetics Home Reference website of the National Institutes 
of Health (NIH) the genome is defined as: “A genome is an organism’s complete set 
of DNA, including all of its genes. Each genome contains all of the information 
needed to build and maintain that organism. In humans, a copy of the entire 
genome—more than 3 billion DNA base pairs—is contained in all cells that have a 
nucleus” [2].

Under this definition, a genome may seem static and permanent. Much on the 
contrary, genomes, especially those of somatic cells, are always changing, in con-
stant turnover. In fact, such changes underlie the generation of antibody diversity 
and the so-called “genomic disorders” of somatic human tissues: cancer, autoim-
mune diseases and, perhaps, aging itself. A relevant example of the physical imper-
manence of the human genome occurs in the retroviral infection cycle. Upon 
infection, retroviruses convert their single-stranded RNA genomes into double- 
stranded DNA. These intermediate DNA copies of the genome are integrated into 
the host cell and, thus, no longer constitute a separate physical entity from the host’s 
genome. As an integrated DNA sequence, transcription into mRNA can both express 
retroviral genes and also reconstitute the original single-stranded (ss) RNA genome 
[1]. We will see more about retroviruses, endogenous and exogenous, in later sec-
tions of this text.

The science of studying genomes is called “genomics”. How do human genetics 
and human genomics differ? Human genetics involves the study of limited groups 
of genes in a specific individual or in defined populations. It is possible to study 
genetics without knowing the biochemical characteristics of the genes, as was done 
from 1900 to 1953, a period in which a gene was simply identified through the 
manifestation of a disease or some characteristic that can be observed segregating in 
a pedigree. On the other hand, human genomics is the study of the totality of the 
DNA of all the chromosomes in Homo sapiens. Using high-performance computing 
and mathematical techniques (bioinformatics), researchers in genomics analyze 
massive amounts of sequence data of DNA to find variations that affect health and 
are associated with diseases.

S. D. J. Pena
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This chapter was initially designed to present a brief introduction to the human 
genome and human genomics—a “CliffsNote view”. One could write a lot about the 
human genome and, indeed, the subject has been covered in whole books. The text-
book “Genomes 4”, for instance, has 544 pages [3] and the textbook “Genetics and 
Genomics in Medicine” has 524 pages [4]. The reader is directed to them for more 
complete information.

To avoid a lengthy chapter that would certainly meet the disapproval, if not the 
scissors, of the editor of this book, I have chosen only three main topics in which to 
concentrate my writing: (A) a bird’s-eye view of selected aspects of the structure 
and evolution of the human genome; (B) the consequence of the abundance of ret-
roposons, retrotransposons and endogenous retroviruses in the human genome, and 
(C) genomic sequencing as a tool for the accurate prediction of disease risk in 
Precision Medicine. The latter is a subject of great current interest, since the utiliza-
tion of genomic sequencing for the accurate prediction of disease risk is a necessity 
for the development of Precision Medicine.

Within each of these topics I have not written a coherent textbook-like presenta-
tion. If the reader is interested in facts and hard data, the Wikipedia article on Human 
Genome should be consulted. Rather than trying to be comprehensive, I chose 
instead to discuss matters of my interest, occasionally employing a lighter vein.

1.2  A Bird’s-Eye View of Selected Aspects of the Structure 
and Evolution of the Human Genome

1.2.1  Introduction

The human genome, with 3.2 billion base pairs is, by definition, haploid (n), consti-
tuting the genetic material present in a single human gamete. It is composed of 22 
autosomal chromosomes, numbered 1–22 (autosomes), and a sex chromosome, 
called X or Y. The haploid chromosomal set of an ovum and a spermatozoon will 
join to form the zygote (precursor of somatic cells), which is diploid and has 46 
chromosomes, to wit, 44 autosomes and two sex chromosomes (XX in females, XY 
in males). Every gene in autosomes is present in two copies in the zygote. Thus, the 
zygote and descendant somatic cells contain not one, but two genomes (one mater-
nal and one paternal). After the first mitotic division of the zygote these two genomes 
get mixed together in the cell nucleus.

The human genome is made up of a panoply of different DNA components, as 
shown in Fig. 1.1, which was produced by the NHS National Genetics and Genomics 
Education Centre in 2014 [5]. It is always surprising to observe that only circa 2% 
of the human genome is composed of protein-coding genes.

The total number of structural genes (protein-coding) distributed on the 23 chro-
mosomes of the human genome is estimated to be 20,412, slightly less than the 
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20,470 genes of the nematode Caenorhabditis elegans! For humans, accustomed to 
feel that they are at the top of the biological scale, this finding is unflattering. 
However, a mechanism called “alternative editing” makes it possible to multiply 
these genes into hundreds of thousands of different transcripts, some of them 
tissue-specific.

1.2.2  The Basic Morphological Division of the Human 
Genome: Chromosomes

The number of genes on each human chromosome varies widely, ranging from 2058 
genes on chromosome 1 to only 71 genes on Y chromosome. The three autosomes 
with the fewest genes are chromosome 13 (327 genes), chromosome 18 (270 genes) 
and chromosome 21 (234 genes). It is thus no accident that the only autosomal 
human trisomies compatible with the survival of the fetus till birth are trisomies 13, 
18 and 21! The density of genes on chromosomes also varies widely. For instance, 
chromosome 19 is smaller than chromosome 13, but contains almost four times 
more genes than the latter (chromosome 19 is the second in decreasing order of 
gene content, just behind the chromosome 1).

There is apparently no specific reason why humans have 46 chromosomes in 
somatic cells. Our closest primate, the chimpanzee (Pan troglodytes) has 48 chro-
mosomes. In the evolution of primates, two acrocentric chromosomes from the 
chimpanzee underwent centric fusion to form human chromosome 2, hence the 
reduction of chromosome number to 46. In contrast, the mouse (Mus musculus) has 

Protein-coding
genes 2%

Introns
26%

Misc. unique
sequences

12%

Misc.
Heterochromatin

8%
Segmental

duplications 5%Simple sequence
repeats 3%

DNA transposons
3%

LTR
retrotransposons

8%

SINEs
13%

LINEs
20%

Fig. 1.1 Composition of the human genome. Redrawn from a graph that was produced in 2014 by 
the NHS National Genetics and Genomics Education Centre [5]
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56 chromosomes. The Lysandra atlantica butterfly has 446 chromosomes in diploid 
cells, while Lysandra golga has 268 and Lysandra nivescens has 82! In fact, there 
seems to be no correlation between the number of chromosomes or the size of the 
total genome or the biological complexity of the species. Both seem to vary at ran-
dom. Thus, everything suggests that the chromosomes may be only physical frame-
works that allow the realization of mitosis and meiosis in sexual species [6].

In chromosomes, DNA contains genes that are expressed according to the needs 
of the cell, but it also contains specialized sequences that are necessary for intrinsic 
functions of the chromosome itself. On one hand, chromosomes need to be properly 
aligned during cell division. This requires a centromere, a region where a pair of 
protein complexes, called kinetochores, binds just before the start of cell division. 
Microtubules are responsible initially for positioning the chromosomes correctly in 
the metaphase and then for pulling the individualized chromosomes to opposite 
poles of the mitotic spindle. The DNA sequences in the centromeres are very differ-
ent in different organisms. In mammalian chromosomes, centromeric DNA is a het-
erochromatic region, with no informational content, dominated by repetitive DNA 
sequences that often extend monotonously by mega DNA bases.

At the ends of chromosomes, there are specialized structures called telomeres, 
which are necessary for maintaining chromosomal integrity. If a telomere is lost 
after a break in a chromosome, the resulting chromosomal end is unstable and tends 
to merge with the broken ends of the other chromosomes, or even be degraded. In 
vertebrate telomeres the DNA consists of multiple copies in tandem of the oligo-
nucleotide TTAGGG, sequence at which certain telomeric proteins bind. The repeti-
tive units of the telomeres decrease in number with every division of the DNA. As 
the enzyme needed to regenerate telomeres (telomerase) is not available in normal 
somatic cells, telomeres are a kind of biological clock that records our age.

The chromosomes seem to behave functionally as “packages” of genes. In gen-
eral, the functioning of individual genes is not affected by their chromosomal posi-
tion. For instance, there are individuals with balanced chromosomal translocations, 
in which chromosomes have exchanged segments without loss or net gain of genetic 
material—such individuals do not present any clinical manifestation of transloca-
tion, except perhaps for reproductive difficulties, as some translocations may inter-
fere with the production of gametes in meiosis, especially in the male.

1.2.3  Coding DNA and Non-coding DNA

As we have already seen, genes are the segments of DNA that carry genetic infor-
mation to produce proteins or functional RNA molecules. The vast majority of 
genes are in the chromosomes of the nucleus; a few are also found in mitochondrial 
DNA. Remarkable similarities of known human and chimpanzee protein sequences 
initially led to the suggestion that significant differences might be primarily in gene 
and protein expression, rather than protein structure. Further analysis of alignable 
non-coding sequences affirmed this ~1% difference. However, the subsequent 
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identification of non-alignable sequences that were due to segmental deletions and 
duplications has shown that the overall difference between the two genomes is actu-
ally ~4% [7].

Less than 2% of the human genome corresponds to protein-coding genes 
(Fig. 1.1). The functional role of the remaining 98%, apart from repetitive sequences 
(constitutive heterochromatin) that appear to have a structural role in the chromo-
some, is a matter of controversy. Evolutionary evidence suggests that this noncod-
ing DNA has no function—hence the common name of “junk DNA”. The most 
convincing such evidence is the so-called Paradox of Value C (C-value is the amount 
in picograms of the DNA contained within a haploid nucleus, thus being basically 
synonymous to genome size). The paradox is that across evolutionary lines of 
eukaryotes, the genome size shows no correlation with the number of genes and the 
biological complexity of the species [6]. The part of the genome that is responsible 
for the paradox is exactly the non-coding part, which varies 300,000-fold among 
different species, even sometimes closely relates ones. There is an amoeba, which 
has a genome 214 times greater than the human genome! As a percentage of the 
genome size the non-coding portion varies from less than 30% to 99.998% of the 
total genome! [6].

Graur et al. [8] mention the “Onion test” that apparently was originally stated by 
the Canadian evolutionary biologist T. Ryan Gregory: The onion test is a simple 
reality check for anyone who thinks they can assign a function to every nucleotide 
in the human genome. Whatever your proposed functions are, ask yourself this 
question: Why does an onion need a genome that is about five times larger 
than ours?”

Since no obvious function could be assigned to the non-coding genome and it is 
largely irrelevant to fitness, it was called “junk DNA”. Here we have to delve a bit 
into semantics: “junk” is not “garbage”! According to the Merriam-Webster diction-
ary (Merriam- Webster.com) “junk” is “old iron, glass, paper, or other waste that 
may be used again in some form”, while “garbage” is “food waste; discarded or 
useless material”. In other words, junk is something that you keep and garbage is 
something that you discard.

The “junk DNA” hypothesis seemed to become the canonical view in genome 
biology. However, in 2012 there was the publication of the ENCODE Project, com-
municating very different findings [9]. I quote from their summary: “The 
Encyclopedia of DNA Elements (ENCODE) project has systematically mapped 
regions of transcription, transcription factor association, chromatin structure and 
histone modification. These data enabled us to assign biochemical functions for 
80% of the genome, in particular outside of the well-studied protein-coding regions. 
Many discovered candidate regulatory elements are physically associated with one 
another and with expressed genes, providing new insights into the mechanisms of 
gene regulation. The newly identified elements also show a statistical correspon-
dence to sequence variants linked to human disease, and can thereby guide interpre-
tation of this variation. Overall, the project provides new insights into the 
organization and regulation of our genes and genome, and is an expansive resource 
of functional annotations for biomedical research.” What they called “biochemical 
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functions” included primarily the annotation of 8801 automatically derived small 
RNAs and 9640 manually curated long non-coding RNA (lncRNA) loci. The 
ENCODE project also annotated 11,224 pseudogenes, of which 863 were tran-
scribed and associated with active chromatin.

The ENCODE project’s claim that 80% of the human genome has biochemical 
function raised a semantic discussion of the meaning of “functional”. Clearly the 
ENCODE project used a very liberal definition of “functional”: anything that is 
transcribed must be functional. This is clearly not always the case. For instance, 
although some pseudogenes may be transcribed, they are nevertheless non- 
functional. Moreover, we still do not have a clear notion of the potential function of 
these long non-coding RNAs that ENCODE disclosed [10].

Many evolutionary biologists have stuck to their guns in defense of the tradi-
tional genetic and evolutionary view that non-coding DNA is “junk DNA”. I will 
quote from Graur et al. [8]: “The recent slew of ENCyclopedia Of DNA Elements 
(ENCODE) Consortium publications, specifically the article signed by all 
Consortium members, put forward the idea that more than 80% of the human 
genome is functional. This claim flies in the face of current estimates according to 
which the fraction of the genome that is evolutionarily conserved through purifying 
selection is less than 10%. Thus, according to the ENCODE Consortium, a biologi-
cal function can be maintained indefinitely without selection, which implies that at 
least 80–10 = 70% of the genome is perfectly invulnerable to deleterious mutations, 
either because no mutation can ever occur in these “functional” regions or because 
no mutation in these regions can ever be deleterious. This absurd conclusion was 
reached through various means, chiefly by employing the seldom used “causal role” 
definition of biological function and then applying it inconsistently to different bio-
chemical properties, by committing a logical fallacy known as “affirming the con-
sequent,” by failing to appreciate the crucial difference between “junk DNA” and 
“garbage DNA”, by using analytical methods that yield biased errors and inflate 
estimates of functionality, by favoring statistical sensitivity over specificity, and by 
emphasizing statistical significance rather than the magnitude of the effect.”

1.2.4  Natural Selection and Genome Evolution

As pointed out by Koonin [11], Charles Darwin believed that all the characteristics 
of organisms were improved almost to perfection by natural selection. The empiri-
cal basis underlying Darwin’s conclusions consisted of numerous observations 
made by him and others about the exquisite adaptations of animals and plants to 
their natural habitats and the impressive results of artificial selection. Now, more 
than two centuries after the birth of Darwin, we can compare hundreds of genome 
sequences from several species and draw new conclusions about evolutionary 
events. These comparisons suggest that the dominant mode of evolution of the 
genome is different from that of phenotypic evolution. The vertebrate genomes have 
turned out to be true junkyards of selfish genetic elements, where only a small 
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fraction of the genetic material is dedicated to encoding biologically relevant 
information.

In 2009, Koonin published a fascinating review entitled “Darwinian evolution in 
the light of genomics” [11]. In it, he lays out six fundamental principles of 
Darwinism, grouping together the propositions made by Darwin and those of the 
Modern Synthesis). For each of the six topics, Koonin [11] provided the corre-
sponding Darwinian proposition and the then current status of the proposition under 
the light of genomics. We believe that this panorama has remained basically 
unchanged up to now:

 (a) Darwinian statement: the material for evolution is provided, primarily, by 
random, heritable variation.

True. The repertoire of relevant random changes greatly expanded to include 
duplication of genes, genome regions, and entire genomes; loss of genes and, 
generally, genetic material; horizontal gene transfer (HGT) including massive 
gene flux in cases of endosymbiosis; invasion of mobile selfish elements and 
recruitment of sequences from them; and more.

 (b) Darwinian statement: the fixation of (rare) beneficial changes by natural 
selection is the main driving force of evolution that, generally, produces 
increasingly complex adaptive features of organisms; hence progress as a 
general trend in evolution.

False. Natural (positive) selection is an important factor of evolution but is 
only one of several fundamental forces and is not quantitatively dominant; neu-
tral processes combined with purifying selection dominate evolution. Genomic 
complexity, probably evolved as a ‘genomic syndrome’ caused by weak purify-
ing selection in small population and not as an adaptation. There is no consis-
tent trend towards increasing complexity in evolution, and the notion of 
evolutionary progress is unwarranted.

 (c) Darwinian statement: the variations fixed by natural selection are ‘infini-
tesimally small’. Evolution adheres to gradualism.

False. Even single gene duplications and HGT of single genes are by no 
means ‘infinitesimally small’ let alone deletion or acquisition of larger regions, 
genome rearrangements, whole-genome duplication, and most dramatically, 
endosymbiosis. Gradualism is not the principal regime of evolution.

 (d) Darwinian statement: uniformitarianism: evolutionary processes 
remained, largely, the same throughout the evolution of life.

Largely true. However, the earliest stages of evolution (anteceding the last 
eukaryotic common ancestor—LUCA), probably, involved distinct processes 
not involved in subsequent, ‘normal’ evolution. Major transition in evolution 
like the origin of eukaryotes could be brought about by (effectively) unique 
events such as endosymbiosis.

 (e) Darwinian statement: the entire evolution of life can be depicted as a single 
‘big tree’.

False. The discovery of the fundamental contributions of HGT and mobile 
genetic elements to genome evolution invalidate the concept of the single tree 

S. D. J. Pena



9

of life (TOL) in its original sense. However, trees remain essential templates to 
represent evolution of individual genes and many phases of evolution in groups 
of relatively close organisms. The possibility of salvaging the TOL as a central 
trend of evolution remains.

 (f) Darwinian statement: All extant cellular life forms descend from very few, 
and probably, one ancestral form (LUCA).

True. Comparative genomics leaves no doubt of the common ancestry of cel-
lular life. However, it also yields indications that LUCA(S) might have been 
very different from modern cells.

1.2.5  A Borgesian View of the Human Genome

The metaphorical vision of the human genome as a library has become almost trite 
and commonplace. Since the early days of molecular biology, linguistic, grammati-
cal or bibliographical images have been employed extensively. For instance, we say 
that the information in coding DNA (the genes), which is written in an alphabet of 
four letters (the bases), is transcribed into messenger RNA, and eventually trans-
lated into a protein language, which uses an alphabet of 20 letters (the amino acids) 
according with the rules of the genetic code. Interestingly, with the spread of the 
DNA meme, the converse also became true, i.e. libraries can be imagined as 
DNA. Take, for instance, this statement from Susan Orlean: “Books are sort of a 
cultural DNA, the code for who, as a society, we are and what we know” [12].

As we have seen already, before the Human Genome Project, the model that we 
had of the human genome was of a well-organized structure, more or less static, in 
which individual genes had a precise place preordained by their function. Thus, it 
made a lot of sense to think in terms of a library, in which the genes were the texts 
and the chromosomes were the shelves or sections, all having evolved under the 
aegis of natural selection. However, the final picture that emerged from the Human 
Genome Project (HGP) was completely different from this!

Our genome is more like a deposit room or attic than a library: unkempt, with no 
evidence of organization, full of refuse, debris and scrap (non-coding DNA)—noth-
ing is discarded, even if it is useless at the moment. However, at any moment a new 
use may be found for some of the stored junk. Besides, the human genome is very 
dynamic, its pieces being shuffled and changed frequently without any reason or 
rhyme. In fact, the coding genes are scarce (less than 2% of the total!) and are scat-
tered carelessly among enormous amounts of often highly repetitive DNA that lacks 
apparent function or sense, the so-called ‘junk-DNA’.

If we look at the human genome from an evolutionary point of view, comparing 
it with other genomes, the situation gets even more complicated. Total genome size 
does not mean much. The lily, the newt and many, many others have genomes much 
larger than ours. There is even a prosaic amoeba (Amoeba dubia) that has a genome 
with 690 billion base pairs, more than 200 times the size of the human. These size 
differences do not reflect a variation in the number of genes, but in the amount of 
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non-coding DNA (junk-DNA). Likewise, as we have already seen, the chromosome 
number does not have much significance. Finally, the content itself lacks meaning. 
Three non-coding sequences, the retroposon Alu, the retrotranposons L1, and 
endogenous retroviruses (LTR-containing retrotransposons represent 41% of the 
total (Fig.  1.1)! In the kangaroo rat (Dipodomys ordii), more than 50% of the 
genome consists of only three simple repetitive sequences, one of which—AAG—is 
repeated more than one billion times. There is need for a lot of imagination to try to 
visualize design or necessity in this genomic mess. If the human genome is a library 
what kind of library is it?

The Argentinian Jorge Luis Borges (1899–1986) was a marvelous and unique 
writer. His stories, fantastic and enigmatic, are very short, but pack more content 
than whole books and induce us to spend hours in philosophical speculation. Of 
particular interest for us here is the short story entitled “The Library of Babel”, 
published in the book Ficciones in 1944 [13]. This library became an integral part 
of the novel “The Name of the Rose”, written by Umberto Eco (1932–2016), which 
features a labyrinthine library, presided over by a blind monk called Jorge of Burgos. 
“The Library of Babel” reminded me a lot of the human genome. I propose then a 
little game. I have selected some passages of Borges, that bring to mind numerous 
structural similarities with the human genome. Here they are:

• Also, through here passes a spiral stairway, which sinks abysmally and soars 
upwards to remote distances. In the hallway there is a mirror which faithfully 
duplicates all appearances.

• There are also letters on the spine of each book; these letters do not indicate or 
prefigure what the pages will say.

• This much is already known: for every sensible line of straightforward statement, 
there are leagues of senseless cacophonies, verbal jumbles and incoherencies.

• Four hundred and ten pages of inalterable MCV’s cannot correspond to any lan-
guage, no matter how dialectical or rudimentary it may be.

• Every copy is unique, irreplaceable, but (since the Library is total) there are 
always several hundred thousand imperfect facsimiles: works which differ only 
in a letter or a comma.

• The impious maintain that nonsense is normal in the Library and that the reason-
able (and even humble and pure coherence) is an almost miraculous exception.

• The Library is unlimited and cyclical. If an eternal traveler were to cross it in any 
direction, after centuries, he would see that the same volumes were repeated in 
the same disorder (which, thus repeated, would be an order: the order). My soli-
tude is gladdened by this elegant hope.

To finish, I wish to borrow a small passage from another marvelous short story 
by Borges, also from the book Ficciones, called “The Garden of Forking Paths”: “… 
no one realized that the book and the labyrinth were one and the same.”

S. D. J. Pena
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1.3  Consequence of the Abundance of Retroposons, 
Retrotransposons and Endogenous Retrovirus 
in the Human Genome

Transposable elements can be separated into two major classes: DNA transposons 
and retroposition elements [14]. DNA transposons, which constitute approximately 
3% of the human genome (Figs.  1.1 and 1.2), can excise themselves from the 
genome, move as DNA and insert themselves into new genomic sites. Although 
DNA transposons are currently not mobile in the human genome, they were appar-
ently active during early primate evolution [14].

Retroposition elements, i.e. retroposons, retrotransposons and endogenous retro-
viruses, duplicate through RNA intermediates that are reverse transcribed and 
inserted at new genomic locations. Together, they constitute more than 40% of the 
human genome (Figs. 1.1 and 1.2).

The retroposons do not contain the gene for reverse transcriptase and thus are 
dependent on exogenous sources of the enzyme (mostly from Long Interspersed 
Nuclear Elements—LINEs) for retroposition. They share similarity with genes tran-
scribed by RNA polymerase III, the enzyme that transcribes genes into ribosomal 
RNA, tRNA and other small RNA molecules. An especially abundant group of ret-
roposons in humans is the Alu family of SINEs (Short Interspersed Nuclear 
Elements), that basically represents a processed pseudogene of the Signal 
Recognition Particle (7SL) RNA.  The Alu family of retroposons (thus called 
because they contain a site for digestion by the restriction enzyme AluI) makes up 
13% of the human genome. Virtually all other mammalian SINEs differ from the 
human, being derived from tRNA genes.

In contrast, retrotransposons do code for reverse transcriptase and hence are 
capable of autonomous retrotranscription. They also contain a promoter for RNA 
polymerase II, which allows it to insert itself into random positions. In humans, 
LINEs, which altogether make up 20% of the human genome, are the main class of 

Transposable Elements
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Fig. 1.2 Classes of 
transposable elements in 
the human genome
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retrotransposons. Although the vast majority of human LINE-1 sequences are inac-
tive molecular fossils, an estimated 80–100 copies per individual still retain the 
ability to mobilize and expand in numbers within the human genome, by cycles of 
transcription, retrotranscription and retroposition. Some of these active LINEs con-
stitute insertional polymorphisms in the human species [14]. LINEs and SINEs con-
tinue growing in numbers in all mammalian genomes, and thus are “genomic 
parasites”, the ultimate “selfish genes”. For further information see Richardson 
et al. [15].

Finally, we have the class of retrotransposons that contain lateral terminal repeats 
(LTRs), better known as endogenous retroviruses, which are evolutionarily related 
to the exogenous retrovirus group of RNA virus and will be the focus of this section 
(Fig. 1.2). They constitute around 8% of the human genome! This is ironic, consid-
ering that at the very moment that I am writing this chapter humanity is being held 
ransom by the RNA virus SARS-CoV-2 that causes the serious disease COVID-19 
[16]. Thus, if not only for its timeliness, I think that today any discussion of the 
structure and function of the human genome should include a discussion of these 
endogenous retroviruses. In special I want to evaluate the evidence for a conceivable 
anti-viral effect of these mostly defective and dormant endogenous retroviruses, 
which eons ago were exogenous, infected germ cells, endogenized and multiplied to 
become 8% of the human genome.

A note on nomenclature before we dive in: an endogenous retrovirus is generally 
called ERV or EVE (endogenous viral element). Although not one of the thousands 
of retrovirus-related sequences found in the human genome contains a complete set 
of intact retroviral genes or can express infectious virus, these sequences are none-
theless referred to as Human Endogenous Retroviruses (HERVs [17, 18]).

Viruses and/or virus-like selfish elements are associated with all cellular life 
forms and are the most abundant biological entities on Earth, with the number of 
virus particles in many environments exceeding the number of cells by one to two 
orders of magnitude [19]. Unlike cellular organisms with their uniform replication- 
expression scheme, viruses possess either RNA or DNA genomes and exploit all 
conceivable replication-expression strategies. We are here concerned with retrovi-
ruses, which form a family of enveloped RNA viruses entirely limited to vertebrate 
hosts. Exogenous RNA viruses, such as SARS-CoV-2 are transmitted horizontally 
among hosts. The number of described exogenous retroviruses is small, and is dis-
tributed across 7 genera, containing just 53 described species, although metage-
nomic studies suggest that our understanding of the true biodiversity and evolution 
of vertebrate RNA viruses may be fragmentary and biased [20]. On the other hand, 
ERVs, which are inherited vertically in the genomes of their hosts, represent a great 
wealth of retroviral sequence diversity that has accumulated over millions of years 
of vertebrate–retrovirus interactions. ERVs accumulate mutations at the background 
rate of sequence mutation in their host’s genome, gradually degrading until their 
sequences are no longer recognizable [21].

HERVs share with exogenous retroviruses the typical proviral structure, being 
normally composed of two long terminal repeats (LTRs) that flank the internal 
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portion of the viral genes gag, pro-pol and env. The LTRs are formed during the 
reverse transcription and have a regulatory significance for the expression of the 
viral genes’ expression, including promoters, enhancers and polyadenylation sig-
nals. The retroviral genes encode the structural components, i.e. matrix, capsid and 
nucleocapsid (gag) and the envelope surface and transmembrane subunits (env), as 
well as the enzymes involved in the viral life cycle, namely protease (pro), reverse 
transcriptase and integrase [22]. Some HERVs still have open reading frames with 
possibility of protein expression. There have been 3173 HERV sequences identified 
from the human genome, and 39 canonical types of HERVs can be categorized as 
belonging to classes I, II and III on the basis of sequence similarity to different 
genera of exogenous retroviruses, i.e. Gammaretrovirus/Epsilonretrovirus, 
Betaretrovirus and Spumaretrovirus, respectively [23].

Between the 5′ LTR and gag, a primer-binding site (PBS) is located that has 
traditionally been used for a systematic nomenclature of HERV. HERV group names 
are generally identified using a letter that characterizes the human tRNA type that 
binds to the viral PBS sequences during the retrotranscription process of the viral 
genome, e.g., HERV-K for lysine, HERV-W for tryptophan, etc. [24]. Only the 
HERV-K (HML-2) family shows evidence of recent activity within the human 
genome. Although no single HERV locus has been found that can produce infec-
tious virions, the reconstitution of an ancestral HERV-K (HML-2) genome resulted 
in the production of functional infectious viral particles [25].

Because of the constant genome turnover mechanisms, occasionally recombina-
tion between the 5′ and 3′ of an endogenous retrovirus results in complete loss of all 
viral genes and formation of a “solo LTR” at the same location that the endogenous 
retrovirus used to be located. Formation of solo LTRs is common, and solo LTRs in 
genomes often outnumber other ERV sequences by orders of magnitude [17, 18].

For most retroviruses that have been studied in detail, the primary targets of 
infection are cells of somatic tissues. However, since the genomes of almost all 
vertebrates (including humans) carry hundreds of thousands of integrated retroviral 
sequences, retroviral infections of organisms must have occasionally resulted in the 
infection of germline cells. In most cases, these are the remnants of proviruses left 
there by ancient exogenous retroviruses, by now possibly extinct [17]. However, the 
process of endogenization is not only confined to the ancient past. Recent endoge-
nization has been documented in some species, including mice and koalas. The 
potential for endogenization exists anywhere that a retrovirus is spreading within a 
population of host organisms, although the probability of an endogenous provirus 
forming may be strongly influenced by the biology of the particular virus [17].

Hayward [21] asks a very relevant question: which came first, the exogenous 
retroviruses or the retroposition elements? Basically, the only difference between 
them is that the viruses have an env gene that codes for a lipoproteic envelope. LTR 
transposons may have evolved from a viral ancestor by losing the env gene (with 
subsequent gains of env-like genes in some cases). Alternatively, exogenous retro-
viruses might have evolved from an LTR transposon ancestor by gaining an enve-
lope gene.
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Gould and Vrba [26] coined the term exaptation to be used in reference to genetic 
elements that evolved under one set of selective pressure, but have later been coopted 
by natural selection to fulfill a different function. An interesting and well- documented 
case of HERV exaptation are the syncytins, proteins involved in placental implanta-
tion that have evolved from envelope proteins encoded by endogenous retroviruses 
on multiple occasions during mammalian evolution. In the case of the human 
genome, two env loci, namely ERVW-1 (MIM*604659) and ERVFRD-1 
(MIM*610524), encode for the coopted Env proteins syncytin-1 and syncytin-2, 
respectively. While syncytin-1 has a pivotal role in placental syncytiotrophoblast 
development and homeostasis, syncytin-2 is thought to perhaps be involved in the 
maternal immune tolerance to the fetal allograft [22].

Also, there are now several examples of ERV-encoded proteins that have been 
coopted as defenses against infection by exogenous retroviruses. Relevant to this, 
HERVs can be potentially considered as restriction factors able to exert protective 
effects against exogenous retroviruses [22]. Three possible mechanisms have been 
suggested by which HERV could promote resistance to exogenous retrovirus infec-
tions: (1) Occurrence of complementary interactions between HERV mRNAs and 
homologous RNAs originated by exogenous retrovirus, with formation of dsRNA 
molecules that, in turn, can stimulate the Toll-Like Receptor 3 (TLR3) and thus an 
innate immune response [25]. (2) Aggregation of HERV and retroviral proteins, as 
observed in cells co-infected by both HIV-1 and HERV-K, in which gag proteins of 
both viruses colocalized at the plasma membrane and co-assembly into the same 
HIV- 1 virions, thus inhibiting release of new HIV-1 infectious particles [27]. (3) 
Superinfection interference, as that exerted by HERV pseudo-viral particles or 
HERV-derived proteins that block retrovirus entry through cellular-receptor inter-
ference. This was the case of the truncated HERV-F env protein encoded by the 
suppressyn gene, that by binding the cell receptor ASCT2 might prevent the entry 
of several type D-retroviruses [24].

However, in spite of the above in vitro observations, there is not yet direct evi-
dence that the env genes found in the human genome confer resistance to retrovi-
ruses in vivo [17]. On the other hand, it is noteworthy that none of the three clades 
of HERVs (gammaretroviruses, beta-like and spuma-like retroviruses) have exoge-
nous counterparts that are autonomously infectious for humans (spuma-like viruses 
only infect humans by zoonosis). This is of special significance because several 
oncoviruses that belong to the gammaretroviruses group (murine leukemia virus, 
Abelson murine leukemia virus, Friend virus, feline leukemia virus and xenotropic 
murine leukemia virus-related virus) are not able to infect humans. The opposite 
seems also to be true: exogenous retroviruses that are able to infect human cells 
[lentiviruses (HIV) and deltaretroviruses (HTLV-1, HTLV-2)] do not have endoge-
nous representatives in humans. These facts are compatible with the hypothesis that 
HERVs have being coopted as an antiviral defense against related exogenous retro-
viruses [28].
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1.4  Genomic Sequencing as a Clinical Tool for the Accurate 
Prediction of Disease Risk in Precision Medicine

1.4.1  What Is Precision Medicine?

In his famous 2015 State of the Union address, President Barack Obama [29] 
announced that he was launching the Precision Medicine Initiative, which was char-
acterized as “a bold new research effort to revolutionize how we improve health and 
treat disease”. He further described it with the following statement: “Until now, 
most medical treatments have been designed for the average patient. As a result of 
this one-size-fits-all approach, treatments can be very successful for some patients 
but not for others. Precision Medicine, on the other hand, is an innovative approach 
that takes into account individual differences in people’s genes, environments, and 
lifestyles. It gives medical professionals the resources they need to target the spe-
cific treatments of the illnesses we encounter, further develops our scientific and 
medical research, and keeps our families healthier”.

Other names for “Precision Medicine” are “Personalized Medicine” and 
“Genomic Medicine”. The physician and molecular biologist Leroy Hood (who 
received the “National Medal of Science” from President Obama), called it “P4 
Medicine”, since it is at the same time Predictive, Personalized, Preventive, and 
Participatory. As idealized, P4 Medicine focuses on individuals, not populations. It 
has also proactive component (a fifth “P”) instead of being reactive.

The idea then is that subjacent to the human morphological and physiological 
individuality, there is also a genomic individuality. All the physical, intellectual, and 
behavioral characteristics of individuals at any given time are determined by both 
their genome and their life history. We thus have the genomic paradigm of health as 
the harmonious balance between genome and environment. The corollary of this is 
that disease represents the genome/environment disequilibrium.

Precision Medicine emerges naturally from this genomic paradigm of health and 
disease. Knowing the intimacy of the genomic variations that determine predisposi-
tions and resistance, it is possible to manipulate the environment (lifestyle, diet, 
addition or removal of drugs, preventive surgery, frequency of clinical and labora-
tory tests) in order to maintain the harmonious genome/environment balance that 
characterizes health.

Traditionally there were two major aspects of medicine. One was Curative 
Medicine, of a personal nature, treating highly symptomatic (that is, already sick) 
patients with low efficiency, since few human diseases can be effectively cured. The 
second was Preventive Medicine, aimed at maintaining public health. Precision 
Medicine brings together the best of these two strands, allowing the practice of a 
medicine that is both preventive and personalized. It aims at caring for patients still 
asymptomatic or barely symptomatic, with high efficiency, in order to prevent or 
retard the development of diseases. Genomic Medicine did not come to replace the 
pre-existing medical aspects, but to add to them.
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The practice of Precision Medicine does not differ substantially from the tradi-
tional clinical medicine that doctors have incorporated over the years, into their 
decisions on routine laboratory and image exams. In the twenty-first century, we are 
similarly incorporating the testing of genomic individuality, which can now be done 
efficiently using sequencing techniques that allow us to study individual variations 
in hundreds of thousands of genes simultaneously, at a lower cost each day. The 
results of the tests allow us to practice what was previously impossible: truly per-
sonalized medicine, backed by the intimate knowledge of the patient’s own 
genetic makeup.

The concept of such genetic check-up can be conceptualized as the same as that 
of a battery of multiple laboratory tests, each with the power to edit different pheno-
types. Each DNA variant discovered is comparable to an individual medical test, 
which provides the doctor with a post-test probability that a given particular 
unwanted phenotype will occur. This opens up the possibility of modulating the 
environment to adapt it to the genotype of the individual, aborting the genesis of the 
disease. Such is the essence of Precision Medicine.

I would like to recall here, an aphorism of the great physician William Osler 
(1849–1919), who is considered the father of scientific medicine and who propheti-
cally incorporated into his teachings many of the aspects of Precision Medicine: “If 
it were not for the great variability among individuals, medicine might as well be a 
science and not an art”. Imbedded into this, is the notion that if we can achieve suc-
cess in fully understanding and characterizing the variability among individuals, we 
will be able to rescue medicine as a science.

I wish to discuss how we can implement in the broadest possible sense this 
Precision Medicine in practice. In particular, I ask the questions: (1) Is whole 
genome sequencing ripe for routine utilization in medicine? (2) Should we sequence 
everybody’s genomes? We all know that the use of whole genome sequencing 
(WGS) and whole exome sequencing (WES) have afforded us with hereto unthink-
able diagnostic powers to diagnose Mendelian diseases, especially rare monogenic 
diseases (Fig. 1.3). However, most common human diseases (breast cancer, ovarian 
cancer, colorectal cancer, coronary artery disease, type 2 diabetes, autoimmune dis-
eases, psychoses, etc.) are not predominantly Mendelian and monogenic, but instead 
are caused by numerous common predisposing variants (“polygenic”) in interaction 

Whole Genome
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Monogenic Diseases
(Mendelian Inheritance)
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Polygenic Diseases
(Complex Inheritance)
Susceptibility genes

?

Fig. 1.3 Whole genome 
sequencing has shown its 
true colors in the diagnosis 
of monogenic Mendelian 
diseases, but it is 
questionable if it will be 
equally useful in accurately 
assessing the polygenic 
component of 
inherited risk
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with the environment. Comprehensive genome interpretation should enable assess-
ment for both monogenic and polygenic components of inherited risk (Fig. 1.3). 
Can we use WGS to achieve both?

1.4.2  New-Generation DNA Sequencing (NGS)

The traditional method of DNA sequencing was developed in Cambridge, England, 
by the scientist Fred Sanger, who won a Nobel Prize (his second) for this important 
advance. The method, based on the use of dideoxynucleotides, is colloquially called 
Sanger Sequencing. All the Human Genome Project was executed using this meth-
odology, which still stands as the gold standard for sequencing in terms of accuracy 
and reliability, especially since it allows analyses of DNA fragments several hun-
dred base pairs long. The method is slow, as it depends on an electrophoresis stage, 
which today is performed by capillary electrophoresis in automatic fluorescent 
sequencers. Presently, Sanger Sequencing is mainly limited to the analysis of indi-
vidual genes and to confirm some variants found in New Generation Sequencing.

New Generation Sequencing (NGS; also called Maximal Parallel Sequencing) 
was developed after the end of the Human Genome Project and represented a huge 
revolution in genomic analysis. NGS allows, in a single sequencer, a sequencing 
speed of 100,000–200,000 times higher than that with the Sanger method. It allows 
the sequencing of an entire human genome in less than a week.

In NGS, there is no need to purify a fragment to be sequenced. Millions of DNA 
fragments present in a complex mixture that can contain tens, hundreds or thou-
sands of genes, are sequenced simultaneously, in parallel, without the need for elec-
trophoresis. Because of this enormous speed, the price of sequencing has fallen off 
considerably, being now possible to sequence a whole human genome for less than 
US $ 1000 in reagents.

The main disadvantage of NGS is that a gene is not sequenced continuously, but 
in thousands of small fragments of 100–150 base pairs, which then need to be cor-
rectly concatenated by comparison with a reference sequence. Since the genome 
sequence is aligned by bioinformatic annealing to the reference sequence, formally 
speaking, this is not true de novo sequencing, like that done in the Human Genome 
Project, but rather resequencing. For instance, it assumes that the general organiza-
tion of the genome in copy number of specific fragments is the same as in the refer-
ence genome. We know that this is not true because there is variation in structural 
features between different people [30]. Also, by sequencing only small fragments, 
in general, NGS is not able to diagnose mutations created by large insertions (e.g. 
Alu sequences) or microsatellite expansions. However, this and other difficulties are 
likely to be overcome in the near future as new techniques are optimized for long- 
range sequencing or fast de novo genome assemblage [31].
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1.4.3  Pathogenic Mendelian Variants (“Monogenic”)

Mendelian diseases affect at least one person in every 50. We know about 4500 
Mendelian diseases, but estimates are that there may be at least twice as many [32]. 
Although individually rare, together they generate a large burden for public health. 
In developed countries, it is estimated that about 50% of patients with a rare 
Mendelian disease are never properly diagnosed. Arriving at an accurate molecular 
diagnosis in a Mendelian disease has a number of advantages:

• Puts an end to the diagnostic odyssey.
• Improves the quality of medical monitoring of the disease, including possible 

treatments, establishment of prognoses and prevention of complications.
• Allows genetic counseling of families, regarding the risk of recurrence, prenatal 

diagnosis options and pre-implantation diagnosis.
• It allows the exorcism of parental beliefs and erroneous hypotheses about the 

cause of the disease.
• It allows emotional closure by parents.

Whole Genome Sequencing (WGS) and its less expensive sib Complete Exome 
Sequencing (WES) have come to try to resolve cases that remain undiagnosed after 
detailed and intensive investigations. The evidence in the literature is that WGS 
when performed on patients and their parents (three genome sequences) allows the 
definitive diagnosis and identification of the genetic defect in 30–50% of the patients 
evaluated for suspected genetic disease.

Anyway, a fundamental element is who analyzes the variants found in the 
sequencing; ideally a professional who has clinical experience in both medical 
genetics and bioinformatics expertise. Thus, the same professional can make the 
best possible assessment of the pathogenicity of the variant(s) found and integrate 
the results with the clinical picture to arrive at the correct diagnosis.

Among geneticists, there has been a heated debate about the use of WGS versus 
WES for the diagnosis of genetic diseases. As the name implies, WGS seeks to 
sequence the entire genome. Due to the difficulty in sequencing technically chal-
lenging regions of the genome with current sequencing platforms (regions with high 
GC content, repeatable regions, centromeres, telomeres, etc.), WGS covers only 
about 95% of the genome, although it sequences more than 99.7% of the exons. 
WES is not capable of finding variants when they are not in an exon (15% of the 
mutations observed in Mendelian diseases are not in an exon). WGS is able to over-
come some of these limitations—it is able to diagnose variants in promoter regions, 
in other regulatory regions (enhancers) and in the middle of introns, although it still 
is necessary for the specific variant to have already been described previously. In 
fact, the ability to diagnose unknown variants in the noncoding portion of the 
genome to identify regulatory mutations is still limited.

WES depends on a step of exon capture and has the added limitation that it does 
not detect pathogenic variants when they are in an exon selected in low efficiency 
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by the capture technique. This occurs especially in regions rich in GC [33]. WGS 
does not have this problem, since it does not depend on a capture step. Thus, WGS 
provides even coverage and is more powerful than the WES for detecting single 
nucleotide variants and indels even in areas well covered by the capture kit [34]. In 
addition, WGS is capable of detecting more CNVs as covers all break points and 
detects variants in protein and RNA coding regions that are outside the capture kit’s 
coverage. In other words, WGS is much more powerful than WES for diagnosis.

Currently, WGS costs roughly twice as much as WES. However, most of the cost 
of WGS comes from the sequencing itself, while the cost of WES is mainly due to 
the price of the capture kit. As the costs of sequencing continue to fall, while the 
price of the capture kit remains more or less stable, there will be a time when the 
cost of WGS will come close to WES. Thus, it is likely that in the near future the 
WGS may replace WES in the analysis of human genetic diseases.

But the question that we wish to discuss here is: can we use WGS of healthy 
individuals to acquire knowledge of our patients’ genomes that will permit us to put 
into practice the Precision Medicine or P4 Medicine and impact positively their 
medical future?

The conventional criteria for evaluating genetic tests include analytic validity, 
clinical validity, and clinical utility. In sequencing, analytical validity refers to a 
test’s ability to measure the genotype of interest accurately and reliably. Clinical 
validity refers to a test’s ability to detect or predict the clinical disorder or phenotype 
associated with the genotype. On the other hand, clinical utility is a measure of its 
usefulness in the clinic and resulting changes in clinical endpoints. Clinical validity 
is predicated on the assumption that there is a scientifically valid association 
between the gene and trait. Thus, scientific validity is a prerequisite for clinical 
validity, but not the only component. Clinical validity also encompasses the predic-
tive value of the test, which can be called predictive ability [35, 36].

To misquote Shakespeare, therein lies the rub! The study of whole genome 
sequencing in a healthy individual provides information that is purely genotypic. 
Even if a well-known pathogenic variant is found on WGS, we cannot predict that 
the variant will cause a disease phenotype because of the problem of penetrance. We 
can define penetrance of a single gene disorder as the probability that a person who 
has a pathogenic variant will express the disease phenotype [4]. The opposite of full 
penetrance is incomplete penetrance or non-penetrance.

We can understand better the problem by using a true case as an example. In 
2019, I agreed to perform in our laboratory the WGS of a healthy journalist who 
wanted to write an article about the process of sequencing his own genome. In the 
analysis of the genome, I encountered the variant NM_000552.3(VWF):c.2561G > A 
p.(Arg854Gln) which is listed in the ClinVar Databank (https://www.ncbi.nlm.nih.
gov/clinvar) as “pathogenic” for types 1 e 2 of Von Willebrand Disease, a coagula-
tion disorder (RCV000507204.1, RCV000169683.3, RCV000086620.3, 
RCV000336497.1, RCV000000321.2 e RCV000000321.2). I suggested that he 
should consult with a hematologist and undergo the appropriate tests. As he 
recounted in his article [37] the assay for the Von Willebrand factor in his blood was 
85.5%, well within the normal range (50–160%). That was easily solved because 
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there was an efficient and easily accessible test for Von Willebrand disease. What if 
instead of identifying a pathogenic variant for Von Willebrand, I had identified a 
pathogenic variant for a severe neurological disease with appearance only at 
advanced age?

Reduced penetrance of well characterized pathogenic variants for autosomal 
dominant diseases have been described in a myriad of diseases, including cardiac 
arrythmia syndromes [38], hypertrophic cardiomyopathies [39], immunodeficien-
cies [40] and cancer-susceptibility mutations [41], just to mention a few. Moreover, 
reduced penetrance may explain not only why genetic diseases are occasionally 
transmitted through unaffected parents, but also why healthy individuals can harbor 
quite large numbers of potentially disadvantageous variants in their genomes with-
out suffering any obvious ill effects [42].

Even if we disregard the more obvious and trivial “age-related non-penetrance” 
for late appearing diseases and “sex-related non-penetrance” for sex-specific dis-
eases, reduced penetrance is still very widespread. After all, Mendelian diseases 
involve a single gene, while there are more than 20,000 in the human genome, with 
plenty of opportunity for genetic or epigenetic modification of the phenotypic 
effects of the pathogenic mutant allele. Environmental factors may also play a part. 
We cannot go in great detail in here and the reader in search of more detailed infor-
mation should access the very complete review by Cooper et al. [42], from which I 
obtained the inspiration for Fig. 1.4.

One upon a time, it was believed that, at least for “monogenic” disorders, geno-
type–phenotype relationships would be simple and easy to establish. However, now 
it does not seem appropriate to regard such disorders as either simple or sensu 
strictu monogenic [42]. In other words, reduced penetrance possibly occurs for 
every disease, arising from the complex interplay between the overabundance of 
genetic variation present in the human genome and environmental factors [40]. 
Certainly, the pathogenic variant may be monogenic, but its disease expression is 
multifactorial, probably often with a polygenic component.

Environment Polygenic variation

Mosaicism

Copy number variationModifier variants

Epigenetic modification Penetrance

Fig. 1.4 Some factors that may modulate the clinical penetrance of a pathogenic Mendelian vari-
ant (modified from [42])
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1.4.4  Cumulative Effect of Numerous Common Variants 
(“Polygenic”)

For the past 15 years, genome-wide association studies (GWAS) have contributed to 
the identification of the association of specific genomic regions with an impressive 
number of common diseases, including breast cancer, ovarian cancer, colorectal 
cancer, coronary artery disease, type 2 diabetes, autoimmune diseases, psychoses, 
etc. By September 2018, the NHGRI-EBI catalog of such studies contained 5687 
GWAS comprising 71,673 variant-trait associations from 3567 publications [43].

Polygenic Risk Score (PRS) is a single risk figure that is meant to incorporate the 
aggregate effect of thousands of genetic variants across the human genome into a 
single score [44]. For that, one uses the sums of the effects of all single nucleotide 
polymorphisms (SNP) typed, weighted by the magnitude of the association between 
the genotype at a particular SNP and the trait of interest. There are multiple 
approaches for constructing polygenic risk scores, ranging from including only of 
SNPs that have exceeded genome-wide significance thresholds to the more modern 
use of millions of SNPs encompassing those that individually only very weakly 
associate with the phenotype of interest.

More recently there have been proposals that the “standard” method of calculat-
ing Polygenic Risk Scores by genome-wide association studies (GWAS) followed 
by imputation, can be profitably replaced by WGS [45]. Indeed, Khera et al. [46] 
have shown in detail how to obtain a Polygenic Risk Score using only new- 
generation sequencing data.

For clinicians, the promise of the method of Polygenic Risk Scores for estima-
tion of the risk of a disease with complex inheritance (polygenic disease) is very 
appealing. In consequence, this has led, as wittily put by Rotter and Lin [47], to “an 
outbreak of polygenic scores for coronary artery disease”. The same has happened 
to numerable other diseases with complex inheritance, as can be easily ascertained 
by a perusal of Pubmed.

Nonetheless, serious doubts about the value of Polygenic Risk Scores have 
emerged both from experimental and theoretical perspectives. Experimentally, 
some careful studies have failed to confirm the clinical utility and clinical validity 
of Polygenic Risk Scores. For instance, a recent retrospective cohort study assessed 
7237 middle-aged participants of European ancestry free of clinical coronary heart 
disease at baseline. When they added a polygenic risk score to the 2013 American 
College of Cardiology and American Heart Association pooled cohort equations, it 
did not significantly improve discrimination, calibration, or risk reclassification 
compared with conventional predictors. They concluded that a polygenic risk score 
may not be able to enhance risk prediction in a general, white middle-aged popula-
tion (Mosley et al., 2020).

In my opinion, the most severe criticism came on theoretical grounds. In a very 
cogent recent article, Wald and Old [49] observed that hopes that individuals identi-
fied at by high polygenic risk scores might benefit from preventive interventions rest 
on the incorrect assumption that the odds ratios derived from polygenic risk scores 
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are also directly useful in risk prediction and population screening. The authors 
point out that estimates of the relative risk between a disease marker and a disease 
have to be extremely high for the risk factor to merit consideration as a worthwhile 
screening test. According to them, we should avoid unrealistic expectations in medi-
cal screening [49]. The most prudent attitude at the moment should be conservative. 
We should avoid the hype and hold any medical use of Polygenic Risk Scores until 
further studies and publications have definitively established their clinical utility 
and clinical validity.

In conclusion, review of available evidence does not favor the idea that at this 
moment in time whole genome sequencing is sufficiently developed to allow reli-
able predictions of monogenic and polygenic components of inherited risk in 
healthy individuals. WGS should still be reserved for the diagnosis of pathogenic 
variants of Mendelian diseases.
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Chapter 2
Human Chromosomes

Bianca Pereira Favilla, Luciana Amaral Haddad, 
and Maria Isabel Melaragno

2.1  Introduction

The double-helix model was proposed as a molecular structure for the deoxyribo-
nucleic acid (DNA) by James Watson and Francis Crick in 1953 [1], based on DNA 
chromatographic data from Erwin Chargaff [2] and X-ray and diffraction analyses 
by Maurice Wilkins [3] and Rosalind Franklin [4, 5]. The DNA molecule is the 
association of two antiparallel, complementary polynucleotide chains in a right- 
handed helix. In DNA, each polynucleotide chain is composed of deoxyribonucleo-
sides ligated by phosphodiester bond. The nucleoside is a pentose sugar, which in 
the case of DNA is a deoxyribose, having its 1′-carbon associated by a glycosidic 
bond to a nitrogenous base either adenine (A), cytosine (C), guanine (G) or thymine 
(T). The pentose carbons are numbered 1′ to 5′ to differentiate from the nitrogenous 
base carbons. DNA nitrogenous bases classify as purines (adenine or guanine) and 
pyrimidines (cytosine or thymine). Phosphorylation of deoxyribonucleosides leads 
to the formation of deoxyribonucleotides, such as deoxyribonucleoside mono-, di- 
or triphosphates. The phosphodiester bond forms upon the attack by the 3′-hydroxyl 
from a nucleotide towards the deoxyribonucleoside 5′-triphosphate, leading to 
hydrolysis between the α- and β-phosphates and release of pyrophosphate. 
Consequently, the hydroxyl at the 3′ end of the nucleotide becomes esterified to the 
alpha phosphate of the reacting nucleotide (Fig. 2.1).
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The two chains of DNA, each one known as a DNA strand, interact by hydrogen 
bonding between puric and pyrimidic nitrogenous bases, allowing for base pairing 
between adenine and thymine (two hydrogen bonds) or guanine and cytosine (three 
hydrogen bonds). This is in agreement with Chargaff’s chromatographic findings of 
nearly equal amounts of purine and pyrimidine bases in all living beings examined, 
as well as with Wilkins and Franklin’s estimation of a constant external diameter of 
2 nm and internal distance of 1.1 nm for the DNA helicoidal structure.

The antiparallel characteristic of the DNA double helix refers to the opposite 
polarities of the two chains. While one chain is 3′ to 5′, i.e., oriented from the sugar 
3′ carbon of one nucleotide on one end towards the sugar 5′ carbon of the succeed-
ing nucleotide, the complementary chain is in the opposite orientation, which is 5′ 
to 3′. Every ten base pairs (bp), the helix completes a 360-degree trajectory corre-
sponding to 3.4  nm in length. Thus, two consecutive base pairs are less than 4 
Angstrom apart, disposed in a parallel manner (Fig. 2.1).

Considering the DNA molecule as a double helix with a diameter of two nano-
meters, its ultrastructural external surface is remarkable for two longitudinal grooves 
running helicoidally along the cylindrical shape. The wider groove, named major 
groove, consists of the space between adjacent gyri. The narrowest groove, called 
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Fig. 2.1 Diagram of a short segment of a DNA molecule, showing on the left the double helix with 
its anti-parallelism (5′ and 3′ ends identified) and the upper side denatured. Arrows show the 
5′-to-3′ polarity that is the direction of chain growth during DNA replication. A 5-bp segment of 
the molecule is enlarged on the right side of the figure, depicting the phosphorylated 5′ end and the 
reacting hydroxyl at the 3′ carbon of the pentose. Base pairing is indicated between A and T or C 
and G, respectively by two and three hydrogen bonds
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minor groove, is the space between the sugar phosphate backbones of complemen-
tary strands (Fig. 2.1). The major and minor grooves are important sites for protein 
interactions with the DNA.

2.2  DNA Replication

The replication of DNA occurs in the S (synthesis) phase of the cell cycle (Fig. 2.2), 
and is semi-conservative as supported by evidences by Meselson and Stahl [6]. Each 
strand from the parental molecule will be fully conserved in a daughter molecule, 
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Fig. 2.2 (a) DNA replication occurs in the S (synthesis) phase of the cell cycle, before the mitosis 
phase that allows for segregation of chromatids and is concluded upon cell division. The four 
stages of the M phase are indicated. The S and M phases are separated by gap or growth phases 
(G1 and G2), which are periods marked by gene expression, anabolism and consequently pro-
nounced cell growth. Cell differentiation may occur at G2. Cells that enter senescence (G0) exits 
the cell cycle. (b) A linear chromosome has many origins of DNA replication (ori) where DNA 
starts denaturation forming two replication forks (left and right horizontal arrows) that will lead to 
further denaturation of DNA on each side of ori. (c) One replication fork from one ori is depicted. 
The same process should take place on the replication fork on the other side of ori, except for the 
opposite strand polarities. The leading and lagging strands are indicated with their polarities. On 
the replication fork, helicase and primase stand associated with the clamp loader, which is respon-
sible to load and maintain one DNA polymerase and its sliding clamp on the leading strand, and 
one DNA polymerase and a sliding clamp for every Okazaki fragment under synthesis on the lag-
ging strand. Although only one polymerase is illustrated for the lagging strand, it is believed that 
on the lagging strand two polymerases may be at work at a time, simultaneously synthetizing two 
Okazaki fragments, though at different polymerization stages. The sliding clamp increases the 
processivity of the polymerase. RNA primers are in red. A fully formed Okazaki fragment is pre-
sented on the left. Single strand-binding proteins (purple) stabilize DNA single strands during the 
replication process
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and serves as template for the synthesis of a new, complementary strand. Therefore, 
upon DNA replication, each of the two daughter DNA molecules produced consists 
of a parental strand and a newly synthetized strand. The semi-conservative replica-
tion of DNA allows for copying the full set of DNA sequence of each chromosome.

The DNA polymerase catalyzes the formation of a phosphodiester bond between 
the 5′-triphosphated end of a free nucleoside triphosphate and the hydroxyl at the 3′ 
end of a nucleotide in a growing polynucleotide chain hybridized to the DNA tem-
plate strand. The incoming nucleotide triphosphate needs to be complementary to 
the next position on the template. Once the phosphodiester bond formation is cata-
lyzed and the pyrophosphate released, the polymerase shifts to the next position on 
the DNA template. However, a new reaction will only take place if the recently 
incorporated nucleotide is correctly paired with the template. This proofreading is 
performed by the DNA polymerase itself, which will correct the mispaired nucleo-
tide, if detected. The correction is allowed by the polymerase own 3′-to-5′ exonucle-
ase function, hydrolyzing the recently formed phosphodiester bond and starting 
over. The DNA polymerase proofreading activity and its 3′-to-5′ exonuclease ability 
allow for 103- to 104-fold reduction of made by the DNA polymerase during DNA 
replication, thus significantly contributing to decrease the fixation of sequence 
errors that would originate mutations in the DNA.

In order to provide two templates for DNA replication, the two strands of the 
parental DNA molecule need to denature from a starting point denominated origin 
of replication (Fig.  2.2). As eukaryotes have long, linear chromosomes, each of 
them has many origins of replication. In human chromosomes, origins of replication 
are assumed to be nearly 40 kilobases (kb) apart. Once the DNA is denatured by the 
action of helicases on the origin of replication, two replication forks are formed and 
each one will proceed denaturing the DNA in opposite directions (Fig. 2.2). Since 
DNA polymerases can only add nucleotides to the 3′ end of the nascent strand, the 
DNA synthesis takes place from 5′ to 3′ in a growing polynucleotide chain that is 
antiparallel to the template. This particularity of the DNA polymerase action poses 
a challenge to replicate both DNA strands at the same time on a fork that shifts in a 
single direction. On the DNA template strand oriented from 3′ to 5′ along the direc-
tion of the replication fork, the new strand will grow continuously from 5′ to 3′, 
following the progression of the replication fork. This strand of continuous DNA 
replication is known as the leading strand. On the other hand, the DNA template 
strand oriented from 5′ to 3′ along the direction of the replication fork will have the 
same orientation expected for the DNA synthesis to take place. Therefore, DNA 
synthesis will need to occur on the direction opposite to the shifting of the replica-
tion fork. To circumvent this problem, the DNA template strand on the 5′ to 3′ ori-
entation displaces into a loop near the fork, and the synthesis of the new strand must 
take place discontinuously by approximately 150-nucleotide fragments, known as 
Okazaki fragments after their discovery by Reiji and Tsuneko Okazaki [7]. The 
strand of discontinuous DNA replication is known as the lagging strand. On each 
fork established from an origin of replication one strand will grow continuously and 
the other discontinuously. Therefore, the DNA replication is said to be semi- 
discontinuous (Fig. 2.2).

B. P. Favilla et al.
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As presented above, the DNA polymerase catalyzes the formation of a phospho-
diester bond between an incoming nucleotide and the 3′ end of a growing chain, but 
it is not able to start DNA polymerization without a primer or a template. Since it 
does not polymerize de novo, it must have a primer to initiate the DNA replication. 
RNA primers synthetized by an enzyme known as primase are thus essential for 
DNA replication. There is one RNA primer to initiate DNA synthesis on the leading 
strand and one primer for every Okazaki fragment (Fig. 2.2). As primase has high 
affinity for the helicase, this protein heterodimer acts on the fork, and the two 
enzymes are simultaneously activated. Upon helicase activation, a further stretch of 
DNA is denatured and the primase synthesizes a new RNA primer for another 
Okazaki fragment. The RNA primers are short, and need to be excised before the 
cell exits the S phase. RNA primers and Okazaki fragments are repaired in the same 
way. As the primers have free 5′ ends unattached to other fragments, ribonucleotides 
from the primers are hydrolyzed by the 5′ to 3′ exonuclease activity of the DNA 
polymerase or by the RNAse H that acts on hybrids of DNA and RNA. The gaps 
produced due to primer hydrolysis are filled in by the DNA polymerase, and then 
full DNA segments are ligated by the DNA ligase. The repair of the 3′ overhang on 
chromosome telomeres after DNA replication is presented in Chap. 7.

2.3  Chromatin

Eukaryotic chromosomes are long DNA molecules with hundreds of genes, a sig-
nificant part of which must be transcriptionally repressed in certain cell types and 
developmental stages. Considering the distance between two base pairs as approxi-
mately 0.34 nm, the length of the human chromosome-1 DNA, harboring nearly 
250 Mbp, should be around 8.5 cm. The organization of the DNA into chromatin 
has enabled the chromosomal DNA to fit into the eukaryotic cell nucleus (average 
length of 15μm) and to limit the access of general transcription factors to gene pro-
moters (see Chap. 4).

The nucleosome is the basic unit of the chromatin, and consists of a disc-shaped 
core of eight histone proteins wrapped by a segment of 147-bp DNA in a left-handed 
way and 1.7 helical turn (Fig. 2.3). The length of 147 bp of DNA associated with the 
histone core is an invariable characteristic of the nucleosome independently on the 
eukaryotic species. The histone octamer is composed of two units of each of the 
four histones H2A, H2B, H3, and H4. The nucleosome assembly starts with the 
binding of the H3-H4 tetramer to the DNA, and follows with the association of two 
H2A and H2B heterodimers. The DNA between two nucleosomes, known as linker 
DNA, is devoid of histones and has a variable length among different species. In the 
human chromatin, the linker DNA has in average 40 to 50 base pairs.

Histones H2A, H2B, H3 and H4 have low molecular masses (11 to 15 kDa). A 
characteristic of the histone protein family is the high content (at least 20%) of basic 
(positively charged) residues that allow for electrostatic interactions with the nega-
tive charge of DNA phosphates. In addition, hydrogen bonding between histones 
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and oxygens from the DNA sugar phosphate backbone within the minor groove 
helps to stabilize the nucleosome. Therefore, the nucleosome formation does not 
depend on the DNA sequence.

The initial structural observation of the chromosomes at the optical microscope 
considered that chromosomes co-existed in the same cell nucleus as heterogeneous 
chromogenic material, ranging in various degrees from the lightest coloration and 
least condensation (euchromatin) to the darkest coloration and highest condensation 
(heterochromatin). The microscopic and biochemical assay data had indicated that 
the heterochromatin could consist of a higher order of organization of DNA and 
histone units. The 1970’s works by Kornberg and Thomas [8] and Olins and Olins 
[9] on the characterization of the nucleosome were fundamental for the proposition 
of the chromatin as a repetitive structure of the histone octamer and a nearly 200-bp 
DNA segment [10].

Along the cell cycle and according to the gene expression activity (see Chap. 4), 
chromatin may be observed on the electron microscope at distinct condensation lev-
els that reflect the degrees of the DNA compaction. The first level of DNA compac-
tion is provided by the formation of the nucleosome, the diameter of which (11 nm) 
has named this configuration as the 11-nm fiber by contrast to the 2-nm diameter of 
the DNA double helix (Fig. 2.3). On the electron microscope, the 11-nm fiber can be 
observed in a morphological chromatin configuration like beads in a string.

Upon the binding of a fifth member of the histone protein family, histone H1 
(21 kDa), to the nucleosome and the linker DNA on one side, the 11-nm chromatin 
organization level becomes susceptible to a more organized and compact level, 
known as the chromatin 30-nm fiber or the second level of DNA compaction. 

2 nm

L
in

ke
r 

D
N

A

Nucleosome

DNA

Histone H1

11 nm

30 nm

Fig. 2.3 Chromatin formation. The nucleosome formation is shown leading to the assembly of the 
11-nm chromatin fiber by the association of a histone octamer and the DNA wrapping it in a nearly 
1.7 turn. The linker DNA is shown between two nucleosomes. The angle (α) formed between two 
linker DNA segments from the same nucleosome is wider on the 11-nm fiber than in the 30-nm 
fiber, which is defined upon the binding of histone H1 to the nucleosome. This narrowing makes 
nucleosomes come closer to each other in a zig-zag fashion that is the basis for the assembly of the 
30-nm chromatin fiber, and its different proposed models (not shown in this figure)
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Histone H1 binding allows for a further 20-bp wrapping of DNA around the histone 
octamer. It tightens the nucleosomal structure and defines a lesser angle between 
linker DNA segments adjacent to a nucleosome (Fig. 2.3). Consequently, consecu-
tive nucleosomes will be closer to each other and will tend to position in a more 
organized, compact, zig-zag fashion. However, this difference in DNA compaction 
is not yet sufficient for the formation of the 30-nm fiber.

The structure and assembly of the 30-nm fiber are still a matter of debate. Among 
different models proposed for the assembly of the 30-nm fiber, the solenoid model 
has been considered for more than 40 years [11]. The solenoid model predicts a 
supercoiled structure of the chromatin, in which every turn would have six to eight 
nucleosomes in a radial disposition, with the planar surface of the histone disc 
directed to the following one in an angle of nearly 36°. Although the histone H1 is at 
the center of the super-helix in the solenoid model, it does not cross the axis. By 
contrast, in the zig-zag-based coil models, the DNA linker crosses the central axis, 
which is more consistent with longer DNA linkers; and the nucleosomes’ cores stack 
helically aside. For any model of the chromatin 30-nm fiber, the addition of histone 
H1 is necessary for the assembly of the 30-nm super-helix of nucleosomes (Fig. 2.3).

Increasing levels of chromatin condensation and DNA compaction follow the 
30-nm fiber assembly. The highest condensation reaches at the metaphase chromo-
some (see Sects. 2.4 and 2.7) with each chromatid having an estimated diameter of 
700–750 nm (Fig. 2.4). A hierarchical folding of chromatin is believed to take place 
from the 30-nm through the 700–750 nm fibers by progressively looping the 30-nm 
fiber. In fact, different stages have been registered, such as the stages of fibers of 
100–130 nm, 200–250 nm, and 500–750 nm [12]. The reverse process is expected 
from telophase to G1 leading to a progressive decondensation of the metaphase 
chromosome. During interphase, the chromosomes are heterogeneously compacted 
into distinct globular domains that follow the same principle of hierarchical chro-
matin folding into loops. However, condensed chromatin of transcriptionally inac-
tive genes has been described in intermediate levels (100–200 nm). Loop folding 
depends on topoisomerase II and a set of proteins, collectively known as structure 
maintenance of chromosomes (SMC). The metaphase chromosome consists of 
arrays of loops linked to SMC scaffolds on an imaginary chromosome axis. 
Likewise, chromatin domains of transcriptionally inactive genes are due to SMC 
scaffold orienting high frequency of intra-chromatin looping. Along the interphase 
chromosome, 11-nm chromatin fibers (euchromatin) and fibers with increasing 
diameters ranging from 30-nm to 250-nm (heterochromatin) coexist.

2.4  Chromosomes

As seen, the ensemble of double-helix DNA molecules is invariably much longer 
than the human organism itself. The DNA’s capacity of folding in a precise manner 
gives it the ability to fit in the cells’ nuclei, further protects it throughout the cell 
cycle, and ensures a proper gene expression regulation at the level of transcription 
(see Chap. 4). The maximum condensation of the chromatin achieved during the 
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metaphase stage of cell division allows us to observe through an optic microscope 
several structures, called chromosomes.

The term chromosomes (from the Greek chroma, ‘color’ and soma, ‘body’) was 
originally coined by the German anatomist Heinrich von Waldeyer-Hartz, in 1888, to 
describe the basophilic filaments that could be observed inside the nuclei of cells. 
Some can currently employ the term in this wider sense, to refer to these portions of 
chromatin in the cells, formed by a single and continuous molecule of DNA, either if 
they are visible under the microscope or not. From now on, however, we will address it 
mostly to refer to those structures that can be microscopically visible as individualized 
pieces of chromatin due to their high condensation state during cell division (Fig. 2.4).

2.5  Number and Morphology of Human Chromosomes

The set of chromosomes that make up the genome is unique in regard to morphol-
ogy, number, and the location of genes for each species. The study of chromosomes, 
their structure and inheritance officially started with Theodor Boveri and Walter 
Sutton, who independently stated, in 1903 [13], that genes lied at specific locations 
on the chromosomes, pointing out the thread-like structures as the cornerstone of 

ba

c

Fig. 2.4 Chromatin in an interphase cell showing homogeneous staining of the DNA inside the 
cell nucleus (a) and in a metaphase cell showing individualized chromosomes under a light micro-
scope (b). These two stages of the genetic material reflect the under condensation in the interphase 
and the maximum condensation in the metaphase cell (c)
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genome organization. By combining cytology and genetics, Sutton also coined the 
term cytogenetics to refer to this new rising branch that was responsible for the 
study of chromosomes and their particularities.

Thereafter, the evolution of cytogenetics, and more specifically human cytoge-
netics, followed the improvements in microscopic lenses and chromosome prepara-
tion techniques that occurred in the following years. In 1956 [14], after much 
discussion on the topic, Tjio and Levan could determine that the correct number of 
human chromosomes in somatic cells was 46 (2n = 46). Since then, our knowledge 
has definitely evolved and, nowadays, cytogeneticists are able to study thoroughly 
the molecular biology of chromosomes, as well as the biological and pathological 
conditions related to them.

Each human nuclear chromosome is made up of DNA interacting with histone 
and non-histone proteins. Morphologically, the metaphase human chromosomes are 
ten thousand shorter than the stretched DNA and they are formed by the two copies 
of DNA resulting from the DNA replication in the cell cycle S-phase, the sister 
chromatids.

The sister chromatids are kept close together by a region with a highly repetitive 
DNA sequence, the centromere, which creates a primary constriction on the chro-
mosomes (see Chap. 6). The centromere also plays a central role in the correct 
chromosome segregation during cell division, as it helps the connection between the 
chromosomes and the microtubules from the spindle. Besides that, it also divides 
the chromosomes into two different sections, called arms: the short arm (p—from 
the French petit, ‘small’) and the long arm (q).

Depending on the position of the centromere, each human chromosome can be 
morphologically classified: they are metacentric, when the centromere is located at 
the center, and divides the chromosome into two arms of similar length; submeta-
centric, when the centromere is near the center, dividing the chromosome into two 
slightly asymmetric arms; and acrocentric, when the primary constriction is posi-
tioned near one end of the chromosome, which produces a very short p-arm and a 
longer q-arm. Human autosomal acrocentric chromosomes (chromosomes 13 to 15, 
21, and 22) also present a secondary constriction on their short arm. Due to this 
constriction, those chromosomes contain a segment that is visually distant from the 
rest of its body, the satellite, which is associated with the nucleolus formation and 
the production of ribosomal RNA (Fig. 2.5).

At the extremity of each arm, the chromosomes also present tandem repeats of a 
DNA sequence (TTAGGG(n)), ranging from 3 to 20  kb, associated with specific 
proteins. This structure is called telomere and among other functions, it is respon-
sible for the maintenance of chromosome structure and stability, protecting it from 
any terminal unwanted recombination (see Chap. 7).

There are also regions along the chromosomes that have an increased number of 
active genes with a high GC-content, also known as gene-rich regions, whereas 
other regions, as opposed to that, are gene-poor and enriched by AT-content. This is 
especially important because each chromosome is organized in its own pattern 
regarding these different regions, creating distinguishable and intercalating chro-
mosome bands, after some specific staining procedures, which assist the chromo-
some identification and organization for the karyotype.
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2.6  The Normal Karyotype

The karyotype is the chromosome complement, or the whole set of chromosomes, 
of an individual. In humans, it is formed by 46 chromosomes, divided up into 23 
pairs. Twenty-two of these pairs are identical in both males and females and are 
called autosomes, which are roughly numbered in a descending order of size, from 
1 to 22. The other pair is constituted by two different chromosomes, termed X and 
Y, also known as sex chromosomes. This pair of chromosomes, unlike the auto-
somes, is different between males and females: females have two X chromosomes, 
whereas males have one of each sex chromosome. The female and male karyotypes 
are referred as 46,XX and 46,XY, respectively (Fig. 2.6).

Submetacentric Acrocentric

short arm

long arm

telomere

centromere

telomere

p

q

Metacentric

a

b

c

Fig. 2.5 Scheme of chromosomes showing the short (p) and long (q) arms limited by telomeres 
and centromeres. Examples of the metacentric chromosome 1 (a), the submetacentric 10 (b), and 
the acrocentric 14 (c) showing a simplified scheme, a chromosome with G-banding, and its ideo-
gram, from left to right. The ideograms of the chromosomes show the G-bands numbered from the 
centromere in both arms

2 3 4 51

6 7 8 9 10 11 12

13 14 16 17 1815

19 20 21 22 X Y

46,XYba

6 7 8 9 10 11 12

13 14 16 17 1815

19 20 21 22 X

2 3 4 51

46,XX

Fig. 2.6 Normal female (a, 46,XX) and male (b, 46,XY) G-banding karyotypes
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The karyotype can be represented by ideograms, which are the chromosomes’ 
schematic representation. The ideograms show the chromosomes’ relative sizes and 
banding patterns. The bands and sub-bands are numbered, taking the centromere as 
a start point, and they are used to identify and refer to specific regions of the short 
and long arms of chromosomes. The tumor suppressor gene TP53, for example, is 
located on the short arm of chromosome 17 at the band 1, sub-band 3, and sub-sub- 
band 1, or at 17p13.1 (Fig. 2.7).

2.6.1  Autosomal Chromosomes

The members of the chromosome pairs, also known as homologous chromosomes, 
typically have the same subset of genes in the same order, one chromosome coming 
from the mother (maternal chromosome) and the other one from the father (paternal 
chromosome).

Morphologically, the homologous chromosomes usually cannot be distinguish-
able from each other. However, the sequence of the genes from the maternal and 
paternal chromosomes can vary slightly. These variant forms of each one of homol-
ogous genes are called alleles, and the combination of the maternal and paternal 
alleles represents the genotype. The autosomal alleles usually interact in distinct 
ways at a functional level, contributing to the expression of a somatic trait, or a 
phenotype, i.e., the visible characteristics and traits of an organism.

The human ABO gene, for instance, is a good example of how alleles interact to 
express a phenotype. This gene, located on the autosomal chromosome 9, is respon-
sible for the human blood group determination, and has three possible alleles: IA, IB 
and i. Two of them (IA and IB) encode a different glycosyltransferase that modifies 
the H antigen on the red cells. While the IA and IB alleles can be both expressed at 
the same time, i.e., they are said to be codominant, the allele i results in no antigenic 
protein and is fully recessive to the other two alleles, meaning that the presence of 
either one of the two alleles surpasses the expression of the phenotype linked to the 
allele i. One person can only have two of the three alleles, whose interaction deter-
mines their blood type: A, B, AB, or O.

2.6.2  Sex Chromosomes

The last pair of human chromosomes is constituted by the sex chromosomes, which 
unlike the autosomes, are not numbered. Instead, they are known as X and Y chro-
mosomes. In women (XX), the pair of sex chromosomes is constituted by two 
homologous chromosomes. In men (XY), on the other hand, the chromosomes of 
the last pair are non-homologous. The X and Y chromosomes differ from each other 
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in size and gene content, despite its common genetic background (both originated 
from an ancestral autosomal pair).

The Y chromosome is a small acrocentric chromosome and it is marked by a 
heterochromatic region on its long arm, with over 50% of its sequence being com-
posed of repetitive elements. Regarding its gene content, it harbors only 63 genes, 
most of them being related to sexual development, including the SRY (Sex 
Determining Region Y) gene, responsible for triggering male development and reg-
ulating sex-linked traits. Besides Y-chromosome genes, autosomal genes can also 
play a role in sex-determination which is the case of the SOX9 (SRY-Box 
Transcription Factor 9) gene, located on chromosome 17, whose function is crucial 
for male sex determination as well.

The X chromosome, on the other hand, retains many characteristics of autosomal 
chromosomes and it contains over 800 genes, which are not only related to sex 
development, but also control major somatic characteristics, such as neuronal devel-
opment. Despite not being homologous, the X and Y chromosomes present regions 
of homology between them in their distal portion, also known as pseudoautosomal 
regions, which can pair and recombine during meiosis.

To balance this difference between women and men regarding the pair of sex 
chromosomes and its gene content, one specific mechanism, described by Mary 
Lyon, in 1961 [15], occurs early in the development of every somatic cell of females 
to achieve dosage compensation: the X-chromosome inactivation. This process is 
mediated by the X chromosome itself, more precisely by the X-chromosome inacti-
vation center and its transcripts, and occurs early in the female development, ensur-
ing that men and women have only one functional copy of the X chromosome in 
each of their somatic cells. Through this dosage compensation mechanism, most 
part of the genes from the maternal or paternal X chromosome is transcriptionally 
silenced through an enrichment of inactivation marks on it. Once silenced in one 
cell, the X chromosome maintains such state throughout this cell’s clonal expansion.

The casual nature of the choice of which chromosome will be inactivated in 
women leads to some somatic cells expressing genes from the paternal X chromo-
some and other cells from the maternal one, characterizing women as true mosaics. 
The silenced X chromosome is usually more condensed, presenting a facultative 
heterochromatin, and can be distinguishable in the interphase nuclei, as a dark body, 
smaller than the nucleolus, called Barr body. The Barr body was initially described 
in female cats’ neurons in 1949 and, later on, due to the establishment of Mary 
Lyon’s theory, its presence within cells with more than one X chromosome was 
associated with the inactive X-chromosome.

2.7  Chromosomes and Cell Division

Cytogenetics also focuses on studying the behavior of chromosomes during cell 
division, either if it aims at growth, development or cell turnover in somatic cells, a 
process called mitosis, or at reproduction, in which germ cells undergo a process 

2 Human Chromosomes



38

called meiosis. Mitosis and meiosis have distinguishable aims, but chromosomes 
are key elements for both. Since chromosomes keep DNA tightly packed, they help 
it remain uniformly distributed in the nucleus, intact and accurately segregated in 
cell division.

Mitosis is the process of cell division that ensures the maintenance of an organ-
ism by assisting its development and the cellular turnover within the tissues. It also 
guarantees the preservation of the genetic identity of somatic cells, as it results in 
two cells with the same genetic background and the same number of chromosomes. 
The word mitosis, coined by Walther Flemming, in 1882, derived from the Greek 
mítos, and means ‘warp thread’, alluding to the thread-like conformation of chro-
mosomes at the onset of mitosis.

The first stage of mitosis, the prophase, follows the phase in which the synthesis 
of DNA occurs (Fig. 2.2). By the time the cell cycle reaches the mitosis phase, the 
DNA is already duplicated and each one of the 46 chromosomes, which once con-
sisted of a single molecule of DNA, is now formed by two identical molecules (the 
sister chromatids) that are kept close together by the centromere. During the pro-
phase, the chromatin starts to condense, gradually forming spirals. The nuclear 
membrane disappears and the mitotic spindle, which is constituted by microtubules, 
is formed and will be responsible for the correct separation of sister chromatids. The 
following stage, the metaphase, is marked by the highest condensation of the chro-
mosomes, their link with the spindle through the centromere and their equatorial 
alignment in the cell. Due to its high condensation state, the chromosomes are better 
visible through optic microscopes at this stage. Therefore, drugs that aim at stop-
ping the progression of mitosis and arrest the cell at this phase are commonly used 
in routine chromosome preparations.

The anaphase follows the metaphase and is marked by the separation of sister 
chromatids due to the shortening of spindle fibers. This leads to each one of the 
sister chromatids migrating to the extreme poles of the cell. After that, the chromo-
somes become more diffuse and the nuclear envelope is reconstituted, which marks 
the last mitosis stage, the telophase. The cytoplasmatic division, or cytokinesis, fol-
lows this stage and marks the end of mitosis, separating the original cell into two 
daughter cells with equal amounts of DNA (Fig. 2.8).

The meiosis (from the Greek meiosis, ‘lessening’), on the other hand, occurs in 
sexually reproducing organisms and aims at generating gametes, cells with half the 
number of chromosomes and the amount of DNA (in humans, n = 23) presented by 
the precursor cell. The number of chromosomes is reduced to guarantee that zygotes, 
after fertilization, have the correct diploid number of chromosomes (2n  =  46). 
Meiosis is the key process through which genetic information is passed on from an 
individual to their offspring and the events that take place during this process ensure 
the balance between the maintenance of the genetic information and the recombina-
tion of chromosomal portions from maternal and paternal chromosomes to warrant 
variability and the generation of a new individual.

The meiosis can be divided up into two major processes that follow the replica-
tion of DNA: meiosis I and meiosis II. Just like mitosis, both have four distinguish-
able stages termed prophase, metaphase, anaphase and telophase, with very similar 
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events. Meiosis I is considered to be reductional because it segregates the two 
homologous chromosomes, generating two haploid cells (n = 23), with each chro-
mosome containing two sister chromatids.

The longest phase of meiosis I is the prophase, which is divided up into five 
stages: leptotene, zygotene, pachytene, diplotene and diakinesis. The key event that 
occurs during prophase I, which is different from the mitotic prophase, is the align-
ment and pairing of homologous chromosomes (synapsis) followed by the homolo-
gous recombination, or crossing over, in which homologous chromosomes exchange 
genetic content. The crossing over is the source of genetic variation in the process 
of gamete generation. The exchange of genetic content between paternal and mater-
nal homologous chromosomes produces gamete chromosomes that may differ from 
the chromosomes of the somatic cells in the same individual. From this point on, the 
homologous chromosomes with their pairs of sister chromatids attach to the micro-
tubules of the meiotic spindle and are guided through different poles, and separated 
into two different cells. This event is followed by meiosis II, which is similar to the 
mitosis in somatic cells, but still, functionally different, as it involves the separation 
of the sister chromatids of the homologous chromosomes from the haploid cells 
generated in the previous phase. In humans, this results in four cells with 23 chro-
mosomes each (Fig. 2.8).

Even though both processes are extremely controlled, errors in both the meiosis 
and mitosis can occur. Mitosis errors occurring in somatic cells, for example, can 
lead to cells with a different genetic content. Depending on the affected genes, these 
errors can lead to variable conditions, such as cancer. Meiosis errors, on the other 
hand, impact the offspring of the individuals. Errors in both processes can affect 
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either singular genes or whole chromosomes, originating chromosome abnormali-
ties, which are going to be explored in the next section.

2.8  Chromosome Abnormalities

Different chromosomal abnormalities, including numerical and structural altera-
tions, can occur in humans. They constitute a frequent cause of miscarriage, birth 
defects, and intellectual disabilities. Chromosome alterations are found in 0.6 to 
0.8% live born infants, in 25% of all miscarriages and stillbirths and, particularly in 
the first prenatal trimester, in more than 50% miscarriages. These values indicate a 
high occurrence of chromosome alterations in all conceptions, even though most of 
them are highly deleterious and not compatible with fetal survival. There are two 
main classes of chromosomal alterations: numerical and structural. While numeri-
cal chromosome abnormalities are due to alterations in the number of chromosomes 
in the cells, the structural chromosome abnormalities are due to chromosome breaks 
and joining of the breakpoints resulting in chromosome rearrangements.

2.8.1  Numerical Chromosome Abnormalities

Numerical chromosome abnormalities can be divided up into two groups: loss or 
gain of individual chromosomes (known as aneuploidy) and gain of whole sets of 
chromosomes (known as polyploidy). They are found in around 0.38% live births.

Aneuploidy results from errors in the number of chromosomes, when there is a 
loss or gain of one or a few entire chromosomes among the 46 chromosomes. 
Instead of the normal presence of two copies of chromosomes from a pair (disomy), 
the presence of only one copy results in a condition named monosomy, whereas 
three copies of chromosomes results in trisomy. While the only monosomy compat-
ible with life is the monosomy of the X chromosome, rare cases with four (tetra-
somy) or five copies (pentasomy) involving exclusively the sex chromosomes may 
occur. In fact, there can be errors involving chromosomes from every pair, but only 
a few aneuploidies are compatible with life. Only trisomy involving the autosomal 
chromosomes 13, 18, 21, and the sex chromosomes are potentially viable, but even 
these conceptions may be frequently lost during pregnancies.

Aneuploidy results from errors in chromosome distribution during meiotic or 
mitotic cell division. The nondisjunction of the homologous chromosomes in 
Meiosis I (both homologous chromosomes going to the same pole instead of segre-
gating to opposite poles) or the nondisjunction of the sister chromatids in Meiosis II 
results in gametes that contain a higher or lower number of chromosomes. 
Alternatively, anaphase lag can result in chromosome loss in gametes. When these 
errors occur during meiosis, the fertilization produces an aneuploid zygote and the 
conceptuses will present abnormal chromosomes in all cells. The incidence of these 
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meiotic errors and, consequently, autosomal aneuploidies increase with advanced 
maternal age. If these errors in chromatid disjunction occur post-zygotically, during 
a mitotic division, on the other hand, cells with different chromosome constitutions 
will be present simultaneously in an individual. This situation, in which two or more 
cell lines differ in karyotype in an individual or tissue, is named chromosome 
mosaicism.

In contrast, polyploidy is a type of numerical chromosome abnormality with the 
presence of extra haploid sets of chromosomes. Cells with 69 (3n) or 92 chromo-
somes (4n) are known as triploid and tetraploid, respectively. Triploidy with an 
extra set of maternal chromosomes can result from fertilization of a diploid ovum, 
due to errors in a meiotic division, by a normal spermatozoon, while triploidy with 
an extra set of paternal chromosomes can result from the fertilization of a normal 
egg by two spermatozoa (dispermy) or by a diploid spermatozoon. Tetraploidy can 
result from failure of normal cell division resulting in cells with four haploid sets of 
chromosomes. The great majority of triploid and tetraploid concept uses result in 
miscarriage, being triploidy one of the major causes of miscarriages. Rare cases are 
observed in live born infants, usually presenting mosaicism.

2.8.1.1  Numerical Chromosomopaties

Only some chromosomal alterations occur with an appreciable frequency in live 
born infants. Among the most frequently observed are trisomies for chromosomes 
21, 18, and 13, monosomy X, and the trisomies for the sex chromosomes (XXY, 
XXX, XYY), whose main clinical and karyotype findings are presented. Their par-
tial karyotypes are shown in Fig. 2.9. Polyploidy and molar pregnancies will also be 
presented. These numerical chromosome alterations can be detected by the karyo-
type exam.

Monosomy X

The only monosomy compatible with life is the monosomy of chromosome X, 
which results in Turner syndrome and occurs in 1 in 5000 live female births. Most 
patients (around 55%) with Turner syndrome presents karyotype 45,X in all cells, 
but monosomy X may be present in mosaic (10% cases) including 45,X, 46,XX and 
47,XXX cell lines. Partial monosomy X can also be due to structural rearrange-
ments such as isochromosomes (20%), deletions (5%), ring chromosomes (5%) and 
others (5%). Monosomy X has an estimated frequency of 1–2% of all clinically 
recognizable pregnancies, and only 1% of 45,X zygotes lead to live born infants. 
Interestingly, the clinical features found in live born and adult patients with Turner 
syndrome are not highly life-threatening. The clinical features of Turner syndrome 
are highly variable between patients, including signs and symptoms such as growth 
delay, short stature, webbed and short neck, short sternum, wide intermamillary 
distance, cubitus valgus and congenital heart defect. Primary amenorrhea, streak 
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ovaries, delayed puberty and infertility are also found in females with Turner syn-
drome. Most affected girls and women usually present normal intelligence, although 
some of them may present learning disabilities.

Trisomy 21

Trisomy of chromosome 21 was the first known chromosome abnormality associ-
ated with a syndrome. Described in 1866 by John Langdon Down, it was named 
after him as Down syndrome. Trisomy 21 is the most frequent chromosomal abnor-
mality in humans, affecting about 1 in 700–800 newborns. Most of the individuals 
with Down syndrome (around 95% cases) presents a chromosome constitution with 
an extra chromosome 21 in all cells, with karyotypes 47,XX or XY,+21. Mosaicism 
with karyotype 47,XX(or XY),+21/46,XX(or XY) are found in 1–2% cases. The 
remaining cases are due to structural abnormalities, especially Robertsonian trans-
locations (see ahead). In pregnancies with trisomy 21 fetuses, increased nuchal 
translucency and absent or hypoplastic nasal bone are useful markers in the prenatal 
first-trimester ultrasound screening. The babies present muscular hypotonia, brachy-
cephaly, and a characteristic facial appearance with a flat face, malar flattening, 
epicanthus, upslanted palpebral fissure, and protruding tongue. A short middle pha-
lanx of the fifth finger, single transverse palmar crease, and short palm are also fre-
quent findings. The patients usually present with short stature, congenital heart 
defects, and mild to moderate intellectual disability.

Trisomy 18

The incidence of trisomy 18 is about 1  in 7000 births, being more frequent in 
females, and resulting in Edwards syndrome. Most patients presents trisomy 18 in 
all cells, with karyotypes 47,XX or XY,+18, but mosaicism and partial trisomy due 
to structural abnormalities may also occur. The patients present intrauterine growth 
retardation, and low birth weight. Signs and symptoms include prominent occiput, 
a broad forehead, triangular face, hypertelorism, narrow mouth, microretrognathia, 
low-set, posteriorly rotated ears, and atypical position of fingers. Congenital heart 
defects, global developmental delay, and cognitive impairment are frequent fea-
tures. Trisomy 18 is a life-threatening condition and fewer than 10% of patients 
survive for more than one year.

Trisomy 13

Trisomy 13 is found in about 1 in 12,000 births and results in Patau syndrome. The 
most frequent karyotype is 47,XX or XY,+13 but, in about 20% cases, it occurs due 
to trisomy in mosaic or unbalanced translocations. It is a severe disease with a lim-
ited life expectancy, with most patients surviving for only a few days or months. The 
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patients present intrauterine growth retardation, muscular hypotonia, failure to 
thrive with severe global developmental delay, severe feeding difficulties, and 
apnea. Among the clinical findings are abnormalities of the fontanelles or cranial 
sutures, congenital heart defects, microphthalmia or anophthalmia, cleft lip or pal-
ate, low-set ears, and polydactyly.

Trisomy of Sex Chromosomes

The karyotype 47,XXY in all cells or in mosaic forms results in Klinefelter syn-
drome, which is present in about 1 in 1000 newborn males. The patients show tall 
stature, small testes, azoospermia or oligospermia with hyalinization and fibrosis of 
the seminiferous tubules, low serum testosterone, and elevated gonadotropin levels. 
Most is diagnosed in adulthood due to infertility. They may show gynecomastia, 
gynoid aspect of hips, sparse body hair, and usually present mild intellectual 
disability.

The 47,XXX syndrome, also called trisomy X or triple X syndrome, is found in 
1 in 1000 live female births. Women with an extra X chromosome are usually taller 
than expected and without unusual physical features. They may present learning 
disabilities and delayed development of speech and language skills. Most females 
show normal sexual development and are fertile even though they may present pre-
mature ovarian insufficiency.

The 47,XYY karyotype has an estimated incidence of 1:1000 male births. There 
are no typical features of the double Y syndrome. Males, who are usually taller than 
expected, may show unremarkable signs and symptoms or may present learning 
disabilities, speech delay, and behavioral differences such as attention deficit hyper-
activity disorder.

More rarely, tetrasomy or pentasomy involving sex chromosomes may occur 
with no known characteristic phenotypes. Alterations of the number of sex chromo-
somes cause less phenotypic effects and are more compatible with life. Considering 
the X-chromosome, only one of the X chromosomes must remain active in each 
cell, while the other X chromosomes are subjected to the inactivation of most of 
their genes and stay condensed during interphase. On the other hand, extra copies of 
the Y-chromosome may also have no effect since it is a poor-gene chromosome, as 
stated previously.

2.8.1.2  Poliploydy and Molar Pregnancies

Chromosome number alterations may involve not only one chromosome but also 
the whole haploid set of chromosomes. In triploidy, there is an extra set of chromo-
somes (3n) showing the karyotypes 69,XXX, 69,XXY, or 69,XYY. Triploidy has an 
estimated frequency of 1–2% of all clinically recognizable pregnancies, accounting 
for 15–20% of chromosomally abnormal first-trimester miscarriages. Almost all 
conceptions are lost during pregnancy with rare cases surviving to term, usually 
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presenting diploid/triploid chromosome mosaicism. The outcome of triploidy 
depends on the origin of the extra set of chromosomes, indicating the occurrence of 
genomic imprinting (see Chap. 4). When the set is from the mother (2n maternal 
+1n paternal: digynic triploidy), the fetuses usually show severe intrauterine growth 
retardation and a variety of serious defects in the central nervous system, neural 
tube, heart, kidney, and limbs (syndactyly). Craniofacial abnormalities including 
relative macrocephaly, hypertelorism, and low-set malformed ears, cleft lip and pal-
ate, and micrognathia are also present. Usually, these pregnancies show oligohy-
dramnios and a small, noncystic placenta. When the extra set of chromosomes is 
from the father (2n paternal +1n maternal: diandric triploidy), the triploidy usually 
results in molar pregnancy with partial hydatidiform mole due to abnormal tropho-
blastic tissue proliferation (both cytotrophoblast and syncytiotrophoblast) with 
vesicular swelling of the placental villi and some signs of embryonic/fetal tissues. 
In a complete hydatidiform mole, there is also over-proliferation of the chorionic 
villi, but no fetus material is present. The number of chromosomes is normal (2n) 
but both haploid sets of chromosomes have a paternal origin, indicating probable 
expulsion of the female pronucleus. These molar pregnancies are not viable and 
result in gestational trophoblastic disease with risk to metastasis. Polyploidy with 
four haploid sets of chromosomes (4n) is termed tetraploidy and show karyotypes 
92,XXXX, or 92, XXYY. This infrequent chromosome alteration usually results in 
miscarriages with rare cases surviving to term.

2.8.2  Structural Chromosome Abnormalities

Structural chromosome alterations result from chromosome breaks followed by 
abnormal fusion of the breakpoints. In opposition to numerical chromosome altera-
tions that are limited to few examples compatible with life, a great variety of struc-
tural rearrangements have been described. They are found in around 0.22% live 
births. This is expected since chromosome breaks can occur in different sites on 
different chromosomes. They can involve either only one chromosome, such as in 
deletions and inversions, or two or more chromosomes, such as in translocations. 
Thus, the fusion of the breakpoints may originate from a great diversity of structural 
rearrangements.

Structural chromosome rearrangements can be divided into two categories: bal-
anced, and unbalanced. In balanced rearrangements, chromosome segments may be 
present in different positions but there is no loss or gain of genomic material. In 
unbalanced rearrangements, there is missing and/or additional genomic material.

Balanced structural chromosome rearrangements are found in about 1  in 600 
individuals in the population and the carriers are usually phenotypically normal but 
are also at risk for miscarriages and/or children with unbalanced rearrangements. 
Since there is a loss and/or gain of genomic material in unbalanced rearrangements, 
phenotypical alterations are expected. The effect and embryo viability depend upon 
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the size and genomic content of the unbalanced segment involved, being the gain of 
genomic material usually more well-tolerated than the loss.

The main types of chromosome rearrangements that can be identified by the 
karyotype exam are deletion (represented by the symbol del), duplication (dup), 
translocation (t), inversion (inv), and isochromosome (i).

2.8.2.1  Deletion

Deletions (del) result from chromosome breakages and the loss of a chromosome 
segment (Fig.  2.10). They can be terminal deletions (e.g. 46,XX,del(4)(p15)) or 
interstitial deletions (e.g. 46,XY,del(4)(p13p15)). In terminal deletions, neotelo-
mere formation or telomere capture is needed for chromosome stabilization. Ring 
chromosomes (r), formed by breaks in both chromosome arms and joining of the 
broken extremities, result in deletion with loss of material from both arms. Deletions 
result in partial monosomies and the phenotype and viability depend on the size and 
nature of the deleted material. Deletions can occur sporadically due to meiotic 
errors or can be inherited from a parent carrying a balanced rearrangement. Thus, in 
cases of deletion, it is important to perform the parents´ karyotypes to establish the 
recurrence risk.

2.8.2.2  Duplication

Duplication (dup) is the gain of a chromosome segment and results in partial tri-
somy (Fig. 2.11). The extra material may involve a distal chromosome segment (e.g. 
46,XX,dup(8)(pter p22)) or an interstitial segment (e.g. 46,XY,dup(1)(q22q25)). 
Duplications can be originated during gametogenesis, usually due to an unequal 
crossing over, occurring sporadically. They can also be inherited from parents with 

Deletion Metaphase
Chromosomes

Partial Karyotype

4 del(4)(p15.1)

Ideogram

4

a b c d

del(4)(p15.1)

deleted
chromosome

Fig. 2.10 Scheme of a terminal deletion with the production of a deleted chromosome after a 
break in the short arm (a), the pair of chromosomes with a deletion (b), and partial karyotype from 
a patient with karyotype 46,XY,del(4)(p15.1) (c), and the respective ideogram (d). Red arrows 
show the breakpoint position, in the normal chromosomes by convention
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balanced rearrangements, and in these cases, a duplication is usually found together 
with a deletion in the same individual.

Extra material may also be found due to the presence of supernumerary marker 
chromosomes, which are small chromosomes with unidentified origin by karyotype 
exam. The most frequent marker chromosome is derived from chromosome 15 and 
is formed by an inverted duplication (inv dup(15)). Sometimes, the karyotype exam 
indicates the presence of an additional (add) material of unknown origin, whose 
identification will be provided by a parent’s karyotype with a balanced alteration or 
by other exams, such as genomic arrays.

2.8.2.3  Translocation

There are two groups of translocations (t): reciprocal translocation and Robertsonian 
translocation, both originated from the exchange of segments between different 
chromosomes and, in the case of Robertsonian, acrocentric chromosomes. These 
translocations can be found as balanced rearrangements, usually with no phenotypic 
consequences, although the carriers are at risk for generating gametes with unbal-
anced rearrangements and, consequently, at risk for miscarriages and abnormal 
offspring.

2.8.2.4  Reciprocal Translocations

Reciprocal translocations (Fig. 2.12) represent one of the most common structural 
rearrangements, found in about 1 in 625 individuals in the population. They result 
from breaks in two different chromosomes with an exchange of fragments between 
them. These alterations of the position of chromosome segments result in a bal-
anced rearrangement with no loss or gain of genetic material (e.g. 46,XX,t(1;11)

Duplication Metaphase
Chromosomes

Partial Karyotype Ideogram

10 dup(10)(q21q23)
10

dup(10)(q21q23)duplicated
chromosome

a b c d

Fig. 2.11 Scheme of a duplication with the production of a duplicated chromosome (a), the pair 
of chromosomes with a duplication (b), partial karyotype from a patient with karyotype 
46,XY,dup(10)(q21.3q23.31) (c), and the respective ideogram (d). Red arrows show the break-
point positions, in the normal chromosomes by convention. The blue bars show the dupli-
cated region
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(q32;q25)). Usually, there are no phenotypic effects for the individual. The translo-
cated chromosomes are termed derivative chromosomes (der).

During meiosis, the normal homologous and the derivative chromosomes are 
paired and form a quadrivalent figure. During anaphase, different chromosome seg-
regations may occur originating from several chromosome combinations. Normal 
and balanced gametes may be produced, with no phenotypic consequences being 
transmitted for generations. On the other hand, unbalanced gametes with loss and/
or gain may also be produced (e.g. 46,XY, der(1)t(1;11)(q32;q25)pat), resulting in 
non-viable conceptions, miscarriages or alterations compatible with life but with 
clinical consequences (Fig. 2.12).

Usually individuals with unbalanced translocations present double chromosome 
imbalances, with the association of deletion in a chromosome involved in the trans-
location and duplication in the other. The risk for unbalanced translocations in the 
offspring depends on the segment sizes, gene content, and chromosomes involved 
in the translocation. The mean risk for abnormal offspring is estimated to be about 
7% for female carriers and 3% for male carriers.

2.8.2.5  Robertsonian Translocations

Robertsonian translocations are found in about 1 in 800 individuals in the popula-
tion and involve the fusion of whole arms of acrocentric chromosomes, after breaks 
on the centromere, or near the centromeric region. The carriers of a balanced 
Robertsonian translocation (Fig. 2.13) present 45 chromosomes with a derivative 
chromosome formed by the fusion of both long chromosome arms with the loss of 
their short arms (e.g. 45,XX,der(14;21)(q10;q10)). Since the acrocentric short arms 
contain only repetitive DNA sequences and redundant copies of ribosomal RNA 
genes, their loss has no clinical consequences. Balanced Robertsonian translocation 
carriers can be infertile, especially males, and are at increased risk for miscarriages 

Normal pair of
chromosomes

a
Robertsonian
Translocation

Metaphase
Chromosomes

c

der(14;21)14

21

b
Partial

Karyotype

d

der(14;21)14

21

Ideogram

e

der(14;21)14

21

lost

Fig. 2.13 Scheme of a Robertsonian translocation involving the acrocentric chromosomes 14 and 
21 with the production of a derivative chromosomes (der)(14;21) and loss of the smaller segments 
(short arms) (a, b); Metaphase chromosomes showing the Robertsonian translocation with the 
fusion of the long arms of chromosomes 14 and 21 (c); Partial karyotype from a patient with karyo-
type 45,XX,der(14;21)(q10:q10) (d), and the respective ideogram (e). Red arrows show the break-
point positions, in the normal chromosomes by convention
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and chromosomally unbalanced offspring. In these individuals, after segregation 
during meiosis, from the trivalent structure formed by the chromosome pairing, dif-
ferent possibilities of gametes may be produced: normal gametes, gametes with the 
balanced translocation, and gametes with the unbalanced constitutions that result in 
conceptions with unbalanced karyotypes (e.g. 46,XY,der(14;21)(q10;q10)mat,+21). 
Among these, trisomy 21 due to Robertsonian translocations gametes represent 
about 4% of the patients with Down syndrome.

2.8.2.6  Isochromosomes

Isochromosomes (represented as i) are constituted by two copies of one chromo-
some arm (duplication), joined as a mirror image, and with no copy (deletion) of the 
other arm (Fig. 2.14). They may be produced by abnormal centromere separation 
during a cell division or by breakages in both chromosome arms, near the centro-
mere, and joining of the breakpoints. A chromosome with two centromeres may 
also be produced and it is termed as isodicentric (idic). Isochromosome of the long 
arm of the X chromosome is a frequent finding (about 20%) in females with Turner 
syndrome (46,X,i(X)(q10)), but isochromosomes can also be found in rare cases 
involving autosome chromosomes (e.g. 46,XY,i(18)(p10)).

2.8.2.7  Inversions

Inversions are intrachromosomal rearrangements originated from two breaks in the 
same chromosome followed by an inverted fusion (180°) of the chromosome seg-
ment (Fig.  2.15). The inverted segment may involve the centromere (pericentric 
inversions), or just one chromosome arm (paracentric inversions). A pericentric 
inversion (e.g. 46,XY,inv.(8)(p12q23)) may result in a chromosome with a change 
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Fig. 2.14 Scheme of an isochromosome formation. Isochromosome formed by misdivision of the 
centromere with segregation of the two chromosome arms (a) or by breaks near the centromere 
with a U-type exchange and formation of an isodicentric chromosome (b); Metaphase chromo-
somes showing the normal chromosome and an isochromosome of the long arm (c); Partial karyo-
type from a patient with karyotype 46,X,i(X)(q10) (d), and the respective ideogram (e)
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in the centromeric position. They constitute balanced rearrangements usually with 
no phenotypic consequences. However, even though this rearrangement involves 
only one chromosome, a peculiar pairing during meiosis, with the formation of a 
loop comprising the inverted segment for a correct homologous pairing, may occur. 
When a crossing over occurs at any site inside this loop, two recombinant chromo-
somes can be produced, each one with deletion of one of the segments on one side 
of the inversion and duplication of the other (e.g. 46,XY,rec(8)dup(8p)inv.(8)
(p12q23)pat, and 46,XY,rec(8)dup(8q)inv.(8)(p12q23)pat). Thus, a carrier of inver-
sions may produce normal gametes, gametes with the inverted chromosome, or 
gametes with the two types of recombinant chromosomes. The recombinant chro-
mosomes are one with two copies of part of the short arm (dup p) and no copy of 
part of the long arm, and one with two copies of part of the long arm (dup p) and no 
copy of part of the short arm.

2.9  Some Considerations about Chromosome Abnormalities

The great majority of numerical chromosome alterations may be detected and iden-
tified by G-banding karyotype. Numerical alterations are easier to detect and may 
involve any chromosome. Monosomy for autosomal chromosomes, trisomy for 
most of the chromosomes, and triploidy are frequently lost during pregnancy. Only 
a few numerical chromosome alterations are compatible with life. Autosomal alter-
ations result in a more severe phenotype than alterations in the number of sex chro-
mosomes, and usually result in neuropsychomotor developmental delay, intellectual 
disability, dysmorphic features, and congenital malformations. Infertility is also a 
common feature in numerical alterations of the sex chromosome. Structural altera-
tions, on the other hand, involve a great range of alterations considering the imbal-
ance of different chromosome regions and sizes, and the phenotype is highly 

Normal pair of
chromosomes

Inversion
Metaphase

Chromosomes
Partial

Karyotype
Ideogram

fd

180°
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inv inv(12)12 inv(12)12inv
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18

b ec

Fig. 2.15 Scheme of an inversion due to two breaks in each chromosome arm and fusion of the 
segment between the breaks after a 180° rotation (a–c); Metaphase chromosomes showing one 
normal chromosome and its inverted homologous (d); Partial karyotype from a patient with karyo-
type 46,XY,inv.(12)(p13q12) (e), and the respective ideogram (f). Red arrows show the breakpoint 
positions, in the normal chromosomes by convention
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variable. Structural balanced alterations usually result in no phenotypic alterations 
unless the breakpoints interfere with gene function due to gene disruption or posi-
tion effect, or due to undetected small genomic imbalances not identified by the 
karyotype. It is important to note that structural chromosome alterations may be 
sporadic (de novo) or inherited. Thus, in case of patients with unbalanced structural 
rearrangements (e.g. deletion, duplication, marker chromosome, derivative chromo-
some with unknown origin), it is important to evaluate the parents´ karyotype to 
determine if they present a balanced rearrangement, such as translocations or inver-
sions. If so, they are at increased risk for offspring with unbalanced rearrangement, 
and genetic counseling is essential. Another group of patients in which a chromo-
somal evaluation is important is those individuals with atypical genitalia and disor-
ders of sexual development since the karyotype exam can help the diagnosis of their 
condition.

2.10  Genomic Disorders

Genomic disorders constitute another group of genetic diseases characterized by 
genomic rearrangements in which the clinical phenotype results from the abnormal 
dosage of a gene(s) located within a rearranged genomic segment. The segments 
involved in the genomic rearrangements are smaller than 5–10 Mb but are larger 
than 10 kb. Microdeletions, microduplications, and some inversions are considered 
genomic rearrangements. Many of these are relatively frequent and recurrent since 
they involve unstable genomic regions. This high susceptibility to genomic rear-
rangements is due to the presence of low copy repeats (LCR), also known as seg-
mental duplications, which are blocks of DNA longer than 1 kb in length with a high 
similarity (>90%). They are found in many copies throughout the genome but are 
usually clustered in certain genome regions. LCRs located <10 Mb apart from each 
other predispose to unequal crossing-over through a mechanism named nonallelic 
homologous recombination (NAHR), and results in changes of genome organiza-
tion that can cause a loss or gain of genomic segments. Most of the genomic disor-
ders are mediated by the presence of highly similar LCRs and are recurrent in the 
population, resulting in deletion, duplication, or inversion of genomic segments 
with similar sizes. One frequent recurrent genomic rearrangement involves a 3-Mb 
22q11.2 deletion flanked by the LCR22-A and LCR22-D, which are LCRs found in 
the 22q11.2 region with a 98% DNA similarity, and results in the 22q11.2 deletion 
syndrome. Other genomic rearrangements that involve LCRs are the 1.6-Mb 7q11 
deletion in Williams-Beuren syndrome, and the 4-Mb 15q11-q13 deletion in Prader- 
Willi syndrome. These genomic rearrangements are below the limit of microscope 
resolution and are not identified by G-banding karyotype, requiring other exams for 
their detection.
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2.11  Methods for the Study of Chromosomes

2.11.1  Karyotype

The karyotype exam allows the identification of the human chromosomes and their 
abnormalities. It has been used for decades and is considered the gold-standard test 
to detect chromosome alterations ever since the identification of the first chromo-
some abnormality, the extra chromosome 21, in patients with Down syndrome 
in 1959.

The karyotype may be performed from different cells and tissues with nucleated 
cells that can undergo division since the chromosomes must be in their maximum 
condensation state, which occurs during cell division, in the metaphase, as men-
tioned previously. The most used material for karyotyping is lymphocytes from 
peripheral venous blood, collected aseptically in a tube containing an anticoagulant 
substance. To obtain chromosomes that are suitable for analysis, lymphocyte cul-
tures are prepared adding a sample of the blood collected in a tube containing tissue 
culture medium supplemented with fetal bovine serum and phytohemagglutinin, 
which stimulates T lymphocytes to divide. The cells are cultured at 37 °C for about 
72 hours. After this period, a mitotic spindle inhibitor, such as colchicine or col-
cemid, is added to the dividing cells in culture to arrest them in metaphase, allowing 
the study of the chromosomes. After the harvesting of the cells using a hypotonic 
saline solution and a fixative solution, the cells are spread onto microscopy slides. 
The chromosomes are stained, and the slides are analyzed using a light microscope. 
The staining method that result in G-banding chromosomes is the most used tech-
nique for chromosome identification. Under a light microscope, and usually with 
the aid of computerized image analyzers, the chromosomes are observed and orga-
nized to build the individual’s karyotype and identify eventual chromosome 
abnormalities.

Additional banding methods can stain specific chromosome regions, such as the 
C-banding, which preferentially stains the constitutive heterochromatin of centro-
meres, the pericentromeric regions of chromosomes 1, 9, and 16, and the distal part 
of Yq; and nucleolar organizer region staining, which identifies these regions on the 
short arms of the autosomal acrocentric chromosomes.

Apart from peripheral blood lymphocytes, other cell types may be used for the 
karyotype exams, including skin fibroblasts, amniocytes, bone marrow cells, and 
tumor cells, among others.

Several chromosome alterations are not detectable by karyotyping when they are 
below the resolution level of G-banding karyotype, which is restricted to alterations 
involving more than 5–10 Mb. For example, microdeletions and microduplications, 
marker chromosomes, and complex chromosome rearrangements are not identified 
by karyotype analysis. Thus, other cytogenomic exams must be used, such as FISH 
and chromosome microarray.
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2.11.2  FISH Test

Fluorescence in situ hybridization (FISH) is a method that combines classical cyto-
genetics with molecular tools. It is based on the hybridization of the DNA from the 
chromosomes, fixed on microscope slides, to specific probes (oligonucleotides) 
labeled with fluorochromes. The chosen probe for a specific exam is a DNA seg-
ment complementary to the region that will be investigated. The double-stranded 
DNA probe undergoes denaturation and is exposed to the patient’s material on the 
slide, also denatured. When the DNA sequences of the probe and the target DNA are 
complementary, they anneal, and a hybridization signal can be visualized using a 
fluorescence microscope. The fluorescent signal, especially for detecting numerical 
chromosome alterations, can also be visualized in interphase chromosomes, with no 
need for cell culture. Thus, FISH can be used in metaphase and interphase chromo-
somes allowing its application in several samples, such as uncultured amniocytes 
and sections from paraffin-embedded samples.

A combination of FISH probes labeled with distinct fluorochromes can be used 
for different applications. For microdeletions, two probes are used: one for the tar-
get region and one for another region, as control. For the detection of the 22q11.2 
deletion (Fig. 2.16), for instance, a specific probe (e.g. TUPLE1) for this region is 
used together with a control probe. In a normal individual, both chromosomes will 
show two fluorescent signals, while in the case of the 22q11.2 deletion syndrome, 
one of the chromosomes 22 will show two signals and the other just the signal for 
the control probe (e.g. 46,XY.ish del(22)(q11.2q11.2)(TUPLE1-)).

hibridization
of the DNA
probetothe

chromosome

Hybridization signals evidenced
by a fluorescence microscope

DNA probe
labeled with a
fluorochrome

a b

dc
22q11.2
deletion

Fig. 2.16 Scheme of the FISH methodology. A DNA probe is labeled with a green fluorochrome 
(a), and it is hybridized to its complementary DNA on the chromosome, emitting a fluorescent 
signal (b). Two probes used for the 22q11.2 deletion identification: one for the target DNA (labeled 
in red) and one as control (labeled in green) (c). Metaphase cell and an interphase nucleus, each 
one showing two signals from the control probe and one signal from the probe specific for the 
22q11.2 region, revealing the deletion (d)
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The main limitations for this exam are the restricted number of probes used 
simultaneously in the exam and the need to have a suspected diagnostic hypothesis 
to choose a suitable probe. A pool with centromeric probes, labeled with different 
fluorochromes, is useful for prenatal and preimplantation diagnosis for the simulta-
neous detection of alterations of the chromosomes that are most frequently involved 
in numerical alterations (Chromosomes 21, 13, 18, X and Y).

2.11.3  Chromosome Microarray

Chromosome microarray, genomic array, comparative genomic hybridization array 
(CGH-array), and single nucleotide polymorphism array (SNP-array) are different 
nomenclatures for the test that allows the detection of losses (deletion) or gains 
(duplication or amplification) of genomic segments. It has been proposed to be the 
first genetic diagnostic test to be performed in patients with unexplained develop-
mental delay/intellectual disability and/or multiple congenital anomalies since it 
offers a much higher diagnostic yield than the G-banding karyotype.

The exam is based on the hybridization of the test DNA to a slide or chip contain-
ing thousands, or millions of probes (oligonucleotides) organized in arrays in a 
specific order, corresponding to genome segments from the entire genome. Thus, 
copy number variations (CNV) from different parts of the whole genome can be 
detected simultaneously in one reaction, with high sensitivity (see Chap. 9).

One of the methods of chromosome microarray is known as CGH-array, since it 
is based on comparative genome hybridization (CGH), by the simultaneous hybrid-
ization of a test DNA and a control DNA (reference DNA), each one labeled with a 
distinct fluorochrome. The loss or gain of DNA segments is given by the over or 
underrepresentation of the specific fluorescent signals. When the array contains 
single-nucleotide polymorphism-based probes, with sequences corresponding to 
the two possible alleles of the SNPs, the test is known as SNP-array. The gain and 
loss of genomic material are given by the quantification of the hybridization signal 
considering the signals from appropriate internal controls, with no need for a ref-
erence DNA, unlike the CGH-array (Fig.  2.17). At present, most arrays contain 
SNP- based probes, in addition to CNV probes, since they may also provide reli-
able information about genomic rearrangement origin, uniparental disomy, and 
mosaicism, significantly improving the accuracy of the test. In all these method-
ologies, the slide or chip is read by a scanner, and the data analyzed using specific 
software to reveal genomic rearrangements. The test allows the identification of 
loss (e.g. 46,XY.arr 22q11.21(18648855_21800471)  ×  1, for a ~  3-Mb 22q11.2 
microdeletion) or gain of genetic material (e.g. 46,XY.arr[hg19]1q3
2.3q44(212508954_249224376) × 3, for a ~ 37 Mb duplication of the long arm of 
chromosome 1).
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Although the chromosome microarray allows the identification of submicrosco-
pic losses and gains in the genome with a great resolution, there are some limita-
tions. Balanced rearrangements, in which there is no copy number alteration, cannot 
be detected by this test. Also, the position of additional material is not provided by 
chromosome microarrays. The copy number variation is a frequent finding in the 
general population, being the most important class of variation in the human genome 
with many DNA segments differing in dosage between individuals. Therefore, the 
clinical interpretation of CNVs found in chromosome microarrays is not an easy 
task since there are several CNVs across the genome with no apparent association 
with disease phenotypes, being considered benign CNVs, and others, rarer, that are 
associated with phenotypic alterations, considered pathogenic. The interpretation of 
their pathogenicity is still a challenge for geneticists since the size, gene content, 
overlap with known benign, and pathogenic variants must be considered for the cor-
rect interpretation of the clinical impact of genomic variations.

2.11.4  Whole-Genome Sequencing

Numerical and structural cytogenomic abnormalities may also be identified by 
whole-genome sequence analysis. In large-scale DNA sequencing, DNA is cut in 
short fragments that are amplified and sequenced (see Chap. 3). Apart from allow-
ing whole-genome DNA sequencing, by different methodologies, the over or under-
representation of sequence reads of DNA segments can indicate losses or gains of 
DNA, also providing information referring to CNVs. Thus, not only numerical 
abnormalities but also structural abnormalities, such as deletions and duplications, 
can be detected. Balanced rearrangements can also be detected, by analyzing chi-
meric reads. The increasing efficiency and decreasing cost of whole-genome 
sequencing will probably allow it to be used in the future for clinical diagnosis 
considering the possibility of the simultaneous detection of mutations and copy 
number variations.

2.12  Cytogenomic Nomenclature

The reports of diagnostic tests must follow the standardized international nomencla-
ture. A guide named ISCN: An International System for Human Cytogenomic 
Nomenclature [16], regularly updated since 1960, provides standardized criteria for 
the cytogenomic and molecular nomenclature for karyotype, FISH, microarrays, 
region-specific assays, and sequence-based assays. When using DNA coordinates, 
it is important to provide the genome reference assemblies by the Genome Reference 
Consortium used, such as the GRCh37 (also known as hg19), released in 2009, and 
the GRCh38 (also known as hg38), the assembly of the human genome released in 
December of 2013.
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2.13  Final Remarks

The study of human chromosomes provides interesting insight into the genetic 
material, concerning DNA replication, chromatin structure and cell division. The 
karyotype exam with both autosomal and sex chromosomes organized in a specific 
order has an important clinical application, allowing the identification of numerical 
and structural abnormalities. Other exams such as FISH and chromosomal microar-
ray can also be used for the detection of alteration in the genetic material. Since 
cytogenomic abnormalities can result in individuals with phenotypic alterations or 
miscarriage but also in normal phenotype, the use of different methodologies is 
essential for diagnosis and genetic counseling.
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Chapter 3
Methods to Study Genomic DNA Sequence 
Variation

Michel Satya Naslavsky and Marília de Oliveira Scliar

3.1  Introduction

Human genome variation is highly heterogeneous in scale, distribution across popu-
lations, and manifestation (from the molecular level to phenotype). This section will 
explore current methods that address such heterogeneity, their application regarding 
the objective of analyses, their advantages and limitations, and, finally, an overview 
of what is likely to come next. Although a description of historical facts is not the 
scope of this chapter, a brief reminder of the early developments illustrates the very 
fast pace rushed by genomic analyses from observations to direct experiments that 
take place in research and reach medical applications.

The broad variability in scale was empirically stated since the dawn of cytoge-
netic analyses combined with heredity studies. The rationale behind such a proposal 
is that variation in the chromosomal scale, observed in microscopy procedures, is 
relatively rare, and its occurrence is often associated with many clinical conditions 
(See Chap. 2). Therefore, the heritable phenotypic variability across individuals 
without major pathologies shall not be explained exclusively by large chromosomal 
abnormalities but rather from more subtle changes not detected by cytogenetic 

M. S. Naslavsky (*) 
Department of Genetics and Evolutionary Biology, Biosciences Institute, University of São 
Paulo, São Paulo, SP, Brazil 

Human Genome and Stem Cell Research Center, Biosciences Institute, University of São 
Paulo, São Paulo, SP, Brazil
e-mail: mnaslavsky@usp.br 

M. de Oliveira Scliar 
Human Genome and Stem Cell Research Center, Biosciences Institute, University of São 
Paulo, São Paulo, SP, Brazil
e-mail: mariliascliar@ib.usp.br

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-73151-9_3&domain=pdf
https://doi.org/10.1007/978-3-030-73151-9_3#DOI
mailto:mnaslavsky@usp.br
mailto:mariliascliar@ib.usp.br


60

methods. By the end of the first half of the twentieth century, the determination of 
species-specific chromosome numbers and the systematic development of analyti-
cal methods to study chromosomes, such as karyotyping, naturally led to the com-
parison of a reference set with samples from patients. Lejeune, in 1959, proposed 
the correlation of the most common aneuploidy, the trisomy of chromosome 21, 
with the clinical features typical of Down syndrome [1]. Curiously, a few years 
earlier, the landmark paper by Watson and Crick describing the DNA structure was 
published giving rise to modern molecular genetic studies [2]. Across the 1970s, the 
development and expansion of indirect methods of measuring genetic polymor-
phisms through electrophoretic patterns in enzymes expressed in blood cells 
improved our comprehension of the distribution of variation in different populations 
[3]. Also, during this decade, the use of restriction enzymes, nucleic acid probes, 
and hybridization had an enormous impact in both detecting variability and pin-
pointing the genomic context of regions of interest, directly paving steps to genome- 
wide mapping. Towards the end of the decade, DNA sequencing by chain termination 
developed by Sanger and colleagues would begin a novel chapter in the sensitive 
detection of genetic variability [4].

The following decade saw profound advances in molecular biology. In 1986, 
Kary Mullis developed a method for DNA amplification in vitro, combining a pair 
of oligonucleotides (of which synthesis had been resolved just a couple of years 
before), dNTPs, DNA polymerase, and buffer to a series of temperature changes to 
optimize each step of what became ubiquitously known as PCR (Polymerase-chain 
Reaction) [5]. This method allowed precise amplification of specific genomic seg-
ments of interest and became an essential tool in most molecular biology protocols. 
Almost simultaneously, in 1984, the Alta Summit would be the incidental embryo 
of the largest initiative in human genetics: the Human Genome Project. The ambi-
tious and expensive task would create a definitive reference map from which, to 
some extent, all projects could rely on and compare their results against [6]. As the 
project was approved but yet struggled to get funded and to convince the scientific 
community and society, until the final draft, delivered in 2001, many other advances 
were published, including the deposition of single-nucleotide polymorphisms and 
special program reports. One example is the 1993 report, which presented projects 
to develop and improve mapping, cloning, and assembly protocols, along with com-
putational approaches and ethical implications. Therefore, the Human Genome 
Project had a pivotal role not only in delivering a reference human genome sequence 
but also in leveraging an entire ecosystem of research in genomics. Naturally, the 
next challenge to be tackled would be describing the enormous variant diversity 
discovered and their role in traits, including disorders with complete or partial 
genetic etiology.

Even though some current methods promise to approach the full spectrum of 
variation, it is still challenging to interrogate human genome variation using a single 
method. This broad range of variant categories also creates a practical problem of 
how to represent the human genome as a single reference, to which most detected 
alterations can be compared to, especially when considering population-specific 
(mostly rare) variation (See Chap. 11). In addition, it implies that for both research 
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and clinical applications, there are several choices to be made which may, in turn, 
limit the observations and gradually bias the accumulated knowledge on a few 
classes of variation at the expense of others, due to cost, availability of analytical 
tools, and interpretation capacities [7].

3.2  Variant Categories

As mentioned before, the heterogeneity of variant types imposes limitations on each 
technique. Therefore, before choosing an analytical method, it is essential to under-
stand what to expect (and not to expect) of variant categories to be interrogated in 
each technique. We can classify variants by at least three criteria: size, consequence, 
and frequency.

Among such criteria, the variant’s length spectrum is key when choosing between 
two main groups of methods: fragment-based or sequence-based. While at the dawn 
of genetic analyses, it was a commonplace among scientists to think of variation as 
major chromosomal rearrangements, currently, due to sequencing techniques, the 
first type of variant that comes to mind is single nucleotide substitutions or short- 
ranged insertions and deletions (indels). Although both ends of the spectrum are 
true and relevant, the amount of variants carried by a population or an individual is 
likely to be asymmetrically distributed across variant sizes. Very large (over five 
million base pair—bp) genomic imbalances (insertions and deletions, commonly 
referred as copy number variants, CNVs; See Chap. 9), translocations and inver-
sions are much less common than single nucleotide substitutions or short-range 
indels (up to 50 bp). These large events (over 50 bp) are called structural variants 
(SV), and there is a substantial range of sizes among them, roughly observed in an 
inverse correlation with its frequency (it is more common to find shorter than longer 
SVs) and to its type (it is more common to find CNVs than the other types of SV). 
As presented in Table 3.1, it is expected that about 4–5 million single nucleotide 
substitutions can be found on average per diploid genome; about a fifth of that 

Table 3.1 Estimation of genomic variants per length category

Category of variant 
(Length-based)

Length of 
variant (bp)

Counts per diploid 
genome (Order of 
magnitude)

Total size of 
genome affected 
(Mbp)

Variants within 
coding regions

Single-nucleotide 
substitutions

1 3–5 million (106) 4–5 12 thousand

Short-range indels 1–49 180–800 thousand 
(105)

3–5 250

Structural variants >50 4–5 thousanda (103) or 
20–30 thousand (104)b

10–15 3c

aShort-read sequencing estimations [8]
bLong-read sequencing estimations [9]
cLoss-of-function structural variants [10]
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corresponds to short-range indels; 10–100 times less frequently are SVs and, finally 
inversions, translocations and aneuploidies are the least common types of variants. 
On the other hand, the total size of the genome affected by the different types of 
variants presents the inverse trend (Table 3.1) [8–10]. Other two types of variants 
are widespread in the human genome, microsatellites (also known as short tandem 
repeats, STR) and mobile element insertions (MEI). STR consists of stretches of 
DNA composed of units of 2–15 nucleotides repeated in tandem (See Chap. 6), and 
because of their highly polymorphic nature they are very useful for DNA profiling 
easily obtained with standard PCR protocols. Mobile elements are DNA sequences 
that can change their number of copies or change their location within a genome, 
eventually affecting genes. MEI constitute approximately 50% of the human 
genome (See Chap. 8).

Depending on the genomic context, variants can be categorized according to 
their predicted consequence, which should ideally be validated by subsequent 
molecular analyses. Each predicted consequence can also be associated with poten-
tial changes in the function of the gene products or, alternatively, their direct effect 
on DNA interaction with regulatory elements.

Annotation tools can cross a variant file and diverse annotation datasets (most 
based on matched “CPRAs”: chromosome, position, reference allele, and alternate 
allele) to pinpoint diverse information important to predict variant consequence. If 
a variant is located within intergenic regions, inferring its consequence can be more 
challenging since annotations are limited by prediction of sequence-based regula-
tory motifs or a set of assays that evaluate the evidence of transcription activity, 
chromatin state, methylation of CpG clusters [11] and, recently, the method of Hi-C 
sequencing was developed and improved allowing detection of structural interac-
tion of distant regions called ‘TADs’ (Topologically associated domains) and LADs 
(Lamina-associated domains) [12–14]. Such assays hold a promising contribution 
to genome annotation. The Encode Project Consortium is an effort to systematically 
improve the understanding of DNA elements and, subsequently, the effect of vari-
ants that fall along such regions [15].

When variants fall in regions defined by genes, there are substantially more 
annotation resources that can be helpful in categorization and inference of predicted 
consequence. The annotation informs if the variant is noncoding, intronic, UTR 
regions, or coding. For the latter, annotation informs which amino acid is affected 
and, if it is synonymous, nonsynonymous, stop gain, stop loss or start loss. 
Annotation can also flag potential splice sites based on relative location to the exon- 
intron boundaries and state whether it promotes a frameshift or in-frame (if the 
variant is an indel).

It is challenging to predict the functional impact of such alterations in their prod-
ucts (proteins or RNA): any given variant may have a neutral consequence; promote 
a gain of function by either increasing the amount or activity of the product, also 
known in genetics as hypermorphic; create a novel function or property (neomor-
phic), which could interfere in the other allele (dominant negative effect) or be 
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expressed in a different tissue or moment (ectopic or heterochronic expression, 
respectively); finally, a variant can promote a partial or complete loss of function of 
the original product (hypomorphic or amorphic mutations). Among the latter, it is 
possible to infer with better precision its consequence, since premature stop codons, 
loss of start codons, frameshift indels and splicing motifs can be automatically 
annotated with reasonably high confidence, in addition to the detection of large 
insertions and deletions that span coding regions of the genes. However, there are 
pitfalls in automated annotations of potential loss-of-function (pLOF) variants 
when a frameshift variant has a nearby indel that restores the frame, or if a prema-
ture stop codon is located at the last exon (likely to activate nonsense-mediated 
decay pathway with the affected transcript). Recent algorithms such as LOFTEE 
(Loss-Of-Function Transcript Effect Estimator) address these putative outcomes 
[16]. Either way, it is remarkable how such annotations performed on large datasets 
of variants and allelic frequencies can improve our understanding of a given gene’s 
intolerance to loss of function by measuring the observed number of pLOFs as com-
pared to expectations based on transcript length and relative position, as a function 
of mutational saturation in datasets of more than 100 thousand individuals. Such 
metrics, named pLI (acronym for ‘probability of being loss-of-function intolerant’) 
and LOEUF (‘loss-of-function observed/expected upper bound fraction’) after fur-
ther development of the calculations, are useful resources to estimate haploinsuffi-
ciency and the potential impact of variants assuming the gene’s intolerance to 
inactivation, measured by the observed depletion of pLOF variants, describing 
genes associated with dominantly inherited disorders caused by hypomorphic func-
tion of the gene, which is not always trivial to infer in non-familial (also named 
sporadic) cases with variants originated by de novo events [16–18].

Finally, variants can be categorized by frequency. It is often arbitrary to establish 
frequency cutoffs and it depends on the application context. In population genomic 
studies, it is generally accepted that variants above a frequency of 0.5% or 1% in 
any given population can be considered common. Keep in mind the absolute num-
ber of counted alleles: even though the proportion is the same, 1 alternative allele in 
200 alleles (0.5%) wouldn’t be confidently tagged as common, as opposed to 0.5% 
calculated with 100 alternative alleles in 20 thousand alleles (10 thousand individu-
als, assuming a diploid locus). In molecular diagnosis of monogenic disorders, an 
upper bound cutoff of 5% can be applied for a stand-alone benign pathogenicity 
classification [19] and even very low allelic counts in control populations can pro-
vide supporting evidence of reduced pathogenic effect in causing Mendelian 
disorders.

Therefore, very large sequencing-based datasets enabled detection of a wider 
frequency range, including a set of very rare yet shared variants with allelic fre-
quency as low as 0.005% (result of counting 10 alternative alleles in diploid loci of 
100 thousand individuals, or 200 thousand alleles), which are useful in functional 
inferences such as LOEUF calculations and refinements in pLOF intolerance inves-
tigations. In addition, on the extreme of the spectrum, sequencing followed by 

3 Methods to Study Genomic DNA Sequence Variation



64

annotation with large datasets can provide a high number of ultra-rare variants 
found in a single individual in heterozygous state (termed as singletons).

As more underrepresented a population is across large public datasets, the larger 
proportion of singletons can be identified in every sequencing project, given the 
sampling to avoid small degree relatedness of subjects. As a consequence, as 
sequencing initiatives containing diverse populations get larger in sample sizes, it is 
likely that the amount of singletons will eventually reflect a private set of variants 
shared only in families or lineages, including those that are de novo, that is, present 
in one individual but not inherited from either parent. Likewise, somatic variants 
usually detected in sequencing experiments from paired tissues would either fall in 
the category of mutational hotspots or de novo, besides falling by coincidence on 
positions that were previously detected in germline experiments. Such frequency 
spectrum promotes different types of methods for genomic analyses: while common 
variants can be interrogated in genotyping platforms (containing a selected list of 
previously known variable loci to be evaluated), rare and ultra-rare variants would 
only be detected by sequencing methods (without a priori hypotheses on what 
to find).

3.3  Methods in Genomic Analyses

As explained in the previous section, there are genomic alterations of various 
lengths, a fact that challenges the investigation of the full panorama of variation 
using a single method. Overall, depending on the length of variants, one method 
will be optimal over others to detect and describe variation, with high sensitivity and 
specificity, avoiding false-positives and, particularly, false-negative results. Most 
current widespread sequencing-based methods begin with random fragmentation of 
the source DNA in relatively short stretches and all methods rely on sequence align-
ment. In these cases, detection of duplications and deletions is not trivial, especially 
in heterozygosity. An alternative strategy, which in fact was developed before 
sequencing, is to analyze larger fragments of DNA. These methods rely on hybrid-
ization or conditional amplification and usually handle longer variants and complex 
rearrangements better than sequencing-based. We will explore some of these 
fragment- based methods in the following section and sequencing-based methods 
right after that. A secondary partition of the methods refers to targeted approaches 
versus genome-wide approaches, as the former requires some a priori evidence for 
interrogation of a certain variant, variant list or group of genes, and the latter is 
exploratory. A decision tree was built to help visualize this rationale (Fig. 3.1). In 
Sect. 3.4, we discuss some of the current applications, including a workflow for 
molecular diagnosis, rare-variant association testing, and polygenic risk scores. In 
Sect. 3.5, we present some promising perspectives, such as, cell-free DNA, long- 
read sequencing, and omics integration.
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3.3.1  Fragment-Based Methods

Large SVs are the cause of a significant amount of genetic disorders. In fact, there 
are more individuals affected by chromosome disorders than for all single-gene 
diseases. However, as mentioned before, there is a considerable amount of SVs, 
especially CNVs, per individual genome, indicating neutral or small effects of most 
variants. As variation grows in length, it becomes less common and more likely to 
be deleterious. Either way, screening the absence or presence of SVs, and quantify-
ing them (in the case of multiple copies) is relevant in most genomic applications. 
In this section, we will briefly cover genome-wide and targeted fragment-based 
methods currently used in genomic analyses. Even though, by definition, whole- 
chromosome analyses fall within fragment-based methods, traditional karyotype 
and chromosome banding, observable under a microscope, will not be discussed 
here. We will cover fluorescence in-situ hybridization (FISH), array comparative 
genomic hybridization (array-CGH), multiplex ligation-dependent probe amplifica-
tion (MLPA), and triplet repeat primed PCR (TP-PCR), that are vastly used meth-
ods in currently genomic analysis.

3.3.1.1  Fluorescence In-Situ Hybridization (FISH)

The introduction of FISH in the 1980 decade inaugurated the field of molecular 
cytogenetics that allowed locating specific DNA sequences on chromosomes and 
greatly expanded the sensitivity of chromosome analysis, becoming a powerful tool 
used in routine clinical diagnosis [20]. FISH experiment consists of using a 
fluorescence- labeled DNA or RNA probe capable of hybridizing to a complemen-
tary target sequence of a sample DNA. Probes can be labeled indirectly by modified 
nucleotides containing a hapten or directly by incorporating directly fluorophore- 
modified nucleotides. Further evaluation of signals under fluorescence microscopy 
reveals the chromosome location where the labeled probe binds, allowing the detec-
tion of various chromosomal abnormalities, including deletions, duplications, inver-
sions, and translocations. The development of FISH came at the same epoch of the 
advent of the Human Genome Project that made available thousands of clone 
resources that could be used as probes [21]. One important advantage of FISH is its 
ability to perform analysis of interphase chromosomes, which allows the analysis of 
various samples, especially those from solid tumors that do not divide frequently 
(i.e., do not produce enough analyzable metaphases).

Since its development, many advances have increased the scope and sensitivity 
of the method. A powerful development was a 24-color karyotyping, called 
multiplex- FISH (M-FISH) and spectral karyotyping (SKY), in which each chromo-
some is painted with a different color, allowing a quick scan of all chromosomes to 
detect large deletions and/or duplications, translocations and complex rearrange-
ments. However, site-specific probes are needed if more detailed information is 
required [22, 23].
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3.3.1.2  Array Comparative Genomic Hybridization (Array-CGH 
or aCGH)

As explained above, FISH assays are suitable for investigating chromosome imbal-
ances but rely on prior knowledge of which probes to use, one at a time. In contrast, 
the development of comparative genomic hybridization (CGH) allowed genome- 
wide screening for CNVs in a single experiment. CGH uses competitive hybridiza-
tion between a patient and an unaffected control whole-genomic DNA (fluorescently 
labeled with different colors) to normal metaphase chromosomes. The fluorescence 
ratio of the patient and control hybridization signals along the chromosomes are 
then measured, revealing three possible outcomes: an equivalent signal, an over-
representation or an underrepresentation of the patient’s fluorescent signal [24]. 
Further development of the technique introduced array-CGH (aCGH), in which 
microarrays, consisting of a microscope slide with immobilized probes in defined 
positions, are used as targets instead of metaphase chromosomes [25]. The use of 
aCGH increased the resolution from 3 to 10 Mb of conventional CGH to 250 kb, 
and a higher density of probes can be used to increase resolution. Although the use 
of NGS-sequencing methods is increasingly replacing aCGH for CNV analysis in 
clinical testing and in research, at present, aCGH is the gold standard method to 
detect this type of variant and has been particularly useful in studying subtelomeric 
and pericentromeric rearrangements [26]. However, it is not appropriate for detect-
ing other chromosomal abnormalities, such as inversions and translocation, that can 
be investigated by M-FISH or WGS.

3.3.1.3  Multiplex Ligation-Dependent Probe Amplification (MLPA)

MLPA is a rapid and cost-effective alternative to diagnose whole-exon CNVs on 
candidate genes [27]. The MLPA probe consists of two oligonucleotides, both con-
taining the target sequence and a fluorescently labeled universal primer pair, identi-
cal for all probes. A stuffer sequence with a different size for each probe is attached 
to one of the oligonucleotides, giving each probe a unique length. Thus multiple 
probes can be hybridized simultaneously (multiplex). In the first step, the two oligo-
nucleotides of each probe hybridize to immediately adjacent target DNA sequences. 
One oligonucleotide contains the binding site recognized by the forward primer; the 
other contains the binding site recognized by the reverse primer. Then, the pair of 
probe oligonucleotides that successfully hybridized are ligated, and only the ligated 
probes are amplified by PCR. Each fragment corresponds to a specific MLPA probe 
and generates a fluorescent peak that can be detected by capillary electrophoresis. 
By comparing the peak pattern of the tested sample with the pattern of reference 
samples, the relative change in copy number can be identified. MLPA can use up to 
40 probes in a single reaction, in which each probe is generally used for each exon 
of a candidate gene. Thus, it is very useful for disorders, such as Duchenne muscu-
lar dystrophy, in which a substantial proportion of affected individuals have patho-
genic deletions or duplications in a known gene.
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3.3.1.4  Triplet Repeat Primed PCR (TP-PCR)

Trinucleotide repeats expansions are the cause of many genetic diseases, particu-
larly neurological and neuromuscular ones (See Chap. 6). Standard PCR protocols 
are used to detect modest expansions. However, for large expansions (>100 repeats), 
an alternative method is necessary. Until the development of TP-PCR method in 
1996, Southern blotting was the gold standard to analyze this type of variation. 
However, Southern blot is technically demanding, expensive, and has limited power 
to detect interrupted alleles, and then encouraged the development of TP-PCR [28]. 
TP-PCR uses an external primer flanking the repeat plus a primer that can randomly 
hybridize to multiple possible binding sites within the repeat, resulting in a ladder 
pattern on the fluorescence trace that enables the identification of expansions com-
pared to samples used as a reference. The method allows identifying large expan-
sions but cannot detect the exact number of repeats if this number is >50. TP-PCR 
was first developed to scan expanded alleles in myotonic dystrophy, but since then, 
the technique was validated for many other diseases, such as Friedreich ataxia 
(FRDA), Huntington’s disease, and spinocerebellar ataxia type 3 (SCA3).

3.3.2  Sequence-Based Methods

By definition, methods that evaluate the presence and quantity of DNA fragments, 
and allow for quantification, irrespective of short-range variations in the sequence 
itself, were presented in the previous section. On the other hand, sequence-based 
methods are defined by the ability to interrogate or detect alterations across the 
sequence of particular DNA stretches. It means that even though fragmentation of 
DNA itself is often required as an initial processing step, or that the analyzed frag-
ment will physically hybridize with probes, the main outcomes of these methods are 
the nucleic acid sequences themselves that allow detecting the variation on 
sequences when compared to a reference. In the following topics, we will cover 
Sanger sequencing, genotyping microarrays, and detail next-generation sequencing.

3.3.2.1  Sanger Sequencing

Although currently DNA sequencing far surpasses other biomolecules’ sequencing 
in cost, ease, and, as a consequence, volume of generated data, in early 1970s, meth-
ods of protein and RNA sequencing were more advanced, although time- consuming. 
Nearly in parallel, Maxam and Gilbert’s method of stepwise chemical cleavage of 
DNA molecule and Sanger and Coulson’s method of DNA extension with chain- 
terminating nucleotides were successfully implemented in laboratories worldwide, 
both using fragments separation by electrophoresis [4]. The next development, 
known as shotgun sequencing, took place in the early 1980s and was extensively 
used in the Human Genome Project. This method targeted random clones of 
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constructs containing libraries of samples of interest for sequencing and a posteriori 
computational reassembly of larger DNA fragments. Sanger’s protocol would even-
tually prevail due to the improvement of the method with fluorescence-based auto-
mated machines in 1987.

Sanger sequencing is a reliable method of genomic analyses, targeted for regions 
of interest which are subjected to amplification or cloning. Therefore, even if a proj-
ect is designed to cover a library of fragments generated by amplification or frag-
mentation followed by cloning, individual region of interest analyses will take 
place. For instance, all exons of a single gene are PCR-amplified or all fragments of 
a mitochondrial genome from a given tissue are cloned, physically paralleled Sanger 
reactions (one per plate well or tube) will be performed, generating individual elec-
tropherograms, which will be aligned to a reference sequenced or queried across a 
collection of sequences.

After amplification, products are purified to eliminate non-incorporated nucleo-
tides and primers, and quantified for downstream steps. Sanger sequencing reaction 
consists of the extension of single strands (one primer is used) by incorporation of 
standard 2′-deoxyribonucleotides (dNTPs) complementary to the template strand 
and chain termination after incorporation of fluorescence-labeled 2′,3′-dideoxyribo-
nucleotides (ddNTPs). Reaction parameters such as cycling temperatures, extension 
times and, especially, dNTP/ddNTP ratios are optimized to produce a library of 
DNA strands of different lengths with one nucleotide difference each. Each frag-
ment from this library has a fluorescent dye brought by the 3′-end incorporated 
ddNTP. This reaction is then submitted to a high-density polymer matrix electro-
phoresis, usually in capillaries, to support the intended separation resolution of one 
nucleotide. Using a steady voltage, the process of differential migration of the frag-
ments with optimal separation of fragments occurs towards the end of the capillary, 
where a detector is placed and converts fluorescence to bytes, including intensity 
parameters. The final result is one electropherogram per reaction, with roughly 
800–1000 peaks that can be base-called for further analyses. One standard proce-
dure is to cover the same region at least twice, in two different reactions, one for 
each strand (namely forward and reverse reactions). Depending on the project, a 
higher depth of coverage (also known as vertical coverage, meaning how many 
times a high-quality base is independently sequenced and called) is needed: the 
draft of the Human Genome Project, which was completed entirely with Sanger 
sequencing, was 5–10-fold [29].

3.3.2.2  Genotyping Microarrays

The use of hybridization techniques for analyzing nucleic acids started before 
sequencing technologies and basically consists of exploring the property of comple-
mentarity between base pairs of anti-parallel strands of DNA and RNA. As men-
tioned before for FISH and array-CGH, it is straightforward to observe the results 
of hybridization between a probe (the sequence we have prior information about) 
and the region we are interested in detecting/quantifying.
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The ability to miniaturize the synthesis of oligonucleotide probes onto a solid 
phase (usually glass slides, in a process called photolithography), the implementa-
tion of improved digital cameras, and the growing knowledge on allelic diversity 
contributed to the development of ever-higher density genotyping microarrays, 
often called DNA chips [30]. The overall methodological workflow involves enzy-
matic fragmentation followed by end repair, adapter ligation, and PCR, enriching 
the sample in products of less than 1 kb. DNA probes in the chip harbor the selected 
SNPs in several positions (overlapping probes), and SNPs themselves are selected 
based on frequency and by location, usually between within two restriction enzyme 
sites 1 kb apart. Allelic detection by hybridization without this a priori step of size 
selection by amplification can produce non-specific calls that increase background 
noise. Although these steps are fairly similar between the two main commercial 
microarray platforms (Affymetrix and Illumina), each has their own specificities: 
Illumina uses a probe-linked beadchip embedded in the slides and has a single base 
extension; Affymetrix uses ligation, and several washes to remove less stringent 
hybridizations.

These tools were essential to decrease the costs of genome-wide analyses for 
several applications, from family-based segregation and linkage studies to large 
sample-sized genome-wide association studies (GWAS), since automation greatly 
increases the through-put and reduces experimental variability. Currently, commer-
cially available microarrays include many options of high-density sets of variants 
(>500 k markers) and enrichment of clinically relevant variants or copy number 
variants; besides the possibility of some degree of customization. Outside basic 
research applications, most companies that offer direct-to-consumer testing for 
ancestry or disease risk alleles are microarray-based. It is important to consider that 
each microarray chip is designed to interrogate a list of polymorphic alleles previ-
ously detected by sequencing projects, which might be biased on their own. Some 
commercial microarrays were developed to include population-specific variants and 
to some extent contribute to studies on diverse populations. Many GWAS studies 
benefit from an increasing density of variants through imputation, in which unob-
served genotypes are inferred by using haplotypes from reference panels [31].

3.3.2.3  Next-Generation Sequencing

Pinpointing the large frequency spectrum of genomic variants, from ultra-rare to 
common, is only achievable by directly sequencing the DNA. As mentioned above, 
Sanger sequencing method revolutionized genomic science by providing a reliable 
and reasonably automated protocol that could consistently deliver the nucleic acid 
sequence of stretches of 700–800 bp. The main limitation of Sanger is paralleliza-
tion itself. The Human Genome Project public effort overcame this issue using the 
challenging, costly, and time-consuming solution of distributing the job among hun-
dreds of facilities worldwide, while the private effort did a similar approach, except 
that the hundreds of machines were centralized in a single facility (improving opti-
mization and reducing costs). Either way, sequencing a whole human genome by 
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the end of the first published draft in 2001 was still priced in the order of magnitude 
of 100 million dollars.

The (Recent) History of Next-Generation Sequencing
During the late 1990s and early 2000s, emerging sequencing technologies evolved 
from the combination of microfluidics and molecular assays advances such as emul-
sion PCR, bridge PCR, and adapter ligation. Three main next-generation sequenc-
ing (NGS) platforms were released almost simultaneously in 2005 and 2006: 454 
pyrosequencing (later acquired by Roche), Solexa sequencing by synthesis (SBS, 
later acquired by Illumina) and Agencourt sequencing by oligo ligation detection 
(SOLiD, later acquired by Applied Biosystems) [32].

Illumina prevailed as the more broadly used method, and its in-depth protocol 
will be discussed in this section. Before each method is briefly covered, a few 
important NGS parameters are presented. Considerations about them define the use-
fulness and cost-effectiveness of each method and quality standards to be observed 
during analyses. As mentioned previously, depth of coverage is the number of times 
a base is independently called (i.e., read counts overlapping a single base). Although 
there is no consensus on an optimum minimum depth, 10-20x is usually the aimed 
range, even though some applications like somatic mutation detection require 
deeper coverage. The second parameter is the horizontal coverage, meaning the 
genomic extension that the sequencing project is aimed at mapping. Both parame-
ters can be planned during the experiment design. The third parameter is the read 
length, which is usually restricted by the sequencing method. Finally, also limited 
by the sequencing protocol, the sequence output measured in number of reads and 
megabases is a value expected by each protocol and sequencing machine. All 
parameters are useful when designing the experiment, including the ability to mul-
tiplex several samples per run, and to expect minimum values for quality control 
and downstream analyses.

Pyrosequencing protocol provided by 454 involved fragmentation of genomic 
DNA and ligation to adapters, which would be baited by beads, generating an 
immobilized library. These beads were then emulsified for optimal isolation (one 
bead per emulsion compartment), later distributed on a picotiter plate for sequenc-
ing cycles (adding polymerase and one dNTP at a time). Incorporated nucleotides 
would release pyrophosphates, which would cascade a reaction of ATP and 
luciferase- catalyzed luciferin oxidation, generating visible light. Each well would 
provide up to 700-bp reads (typically 500 bp), not far from Sanger sequencing and, 
therefore, minimizing alignment and assembly procedures. Sequencing output of 
the latest Roche 454 machines was about 14Gb. Homopolymer detection (contigu-
ous nucleotides of a single base) is challenging in most NGS protocols and was 
particularly critical in 454 chemistry.

Applied Biosystems SOLiD methods also used beads with immobilized oligo-
nucleotides complementary to adapters linked to DNA fragments to be sequenced. 
Fragments on beads were also amplified and spread onto glass slides in polonies 
(‘polymerase colonies’). The extension and detection, however, used a unique 
experimental design where 8-bp long oligonucleotides had four different 
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fluorescent labels to four dinucleotides located at the 3′ end, while the remaining 
nucleotides of the probe were degenerate. When a dinucleotide is stabilized, a ligase 
catalyzes the phosphodiester bond, unextended strands are capped and the fluoro-
phore removed with 3 bp cleaved at the 5′ end of the probe, allowing the next cycle. 
The dinucleotide color code can be decoded by repeating the cycles offsetting the 
initiation primer by 1 base pair (n-1, n-2, n-3, and n-4), tiling the probe-fragment 
complementarity and generating overlaps between each sequence of colors. 
Although a complex procedure, this dinucleotide color-coded overlaps allows each 
base to be covered twice per read, increasing accuracy without substantially increas-
ing cost. Each SOLiD output per run as for the last available machine was 90Gb. 
Two major drawbacks for this method probably caused its resistance to use and later 
discontinuation: very short read length of 50–60 bp, promoting a reduction in align-
ment quality and computational complexity increase; and problems in sequencing 
palindromic regions, which form hairpins and reduces ligation of probes to a criti-
cal level.

Illumina’s Sequencing by Synthesis
Illumina has established the main adopted technology by overall markets using the 
sequence-by-synthesis (SBS) method developed and improved from a combination 
of the original patents by Solexa and Lynx technologies. SBS consists of fragmenta-
tion of DNA in regular-sized segments to be ligated with adapters. Usually, frag-
ments are around 500 bp of length obtained from native DNA, but mate-pair libraries 
aim at 2–5 kb long inserts and linked-read assays start with high molecular weight 
DNA that is isolated prior to fragmentation (Chromium technology, 10X Genomics). 
In all cases, only the extremes are sequenced (paired-end method), but regular spac-
ing (short and long-range) improves de novo assembly and the ability to detect SVs. 
Indexing the fragments during library prep consists of ligating oligonucleotides to 
the ends of the fragment, before adapters’ ligation. Indices play a barcoding role 
allowing libraries to be pooled together, therefore multiplexing the run with several 
samples. After sequencing, computational scripts for demultiplexing will reassign 
reads to individual sample identifiers. Both adapters have complementary surface- 
bound oligonucleotides in a structure called a flow cell. Fragments are denatured 
and each strand is annealed with the fixed oligonucleotides for extension, and com-
plementary strands are synthesized, now covalently attached (with phosphodiester 
bonds) to the flow cell. Clusters are generated by bridge amplification, populating 
the surroundings of the initial fragment with copies. As sequencing cycles begin, 
these clusters will be detected and monitored by a camera to register the incorpora-
tion of each dNTP to the fragment. The key for each added dNTP is that they have 
a reversible property, blocking the incorporation of more than one dNTP per cycle 
and unblocking after washing for further extension (Fig. 3.2). Reads range from 50 
to 300  bp, but for genomic purposes are usually set to 150  bp. The paired-end 
sequencing allows for another round of dNTP incorporation cycles (also 150 bp), 
extending the complementary strands and providing a total of 2×150 bp long sepa-
rated by the remaining unsequenced spacer of the original sample. It is relevant to 
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stress that the paired reads are not reverse complements of each other, but rather the 
extremities of each fragment. The redundant representation of a region more than 
once (measured by depth of coverage) is, therefore, a result of independently 
sequenced reads from different fragments [32]. Output of Illumina SBS relies on a 
few parameters, some fixed and some adjustable: flow cell load capacity (there are 
different flow cell designs for each machine), cluster density (there is an optimal 
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Pooling with more
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by probe capture

Flow cell

Single strand
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2nd cycle
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Paired-end bridge
amplification
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Fig. 3.2 Overview of NGS protocol (Illumina’s sequencing by synthesis). Genomic DNA is frag-
mented in regular sizes (around 500 bp), which are ligated to adapters (lilac and light yellow) with 
indices (in this example, light blue for one individual and light red for another individual). Samples 
are pooled and optionally target enriched (in this example, carried out by probe capture attached to 
beads). Libraries are loaded onto flow cells containing oligonucleotide probes complementary to 
adapters. In any given probe, a fragment will be used as template for extension, and the original 
fragment is washed away. In a series of bridge amplifications, a cluster of fragments attached by 
both strands is generated. Sequencing by synthesis is performed in cycles, including incorporation 
of dNTPs that function as reversible terminators, and clusters are monitored for dNTP incorpora-
tion. Cycles restart to the reverse fragment within the same cluster, providing a paired-end read
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value), choice of single-end versus paired-end and sample multiplexing. Currently, 
Illumina offers a range of systems with outputs from 2 Gb to 6 Tb, which can be 
chosen in accordance with the project. In the clinical routine, it is a common prac-
tice to confirm findings using a different method, Sanger sequencing if the variant 
has short length. Sanger sequencing is commonly used to confirm or exclude the 
parent’s carrier status.

Target Enrichment
As we have previously stated, the growing capacity of parallel sequencing millions 
to billions reads provides an opportunity to either go very deep on vertical coverage 
or very broad on horizontal coverage. In latest Illumina models (NovaSeq 6000), 
one can choose the higher output system of dual flow cells with 6 Tb output per run 
(and 20 billion reads). That means one human whole-genome (diploid genome of 
6.4 Gb) could be sequenced at over 900x of coverage, or 900 whole-genomes could 
be sequenced at 1x. Although possible, both situations are not economically feasi-
ble, or actually desirable, for most applications. As we will see in the next section, 
whole-genome sequencing aimed at 30x is an accepted standard. But how would we 
make use of such a large output to make it both useful and cost-effective?

Besides multiplexing, which allows for pooling multiple samples along the same 
sequencing run, there are methods designed to enrich libraries with regions of inter-
est that can be prioritized in sequencing experiments. Prior to the distribution of the 
libraries onto flow cells for cluster generation and sequencing, target enrichment 
methods can be performed. Two main strategies can be chosen to enrich libraries: 
probe-based capture or amplicon generation. In the first strategy, single-stranded 
DNA or RNA oligonucleotides are designed for the chosen regions of interest, syn-
thesized, and attached to a solid phase surface such as a glass slide (resembling 
microarrays), or, more commonly, beads, followed by hybridization steps. 
Oligonucleotides probes must be long enough to allow for some mismatching, 
including indels, otherwise, allele dropout could be an issue (when one allele is not 
captured with equivalent success of the other allele). This also can be achieved by 
designing multiple overlapping probes spanning the region of interest (in a tiling 
setup), as some commercial options emphasize to be an improvement in enrichment 
by capture efficiency. The second strategy is to use multiplex amplification, generat-
ing amplicons of the regions of interest, using either primers or molecular inversion 
probes. There are advantages and disadvantages to amplicon-based enrichment. 
Customization and processing are easier and simpler than capture by hybridization 
of probes, and overall costs can be lower. However, there is a limitation on the num-
ber of amplicons that can be generated (amplicons that enrich whole-exomes were 
developed later and are usually more expensive than probes counterparts). 
Comparisons generally indicate that even with higher coverage, amplicon-based 
enrichment can be less uniform and provide a higher proportion of false-positives 
and false-negative results. However, for smaller panels and applications such as 
microbiome profiling, amplicon-based enrichment is widely considered [33].

Probably the most used application of NGS so far is target-enriched sequencing 
of human samples, specifically whole-exomes and gene panels. The combination of 

M. S. Naslavsky and M. de Oliveira Scliar



75

technological advances, reduction in equipment and reagent costs, multiplexing 
samples and target-enrichment led to an explosion of NGS data generation from the 
2010s, both for academic purposes and clinical setups. Noteworthy is that the man-
agement and analysis of the incredible amount of data generated since then were 
only possible with the parallel development and advances of bioinformatics. 
Laboratories were able to standardize and streamline protocols to offer gene panels 
directed to groups of disorders such as hereditary cancer, neuromuscular and devel-
opmental disorders, costing no more than any complex health-related exam. Whole- 
exome sequencing (WES) had a pivotal role in the identification of genes associated 
with monogenic diseases, many of which required few family members to achieve 
probable candidates, a task that used to take time-consuming steps of STR profiling 
and linkage analyses. WES varies in terms of horizontal coverage, depending on 
how far into UTRs and introns the probes are designed to capture the target, but 
120 Mb per diploid exome is a general value to consider. When aimed at 100x, the 
above-mentioned Illumina NovaSeq output could produce 500 WES per run, at a 
cost (reagents only) of about 100USD. Even adding other essential costs of equip-
ment, computational resources, and, especially, high-skilled staff for producing and 
analyzing the data, WES will certainly stay as the gold standard for molecular diag-
nostics for a while [34, 35].

Whole-Genome Sequencing
Skipping the step of target enrichment and loading onto the flow cell the library of 
fragments ligated with adaptors and indices will produce the once holy grail of the 
scientific community worldwide: sequencing the whole human genome. The 1000 
Genomes Project was launched in 2008 with the ambitious effort of sequencing 
thousands of individuals from 26 populations. Phase 1 included low-coverage 
whole-genome sequencing (WGS) of 179 individuals, WES of nearly 700 individu-
als and high-coverage WGS of two trios. The project was able to deposit a large 
number of variants previously unknown and paved the way for several other initia-
tives [36]. Now, there are many countries aiming at 100 thousand WGS along with 
extensive clinical data to improve precision medicine initiatives by providing both 
reference datasets and research substrates for the discovery of novel genes and loci 
associated with traits.

It is important to mention the advantages and disadvantages of WGS over other 
methods. As compared to WES, sequencing the entire genome allows interrogation 
of both common and rare variants within and outside coding regions. The high- 
density microarrays are useful when researchers are agnostically detecting associa-
tion signals across the genome (when performing GWAS), and more often than not, 
signals fall within intergenic or intronic regions. If the association is truly a proxy 
of causal variants nearby, WGS would be useful in both steps, allowing fine- 
mapping to pinpoint candidates of causality within variants of lower frequency. 
WGS uniformity in horizontal coverage allows an improvement in phasing (or hap-
lotyping) estimates (the attribution of the relative position of two or more alleles in 
cis or trans configurations). By chance, paired-end reads can harbor informative 
variants that aid algorithms to keep track of the phase, which can be useful in 
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classification pathogenicity of variants in recessively inherited disorders. Phasing 
software can take advantage of this information together with estimated haplotype 
frequencies to infer haplotypes throughout the genome. The alternative to that is 
applying the gold-standard phasing procedure, which analyzes trios and duos; how-
ever, this strategy is often disregarded in favor of sampling more unrelated individu-
als. In addition, both properties of long-range horizontal coverage combined with 
uniform vertical coverage facilitate detection, mapping, and description of SVs, 
which will be covered in the next section.

An important disadvantage of WGS over WES or targeted panels is the cost, not 
only of equipment and reagents but also of computational resources to process and 
store generated data. While the wet lab steps (including sequencing runs) of WGS 
had just breached down the 1000USD barriers, storage alone can represent 5% of 
this value per year. In addition to that, annotation of noncoding regions is still chal-
lenging and the gain in diagnostic capacities from WES to WGS is not yet clear. For 
research purposes, on the other hand, WGS is an excellent tool that embraces many 
analytical possibilities [37].

NGS Analyses
The extensive use of NGS-based tests and NGS for research gave rise to a whole 
community of users, composed of wet-lab researchers and technicians, bioinforma-
ticians, programmers, and analysts. Two interesting things came as a result of this: 
standardized protocols and recommended guidelines were developed and improved 
over time, building confidence and reproducibility of results; and a vast universe of 
alternative methods were tested allowing researchers to apply NGS in several differ-
ent manners. This section will focus on the basic pipeline and comment on work-
flows that support the most common applications.

As previously described, the sequencer captures the position and intensities of 
clusters across flow cells, cycle after cycle, with a camera-like sensor. To reduce the 
volume of data generated at this process, a Real-Time Analyzer software (Illumina 
proprietary resource) converts data to BCL format, a binary file that contains raw 
information on each cluster output. This file must be exported to a server where the 
primary bioinformatics pipeline will take place. The first step involves demultiplex-
ing and conversion of BCL to FASTQ files, a text-based file that stores the sequence 
ID (including the cluster position, useful for paired-end sequencing), the sequence 
itself, and per-base sequencing quality.

At this point, mapping can proceed using alignment software. Two strategies can 
take place: de novo assembly or alignment to a genome reference. Keep in mind that 
the original Human Genome Project had precisely this challenge (besides generat-
ing all raw data): assembly is computationally costly since all reads must query 
themselves to build up contigs based on overlapping stretches. Since then, updates 
on the human reference genome were made, and interesting discussions on how a 
reference should be represented to account for diversity became common. Alignment 
algorithms can be tuned in several parameters: if they are too strict, reads containing 
true alternate alleles might not be considered; if they are too permissive, mapping 
quality will decrease, since reads will align to many loci. Also, indels and larger 
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SVs tend to penalize alignments and depending on the size of the variant, the read 
length itself, and the genomic context, some of those variants will not be aligned 
and, therefore, will not be called. BWA-MEM is the more commonly used free 
aligner and outputs a raw BAM file (the binary version of a SAM file) which pro-
vides information on the position of the reads relative to the reference genome of 
choice and mapping quality. Then, a few intermediate steps that involve marking 
and removing PCR duplicates, local realignment for improved indel detection, and 
recalibrating base scores to the local and overall sample context are performed to 
obtain an analysis-ready BAM file. BAM files are ready for visualization by a 
genome browser such as IGV, providing an image of piled-up reads aligned to a 
reference genome sequence (Fig. 3.3a). Base mismatches of the aligned data could 
only mean three things: true variants, sequencing errors or alignment errors. The 
following step is to integrate the mismatches across the reads, effectively calling 
variants. HaplotypeCaller is the variant calling tool recommended by the Genome 
Analysis Toolkit (GATK), a recommended general protocol provided and main-
tained by the Broad Institute of Harvard and MIT and used worldwide [38]. It out-
puts a (very large) file, named gVCF, that has the same format of a standard VCF, 
except it contains the genotypes of all called positions, whether it is a variant call or 
not (Fig. 3.3b).

The gVCF can also block information whenever a sample has reference alleles 
for consecutive stretches (indicating the end of each block in the INFO column), as 
well as an indication of the spot for a non-reference allele. The FORMAT column 
will contain guidance to read the genotypes, which generally contain the inferred 
genotype itself referring to REF and ALT status, depth of coverage for each allele 
(AD), depth of coverage at the site (DP) and genotype quality score (GQ). Some 
files can contain a strand-specific allele depth, which can be useful to evaluate 
strand bias. The ID column represents the only place with “outside” information (an 
annotation, by definition), and should be completed with rsID from dbSNP. INFO 
column is usually populated with several quality statistics: in gVCF refers to the site 
and individual genotypes, but in combined VCF may include the overall site quality 
and other metrics such as allele count (AC), allele number (AN), inbreeding coef-
ficient, and Hardy-Weinberg statistics. The same for QUAL, which individually 
represents the site and genotype quality but in conjunction with other samples, pro-
vides a flag with confidence levels for the site (Fig. 3.3c).

Next, this individual gVCFs can be combined with other samples in a joint cohort 
to a joint-call step that will result in a standard VCF file containing only positions in 
which there is at least one alternate allele. The header of VCF files can store a num-
ber of meta-information, including the description of the entries present in the body 
of the VCF file and the commands used to obtain the VCF. The steps presented here 
compose the pipeline recommended by the GATK Best Practices to identify germ-
line short-range variants, which is used by most bioinformaticians and very 
appraised by the scientific community. The GATK Best Practices validated pipe-
lines with recommended software, quality parameters, and continued improvements 
for different types of variants.
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Fig. 3.3 Schematic representation of BAM file from one individual (a), gVCF files from two 
individuals (b), and combined VCF file with two individuals (c). In the BAM file (a) we can see an 
example of paired-end reads containing variants in colors (all grey portions of the reads are match-
ing the reference). Genomic position is represented as a ruler above, and depth of coverage as the 
light grey graph below. Below the reads, the reference genome is shown along with a basic gene/
transcript annotation in blue (in this case, representing the two first exons, where the first has a 
5’UTR portion and direction of gene in the genome). Note that paired-end brought evidence of 
phasing between the first green variant (in homozygous state) with the second blue variant (in 
heterozygous state), which in turn is also in cis with the third red variant. gVCF files contain all 
called positions (b), and variant based quality (which is also included in the INFO field, along with 
several other metrics of sequencing, alignment, base calling, and variant calling). VCF file sum-
marizes positions with variants (c) and includes site quality and information (now as an aggregate 
of all individuals included in this combined file). This is ready for annotation and downstream 
analyses
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The steps presented here compose the pipeline recommended by the Genome 
Analysis Toolkit (GATK) Best Practices to identify germline short-range variants, 
which is used by most bioinformaticians and very appraised by the scientific com-
munity. The GATK Best Practices is a product of the collaborative effort provided 
by the Broad Institute (Boston, MA) which thoroughly validated pipelines and pro-
vided a workflow with recommended software, quality parameters, and continued 
improvements for different types of variants.

Either an individual VCF or a combined VCF (with multiple individuals) can 
now be annotated to provide context to the findings. As mentioned above, annota-
tion is a procedure that will systematically intersect findings with previous knowl-
edge stored in datasets and includes straightforward basic annotations such as rsID, 
gene, and transcripts. There are several annotations that can be relevant for various 
analyses such as the frequency of variants across different datasets, the association 
of genes to disorders, pathogenicity assertions, prediction of deleteriousness by dif-
ferent algorithms, context of protein domains. There are several annotators in use, 
most freely available such as ANNOVAR [39] and Ensembl Variant Effect Predictor 
(VEP) [40], but it is common that laboratories add in-house scripts for specific 
annotations.

In the previous sections, we have stated that NGS-based analyses are not the 
gold-standard method for the detection of large SVs. One reason is that uniformity 
of reads (both in vertical and horizontal coverage) is not always predictable and var-
ies within the individual sample and across samples. For instance, although the 
peaks of depth surrounding an exon in a WES sample can reach over 200x (in a 
sample aimed at 100x), it is not trivial to infer if that particular exon was better 
captured than the others or if it represented a duplication. The same goes for hetero-
zygous deletions: a drop in depth of coverage can be caused by a deletion or by a 
lower capture performance. However, there are several algorithms and workflows 
that use read-depth measures to successfully detect a high proportion of CNVs from 
NGS data, most of the time through exome or gene panels. In fact, NGS-based CNV 
analysis is increasing in both clinical and research contexts as a cost-effective choice 
to study a broader range of variants [41]. The optimum choice for short-range NGS- 
based CNV analysis would be to use paired-end deep-coverage (>30x) WGS, which 
has the main advantage of more coverage uniformity (i.e. less variation of depth 
along chromosomes and among individuals). This characteristic facilitates the defi-
nition of a reference depth to which deviations can be tested and allow the extensive 
use of read-pair (RP) and split-read (SR) methods [42]. RP detects discordant pairs 
in which the span and/or the orientation of read-pairs are inconsistent with the 
expected insert size. If a deletion spans a well-covered region, paired-end reads will 
align to the boundaries of the deletion, and will appear to be more distant from each 
other than expected (Fig. 3.4). On the other hand, read-pairs closer than expected 
indicate insertions. SR identifies split sequence-read signatures breaking the align-
ment to the reference (gaps indicate deletions and stretches indicate insertions), 
detecting the precise boundaries of the variation (breakpoints). RP and SR are use-
ful to identify other types of SVs, including inversions and translocations [43].
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3.4  Analysis of Rare and Common Variants to Understand 
Diseases and Traits

3.4.1  Workflow for Molecular Diagnosis

Molecular diagnosis for patients affected by rare genetic disorders with monogenic 
patterns of inheritance is straightforward [35]. It begins with a deep clinical evalua-
tion of the patients and family members, which will provide clues for diagnostic 
hypotheses. Family history of disorders or related phenotypes, occurrence of con-
sanguineous marriages in the family, age of manifestation and clinical progression, 
and age of parents help the physician narrow down possible candidates. Further 
access to public databases such as OMIM, Orphanet, and GeneReviews, indicate 
one or more genes previously associated with the condition or part of the pheno-
types that can be prioritized and interrogated with methods described in this chapter. 
Choosing the best method to start the diagnostic investigation is not trivial: previous 
knowledge on the disease and genes is critical for establishing a rational stepwise 
set of tests. Once the test is performed, a complete pipeline for analysis, including 
access to databases of variants and related literature, will provide a report to be 
returned in genetic counseling consultation. In the case the test is NGS-based, such 
as targeted panels or WES, there are general recommendations provided by the 
American College of Medical Genetics and Genomics (ACMG) and Association for 
Molecular Pathology (AMP) that support the workflow, pathogenicity classifica-
tion, and handling of secondary findings [19]. There are several ethical concerns to 
this process, which are not the scope of this chapter.

There are, however, concerns regarding the clinical level of evidence and pene-
trance of variants that must be addressed. Monogenic disorders are generally caused 
by one or two variants of large effect size, meaning that the presence of such vari-
ants greatly increases the risk of manifestation (up to complete penetrance in some 
cases such as Huntington’s disease). Most common disorders, however, have multi-
factorial etiologies, with an environmental component and a genetic component. 
Given that the genetic component is usually polygenic, causative variants have, 
individually, low to moderate effect sizes and are distributed across dozens to hun-
dreds of loci. In research, large GWAS efforts identified many loci associated with 
multifactorial traits, indeed improving the knowledge on the architecture of such 
traits and unraveling part of molecular and cellular mechanisms involved in these 
conditions. Some alleles in genes such as APOE were robustly associated with 
Alzheimer’s disease and cognitive impairment with a relatively high odds ratio 
(3–15, depending on the study and zygosity), but as any single susceptibility allele 
of a multifactorial disorder, it explains only partially the phenotypic variability [44]. 
Even though companies offer tests and reports with variants of reduced penetrance 
in direct-to-consumer tests, the clinical validity of such associations is still under 
discussion by scientific and medical societies.
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3.4.2  Rare-Variant Association Testing

Although successfully discovering tens of thousands of variants robustly associated 
with diverse traits and better understanding their genetic architecture, GWAS hits 
explain only a small proportion of phenotypic variability (a problem referred to as 
the missing heritability). GWAS is, by design, focused on common variants (usually 
defined as variants with minor allele frequency > 0.01) obtained from genotyping 
are interrogated using microarrays. Part of the missing heritability arises because 
many common variants have very small effect sizes that could be detected only with 
increasing sample sizes. The ever-increasing sample sizes of recent GWAS and 
meta-analyses intend to address this problem. Another part of the missing heritabil-
ity arises from not considering rare variants, which were shown to collectively reach 
significant effect sizes. However, even if GWAS included rare variants in its analy-
sis, detecting association with standard GWAS protocols would require enormous 
sample sizes. To address this issue, methods for collapsing rare variants per gene, 
per genomic region, or per pathway have been developed and improved overtime. 
The rationale is quite straightforward: case and control groups of individuals are 
sequenced (ideally WES or WGS) and rare variants are computed per group, within 
candidate genes, regions, or pathways, or alternatively, multiple combinations of 
genes are tested. Variant annotations can be used in weighing each aggregate, and 
some tests are prepared to combine common variants as well. Many publicly avail-
able algorithms perform these tests, also known as burden and nonburden tests, that 
can well complement GWAS or be used when larger sample sizes are not available 
[45, 46].

3.4.3  Polygenic Risk Scores

GWAS usually identifies individual association signals for each variant and strict 
thresholds are applied to ensure the exclusion of false-positive results. However, as 
mentioned, there are many loci truly associated with the traits that do not reach 
statistical significance due to several reasons: reduced effect size, low frequency, 
population-specific linkage disequilibrium patterns, and epistasis with more loci. 
With the recent availability of very large cohorts with genotyping data and compre-
hensive phenotypic information, such as the UK BioBank, testing combinations of 
variants based on GWAS summary statistics (effect sizes measured as odds ratio or 
regression betas) could be performed [47]. Using a protocol for reducing interde-
pendence of variant’s signal by pruning blocks under linkage disequilibrium and 
thresholding p-values, many researchers are exploring UK BioBank’s large sample 
sizes (about 500 thousand genotyped individuals) to identify combinations of vari-
ants that successfully stratify individuals by disease risk (or trait levels). These pro-
files can be interrogated in a validation set, providing a distribution of a polygenic 
risk score (PRS). Both the scientific communities and medical societies are 
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enthusiastic about the application of PRS in several traits and disorders, since these 
profiles would eventually anticipate clinical interventions for individuals at higher 
risks, at ultimately low costs (microarrays). The full extent of rare variant contribu-
tions to PRS is yet to be elucidated. However, there are already studies on breast 
cancer and hypercholesterolemia showing the combined effect of different PRS 
risks and carrier status of high effect size monogenic variants, providing a good 
perspective on the clinical applications of PRS and that WGS might be the ultimate 
test to embrace all dimensions [48].

One important drawback, currently under discussion, is that source samples used 
in GWAS are still biased towards Europeans, and PRS transferability to other popu-
lations is challenging, with significant reductions of predictive power (See Chap. 
11). Holding the same caution alert on direct-to-consumer testing, it is noteworthy 
that admixed individuals or individuals from diverse populations different from the 
original sourced in large GWAS might not benefit from such PRS-based tests and 
may receive reports with reduced clinical validity [49].

3.5  Perspectives

A brief glimpse of the rapid development and improvements in genomic analysis 
methods was presented in the previous sections. The consolidation of NGS as the 
gold-standard sequencing method does not mean that all challenges imposed by 
genomic complexity have been fully addressed. In this section, our intention is to 
introduce selected methods under implementation that are likely to complement or 
eventually replace the current protocols.

3.5.1  Cell-Free DNA

Cell-free DNA (cfDNA) refers to any degraded DNA fragment present in the circu-
lation and other biological fluids. They were first detected in 1948 and since then 
many studies investigating their possible association with different diseases were 
conducted. Currently, detection and analyses of cfDNA originated from tumors and 
from the fetus in a pregnant woman are widely used. The rationale is to detect 
somatic mutations from tumor and either chromosomal imbalances (such as aneu-
ploidies) or de novo mutations from the fetus (absent from mother and father). 
Plasma cfDNA concentration is usually low, and DNA is very fragmented, so the 
depth of coverage usually is aimed higher and paired comparisons are performed: 
plasma from patient vs buffy coat (blood fraction containing mononucleated cells) 
from the same patient, or plasma from mother vs buffy coat or saliva from 
mother [50].

The investigation of cfDNA from tumors is known as liquid biopsy, a noninva-
sive procedure that allows routine clinical screening to detect resistance 
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mechanisms to inform treatment, and to monitor the response to treatment and 
residual disease. Besides, evaluating the use of liquid biopsy as a clinical tool for 
early cancer detection is currently an active area of research.

Another widely application of this type of sample is to obtain cfDNA from the 
fetus and screen for the most common aneuploidies through NGS sequencing. This 
test, known as noninvasive prenatal testing (NIPT) or noninvasive prenatal screen-
ing (NIPS), has the advantage of being noninvasive, in contrast to invasive proce-
dures to obtain fetal DNA which brings risks to pregnancy, and of being more 
accurate. The exam can be performed from the ninth week of gestation and although 
it is highly accurate, it is important to keep in mind that the accuracy is not high 
enough to be considered a diagnostic test. Although the focus is on detecting com-
mon aneuploidies, other important known SVs, particularly microdeletion syn-
dromes can be investigated. Besides, methods to investigate monogenic diseases are 
currently being developed and validated [51].

3.5.2  Long-Read Sequencing

NGS-based methods use relatively short-reads that challenge the determination of 
several types of genomic variation, such as SVs, pseudogenes, and highly similar 
genes, highly repetitive regions (including disease-related repeat expansions), and 
highly diverse haplotypes (such as HLA regions). Besides, short-reads complicate 
inference of phasing information (for compound heterozygosity determination), 
particularly for very rare variants and singletons. Some methodological improve-
ments address these issues by modifying NGS libraries preparation using mate-pair 
(Illumina), linked-reads (10X), and Hi-C assays, that capture three-dimensional 
chromatin conformation and provide evidence on structural interactions. However, 
all-new technologies arose in the past decade to fill this gap, with continuous frag-
ments sequenced from few kb to megabases (named long-reads), directly obtained 
from native DNA. We will briefly explore two main platforms for long-read sequenc-
ing, Pacific Biosciences (PacBio) and Oxford Nanopore Technologies (ONT) [52].

PacBio developed a protocol named SMRT sequencing (single-molecule, real- 
time) which uses kilobase-long fragments (up to more than 100 kb) with adapters 
connected to their ends forming hairpins (leaving the double-strand capped, able to 
circularize in complementary single strands). This structure is then assembled with 
DNA polymerase for loading into a SMRT Cell, a much reduced flow cell with a 
nanophotonic surface containing zero-mode waveguides (ZMW), which works as 
chamber reactions and photons. The incorporation of fluorescently labeled dNTPs 
excites the dye and a camera sensor, which detects the incorporation in real time for 
each ZMW.  Fluorophore is removed before each light pulse to prevent spectral 
interference. Each forward and reverse strands keep circulating for some rounds, 
providing a measure of depth of coverage. Median read length in PacBio is around 
10–60  kb and although read accuracy averages 90%, there are high fidelity 
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protocols that reach over 99%, with a 10–30 Gb throughput per flow cell. In this 
protocol, cost per Gb reaches about 86USD (over twice Illumina’s NovaSeq current 
pricing).

ONT begins with a linear DNA fragmented in long stretches (from 1 kb to a few 
megabases long) that are in double-strand form and are ligated to a sequence adapter 
attachable to a motor protein. The flow cells are composed of membranes embedded 
with thousands of engineered nanopores, with which motor proteins will interact 
and unwind DNA into the pores, transiently disrupting the electric current of the 
membrane. The current changes are base-pair specific and since the rate of translo-
cation is controlled, there is enough resolution for detection of individual base pairs 
and homopolymers. Detection occurs in real-time and although there are larger plat-
forms for loading multiple flow cells, ONT became famous for providing the small-
est sequencer ever created to this day (MinION), with the size of a smartphone and 
the ability to be transported. The ability to consistently sequence reads of dozens of 
kb and ease of transport allowed MinION to become very popular among microbi-
ologists during field trips, and more recently, to sequence the entire viral genomes 
of Zika and SARS-CoV-2, in many locations [53, 54]. With variable accuracy of 
87–98% depending on the platform, ONT reads range from 10 to 200 kb (but reads 
over 1 Mb were obtained and replicated), with outputs from 2 to 100Gb per flow cell 
and costs approaching Illumina’s NovaSeq.

Several important accomplishments were already achieved by long-read sequenc-
ing, including the ability to distinguish modified bases such as methylation state of 
cytosines, relevant in epigenomic studies (See Chap. 4). In addition to that, native 
RNA sequencing has been reported with ONT and replicated and promises an inter-
esting future in identifying full-length transcript isoforms. Modification in RNA 
bases (epitranscriptomics) is also being explored using ONT. Accuracy of long-read 
sequencing is still behind as compared to NGS, but combining both methods have 
demonstrated a significant gain in de novo genome assembly and confirmation of 
structural variation. There are novel methods for target enrichment of DNA loci 
using CRISPR-Cas9 that, in theory, improve accuracy of long-read sequencing by 
increasing depth of coverage. Adoption of long-read sequencing may improve our 
ability to detect, catalogue, and interpret haplotypes directly inferred from genomes 
and transcriptomes.

3.5.3  Omics Integration

The studies on genetic variation are often descriptive, as providing evidence on the 
consequences of this type of findings is challenging. While there is not a truly sys-
tematic strategy of defining functional consequences to molecules, cells, tissues, 
organs, and clinical manifestations of all variants found in one individual, a group 
of patients, or a population, there are orthogonal methods that help drawing a larger 
picture.
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The ENCODE Project Consortium has the objective of deeply annotating DNA 
elements of the genome by integrating research groups and methods to describe and 
validate regions of the genome that interact with transcription factors, chromatin 
structure, and methylation sites [15]. The Genotype-Tissue Expression (GTEx) 
project, on the other hand, intended the creation of a resource on gene expression 
and its regulation in dozens of human tissues, providing a full description of varia-
tion, expression conditions, and transcriptional outcomes [55]. More recently, the 
Human Cell Atlas project was launched to integrate research groups involved in 
cellular models, including genomics, transcriptomics, proteomics, and metabolo-
mics. Novel technologies such as single-cell transcriptomics, allows a deep descrip-
tion of cellular states under different conditions and mapping signatures involved in 
pathology can give insight in gene function [56, 57].

In addition, large initiatives that intend to collect and follow up clinical data and 
other traits in a population-level scale along with biological sampling, as an exam-
ple of the UK BioBank, are already contributing for our understanding of the asso-
ciation between genomic variability and outcomes. Combining data from hundreds 
of thousands of individuals improves detection of small effect variants and poly-
genic profiles. Several biobanks also include other levels of biomedically relevant 
experiments such as RNA-Seq, epigenomics, proteomics, and metabolomics, all of 
which can be integrated using both agnostic approaches such as deep learning or 
candidate-driven by piling up individual-level information (“thick-data”) [58].

In this chapter, we presented how genomic methods have constantly been evolv-
ing over the past decades, and with all the new technologies and the enormous popu-
lation samples being analyzed, we can expect that the coming years will continue to 
bring significant advances to genomic science, ultimately making precision medi-
cine a reality in clinical routine.
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Chapter 4
Protein-Coding Genes

Luciana Amaral Haddad

4.1  Introduction

In the 1960’s, the laboratory of the 1968 Nobel laureate in Physiology or Medicine, 
Marshall W. Nirenberg, deciphered the genetic code by conducting in vitro polyri-
bonucleotide chain (RNA) translation, owing to technological milestones, such as 
transfer RNA (tRNA) isolation and in vitro RNA synthesis, achieved by the 1968 
Nobel co-laureates H. Gobind Khorana and Robert W. Holley [1]. This accomplish-
ment meant the interpretation of the significance for protein synthesis of the 64 
possible codons composed of triplets of the ribonucleotides adenine (A), cytosine 
(C), guanine (G) or uridine (U). It was hence demonstrated that 61 trinucleotide 
sequences code for amino acids, whereas the remaining three codons terminate pro-
tein synthesis (translation stop codons; Box 4.1). Considering that there are 20 pos-
sible amino acids found in natural proteins, it is logical that more than one codon 
may code for the same amino acid, a property known as the genetic code degener-
acy. The single codon for methionine also signals the ribosome and tRNA where 
translation should start, thus recognized by far as the most frequently used transla-
tion start codon. As the genetic code rules are relatively simple and phylogenetically 
nearly universal (see Chap. 10), they easily lead to the computational prediction of 
the protein-coding sequence of genes or, simply, the coding sequence (CDS; Box 
4.1). In such computational predictions, the output is the open reading frame (ORF; 
Box 4.1) for translation, a DNA sequence segment with a length in base pairs (bp) 
that is a number divisible by three. The ORF first and last nucleotide triplets must 
be the translation start codon and a stop codon, respectively, and all codons in 
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Box 4.1 Key Concepts Related to Eukaryotic Protein-Coding Gene 
Sequence Elements

Term Definition

Genetic code A code for the correspondence between each of the 64 possible 
triplets of ribonucleotides and the 20 amino acids from natural 
proteins or termination translation signals.

Coding sequence 
(cds)

A sequence of DNA or RNA composed of nucleotides in multiples 
of 3, defined at 5′ by the translation initiation codon and at 3′ by 
one of the termination codons; in between there must be triplets of 
nucleotides corresponding to codons for amino acids. Translation of 
the CDS produces a polypeptide.

Open reading 
frame (ORF)

A gene analysis term employing the characteristics of the CDS for 
its identification on an unknown DNA sequence under study.

Exon The gene sequence transcribed and maintained in the mature 
mRNA containing, in protein-coding genes, the CDS and UTRs. 
There are single-exon genes, and multi-exon genes in which exons 
are interrupted by intron sequences.

Intron A gene sequence that intervenes between exons, is transcribed and 
removed from the pre-mRNA by splicing in the cell nucleus.

Transcription 
start site (TSS)

The first nucleotide (+1) transcribed by POLII defining the 5′ end 
of the gene and mRNA (to which the cap will be added).

Core promoter A gene-associated element defined by the minimal sequence 
overlapping the TSS, extending nearly 40 nucleotides upstream and 
40 nucleotides downstream, consisting of a variable combination of 
position-specific motifs necessary to activate transcription by 
POLII by associating with GTFs.

CpG islands A gene-associated element with high C + G content, rich in CpG 
dinucleotides, associated with housekeeping genes and active 
chromatin. It is a frequent kind of promoter classified as dispersed, 
spanning in average 200–1000 nucleotides in total length, up- and 
downstream of the TSS, containing variable cis-acting elements that 
directly or indirectly interact with PIC.

Coding strand The DNA chain of a protein-coding gene that contains the CDS.
Template strand The DNA chain of a protein-coding gene that serves as template for 

transcription, and is complementary to the coding strand containing 
the CDS.

Antisense gene A gene in the same chromosomal locus as a sense gene but with 
opposite orientation.

Protein-coding 
gene (eukaryotes)

The gene concept adopted here is the DNA sequence corresponding 
in length to its primary transcript, comprising the DNA strand that 
serves as template for transcription and the complementary chain, 
the coding strand, presenting the 5’-UTR, CDS that can be 
interrupted by introns, the 3’-UTR and polyadenylation signal.

Promoter- 
proximal element

A gene-associated DNA segment at −60 to −100 upstream of the 
TSS, containing cis-acting elements with regulatory roles on 
transcription initiation.

L. A. Haddad



95

between must be for amino acids. Although odds are high to computationally find a 
large number of ORFs on a given DNA sequence, a considerably long ORF gener-
ally corresponds to the CDS of a protein-coding gene, since over time that CDS has 
possibly undergone positive selection against base changes that introduce prema-
ture translation stop codons truncating the protein product. As one out of nearly 20 
codons should be a translation stop codon, it is natural to assume that a long ORF 
should be indeed the CDS of a gene.

By the time when Nirenberg and colleagues cracked the genetic code, the human 
genome was believed to be largely composed of protein-coding genes, the total 
number of which was estimated to be considerably higher than it actually is. The 
draft of the human genome sequence presented in 2001 disclosed an estimate of 
nearly 30,000 total protein-coding genes [2]. The human genome project developed 
from 1989 in parallel with genome projects of model organisms. Upon sequencing 
of a new gene, identified features as presented in this chapter need to be annotated 
in association with its sequence deposited in standard databases that, as presented 
below, constitute a reliable and resourceful reference for genome analysis. It was 
then surprising to find out that the numbers of protein-coding genes did not differ 
significantly among multicellular organism genomes. Human gene annotation has 
been since 2001 continuously updated (see Sect. 4.3). Thus, the most recent assem-
bly of the human genome sequence (hg38, annotation release 109 accessed in 
October 2020) displays 19,405 annotated protein-coding genes. In the data on mul-
ticellular animal genomes presented in Fig. 4.1, it is notable, for instance, that the 
fruit fly’s genome (0.16 Gigabase pairs, Gbp) is nearly 20 times smaller than the 
human genome (3.1 Gbp). The sizes of the illustrated genomes from other two 
invertebrates and six vertebrates show intermediate values. On the other hand, there 

Term Definition

Enhancer A gene-associated cis-acting element with variable localization in 
regard to the TSS and action on either orientation leading to 
exponential activation of transcription of associated genes, by 
increasing the utilization of eukaryotic promoters.

Silencer A gene-associated cis-acting element with variable localization in 
regard to the TSS and action on either orientation leading to 
repression of transcription of associated genes.

DNaseI 
hypersensitive site

A nucleosome linker DNA in open chromatin structure that is 
hypersensitive to digestion by DNase I, an endonuclease that 
cleaves DNA unbound to proteins.

5′-untranslated 
region (5’-UTR)

The exonic gene sequence or the sequence in the mRNA 
comprehending all nucleotides 5′ to the CDS.

3′-untranslated 
region (3’-UTR)

The exonic gene sequence or the sequence in the mRNA 
comprehending all nucleotides 3′ to the CDS (until the poly-A tail 
in eukaryotes).

4 Protein-Coding Genes
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is only a nearly two-fold difference in the protein-coding gene amounts between the 
fruit fly (14,343) and the sea urchin (27,447) that represent the extremes in gene 
number on the graph (Fig. 4.1a).

Although the number of protein-coding genes does not correlate to the genome 
size among multicellular animals, the mean length of DNA sequences that inter-
vene in the exon CDS, known as introns (see Sect. 4.2.4; Box 4.1), reports a direct 
relationship with the genome size (Fig. 4.1b), composing, in the case of the human 
gneome, nearly 25% of its sequence content (see Chap. 1). Together with gene 
introns, non-CDS repetitive DNA elements justify the increasing genome size 
along the Metazoan evolution, namely, interspersed repetitive DNA (see Chap. 8), 
copy number variations (see Chap. 9), simple tandemly repeated sequences as 
mini- and microsatellite DNA (see Chap. 6) or the heterochromatic DNA repeats 
that structurally compose the centromeres (see Chap. 6) and telomeres (see 
Chap. 7).

As there is no remarkable difference in the total of protein-coding genes among 
genomes from animal species in different classes (Fig. 4.1), this variable does not 
explain the differences in complexity for morphological and physiological pheno-
types among invertebrate and vertebrate species. In fact, mechanisms that modify 
the gene expression likely account for the large diversity in animal phenotypes. 
Cell- and development-specific tuning of gene expression is highly modulated by 
molecular processes that are increasingly frequent along the phylogenetic scale, as 
diversity in cis-regulatory elements (see Sect. 4.2.1.2), alternative splicing (see 
Sect. 4.2.4.2) and RNA interference by microRNAs (see Chap. 5), which conse-
quently lead to qualitative and quantitative variations in the full sets of RNA (tran-
scriptome) and protein (proteome). One quantitative measure of alternative splicing 
is the mean number of transcripts per gene estimated from analyses of the species 
transcriptome that directly relates to the increasing phenotypic complexity in ani-
mal species (Fig. 4.1c).

Fig. 4.1 (a) Graph relating the size of specific genomes (Gigabase pairs, Gbp) and the number of 
protein- coding genes. The grey color shadows the area where the numbers of protein-coding genes 
concentrate. (b) Graph relating the size of specific genomes (Gbp) and intron mean length (base 
pairs, bp). The grey color shadows the three mammalian species with the highest mean intron 
lengths. (c) Graph relating the size of specific genomes (Gbp) and mean number of transcripts per 
protein-coding gene. The grey color shadows the three mammalian species with the highest mean 
numbers of transcripts per protein-coding gene. Data were collected at the National Center for 
Biotechnological Information (NCBI, Bethesda, MD, USA; http://www.ncbi.nlm.nih.gov/genome) 
for the following species (common name, as indicated; genome assembly/annotation release): 
Drosophlia pseudoobscura (Fruit fly; UCI_Dpse_MV25/104), Aplysia californica (Sea slug; 
AplCal3.0/102), Strongylocentrotus purpuratus (Sea urchin; Spur_5.0/102), Danio rerio 
(Zebrafish; GRCz11/106), Xenopus tropicalis (Frog; UCB_Xtrop_10.0/104), Anolis carolinensis 
(Lizard; AnoCar2.0/102), Gallus gallus (Chicken; GRCg6a/104), Mus musculus (Mouse; 
GRCm39/ 109), Pan troglodytes (Chimpanzee; Clint_PTRv2/105), Homo sapiens (Human; 
GRCh38.p13/109). Accessed in October 2020

4 Protein-Coding Genes
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4.2  Linear and Structural Elements Controlling 
Transcription and Primary Transcript Processing

In eukaryotes, effective transcription of protein-coding genes by RNA polymerase 
II (POLII) is characterized by consecutive initiation, elongation and termination 
phases co-occurring with the nuclear processing of the primary transcript, compre-
hending 5′ capping, splicing and 3′ polyadenylation. Hence, the processed transcript 
constitutes the mature 5′-capped and 3′-polyadenylated mRNA, consequently 
becoming ready to be exported to the cytoplasm where it may be translated 
(Figure 4.2a). As the primary transcript splicing takes place co-transcriptionally, the 
mature mRNA will be the output of both, the DNA transcription and the processing 
of the primary transcript, also known as pre-mRNA. Therefore, the combinatorial 
effect of different cis- and trans-acting factors will determine the production of the 
mRNA and its qualitative and quantitative aspects. For reviews on the eukaryotic 
gene expression steps and mechanisms, the reader may refer to different resources 
listed at the end of this chapter [3, 4].

4.2.1  Gene Transcription-Regulating cis Elements

In this section, we present the protein-coding gene cis elements involved in initiating 
and regulating transcription and, in section 4.2.4, we will discuss the cis elements 
defining exons, introns, and controlling the pre-mRNA processing. Transcription 
and pre-mRNA processing proceed by distinct large enzymatic complexes assem-
bled by multiple molecular interactions. However, specific short DNA (for transcrip-
tion) or pre-mRNA (for splicing and polyadenylation) sequences are central to each 
of those processes. We refer to these sequences as cis-acting elements as they belong 
to the reference molecule in the specific gene expression process and must physi-
cally interact with trans-acting protein or RNA factors to signal to the respective 
machineries of DNA transcription or pre-mRNA processing. Taking DNA transcrip-
tion as reference, here we will discuss protein-coding gene DNA cis elements, which 
are the promoter and promoter-proximal elements, enhancers and silencers.

4.2.1.1  The POLII Promoter

There is no universal eukaryotic gene promoter. Although gene promoters have 
received different classifications, they may simply classify as focused, core pro-
moter — ~80 nucleotides in length with a predominant transcription start site (TSS), 
frequently associated with genes with regulated transcription — and dispersed or 
diffuse promoters (multiple, dispersed TSS along 200–1,000 nucleotides in length, 
more often associated with genes with constitutive expression, the housekeeping 
genes) (Box 4.1).
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The first transcribed nucleotide of a gene is the TSS or position +1 (Box 4.1). If 
all nucleotides 5′ to the TSS are numbered negatively in a descending sequence and 
those 3′ to the TSS numbered positively in an ascending sequence, one may con-
sider the gene focused core promoter as the sequence lying nearly between the posi-
tions −40 and + 40. The core promoter position in relation to the TSS is mostly 
invariable, although there may be differences in its sequence span as it reflects the 
ensemble of cis elements represented within it (see below). The eukaryotic core 
promoter corresponds to a variable combination of sequence motifs (cis elements). 
There are nearly 15 DNA motifs known to occur at the −40-to-+40 core promoter 
sequence, conserved among eukaryotic genes. A common core promoter will have 
in average two (varying from one to five) of those motifs represented in that narrow 
sequence window. In spite of the large variability of promoter motif combinations, 
each individual motif shows a defined position in the −40-to-+40 window. The 
invariability of the location of the focused core promoter elements is due to the need 
of constitutively expressed proteins known as general transcriptions factors (GTF) 
to associate with them in order to place POLII appropriately to start transcription at 
the TSS. Thus, independently on the gene associated with a core promoter, the tri-
dimensional volume of the macromolecular complex composed of the GTFs and 
POLII, known as the pre-initiation complex (PIC), will fit and associate with the 
DNA spanning the TSS (Fig. 4.2a and b). Thus, focused core promoter motifs are 
necessary to guarantee binding to at least one or two GTFs.

Each conserved motif of a core promoter has a consensus sequence determined 
due to the highest similarity of the base in a defined position upon alignment of 
multiple gene sequences covering the narrow window overlapping the TSS.  For 
instance, TATA-box is a well-known core promoter element named upon the identi-
fication of the conserved consecutive bases T, A, T, and A at the core of the motif. 
TATA-box lies near the −31 to −26 position of the core promoter. It has long been 
demonstrated that the TATA-box cis element binds with high affinity to a trans fac-
tor, a protein (TATA-binding protein, TBP) that is one of the subunits of a GTF class 
(TFIID; transcription factor D of POLII). Although TATA-box is mostly a core pro-
moter prototype in many textbooks, analyses after the Human Genome project and 
in the subsequent ENCODE project (see Sect. 4.2.5) disclosed that TATA-boxes are 
part of less than 40% of core promoters from human protein-coding genes, and that 
frequency is not very different from other Metazoan protein-coding gene promoters 
(Fig.  4.2b). The recent ‘post-genome’ analyses of core promoters revealed other 
conserved cis elements at the −40-to-+40 sequence as related to the TSS location. 
Some of them had been already recognized as transcription promoter elements, oth-
ers were novel.

Out of almost two tens of known core promoter motifs, the one spanning the TSS 
(−2 to +5) known as initiator (INR) is apparently the most common cis element in 
focused promoters. It binds to TBP-associated factors (TAF) that as TBP are sub-
units of TFIID. There are DNA recognition motifs for TFIIB (TFIIB recognition 
element) that locate either upstream (BREu at −37 to −32) or downstream (BREd 

L. A. Haddad



101

at −25 to −20) of the TATA box location. Moreover, there are core promoter motifs 
located downstream of the TSS, indicating they are transcribed and part of the 5′ 
untranslated region of the mRNA (see Sect. 4.2.4), such as the downstream core 
promoter element (DPE at +28 to +33) and the immediately upstream motif ten ele-
ment (MTE at +18 to +29), both recognized by TFIID. MTE and DPE may depend 
on a functional INR to be efficiently recognized, and are enriched in TATA-less 
promoters. These are some of the most frequent core promoter motifs recognized by 
GTFs. As seen, there is no universal core promoter element and different composi-
tions may be identified among genes [5] (Fig. 4.2b).

Dispersed (diffuse) promoters are better characterized as C plus G-rich sequences 
extending upstream and downstream of the TSS in average from 200 bp to 1 kb in 
total length (Fig. 4.2c), and displaying an observed frequency of cytosine-guanosine 
dinucleotides higher than expected in the adjacent bulk DNA. These promoters are 
widely known as CpG islands due to the high number of clusters of CpG dinucleo-
tides, where ‘p’ stands for the phosphodiester bond between the cytosine and gua-
nine. The dinucleotide CpG is statistically underrepresented in vertebrate DNAs, 
and the presence of CG-rich regions just upstream of TSSs is a distinctly nonran-
dom distribution.

The overall high frequency of non-methylated cytosines of CpG dinucleotides in 
CpG islands positively correlates with promoter activity (see Sect. 4.2.2). The CpG 
dinucleotide occurrence in clusters possibly creates binding sites for transcription 
factors [6]. DNA cis elements that commonly distribute within CpG islands include 
different focused core promoter motifs (see above), as well as motifs for transcrip-
tion factors with ubiquitous expression, such as specificity protein 1 (SP1), E26 
transformation-specific (ETS) protein and CREB-binding protein (CBP). SP1 rec-
ognizes GC-rich DNA elements based on the consensus sequence 5’ GGGGCGGGG 
3′, and recruits the GTFs, specifically interacting with members of TFIID.  ETS 
binds to the consensus sequence 5’ ACCGGA(A/T)GT 3′ and recruits co- 
activators  as CBP connecting the transcription factor to the basal transcription 
machinery, assembling the transcriptional PIC. In summary, both focused core pro-
moter and dispersed CpG island promoter represent a myriad of motif combinations 
that need to be specifically recognized by their trans-acting transcription factor to 
signal for PIC assembly and transcription initiation.

While the association of promoter motifs with PIC allows for TSS selection in 
active chromatin (see Sect. 4.2.2) and transcription initiation, the rate of RNA POLII 
initiation (escape from the promoter allowing positioning of a novel POLII unit on 
it) should be modulated by tissue-specific transcription factors. When these factors 
bind to their cis elements (see Sect. 4.2.1.2) and integrate with PIC through co- 
activators, for instance, the mediator and SAGA (Spt-Ada_Gcn5 acetyltransferase) 
complexes and CBP, the intensity of transcription initiation drastically 
modifies [7].

The activation of the protein-coding gene promoter permits POLII to initiate 
transcription of only one DNA strand, named the template (antisense or minus) 
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strand (Box 4.1). The complementary strand, known as the coding (sense or plus) 
strand, is the DNA chain that contains the CDS with the correct successive sequence 
of codons from the translation start codon to termination codon (Box 4.1). 
Theoretically, when transcription of the DNA template strand sequence takes place, 
the synthesized single-stranded unprocessed pre-mRNA presents a sequence identi-
cal to that of the coding strand, except for the presence of uridine instead of thymine 
(Fig. 4.2d). However, as pre-mRNA processing occurs co-transcriptionally, 5′ cap-
ping is an early event before transcription elongation is engaged, and splicing each 
intron tends to proceed consecutively along transcription elongation (see Sect. 
4.2.4.2).

On a chromosome map, an arrow should indicate the location of a protein-coding 
gene, starting at the promoter and pointing towards the end of the CDS according to 
the coding strand (Fig. 4.2a). In the same locus there may be another gene but with 
its coding strand on the opposite chain. Thus, one may consider these two genes as 
a pair of sense-antisense genes (see Chap. 5; Box 4.1). A locus containing differ-
ently overlapping sense and antisense genes may be referred to as a locus of nested 
genes. This terminology may be confusing as the coding strand can be referred to as 
the sense strand. For this reason, here we would rather define the DNA chain har-
boring the CDS simply as the coding strand, and apply the terms sense and antisense 
to genes in the same locus but with transcription in opposite directions.

Bidirectional transcription is the transcription initiated on two TSSs located less 
than one kilobase (Kb) apart, elongating in opposite directions on plus and minus 
strands of the DNA. Nearly 10% of the human genes are located in a head-to-head 
fashion as pairs in non-overlapping opposite directions, showing individual TSS 
located in the 1-kb bidirectional promoter. Bidirectional transcription of head-to 
head gene pairs is frequently tissue-regulated in a coordinated manner (see Sect. 
4.2.3). These bidirectional promoters appear symmetrically enriched in CpG 
islands and BRE motifs. By contrast, TATA motifs are enriched in unidirectional 
promoters and, in bidirectional promoters they are asymmetrically distributed near 
one TSS. INR and DPE motifs distribute equally between uni- and bidirectional 
promoters [7]. Because promoter sequences can overlap the regulatory sequences 
of other genes, we here adopt a generally employed concept that promoters are 
gene- associated sequences and not part of the gene, which are considered here as 
the DNA sequence corresponding to the total length of the primary transcript 
(Box 4.1).

By contrast, it has been unveiled that nearly 50% of the promoters in the human 
genome can activate transcription bi-directionally, although in most cases a protein- 
coding gene is found in only one direction. In these cases, short noncoding RNAs 
(ncRNAs) spanning either the promoter or upstream are produced in the direction 
that lacks a gene. Although these ncRNAs appear as markers of active promoters, it 
is yet unclear if they are functional, as they have short half-lives, being thus barely 
detectable and likely prone to degradation (see Chap. 5) [7].
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4.2.1.2  Transcription Regulatory Elements

Gene transcription initiation activated at the core promoter allows for basal levels of 
pre-mRNA synthesis. However, cell identity depends on a tightly controlled tran-
scription program permitting increased expression of a subset of genes while others 
remain silent or with very low to low expression levels. 

Trans-acting transcription factors specifically expressed in a cell type regulate 
transcription of protein-coding genes by interacting with gene-associated DNA cis 
elements in the promoter-proximal region or the variably located enhancers and 
silencers. For a drastic change in gene transcription initiation at the TSS upon acti-
vation of the promoter, the cell-specific transcription factors bound to cis-regulatory 
DNA elements need to interact with PIC, a communication allowed by the large 
mediator protein complex, co-activators or co-repressors, often eliciting chromatin 
looping [4].

The gene expression regulatory cis elements located close to the core promoter 
at −60 to −100, collectively known as promoter-proximal elements (Box 4.1 and 
Fig.  4.2a), include consensus sequences as the CCAAT box, the GC-box (5’ 
GGGGCGGGG 3′) recognized by SP1 (see Sect. 4.2.1.1), and the octamer (5’ 
AGCTAAAT 3′) element, among other cis elements. The CCAAT box is an impor-
tant regulatory element at −60 to −100 upstream of the TSS and the core promoter. 
The heterotrimeric NF-Y protein is an established CCAAT-binding protein control-
ling gene expression mostly independently on the cell type [8] (see Sect. 4.2.2 and 
Sect. 4.3.3).

OCT proteins, members of the POU (Pituitary-specific factor, Octamer-binding 
factors OCT1 and OCT2 and UNC-86) domain-containing family of transcription 
factors, recognize the octamer element, and are important to establish and maintain 
cell fate and cell identity throughout the embryonic development. The protein 
OCT4, for instance, is expressed in mouse and human totipotent germ cells and 
pluripotent embryonic stem cells. Its major roles in pluripotency maintenance have 
been demonstrated by different researchers, including the group of one of the 2012 
Nobel laureates in Physiology or Medicine, Shinya Yamanaka, who demonstrated 
that the overexpression of the Oct4, Sox2, Myc and Klf4 genes in adult mouse or 
human fibroblasts induces the characteristics of embryonic stem cells by repro-
gramming pluripotency, a protocol now widely used to establish in vitro induced 
pluripotent stem cells (iPSC) [9]. Evidence suggests that OCT proteins may activate 
transcription of target genes by directly interacting with TBP and recruiting the 
chromatin remodeling complex (see Sect. 4.2.2).

Additional transcriptional factors such as those of the large homeotic factor 
family HOX may also specifically recognize their cognate cis elements in the 
promoter- proximal region immediately upstream of the TSS and the core promoter. 
Hence, different promoter-proximal transcription regulatory elements associate 
with transcription factors that activate expression of protein-coding genes of utmost 
importance for the embryo development. Although some promoter-proximal 
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elements may be recognized by ubiquitous transcription factors, here we opt to 
classify this region as a proximal segment of regulatory elements because, differ-
ently from the core promoter and CpG islands, many motifs within it are activated 
by tissue- specific transcription factors exponentially modifying the levels of 
transcription.

Transcription regulation may be achieved by integration of more distant cis ele-
ments, enhancers or silencers, bound to tissue-specific protein factors acting as acti-
vators or repressors of transcription, respectively (Fig.  4.2a). Enhancers activate 
transcription in levels considerably higher than basal transcription (Box 4.1) [7]. 
Conversely, silencers recognition by transcription factors repress transcription pos-
sibly leading to chromatin remodeling of the promoter of the target genes (Box 4.1) 
[10]. Cis-regulatory motifs often consist of two short direct or inverted DNA repeats, 
separated by a limited central sequence, consistent with binding by transcription 
factor dimers (Fig. 4.2a and Sect. 4.2.3). Chromosome folding puts these farther 
elements close to PIC in a three-dimensional space also occupied by larger com-
plexes such as the mediator and the chromatin remodeling complex (see Sect. 4.2.2). 
One characteristic of these regulatory elements is that they may be upstream or 
downstream of the TSS, being inter- or intragenic, not uncommonly within introns. 
As they may reside within a gene but control transcription of up- or downstream 
gene(s), enhancers and silencers are generally classified as gene-associated elements.

The distance of enhancers to the TSS increases with genome growth in size and 
complexity. Thus, the majority of enhancers lie within 10 Kb from the promoter of 
genes of Drosophila melanogaster while, in the human genome, distances as long 
as 1 Mb have been reported and often spanning few hundreds kilobases, although 
50 kb has been the considered average. Moreover, enhancers have been abundantly 
identified in the human genome accounting for estimations of nearly hundreds of 
thousands units. By contrast, silencers have been understudied and few thousand 
units have been characterized so far [10]. It is thus perceived that the increase in 
genome size contributes to diversify the cis-regulatory elements impacting gene 
transcription probably by accommodating longer chromatin loops, consequently 
playing roles in complex phenotypes. In addition, although the estimates for 
enhancer-TSS associations based on chromatin analysis vary according to tissue 
and developmental phase studied, some reports disclose approximately four enhanc-
ers acting upon a single gene in the human genome, and in average 2.5 TSSs 
selected by a given distal cis-regulatory element, except for clusters of developmen-
tally regulated genes (see Sect. 4.3.3). When chromatin analyses are associated 
with expression studies across cDNA libraries, enhancers appear remarkably redun-
dant in respect to transcription patterns but synergistic regarding expression 
strength [7].

L. A. Haddad



105

Although there has been a functional enhancer/promoter dichotomy in the litera-
ture, different studies have reported that enhancers may directly recruit PIC to initi-
ate transcription, producing small amounts of RNA (eRNA; enhancer-associated 
RNA) that in general are capped, short, unspliced and in a smaller scale than that 
initiated at promoters. These molecules, eRNAs, resemble the antisense transcripts 
from bidirectional promoters containing a single sense protein-coding gene (see 
Sect. 4.2.1.1). In addition, eRNAs are mostly nuclear, non-polyadenylated, and sus-
ceptible do degradation yet considered as markers of enhancer activity. Enhancers 
that produce eRNAs tend not to overlap exons of known genes, indicating they 
should not be coincident with alternative promoters (see Sect. 4.2.3). The produc-
tion of eRNAs appears to maintain open chromatin in the enhancer locus  (see 
Chap. 5) [7].

4.2.2  Chromatin Remodeling

The synergistic functional interactions among DNA cytosine chemical alterations, 
histone variant expression and post-translational modifications, the transcriptional 
machinery, tissue-specific transcription factors, and chromatin remodelers play 
determining roles at the transcription level. The cis elements that initiate and regu-
late transcription are embedded in a chromatin structure fundamental in modulating 
their activity and accessibility to cognate trans factors.

Active promoters are associated with specific chromatin signatures, as 
nucleosome- depleted regions (NDR; reduced nucleosome occupancy over promot-
ers) directly defining DNaseI hypersensitive sites (DHS) in the nucleosome linker 
DNA (Box 4.1 and Fig. 4.3a), and enrichment of specific histone isoforms and post- 
translational modifications. Accordingly, an additional way to classify gene promot-
ers (see Sect. 4.2.1.1) is based on specific histone post-translational modifications 
and DHS presence controlling chromatin accessibility to transcription factors.

Nucleosomes correspond to the first level of chromatin compaction (see Chap. 
2), and are its essential functional unit (Fig. 4.3a). As nucleosomes are thermody-
namically stable structures, active remodeling enzymes and passive non-histone 
proteins are needed to reposition nucleosomes. Nucleosome remodelers are ATP- 
dependent enzymes that use the energy of ATP hydrolysis to disrupt crucial DNA–
histone interactions (Box 4.2). They basically group into two main classes, the 
nucleosome translocation enzymes that slide histone octamers along DNA, and his-
tone exchange factors, which physically remove the entire histone core or exchange 
histone sub-complexes for a histone variant.
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Box 4.2 Key Epigenetics and ‘Post-Transcriptional’ Processing Concepts 
Related to the Expression of Eukaryotic Protein-Coding Genes

Term Definition

Chromatin 
remodelers

Two major classes of ATP-dependent enzymes (nucleosome 
translocation enzymes and histone exchange factors) that actively 
modify nucleosome positioning.

Nucleosome 
positioning

Localization of nucleosomes in regard to gene-associated cis elements 
dependent on epigenetic marks and transcription activity status.

Cytosine 
methylation

Methylation of cytosine by DNA methyltransferases consequently 
eliciting chromatin condensation by recruitment of chromatin 
modifiers.

Histone tail 
posttranslational 
modifications

Covalent modifications that are added after translation to specific 
amino acid side chains (eg. Lysine –K) of histones by specialized 
enzymes.

Insulator A chromatin boundary element or barrier that can block the 
spreading of heterochromatin from an adjacent region and presents 
enhancer- blocking activity.

Enhancer-blocking 
activity

A transcriptional cis regulatory region that when located between 
an enhancer and a gene’s promoter prevents the enhancer from 
modulating the expression of the gene.

Locus control 
region

A DNA region that includes DNase hypersensitive sites 5′ to a gene 
or gene cluster that confers high-level, position-independent, and 
copy number-dependent expression of that gene or gene cluster.

5′ capping One of the three steps of the primary transcript processing 
consisting of the addition of a guanosine to the 5′ end of eukaryotic 
mRNAs and its methylation, being recognized as the 5’ cap.

Constitutive 
splicing

One of the three steps of the primary transcript processing 
consisting of removal of all intronic sequences and consecutive 
ligation of all exons.

Alternative 
transcript

A mature mRNA sequence that differs from the reference due to 
alternative splicing (intron retention, altered exon composition 
affecting the CDS and or the UTRs, or RNA circularization) or 
alternative promoter.

Protein isoform Amino acid sequence of a protein chain that differs from the 
expected translation of the respective reference gene CDS due to 
alternative splicing, alternative translation initiation, regulated 
proteolysis or expression by a closely related paralogous gene.

3′ polyadenylation One of the three steps of the primary transcript processing 
consisting of recognition of the polyadenylation signal in the 
nascent pre-mRNA, its cleavage nearly 20 nucleotides downstream 
and activity of the poly(A) polymerase synthesizing a poly-A tail 
in the 3’ end of the mRNA.

Gene imprinting Expression of a single allele of a diploid gene locus on a 
parent-of- origin-dependent basis due to regulated epigenetic 
silencing of the other allele.

Imprinting control 
region

A regulatory region that controls epigenetic imprinting and affects 
the expression of target genes in an allele- or parent-of-origin-
specific manner.
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The density and exact positioning of nucleosomes correlate with transcriptional 
regulation. While the CDS is typically dense in nucleosomes, in active promoters 
accessible TSS in NDR is flanked by two well-positioned nucleosomes, the upstream 
−1 nucleosome and the downstream +1 nucleosome (Fig. 4.3c; Box 4.2). Recent 
studies suggested that the transcription factor NF-Y bound to the CCAAT box in the 
promoter-proximal segment controls the fidelity of transcription initiation at gene 
promoters in mouse embryonic stem cells by maintaining the region upstream of the 
TSS in the NDR while simultaneously protecting this accessible region against 
ectopic transcription initiation [8]. In addition, the +1 nucleosome forms a barrier, 
beyond which nucleosomes are packed, resulting in uniform positioning, which 
decays at distances farther from the barrier.

4.2.2.1  Cytosine Methylation

The paucity of regions rich in CpG dinucleotides in mammalian genomes outside 
CpG islands strongly contributes to nucleosome positioning, as CpG islands gener-
ally compose NDRs. One key factor that may justify the scarcity of CpG dinucleo-
tides in the rest of the genome is that methylated cytosines tend to undergo 
spontaneous deamination leading to thymine. It also explains the higher rates of 
genomic DNA substitutions of CpG cytosine over other dinucleotides. The differen-
tially high affinity of specific proteins to methylated cytosines of CpG dinucleotides 
in CpG islands (see below) should avoid spontaneous deamination of these cyto-
sines. As CpG islands are generally unmethylated, they preserve their high CpG 
dinucleotide content, and methylation of CpG island cytosine by DNA methyltrans-
ferases (leading to 5′-methylcytosine and 5′-hydroxy-methylcytosine) associate 
with transcriptional repression and is thus considered an epigenetic event [6].

Binding of proteins, such as methyl-CpG-binding protein 2 (MeCP2), to methyl- 
cytosine integrates its DNA sequence into protein complexes that include histone 
modification enzymes (eg., histone deacetylase complex) leading to dynamic 
changes in chromatin structure increasing compaction that impedes access of tran-
scription factors (Box 4.2) [6]. Methylation of cytosine is responsible for the inacti-
vation of one X-chromosome in cells of the mammalian female producing dosage 
compensation and the heterochromatic Barr body (see Chap. 2), silencing the 
expression of transposons and other interspersed genomic repeats (see Chap. 8), and 
repressing CpG island promoters due to genomic imprinting (see Sect. 4.5), dynamic 
mutations as in fragile X syndrome (see Chap. 6) or blocking the expression of 
tumor suppressor genes in cancer.

4.2.2.2  Histone isoforms and Post-Translational Modifications

The nucleosome consists of a histone octamer, composed of two units of each of the 
four histones H2A, H2B, H3, and H4 wrapped by nearly 147 bp of DNA, constitut-
ing a fiber of 11 nm in diameter (Fig. 4.3a). It is the binding of a fifth member of the 
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histone family, histone H1 that allows the 11-nm fiber to tighten and coil the seg-
ment of nucleosomes increasing its diameter to 30 nm (see Chap. 2). Each octamer 
core histone has a structured core domain that binds DNA and a disordered 
N-terminal tail that projects into solution (Fig. 4.3b). A subset of histone-encoding 
genes expresses histone variants believed to replace its paralog in the nucleosome 
octamer under certain physiological circumstances. For instance, histone variant 
H2A.Z occupancy at CpG islands increases upon transcriptional activity suggesting 
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Fig. 4.3 (a) Drawing of two nucleosomes with a linker DNA representing the nucleosome-free 
DNA susceptible to DNAseI digestion. (b) A magnified drawing of the nucleosome octamer using 
four colors to represent the four histones, and their N-termini protruding away from the octamer. 
(c) Representation of an active promoter in NDR showing activity of the TSS, between the −1 and 
+ 1 nucleosomes, and illustration of octamer histone exemplified by three modifications related to 
transcriptional activity. (d) Representation of a repressed promoter with condensed chromatin 
illustrated by histone octamers and histone modifications related to transcriptional repression. (e) 
(1) A TAD drawing depicts its insulation from heterochromatic region (arrayed nucleosomes on 
the right) by multiple proteins aligning two insulators defined by the CTCF (orange circles). (2) A 
short segment of the TAD from (1) is illustrated as TAD subdomains showing CTCF bound to 
insulators that although does not block chromatin show enhancer-blocking activity (a). An addi-
tional loop has an enhancer active over one promoter (b) that could be a small-scale (kb) region 
with chromatin contacts as illustrated in F2. In another insulated TAD subdomain, LCR controls 
the activation of five clustered genes (indicated by arrows as their promoters) with one (green 
promoter) activated at a time (c). (f) Heat maps (triangle) of chromatin interaction analysis of a 
human embryonic stem cell line, related to the tridimensional proximity pairs of loci that are adja-
cent in tridimensional genomic coordinates represented on both triangle adjacent sides. In (1), 
1-Mb segment of human chromosome 17p13.1 containing nearly 65 genes is illustrative of TAD 
and two thick arrows indicate insulator location. In (2) the chromatin contacts detected in the 20-kb 
segment of the TP53 gene are illustrative of TAD subdomain. Data obtained at the University of 
California in Santa Cruz (UCSC) genome browser accessed in November, 2020
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that its deposition in nucleosomes flanking the TSS should control transcription and 
be attributed to low CpG island methylation levels [11].

Differential chromatin folding is primarily elicited by specific DNA-histone 
interactions modulated by histone posttranslational modifications. Besides the ATP- 
dependent chromatin remodeling complexes, the epigenetic machinery contains 
enzymes that post-translationally modify the side chain of specific histone residues, 
as histone acetyltransferases (HATs), histone deacetylases (HDACs), histone 
kinases and methyltransferases, among others. Different histone tail post- 
translational chemical modifications have been reported. However, acetylation, 
methylation, ubiquitination, and sumoylation have been more studied, and described 
to most often affect chromatin condensation. Histone modifications function as 
docking sites for chromatin readers that specifically recognize these modifications 
and recruit additional chromatin modifiers and remodelers to directly affect the 
chromatin condensation and gene transcription status (Box 4.2) [11, 12].

Nucleosome positioning and histone modification states can be used to classify 
promoters associated with different types of transcription initiation patterns. A vast 
variety of chemically modified residues have been described in the N-termini of the 
four histones that define the nucleosome octamer. Furthermore, modification of 
residues in the C-terminus is also commonly described in addition to some post- 
translational modifications in amino acids of the core of histones. As a general rule, 
however, active genes typically carry high levels of histone N-terminal lysine di- 
and tri-methylation, and acetylation on H3 and H4 N-terminal tails. At the down-
stream edges of promoter-associated NDRs, histone H3 tri-methylated at lysine (K) 
four (H3K4me3) within well-positioned +1 nucleosomes highly coupled with CpG 
islands has been shown to stimulate PIC formation. Studies suggest that ubiquity-
lation of H2B lysine 120 (H2BK120u1) stimulates H3K4me3, which promotes 
downstream H3/H4 acetylation (eg. H3K27Ac) through recruitment of HATs. 
H3K27me3 is associated with gene repression, while H3K27ac is associated with 
gene activation and active enhancers. Since they act on the same lysine residue, 
these marks are mutually exclusive. Repressed promoters associate, for instance, 
with H3K27me3, trimethylation of H3 lysine 9 (H3K9me3), and ubiquitylation of 
H2A on lysine 119 (H2AK119ub1) (Fig.  4.3d). By contrast, poised chromatin 
domains bear both the activation-associated histone modification H3K4me3 and the 
repression-associated modification H3K27me3, as in CpG islands linked to devel-
opmentally regulated genes in embryonic stem cells. Moreover, H3K27ac and 
H3K4me1 associate with active enhancers, and the bodies (exons and introns) of 
active genes are enriched in H3 and H4 acetylation, H3K79me3, and H2BK120u1, 
and increasing amount of H3K36me3 toward the 3′ end [11, 12].

4.2.2.3  Insulators, Locus Control Regions and Enhancer Blocking

Mammalian interphase chromosomes are highly heterogeneous, organized into dis-
crete nuclear territories and globular domains of active and inactive chromatin. 
Euchromatin and heterochromatin exhibit intra- and inter-chromosomal contacts 
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most frequently between segments with the same chromatin configuration, as well 
as attachment points of the heterochromatin with the nuclear lamina. In a narrower 
range, chromosomes are partitioned into near 1-Mb segments that tend to self- 
associate and insulate relatively from neighboring domains forming topologically 
associating domains (TADs; Fig.  4.3e1). Consequently, sequences within TADs 
tend to interact with each other more frequently than they do with sequences 
throughout the rest of the genome, and cis-regulatory elements as enhancers and 
silencers will commonly control transcription and chromatin of associated genes 
residing in the same TAD. Cis-regulatory elements often regulate not only a single 
gene, but a group of genes within a TAD. The conservation of TADs among differ-
ent cell lines and across species suggests they define a layer of chromosome organi-
zation and folding. TADs are insulated by their borders consisting of the broadly 
expressed zinc finger nucleic acid-binding protein CCCTC-binding factor (CTCF) 
bound to its cis element (Fig. 4.3e1). Deletion of this element is sufficient to lead to 
loss of physical insulation and subsequent integration of two adjacent TADs into a 
single domain. A multimeric protein complex may assemble onto CTCF-containing 
borders of the genomic segments that limit the extent of TADs, constituting the 
insulators. Aligned insulators bound to the multimeric insulator protein complex 
preferentially interact with one another. TAD borders correlate with protein occu-
pancy, relatively few chromatin interactions, high gene density, and active transcrip-
tion [6, 12].

Chromatin insulators contribute to nuclear and genome organization as a barrier 
that can block the spreading of heterochromatin from an adjacent region and present 
enhancer-blocking activity (Box 4.2). Conversely, other associations between 
CCCTC cis element and CTCF may display enhancer-blocking activity but no bar-
rier function (Box 4.2 and Fig. 4.3e2). It is the case of TAD subdomains (subTADs 
or contact domains), which are smaller regions within TAD’s organization present-
ing enriched chromatin interactions occurring over shorter genomic distances at the 
gene (kb) scale. These subdomains direct specific gene-regulatory outcomes, either 
by facilitating or disrupting enhancer–promoter communication. Hence, consistent 
with additional compartmentalization within TADs, a single TAD can have both 
repressive and active chromatin signatures. Also, as sub-TADs vary along cell dif-
ferentiation, they may represent cell-type specific long range enhancer-promoter 
contacts (Fig. 4.3e2).

Locus control regions (LCR) organize the expression of an entire gene cluster 
into an active chromatin domain developmentally enhancing the transcription of 
individual genes (Box 4.2). LCRs have been described in clusters of genes of the 
human alpha-globin (16p13.3), beta-globin (11p15.4), opsin light-absorbing visual 
pigment (Xq28) and the growth hormone 1 (17q23.3) families, among others. The 
segment containing an LCR and the gene cluster it controls is flanked by CTCF- 
binding sites (Fig. 4.3e2). A pair of CTCF sites will only engage in contact above 
local background, insulating the region, if they are in a convergent linear orientation 
(see Sect. 4.3.3). Change of orientation may lead the looping to redirect and disrupt 
packaging of chromatin [13].
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The study of LCR and other TAD subdomain long-range looping contacts across 
multiple spatial scales is informative on the regulation of gene expression. Those 
contacts may be identified by high throughput DNA sequencing following affinity 
purification of covalently ligated DNA-protein cross-links isolated upon cell fixa-
tion, a technique known as Hi-C. Solid bioinformatics analysis of Hi-C data should 
yield an output of mapped sequences that have been crosslinked due to tridimen-
sional proximity. The HiC layout may be presented as heat maps displaying a strong 
diagonal that shows the proximity pairs of loci that are adjacent in tridimensional 
genomic coordinates on adjacent sides as, for instance, in a triangle layout (Fig. 4.3f).

4.2.3  The TP53 Gene: A Genetic Case Study on Promoters 
and Enhancers

The tumor suppressor protein 53 (p53), encoded by the TP53 gene (17p13.1, OMIM 
191170), is a transcription factor that controls cell cycle progression, DNA repair, 
target gene transcription, and genome stabilization, consequently modulating bio-
logical processes such as apoptosis, autophagy, and cell senescence. This 53-kDa 
protein has six domains: two transactivation domains, a proline-rich domain, a cen-
tral DNA-binding domain, and regulatory and oligomerization domains at the 
C-terminus.  It is thus an appropriate example to illustrate the theme of gene- 
associated elements regulating transcription.

4.2.3.1  Trans-Acting p53 effects on Gene Transcription

As a transcription factor, p53 dimer enters the nucleus, where it subsequently asso-
ciates with another dimer resulting in a tetramer, before binding to its response ele-
ment in target genes. Cis elements recognized by p53 may act as enhancers or 
silencers depending on other interacting proteins, and most often are upstream of 
the TSS, some within the promoter-proximal region, although p53 binding sites can 
be downstream of the TSS as well. It is believed that elements in the promoter- 
proximal region bound to p53 associate more frequently with activation of the 
downstream gene. It is also considered that when p53 action on the gene transcrip-
tion is repressive it should be an indirect effect not associated with its cis-regulatory 
elements, but interacting with additional effective transcription factors. P53 indirect 
regulatory mechanism most commonly involves its direct target CDKN1A that 
encodes p21, which leads to reactivation of the cell cycle repressor complexes as the 
one mediated by the tumor suppressor retinoblastoma protein.

The canonic p53-responsive element comprises two similar decamers (5’ 
RRRCWWGYYY 3′, where R is purine, Y is pyrimidine, and W is A or T), sepa-
rated by none to 13 variable nucleotides (Fig. 4.2a). In addition to its direct or indi-
rect effects on promoter activation, p53 has been assigned putative roles in assisting 
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and pioneering chromatin activity. P53 is known to activate transcription of genes 
for pro-apoptotic proteins and to repress transcription of genes encoding proteins 
that lead the progression of the cell cycle. Thus, when genotoxic stresses accumu-
late, there is an increase in transcription of the TP53 gene and translation of its 
mRNA, and synthesized p53 regulates transcription of a large gene network that 
ultimately determines if the cell cycle arrests at late G1/early S phase for DNA 
repair or if an apoptotic pathway is activated leading to cell death [14].

4.2.3.2  TP53 Gene Transcription

Many trans-acting factors have been identified to activate transcription of the TP53 
gene under genotoxic stress magnifying the amount of mRNA produced by binding 
to specific elements in this gene’s promoter-proximal region. Recent observations 
have disclosed that TP53 promoter lies less than 1 kb upstream of the neighboring 
gene WRAP53 (WD repeat-containing antisense to TP53) promoter. Thus, TP53 and 
WRAP53 genes are positioned in a head-to-head fashion and share a bidirectional 
promoter. In fact, TP53 and WRAP53 first exons partially overlap (Fig. 4.4). There 
are no CAAT or TATA motifs upstream of TP53, but an INR consensus as well as 
GC-rich content and one SP1-binding site. Two CpG islands have been identified by 
the ENCODE project (see Fig. 4.4 and Sect. 4.2.5). Transcription initiation of these 
two genes appears to employ independent motifs, and distinct mapping of the 5′ end 
of each gene’s transcripts disclosed a sharp predominant TSS for TP53 and at least 
five different TSSs for WRAP53 (Fig. 4.4, red arrows on the map below the bidirec-
tional promoter). WRAP53 transcripts appear to stabilize TP53 transcript 5′ end by 
antisense hybridization. Chromatin activity signatures seen in Fig.  4.4 (DNAse 
hypersensitive sites, H3K4Me1, H3K4Me3 and H3K27Ac) immediately upstream of 
TP53 are subject to regulation according to DNA damaging sensing and p53 activity.

As shown in Fig. 4.4, the 5′ ends of the shorter dark blue TP53 transcripts do not 
align with the 5′ ends of the long transcripts initiated at the bidirectional promoter. 
The synthesis of those downstream TP53 transcripts is due to alternative promoters 
in introns 1 and 4. Specifically in intron 4, promoter and enhancer motifs are con-
served among species, inferring regulatory roles. Indeed, one of the motifs con-
served in intron 4 is the p53-response element itself indicating an auto-regulatory loop.

P53 isoforms produced by mRNA transcribed from alternative TP53 promoters 
are truncated at the N-terminus, deleting 133 (Δ133p53 isoform) or 160 (Δ160p53 
isoform) amino acids. As seen, the N-terminus of p53 harbors the transactivation 
domain, absent in Δ133p53 and Δ160p53 isoforms, which may tetramerize with 
full-length p53 isoforms, compromising the transactivation of target genes (see 
Sect. 4.2.3.3). Expression of Δ133p53 and Δ160p53 isoforms has been reported in 
many malignancies and upon demethylation of CpG dinucleotides within TP53 
alternative promoters induced by DNA damage. Thus, besides TP53 pathogenic 
DNA variants (see below) p53 activity may be modulated in vivo due to cell envi-
ronmental changes leading to alternative expression and tetramer formation with 
different isoforms [15].
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Fig. 4.4 A diagram view of a small part of human chromosome 17 band p13.1 (17p13.1) indicated 
by a red bar on the chromosome drawing, spanning 43 kb (7,661,001 to 7,704,000). The map dis-
plays some of the ENCODE project features for the mapped genes TP53 and WRAP53, which are 
oriented in a head-to-head fashion, respectively antisense and sense. Alternative transcripts, veri-
fied by GENCODE V32 Comprehensive Transcript Set, are displayed beside ‘GENCODE tran-
scripts’ for each of the two genes, having exons and introns indicated by boxes and lines, 
respectively. The part of the exons containing the CDS is higher than exon UTRs. As the TP53 
gene has at least two alternative promoters (indicated near exon 2 and in intron 4), transcription 
initiated at it produces the blue transcripts aligned with this gene among other short black tran-
scripts. The long black transcripts had transcription initiated at the upstream promoter. WRAP53 
transcripts aligned with this gene are in blue. The 5′ ends of TP53 and WRAP53 genes overlap in 
their bidirectional promoter (indicated), in which there are two CpG islands indicated in green 
showing their numbers of CpG dinucleotides. Light green CpG islands are shorter than 300 bp. 
WRAP53 transcripts show different TSS (red arrows) characteristic of dispersed promoter, whereas 
TP53 transcripts show a predominant TSS indicative for core promoter. Mapped promoter and cis- 
regulatory element motifs (transcription enhancers in all cases in this figure) are presented, respec-
tively, as red and orange boxes. Marks of H3K4Me1, H3K4Me3, H3K27Ac shown as frequency 
peaks, obtained from seven ENCODE-standardized cell lines, are enriched in the region of the 
bidirectional promoter, as indicated. DNAse hypersensitive sites (DNAse HS) are indicated in grey 
to black intensity proportional to the number of cell lines (out of 95) in which they had been identi-
fied at that position. Three red arrowheads indicate on TP53 transcripts the localization of three 
polyadenylation signals in distinct exons. The location of simple repeats and interrupted short 
interspersed repeats are presented, and all of them map to introns or exon UTRs. Data obtained at 
the University of California in Santa Cruz (UCSC) genome browser accessed in November, 2020
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4.2.3.3  Germline and Somatic TP53 Pathogenic DNA Variants

TP53 is the human gene most frequently mutated in sporadic cancers, and germline 
pathogenic DNA variants in TP53 cause Li-Fraumeni syndrome, a hereditary condi-
tion characterized by predisposition to multiple cancers. The Knudson’s hypothesis 
[16], based on studies on retinoblastoma patient families, predicted that bi-allelic 
inactivation of a tumor suppressor gene is necessary for tumor development. Earlier 
onset of tumor development is observed for patients with inherited cancer predispo-
sition syndromes. These patients inherit from one parent one inactivated allele, 
which is the germline pathogenic variant that will be present in all somatic cells of 
the individual. Thus, for the generation of a tumor cell clone the wild-type allele 
must undergo the second mutational hit in somatic cells leading to complete loss of 
function of the tumor suppressor gene. The need for only one new somatic loss-of- 
function DNA variant in hereditary cancer anticipates the occurrence of neoplasia 
in those patients. Moreover, the germline pathogenic variant in cancer predisposi-
tion syndrome patients increases penetrance over the lifetime of the individual, 
when compared to sporadic cancers due to two de novo somatic mutational events 
in a tumor suppressor gene in the same cell.

P53 regulates transcription by its two specialized transactivation domains inter-
acting with the transcriptional machinery. It recognizes its DNA response cis ele-
ments by an elaborate mechanism involving a sequence-specific DNA-binding 
domain and the regulatory C-terminal domain. P53 tetramerization by its oligomer-
ization domain is essential for stabilization of the p53–DNA complex, allowing 
each dimer to bind to one decameric sequence of p53-responsive cis elements asso-
ciated with the target gene. The vast majority (~75%) of germline and somatic 
TP53 pathogenic DNA variants are missense substitutions in exons 4 to 9, which 
encode p53 DNA-binding domain. These variants do not render p53 prone to deg-
radation, but affect its ability to bind DNA, maintaining its property to oligomerize 
with wild- type p53. Consequently, mutant p53 successfully tetramerizes in a 
dominant- negative manner with its wild-type counterpart, preventing wild-type 
p53 functions. Accordingly, wild-type p53 functions are antagonized when included 
in tetramers containing mutant p53, which potentially gain new functions in pre-
neoplastic lesions acting in a dominant negative way. The new functions of tetra-
mers of wild- type and missense p53, though not fully understood, might be due to 
changing the binding affinity to DNA or associating with other proteins as tran-
scription factors, switching transcription output of the gene network [14]. In the 
multistep process of malignant transformation, the TP53 heterozygous state of 
cells is transient as mutation of the wild-type TP53 allele may follow, leading to 
tumor initiation likely due to attenuation of the wild-type allele function below a 
critical threshold.
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4.2.4  Gene Elements Driving the Primary 
Transcript Processing

Once transcription initiates and the pre-mRNA emerges from the RNA POLII, cap-
ping of its 5′ ribonucleotide takes place (Fig.  4.2a), consisting of an 
N7-methylguanosine linked to the 5′ end of mRNA by an unusual 5′-5′ triphosphate 
bond (Box 4.2). Translation of eukaryotic mRNA is mostly dependent on the 5′ cap-
ping for initiation. 5′ capping is also important to protect the 5′ end of mRNA 
against the action of 5′-to-3′ exonucleases allowing the mature mRNA to adopt a 
closed configuration by interaction with translation initiation factors, additionally 
regulating translation. Moreover, 5′-cap has been demonstrated as a recruiter of 
proteins involved in splicing, polyadenylation and nuclear export. No cis element on 
the gene sequence signals where capping should occur. Instead, capping depends on 
the activity of the RNA POLII while still in the early stage of elongation. At this 
transcription stage, POLII has a serine phosphorylation signature in its C-terminal 
domain (CTD) that elicits activation of the proteins responsible for capping of the 
nascent pre-mRNA associated with the enzyme. On the other hand, the two other 
steps of pre-mRNA processing, splicing and polyadenylation, depend on gene cis 
elements to proceed, as well as different POLII CTD serine phosphorylation signa-
tures. In this section, we will review the structure of exons and introns associated 
with splicing, as well as the cis elements guiding polyadenylation and transcription 
termination.

4.2.4.1  Exons

In 1977, work on the Adenovirus-2 transcription disclosed that its early expression 
genes shared a common 5′ end in the mRNA and the gene CDS was at discontinu-
ous genomic positions. As adenovirus-2 infects eukaryotic cells, these data were the 
first evidence that eukaryotic cells should employ splicing to align the CDS in 
mature mRNA, and awarded the 1993 Nobel Prize in Medicine or Physiology to 
Phillip A.  Sharp and Richard J.  Roberts for their discoveries on ‘split genes’. 
Protein-coding genes from eukaryotic genomes were then immediately demon-
strated to have noncoding sequences intervening the CDS on the gene DNA. Although 
eukaryotic species have a subset of uninterrupted genes, in multicellular species a 
majority of protein-coding genes is interrupted by intervening sequences known as 
introns, and splicing of the primary transcript must take place to remove introns, 
consecutively ligate exons and finally display the CDS in a continuous way in the 
mature mRNA (Fig. 4.2a). In average, humans have eight introns per protein-coding 
gene. The expressed part of the gene, present in the mature mRNA, has been termed 
exons, and may contain untranslated sequences (UTR) besides the CDS. The 5’-
UTR extends from the 5′ end to the nucleotide before the translational start codon, 
whereas the 3’-UTR lies from the nucleotide after the translation termination codon 
to immediately before the poly-A tail (Box 4.1; Fig. 4.2a and d).
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The 5′- and 3’-UTRs are important regions of the mRNA regulating its stability 
and translation. These two processes, translation and control of mRNA half-life 
(ultimately leading to mRNA degradation), are intrinsically related as the eukary-
otic translation initiation factor (eIF) 4E (eiF4E) binds to the 5′ cap and interacts 
with eiF4G, which associates with proteins that coat the poly-A tail (poly-A- binding 
proteins, PABP; Fig.  4.5a). The closed configuration protects the mRNA ends 
against degradation by exonucleases and establish the trans-acting factors eIF4E, 
eIF4G and PABP as integrators of translation initiation regulation. This integration 
is possible owing to the capability of eIF4E, eIF4G or PABP binding to other trans 
factors (RNA-binding proteins, RNA-induced silencing complex RISC, and other 
indirectly interacting proteins) associated with cis elements, mostly in the UTRs, 
specific for RNA-binding proteins or microRNAs (see Chap. 5).

Analyses of the human genome (Assembly GRCh38.p13 / 109) in the Piovesan 
et al. [17] report show that although the number of coding exons (151,285) corre-
sponds to 95% of total non-redundant exons (159,652) of protein-coding genes, the 
total lengths of exon coding (CDS;  25,840,698  bp) and non-coding  
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Fig. 4.5 Pre-mRNA processing. (a) Eukaryotic mature mRNA adopts a closed configuration 
through eIF4E binding to cap and eIF4G, which associates with PABP that coats the poly-A tail. 
(b) Alternative splicing may result in intron retention (1); partial intron retention represented); 
exon skipping (2), choice between mutually exclusive exons (3); in this case with alternative poly-
adenylation signals—red and green bars). (c) Diagram representing SMN1 and SMN2 exon 7 with 
exon definition for SMN1 and ESS and ISS represented in red repressing SMN2 exon 7 definition. 
(d) A diagram representing an exon (exon 2) flanked by two introns (showing the 3′ end of intron 
1 and 5′ end of intron 2). The intron canonical sites are presented (AG is the acceptor site of the 
upstream intron and GU is the donor site of downstream intron). The branch point and polyprimi-
dine tract are shown upstream of intron 1 acceptor site. Exonic splicing enhancers (ESE) are indi-
cated as several blue bars in association with SR proteins (small blue circles), and one silencer as 
a red exonic bar represses splice site choice. Intronic splicing enhancers reinforce exon definition 
whereas silencers (one indicated) repress exon inclusion. ISE are recognized by hnRNPs (orange 
circles). In a situation of exon definition, the exon is flanked by both snRNPs U2 upstream and U1 
downstream
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(UTRs; 59,281,518 bp) sequences considerably differ. Exon coding sequence length 
represents 0.8% of the human genome whereas total exon length consists of nearly 
2% of the genome sequence. Therefore, as previously discussed, the CDS compre-
hends a very small fraction of the human genome, and more than half of total human 
exon sequence is composed of UTRs that may harbor cis elements for the regulation 
of mRNA translation and stability.

In eukaryotes, the translation start codon might be few hundred base pairs down-
stream of the 5′ cap, making the 43S ribosome translation pre-initiation complex 
scan the 5’ UTR until the tRNAMet anticodon base-pairs with the mRNA start codon. 
This mechanism classifies as cap-dependent because it initiates due to protein- 
protein interactions among eIFs, notably including eIF4E bound to the 5′ cap. By 
contrast, an alternative translation initiation mechanism in eukaryotes that is remi-
niscent of the one functional in bacteria allows the ribosome be assembled directly 
onto the translational start codon with no need to scan the 5’-UTR.  This cap- 
independent translation initiation mechanism is possible owing to internal ribosome 
entry sites (IRES), secondary hairpin-like structures adopted by mRNA immedi-
ately upstream of the translation start codon, not associated with the 5′-cap com-
plex. IRES-dependent translation operates with higher frequency under cellular 
stress. Several studies have demonstrated the requirement of cellular RNA-binding 
proteins, IRES trans-acting factors, which might act as RNA chaperones possibly 
maintaining IRES structure required for the efficient assembly of a pre-initiation 
complex and recruitment of ribosomes. For instance,  IRESs have been reported 
within the TP53 full-length mRNA as well as TP53 variable transcripts for the 
Δ133p53 and Δ160p53s isoforms. A naturally occurring single nucleotide variant 
(SNV) in TP53 5’ UTR coincident with the full-length mRNA IRES affects IRES 
binding domain for polypyrimidine-tract binding protein (PTB), thus reducing 
TP53 cap-independent translation in steady-state as well as in G2-M checkpoint, 
and upon DNA-damaging stress and oncogenic insult [15].

In general, the amino acid sequence or quantity of the protein produced by trans-
lation may be affected if the CDS results from alternative splicing and/or RNA cir-
cularization (see Sect. 4.2.4.2) or if it has alternative translation start codons or 
alternative ORFs. Alternative translation start codons may result from transcription 
at alternative promoters, alternative splicing or internal start codon in association 
with IRES. These processes thus lead to the expression of alternative forms of the 
protein, known as isoforms (Box 4.2).

Alternative ORFs have been defined as the coding sequence with a translation 
start codon within any reading frame of either long ncRNAs (see Chap. 5) or 
known coding mRNAs (either in UTRs or overlapping the CDS). Large-scale ribo-
some profiling identified widespread translation events outside the annotated 
CDSs. Part of it was observed upstream or downstream of the annotated CDS, 
respectively in 5′- or 3’ UTRs, named upstream ORF (uORF) or downstream ORF 
(dORF), generally with short lengths. DNA variants creating or suppressing a 
uORF lead to a decrease or increase in the downstream canonical protein expres-
sion, respectively, permitting to hypothesize that uORF translation is a regulatory 
mechanism that may affect translation of the downstream main CDS.  In yeast, 
uORF regulatory roles have been widely demonstrated in genes encoding proteins 
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with survival roles during cell stress. In these cases, the major CDS is the second 
cistron, and undergoes cap-dependent translation initiation due to an unusual 
mechanism that keeps the affinity of the 40S ribosome subunit to the 
mRNA.  Additionally, human transcribed polymorphic trinucleotide repeats 
involved in dynamic mutations in neurologic diseases may be contained within 
alternative uORFs that are indeed translated upstream the leading CDS (see Chap. 
6). However, most alternative ORFs are not yet annotated because of lack of exper-
imental evidence, and their absence in databases precludes their detection by stan-
dard proteomic methods [18].

The observation of active minor ORFs in mRNA with a major CDS has brought 
to light that polycistronic mRNAs is not exclusive of bacteria. Putatively polycis-
tronic mRNAs have been described containing unannotated ORFs in alternative 
frames in transcripts with one annotated CDS, partially overlapping or completely 
nested within it. Genome annotation lays the basis for molecular genetic analysis. If 
in one reading frame a CDS SNV is synonymous, it may indeed be nonsynonymous 
in a nested frameshifted alternative ORF. Thus functional assessment is necessary 
to extend the annotation to minor ORFs. Human bicistronic mRNAs have been 
identified producing two distinct, stable proteins that may physically or functionally 
interact. As the 3′-most cistron is likely to have translation initiated at IRES, the 
annotation of nested and overlapping ORFs should thus reflect both features, alter-
native ORFs and IRES [18].

4.2.4.2   Introns and Splicing

Introns have been classified according to their mechanism of splicing. Nuclear 
introns employ the spliceosome for splicing whereas introns of types I and II are 
self-spliced by RNA catalysis. Self-spliced introns are found in some protist, fungi 
and plant mitochondria DNA, green algae and plant chloroplast DNA and in bacte-
ria. Here we will concentrate in nuclear introns that employ the spliceosome com-
posed of the small nuclear RNAs (snRNAs) U1, U2, U4, U5 and U6, the so-called 
U2 spliceosome in opposition to the U12 spliceosome that uses snRNA U12 instead 
of U2 for splicing a small subset of nuclear introns.

The U2 spliceosome depends on U1 and U2 snRNA ribonucleoprotein particles 
(snRNP) to identify introns in nascent pre-mRNAs by interaction with the con-
served canonical splice sites in intron ends: the dinucleotides GU at intron 5′ end 
(donor splice site) and AG at its 3′ end (acceptor splice site), the branch point ade-
nine and the polypyrimidine tract just upstream of the acceptor site (Fig. 4.5d). This 
kind of intron (GT-AG) corresponds to nearly 98% of nuclear introns. Basically, 
upon the interaction of U1 and U2 snRNPs with intron RNA, the U4-U5-U6 snRNPs 
associate with the former snRNPs, change the configuration of the inactive spliceo-
some, allowing the exit of U1 and U4 snRNPs and bringing intron ends to proximity 
in a large complex (the active spliceosome) that will perform splicing catalysis by 
two transesterification reactions. The expected output for constitutive splicing is the 
mature mRNA lacking introns and displaying all exons consecutively ligated 
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(Box 4.2 and Fig. 4.2a). For details of pre-mRNA processing, the reader may refer 
to review articles [3, 19].

The cis splicing (splicing of two RNA segments derived from the same primary 
transcript) mechanism summarized above has evolved allowing efficient removal 
by the spliceosome catalysis of even very long introns, as found in mammals 
(Fig.  4.1b). Consequently, introns may evolutionarily ‘gain’ sequences without 
affecting the splicing efficiency unless if the splicing sites or regulatory elements 
are lost (see below). Therefore, introns commonly harbor repeat elements of vari-
ous classes (see Chaps. 6, 8 and 9), as exemplified in the TP53 gene introns (Fig. 4.4, 
bottom part), in which lies the majority of sequence repeats of this gene, in addition 
to the 3’ UTR.

Optimal exon length close to an average length (150 nucleotides in human), 
transcription elongation rate, and chromatin configuration all contribute to the com-
binatorial effect for constitutive splicing. The limited length and degenerate nature 
of cis elements that allow U1 and U2 snRNPs recognize the intron RNA would 
render mRNA susceptible to a larger number of errors if cis-regulatory elements 
were not in place. Exon definition in nascent pre-mRNA is an essential step before 
splicing takes place. U2 snRNP assembly in the 3′ end of the upstream intron and 
U1 snRNP association with the 5′ splice site in the downstream intron make a con-
figuration known as cross-exon, which is modulated by several cis-acting elements, 
besides the 5′ and 3′ splice sites, the branch point and the polypyrimidine tract 
(Fig. 4.5d). Serine-arginine (SR)-rich proteins are trans factors recognized as splic-
ing activators when bound to exon splicing enhancers (ESE) though they can act as 
repressor trans factors if bound to intron splicing silencers (ISS). Likewise, intron 
splicing enhancers (ISE) add to exon definition by recruiting trans factors belong-
ing to the heterogeneous nuclear ribonucleoprotein (hnRNP) family. HnRNP in 
association with exon splicing silencers (ESS) tend to repress exon definition 
(Fig. 4.5d) [3].

The suboptimal representation of splicing enhancer elements (ESE and ISE) and/
or the occurrence of silencer elements (ESS and ISS) may decrease the strength of 
canonical splice sites and modify the constitutive splicing output, producing alter-
native splicing. Alternative splicing outcome has been classified as partial or full 
exon skipping or intron retention, and mutually exclusive exons (see Fig. 4.5b and 
Sect. 4.2.4.4). In addition, partial exon skipping or intron retention may be the result 
of a cryptic splice site selection instead of the canonical 5′ donor or 3′ acceptor sites 
within the respective exon or intron. If alternative splicing causes in-frame altera-
tions of the CDS, the consequent change in protein sequence may increase protein 
isoforms and proteome diversity. As more alternative transcripts affecting protein 
sequence and domains are annotated for specific genes, the larger is the effect on 
proteome diversity (Box 4.2 and Fig.  4.1c) correlating to increasing phenotypic 
complexity along the phylogenetic scale. By contrast, alternative splicing affecting 
the CDS may shift the reading frame, creating premature translational termination 
codons, which can elicit the nonsense-mediated decay (NMD) of the mRNA. Some 
naturally occurring, regulated alternative exons have been termed poison exons 
because their inclusion in mRNA introduces a premature translation termination 
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codon that can be involved in auto-regulation of the gene’s expression, as they may 
elicit NMD [3].

The phylogenetic increase observed for the genome’s number of introns (introni-
zation) may have been due to species-associated DNA variants creating splice 
canonical sites or modifying cis-regulatory enhancers (see Sect. 4.2.4.3) and silenc-
ers, and by insertion of transposable elements or sequence duplications. Under an 
evolutionary perspective, transposable elements inserted within a gene sequence 
can affect the interaction of the pre-mRNA with RNA-binding proteins in the spli-
ceosome, leading to intronization or, conversely, the acquisition of exon features 
(exonization) as reported for Alu repeats (See Chap. 8).

Recent high-throughput sequencing of cDNA from non-polyadenylated RNA 
transcripts has identified circular RNAs (circRNAs) in various eukaryotic species. 
A large subset of circRNAs has been demonstrated to result from back-splicing of 
pre-mRNA, in which the 5′ splice site (donor site) is downstream of the 3′ splice site 
(acceptor site). Functional assessment of circRNAs show that some of them can be 
translated into functional peptides, others constitute a hybridization platform for 
microRNA consequently reducing their availability (sponge effect) and, still, a few 
that retain an intron between exons in the circular molecule can enhance the tran-
scription of their parental genes. In summary, back-splicing, a non-canonical form 
of splicing, may produce circular molecules of RNA that are not polyadenylated, 
but stable, and may act as regulatory scaffolds for microRNA, gene transcription or 
translation [19].

Nearly 20% of pathogenic DNA variants causing human genetic diseases are 
believed to be splicing variants, at least 70% of them directly affecting canonical 
splice sites. In rare occasions, synonymous variants or variants annotated as mis-
sense or nonsense may affect ESEs or create canonical splice sites on exon borders. 
However, their effect must be assessed on mRNA or by a minigene approach, in a 
research setting. Approximately 3 to 5% of all disease-causing variants should lie 
deeply in introns, having been hardly identified either because intron internal 
sequences are normally not included in NGS DNA libraries in a genetic testing set-
ting (see Chaps. 1 and 3) or the effects of rare deep intronic variants on splicing 
should not have been demonstrated. Deep intronic DNA variants may activate cryp-
tic splice sites and include pseudoexons in the mature mRNA, changing the transla-
tional  reading frame or not. Many mRNA products modified by deep intronic 
splicing variants likely undergo NMD based on production of premature translation 
stop codons, as seen for part of alternative splicing products [3].

Quantitative trait locus (QTL) is a locus that correlates to the quantitative varia-
tion of a specific trait in a population. The analyses of transcriptomes have expanded 
the term QTL to expression QTL (eQTL) meaning the amount of mRNA related to 
a gene locus and its DNA variants, e.g. SNVs on gene promoter. More recent analy-
ses of transcriptome (RNA-Seq) data sets adapted the molecular eQTL approach to 
assess transcript variants (splicing QTL or sQTL) due to alternative splicing or 
SNVs altering cis-acting elements regulating pre-mRNA splicing. In sQTL, the trait 
can be, for instance, the estimation of transcriptome deep sequencing reads by exon 
or reads spanning exon junctions, when assessing exon exclusion [3].
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Rare SNVs are abundant in human genomes and include splicing SNVs of uncer-
tain clinical significance. The Genotype-Tissue Expression (GTEx, The BROAD 
Institute of MIT and Harvard University, Cambridge, MA) project is an ongoing effort 
to build a comprehensive public resource to study tissue-specific gene expression and 
regulation. The combined analyses of high throughput genomic and transcriptomic 
data from GTEX allow to assess how rare genetic variants contribute to extreme pat-
terns in alternative splicing by disrupting or creating a splicing consensus sequence. 
SNV-based creation of splice site may include cryptic exons in mature mRNA, dis-
rupting or maintaining the CDS reading frame (https://www.gtexportal.org).

4.2.4.3  The SMN1 and SMN2 Genes: A Genetic Case Study on Splicing

Spinal muscular atrophy (SMA) is a rare autosomal recessive, neuromuscular disor-
der characterized by degeneration of the anterior horn cells in the spinal cord and 
the brainstem nuclei, resulting in progressive muscle weakness and atrophy. The 
weakness is symmetric, more proximal than distal, and progressive; and the onset 
varies from prenatal stage to adulthood. It classifies in a five-degree spectrum of 
neuromuscular phenotypes at presentation related to predicted possible outcomes. 
Supportive measures, adequate nutrition, respiratory assistance, and preventing 
complications of muscle weakness have composed the clinical management until 
the recent association of targeted treatments.

Homozygous loss of function of the SMN1 gene (Survival of motor neuron 1; 
OMIM 600354; 5q13.2) causes SMA. Individuals with SMA are either homozy-
gous for a deletion encompassing at least SMN1 exon 7 or are compound heterozy-
gotes for such deletion and an inactivating pathogenic DNA variant in SMN1.

SMN2 (OMIM 601627; 5q13.2) is a gene paralogous to SMN1, showing a high 
degree of nucleotide identity (99%). Both genes´ CDSs encode 294-amino acid 
RNA-binding proteins, survival motor neuron 1 and 2 (SMN1 and SMN2), required 
for efficient assembly of specific ribonucleoprotein complexes. Whereas SMN1 pro-
duces a full-length SMN1 protein necessary for lower motor neuron function, SMN2 
expresses SMN2 lacking the segment encoded by exon 7 rendering it a less stable 
truncated protein. Therefore, upon biallelic inactivation of SMN1, SMN2 cannot 
fully compensate for loss of the SMN1 protein in motor neurons.

The lack of inclusion of exon 7 in mature SMN2 mRNA is in part due to a sub-
stitution in the 5′ end of exon 7 that abolishes an ESE creating an ESS that impairs 
snRNP U2 efficient exon 7 definition (Fig. 4.5c). It had been reported that SNVs in 
exon 7 of SMN2 may act as SMA modifier resulting in a milder clinical phenotype. 
Therefore, therapeutic strategies that enhance the expression of either full-length 
protein, SMN1 or SMN2, have been developed. In the last three years, three drugs 
have been approved for SMA patients. Nusinersen (Spinraza™, Biogen, Switzerland) 
is a pharmaceutical drug consisting of an antisense oligonucleotide targeting the 
SMN2 pre-mRNA silencer in intron 7, promoting SMN2 exon-7 inclusion, and thus 
increasing the expression of the full-length SMN2 protein. Evrysdi (Risdiplam™, 
Roche, Switzerland) is a small molecule that promotes SMN2 exon 7 inclusion in 
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mRNA with high specificity. Although its mechanism is not fully understood, it is 
believed to bind to exon 7 cis elements displacing trans-acting factors that repress 
exon inclusion. Zolgensma (Onasemnogene abeparvovec-xioi, Novartis, 
Switzerland) is an adeno-associated virus 9 (AAV9)-based gene delivery for reposi-
tion of the SMN1 protein [20].

4.2.4.4  Polyadenylation Signal: A cis Element on Transcript’s Last Exon

Eukaryotic mRNA polyadenylation is the third and final step in processing of the 
primary transcript. It depends on the recognition of the polyadenylation signal on 
the last exon of the transcript (Fig. 4.2a), which has a consensus 5’ AAUAAA 3′ on 
nascent pre-mRNA.  Before polymerization of the poly-adenine (poly-A) tail the 
mRNA must be cleaved nearly 20 ribonucleotides downstream of the polyadenyl-
ation signal (Box 4.2). This cleavage displaces the already processed mRNA off 
POLII that remains associated with an uncapped transcript, reducing its polymer-
ization processivity, an accepted model to terminate transcription. On the other 
hand, on the 3′ end of the cleaved pre-mRNA, a polyadenylate polymerase actively 
elongates it through addition of a series of nearly 200 adenines. The growing poly-A 
tail becomes coated by PABP, which is pivotal in allowing the closed configuration 
of the mature 5′-capped, 3′-polyadenylated mRNA by association of their ends with 
translation initiation factors (Fig. 4.5a). Therefore, as the 5′ cap, the poly-A tail is 
important for stabilization of the mRNA and its translation regulation. PABP pro-
tects the mRNA against the action of 3′-to-5′ exonucleases, avoiding deadenylation 
of the poly-A tail.

The length of the poly-A tail is directly related to the mRNA half-life. The UTRs, 
mostly the 3’-UTR of the mRNA, also play major roles in regulating mRNA stabil-
ity as they may harbor cis elements with regulatory activities over enzymes that 
control the stability of 5′ cap and 3′ poly-A. Activated decapping or deadenylation 
leads to rapid degradation of the mRNA due to exposure of its 5′ or 3′ ends, respec-
tively. Another way to differentially control the mRNA stability or translation is by 
modifying the length and composition of its 3’ UTR. If the UTR is composed by 
more than one exon (meaning that the translation stop codon is not on the last exon) 
or the gene’s last intron has alternative 3′ splice sites, alternative splicing may affect 
the 3’-UTR. When two polyadenylation sites lie in mutually exclusive exons splic-
ing should lead to conditional inclusion of one of them in mature mRNA. In Fig. 4.4, 
TP53 transcripts initiated at intron 1 alternative promoters underwent alternative 
splicing employing one of two mutually exclusive exons downstream of the consti-
tutive 3′ end-most exon employed by full-length transcripts (Fig. 4.4, red arrow-
heads on TP53 transcripts). Moreover, the gene may have alternative poly-A sites or 
additional mildly degenerate poly-A sites that can be recognized under certain con-
ditions when trans-acting factors hinder the constitutive site in the nascent pre- 
mRNA.  Alternative polyadenylation altering the length of the 3’-UTR of 
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cancer-associated genes may modulate their expression by affecting cis elements 
for miRNA and RNA-binding proteins. Finally, all cis elements mentioned in this 
section are part of the gene sequence, as they are transcribed and recognized on the 
pre-mRNA or the mature mRNA 3’ UTR, regulating, respectively, polyadenylation 
or mRNA stability and translation.

4.2.5  The ENCODE Project

The ENCyclopedia Of DNA Elements (ENCODE) project was launched by the 
ENCODE project consortium in 2003 upon the near completion of the human 
genome sequencing. At long term, it aims at developing a comprehensive map of 
functional elements in the human genome. This map will include but will not be 
limited to the full annotation of protein-coding and non-coding genes, variable tran-
scripts, epigenetic marks (histone modifications and DNA methylation) as well as 
sites of open chromatin accessible to DNAse I digestion (Fig. 4.3a) or to specific 
transcription factors, inter- and intra-chromosomal interactions, RNA-protein bind-
ing sites, and comparative genomics. For the latter, the ENCODE project also 
assessed genomic data of three other model organisms (the free-living soil worm 
Caenorhabditis elegans, the fruit fly Drosophila melanogaster, and the house 
mouse Mus musculus). The ENCODE consortium comprehends laboratory and 
computational scientists that follow standardized protocols to contribute with data-
sets that become available at the project portal (https://encodeproject.org). The site 
https://encodeproject.org/about/data- acess lists alternative providers of genome 
browsers for analysis of limited genomic regions from the ENCODE data.

In the ENCODE pilot phase 1 (2003–2007), nearly 1% of the human genome 
(30 Mb) was selected for initial analyses and testing of technological strategies. 
Phase-2 (2008–2012) interrogated the whole genome and transcriptome by imple-
menting high-throughput sequencing-based technologies (see Chaps. 3 and 5). The 
ENCODE project phase 3 (2013–2016) added RNA binding experimental 
approaches and the three-dimensional (3D) organization of chromatin assessed by 
chromatin interaction analysis. In particular, phase 3 allowed for mapping of tran-
scribed regions and transcript isoforms, regions of transcripts recognized by RNA- 
binding proteins, transcription factor binding sites, and regions that harbor specific 
histone modifications, open chromatin, and 3D chromatin interactions. The 
ENCODE project will conclude its fourth phase in 2021, and its goal is to expand 
the phase-3 analyses into more cell types and tissues to attempt to gain a more inte-
grated view of mapped open chromatin regions and the transcription factors that 
bind to these sequences [21]. Finally, so far along the four phases of the ENCODE 
project, the expression of non-coding RNAs (ncRNA) has been disclosed with high 
occurrence in the human genome, as exemplified in Section 4.2 and in Chap. 5 of 
this book.
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4.3  Protein-Coding Gene Families

The Reference Sequence (RefSeq) database at the National Center for 
Biotechnology Information (Bethesda, MD, USA; https://www.ncbi.nlm.nih.gov/
refseq) is a non-redundant collection of richly annotated DNA, RNA, and protein 
sequences from taxonomically diverse organisms. Each RefSeq accession number 
represents a single, unique, full sequence of a gene or a naturally occurring mRNA 
or protein molecule from one organism. The RefSeq database has been developed 
and curated by NCBI staff and collaborators after the sequencing of many model 
organism genomes. It has the goal to provide a comprehensive, standard dataset 
that represents sequence information for a species. It has been built using data 
from public archival sequence databases (eg. Genbank) that could present replicate 
entries and sequences that were incomplete, redundant or with ambiguously 
sequenced bases. The rapid growth of the RefSeq database reflects the inclusion of 
non-model organisms for the last two decades. For instance, on June 30, 2003, 39 
vertebrate mammalian genomes had been submitted to curation and annotation by 
the RefSeq approach, whereas on November 2, 2020, that number had increased to 
573. The increasing annotation of protein-coding genes in the human genome by 
RefSeq and initiatives of the ENCODE project approaches a more reliable esti-
mate of the number of those genes, discarding duplicate records and sorting out 
pseudogenes. Therefore, while sequence curation will be still reviewed and neces-
sary, that number will be continuously updated in the most recent assembly of the 
respective genome sequence. One should take into consideration that the annota-
tion systems may differ among distinct initiatives leading to slight differences in 
total numbers and classifications, as seen for the annotated human protein-coding 
genes that sum up 19,405 and 19,945, respectively for NCBI human genome 
assembly GRCh38.p13 (annotation release 109; Fig. 4.1a) and GENCODE (V35; 
see below and Chap. 1).

The GENCODE project (https://www.gencodegenes.org), a branch of the 
ENCODE project funded by the National Human Genome Research Institute 
(NHGRI, Bethesda, MD) and the European Molecular Biology Laboratory 
(https://www.embl.org), aims to identify and classify all gene features in the 
human and mouse genomes with high accuracy based on biological evidence, by 
manual curation, computational analysis and targeted experimental approaches. In 
this chapter we have examples retrieved from both initiatives, the NCBI Genome 
(Fig. 4.1) and RefSeq (Fig. 4.4 and Sect. 4.3.3) databases and the ENCODE and 
GENCODE projects (Figs. 4.4 and 4.6). Apart from the 19,945 annotated protein-
coding genes of the human genome by the GENCODE initiative (GENCODE 
V35, accessed in November, 2020), 14,767 pseudogenes have their sequences 
annotated and roughly classify into processed (nearly 72%), unprocessed (~24%), 
unitary (~2%), polymorphic (less than 0.5%) pseudogenes, and miscellaneous or 
other (~1.5%).
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4.3.1  Pseudogenes

A pseudogene is any genome sequence identified by similarity to another gene, but 
defective due to evolutionarily accumulated inactivating mutations. Pseudogenes 
belong to both protein-coding and non-coding gene families and their sequences 
intersperse in the genome. Pseudogene classification into processed and unpro-
cessed is based on their mechanisms of origin. Processed pseudogenes derive from 
retrotransposition of processed mRNAs, whereas unprocessed pseudogenes arise 
from segmental duplication of genomic DNA. Retrotransposition implies reverse 
transcription of the mRNA of a functional gene and the integration of this 
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Fig. 4.6 (a) A phylogenetic tree (cladogram type) obtained upon multiple alignment of protein 
sequences of human globin paralogs encoded by the gene clusters in chromosomes 11p15.4 (beta- 
globin cluster; dark blue) or 16p13.3 (alpha-globin cluster, light blue). Alignment and cladogram 
were obtained using the CLUSTAL Omega program (https://www.ebi.ac.uk/Tools/msa/clustalo/) 
and the RefSeq sequences retrieved at NCBI Entrez (https://www.ncbi.nlm.nih.gov/protein/) for 
HBB (NP_000509.1), HBD (NP_000510.1), HBG1 (NP_000550.1), HBG2 (NP_000175.1), HBE 
(NP_005321.1), HBM (NP_001003938.1), HBZ (NP_005323), HBA1 (NP_000549.1), HBA2 
(NP_000508.1) and HBQ (NP_005322.1). (b) A diagram view of a small part of human chromo-
some 11 band p15.4 (11p15.4), spanning 75 kb (5,225,001 to 5,300,000), displaying the cluster of 
beta-globin genes and its locus control region (LCR). The coding genes are indicated by acronyms 
according to the proteins they encode seen on upper panel of (a), and HBBP1 stands for HBB 
pseudogene 1. Arrows indicate the direction of regulatory control based on LCR towards each 
individual gene. The position of some DNAse hypersensitive sites (HS), CCTF binding sites char-
acterizing insulators, as well as enhancer, silencer, and promoter elements are indicated. Drawing 
was made to scale according to genomic data retrieved at the University of California in Santa Cruz 
(UCSC) genome browser accessed in November, 2020. Scale bar: 5 kb
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complementary DNA (cDNA) copy into a site of the genome that can be far from 
the locus of the functional gene. Consequently, if the original functional gene con-
tained introns, its processed pseudogene will likely not. Additionally, processed 
pseudogenes may retain a replica of the poly-A tail from the mRNA that served as 
template for its cDNA copy maintaining poly-adenine features in its 3′ end. Of note, 
direct repeats may be reported in the site of genome integration of the cDNA. Diverse 
mechanisms may generate segmental genomic duplications (see Chaps. 8 and 9) 
that originate unprocessed pseudogenes: apparently most frequently tandem dupli-
cations by unequal crossover, as well as partial genome duplication through nondis-
junction, transpositions involving transposable elements, and duplications occurring 
after rearrangements and subsequent repair of staggered breaks. Sequence altera-
tions can inactivate the gene promoter motifs and cis-regulatory elements of unpro-
cessed pseudogenes abolishing its transcription. Since pseudogenes are generally 
not submitted to positive selection, the CDS derived from the original gene tends to 
accumulate mutations frequently creating premature translation termination codons 
that extinguish or truncate the protein product [22].

Unitary pseudogenes are a minor class of pseudogenes that are not processed, 
formed without duplication by inactivation of a single original gene through DNA 
variant occurrence that eliminates the functional copy of the gene. The rare poly-
morphic pseudogenes have mutations in the reference genome but are intact in some 
individuals [22].

Protein-coding gene CDS and regulatory sequences undergo strong selective 
pressure that is essential to the development and function of the organism and spe-
cies survival. By contrast, most pseudogenes evolve neutrally, making them an ideal 
alternative for the study of genome evolution. Since nearly three quarters of human 
pseudogenes are of the processed type, their contribution to the human genome size 
is limited as they lack introns. Multiple lineage sequence analyses and observations 
that processed pseudogenes prevail largely across the human genome in areas of low 
recombination rates favor the hypothesis that this class of pseudogenes are lineage- 
specific and in humans probably resulted from a retrotranspositional burst at the 
dawn of the primate lineage that occurred ∼40 millions of years ago. The predomi-
nance of human processed pseudogenes belonging to large families of protein- 
coding genes with high expression levels also corroborates that hypothesis [22].

Since a pseudogene is considered a defective copy of a gene, database annotated 
pseudogenes are not taken into account for the biological and functional impact of the 
genome. However, the duality between functional and non-functional aspects of a 
gene based only on the neutral effect of the pseudogene CDS has been questioned in 
the past decade, specifically for purposes of database annotation of transcribed pseu-
dogenes. Transcriptome analyses have disclosed that transcription is pervasive in the 
human genome involving diverse classes of DNA elements discussed in this book 
(see Chaps. 5 to 9), including at least 15% of pseudogenes. Regulatory elements may 
have become evolutionarily associated with processed pseudogenes or reside within 
their sites of genome integration, activating their transcription. Pseudogenes fre-
quently exhibit high sequence similarity with the ancestral (commonly referred to as 
parental) gene. It has thus been hypothesized and demonstrated in a few cases that 
antisense pseudogene transcripts could regulate levels of expression of sense parental 
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gene by a direct interference by duplex formation between antisense pseudogene and 
parental sense gene mRNAs or generation of short interfering RNAs (siRNA). In 
addition, parental gene expression could be modulated by sense pseudogene mRNA 
through endogenous competition for positive or negative factors that control stabili-
zation of both pseudogene and parental gene mRNAs or directly interfering as long 
antisense RNA on the parental gene chromatin regulating its transcription [23].

Some genes with characteristics of origin by retrotransposition (‘retrogenes’) 
have been recognized as functional protein-coding genes rather than pseudogenes 
across species. An additional group of genes, comprehending nearly 60 members, 
show evidence to have been formed by retrotransposition or gene duplication since 
hominid divergence from other primates, constituting new human-specific or 
hominid- specific protein-coding genes. This is of great interest to understand cere-
bral cortex increase in size and complexity related to significant acquisition of cog-
nitive functions in the human species. On the other hand, genes may be classified 
and annotated as pseudogenes but later demonstrated to express functional trun-
cated peptides, being in fact a functional protein-coding gene [23].

The human-specific NOTCH2NLA, NOTCH2NLB and NOTCH2NLC (Notch 2 
receptor N-terminal like A, B and C) genes in chromosome 1 appear to be the result 
of segmental duplications of the ancestral NOTCH2 gene. Their genomic organiza-
tion consists of the first four exons and introns conserved in NOTCH2 and a fifth 
exon apparently derived by exonization of an intronic segment of NOTCH2. All 
NOTCH2NL paralogs are predicted to contain an ORF encoding a protein homolo-
gous to NOTCH2 but truncated as they include only the N-terminal region of 
NOTCH2 extracellular domain. When compared to NOTCH2 gene structure of 34 
exons and 33 introns, NOTCH2NL paralogs would have gene annotation trends for 
their classification as unprocessed pseudogenes. However, recent studies have dis-
closed that the three NOTCH2NL paralogs express peptides in embryonic telence-
phalic vesicles that are secreted and enhance NOTCH signaling between the seventh 
and ninth human gestational weeks during early organogenesis of the cerebral cor-
tex. As their overexpression delays cerebro-cortical neurogenesis, NOTCH2NLB 
was demonstrated to have effects on clonal expansion of human cortical progenitors 
by directly affecting the self-renewal of the progenitor cell pool before neuronal 
differentiation. Additionally, NOTCH2NLA and NOTCH2NLB serve as breakpoints 
in the 1q21.1 copy number variation (deletion/duplication; see Chap. 9) associated 
with clinical phenotypes of microcephaly/macrocephaly, intellectual disability and 
behavioral deficits including autism spectrum features [23].

4.3.2  Protein Domains as Evolutionary Modules

Protein domains are structural, functional and evolutionary units, consisting of 
amino acid sequences of limited length (50–250 amino acids) that generally fold 
independently producing a specific protein tertiary structure stable by itself. Protein 
domains represent a module able to function alone or together with partner domains 
on the same protein chain contributing to its specific functions [24].

4 Protein-Coding Genes



128

The combination of different domains in a single chain gives rise to a large vari-
ety of proteins and generates functional diversity. Domain architecture or domain 
organization refers to the order of all domains in a protein chain from N- to 
C-terminus, directly related to the translation of the CDS of the encoding gene from 
5′ to 3′ end. Thus, domain architecture refers to multi-domain proteins with com-
plex functions.

The central axis of comparative genomics is sequence comparison by multiple 
alignment generating phylogenetic trees. For domain sequence comparison the sim-
ilarity is higher at the protein level than the nucleotide (CDS) level as the genetic 
code is degenerate mostly due to variation in codon third base. Nevertheless, for a 
few protein domain comparisons the homology will only become evident if the 
tertiary structure of the protein domain is experimentally obtained. Homology refers 
to structures or sequences that evolved from a common ancestral structure or 
sequence; herein only referred to sequences. Sequence homology can classify as 
orthologous or paralogous sequences. Orthologous sequences in two organisms are 
homologs that evolved from the same ancestral sequence by modification, reflecting 
the organism evolution and speciation. Conversely, paralogous genes are homologs 
in the same organism generated by duplication of an ancestral gene. Consequently, 
genes related by ancestry in the same species constitute a gene family, also known 
as protein family for protein-coding genes.

Domain architecture of multi-domain proteins exhibits a strong correlation with 
the exon-intron genomic structure of the encoding gene. Each individual domain 
tends to be encoded by one exon or a combination of exons, and may be considered 
the translational product of a single evolutionarily mobile CDS module that can 
undergo position change in the genome, duplication or deletion by mechanisms 
mostly dependent on genomic recombination. One mechanism, exon shuffling, 
refers to copy of an exon, or a genomic segment containing few exons, from one 
gene and transfer into another gene by intron recombination. Exon shuffling has 
been proposed as an important genetic mechanism sharing exons between non- 
homologous genes, and driving protein evolution through novel domain acquisi-
tion and likely gain of function. On the other hand, domain acquisition may also 
occur by other forms of non-homologous recombination, retrotransposition medi-
ated by intronic retrovirus repeat units, or gene fusion due to loss of transcriptional 
signals between adjacent genes. Likewise, protein domain can be lost due to DNA 
variants modifying the CDS, splice sites, transcriptional and or translational 
elements [24].

4.3.3  Developmental Expression of the Human Beta-Globin 
Locus Genes

Human hemoglobin consists of a quaternary protein structure of two alpha- and two 
beta-globin subunits, known as α2β2 tetramer, having each polypeptide chain a 
heme unit in association. We will employ the human hemoglobin as an example to 
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discuss in this section the locus of beta-globin genes in chromosome 11 as a model 
for gene expression control related to human diseases and, in Section 4.4, we will 
illustrate Mendelian inheritance patterns with examples of genetic heme biosynthe-
sis deficiencies.

The globin gene family has members distributed in clusters in two human chro-
mosomes, the alpha-globin locus at 16p13.3 and the human beta-globin locus at 
11p15.4. Human alpha- and beta-globin multigene cluster loci contain three and 
five functional paralogous genes, respectively, with similar orientation, each origi-
nated by duplication of a common ancestor, encoding proteins with related tertiary 
structures. Amino acid similarities are higher within protein isoforms encoded by 
genes from the same cluster (Fig. 4.6a).

The five functional beta-globin genes and three alpha-globin genes are arranged 
in the order of their developmental expression, which is individually controlled by 
regulatory elements located upstream of each globin gene cluster in chromosomes 
11 or 16, the multispecies conserved regions in the alpha-globin locus and the beta- 
globin LCR. When each one contacts promoters, globin gene transcription may be 
activated in erythroblast cells (nucleated red blood cells) in a way that along the 
development each gene becomes uniquely and coordinately activated (Fig.  4.6b; 
arrows), a process known as hemoglobin switching that meets the changing oxygen 
demands of the growing embryo or fetus. The earliest embryonic human hemoglo-
bin tetramer (ε2ζ2) is expressed in the yolk sac. At approximately eight weeks of 
gestation the ε2ζ2 tetramer is gradually replaced by the adult alpha-globin chain and 
two different fetal beta-like chains, gamma 1 or gamma 2, expressed in fetal liver, 
spleen, and bone marrow. The α2γ2 tetramer becomes the predominant hemoglobin 
throughout the remainder of fetal life and, just before birth, the gamma-globin 
chains are gradually replaced by the adult beta-globin and delta-globin, producing 
the α2β2 and α2γ2 tetramers in the bone marrow. Six months after birth, nearly 98% 
of hemoglobin is α2β2, while the α2γ2 tetramer accounts for approximately 2%. As 
seen, the alpha-like and beta-like globin gene clusters have coordinated programs 
for differential gene expression. While gene selection switches twice (embryonic to 
fetal to adult globins) for the beta-like genes, a single switch in the alpha-globin 
locus shuts down production of zeta-globin early in fetal life [13].

The beta-globin LCR forms physical contacts with active genes in this locus via 
chromatin looping and contains five DHS (HS1, HS2, HS3, HS4, and HS5; 
Fig.  4.6b). Four of them (HS1 through HS4) harbor erythroid-specific DNA 
enhancer motifs recognized by different transcription factors (Fig. 4.6b). The fifth 
DHS (HS5) contains binding sites for CTCF that function as an insulator having 
enhancer-blocking activity (Fig. 4.6b). Each globin gene in the beta cluster presents 
one or two CCAAT boxes, GATA sites for the GATA-binding protein GATA-1 and 
CACCC-box as promoter-proximal elements, besides a TATA-box in the core pro-
moter. Erythroid-specific long-range interactions have been observed in vivo 
between the active murine beta-globin gene and the LCR, and it appears that 
GATA-1 activator mediates promoter loops. These long-range interactions of the 
beta-globin gene were not observed in cells that do not express globin. Conditional 
knockout of the Ctcf gene limited chromatin looping in the mouse beta-globin locus, 
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while ectopic addition of a single CTCF-binding site insulator in the human locus 
induced the formation of alternate loops that disrupted communication with beta- 
globin gene promoters [13].

The majority of genetic variants causing hemoglobinopathies are short-range 
DNA variants within the globin gene CDS, canonical splice sites or the promoter. 
Nonsynonymous substitutions create hemoglobin variants, such as the sickle variant 
HbS (a pathogenic DNA variant in the HBB gene resulting in the amino acid substi-
tution p.Glu6Val), while DNA alterations causing a quantitative loss of mRNA may 
give rise to reduced globin chain synthesis and a thalassemia phenotype of micro-
cytic hypochromic anemia. The absence of beta-globin production causes beta-
zero- thalassemia, while reduced amounts of detectable beta-globin protein causes 
beta-plus-thalassemia. Thalassemia clinically classifies in (transfusion-dependent) 
thalassemia major and thalassemia intermedia (intermediate severity) in homozy-
gotes, and thalassemia minor (asymptomatic) in heterozygotes (carrier state). 
Infants with thalassemia major may present life-threatening anemia, failure to 
thrive, and jaundice, and may develop skeletal changes, hepatosplenomegaly and 
dilated cardiomyopathy that can be in part avoided if a regular blood transfusion 
program is maintained. If iron chelation therapy is not associated, thalassemia major 
patients may develop severe complications of iron overload, which in adolescence 
may include retardation of growth and sexual maturation, besides those related to 
hemochromatosis (cardiomyopathy and pericarditis, hepatitis and liver cirrhosis, as 
well as specific gland insufficiencies) [13].

The demonstration that deletions encompassing the β-globin LCR DHS inacti-
vated the full set of globin genes resulting in thalassemia was among the first 
examples of altered gene regulation as a mechanism of human genetic diseases. In 
the absence of short-range pathogenic DNA variants in the globin genes, disrup-
tion in the linear relationship between the clustered genes and their distant cis-
regulatory elements, although rare, constitutes a molecular pathophysiology 
mechanism for thalassemia. Most commonly, loss-of-function pathogenic DNA 
variants associate with beta-zero-thalassemia, while naturally occurring patho-
genic DNA variants in the HBB promoter (CACCC and CCAAT boxes and TATA 
box), UTRs, splice sites off the canonical sites associate with beta-plus-thalas-
semia due to reduced expression of the gene. By contrast, DNA variants in the 
CCAAT box associated with the HBG1 or HBG2 genes can activate the expression 
of the silenced gamma-globin genes in the adult causing an unusual benign condi-
tion termed hereditary persistence of fetal hemoglobin. Understanding this mecha-
nism has been reasoned as a potential therapeutic intervention for beta-thalassemia 
patients, as some patients with a mild phenotype of beta-zero thalassemia have at 
least one of their pathogenic alleles linked to an activating variant in the HBG2 
gene. This has been explained by overlapping sites for the transcriptional activator 
NF-Y and a repressor of gamma- globin genes. Curiously, under the same reason-
ing, HBBP1, a pseudogene right downstream of the two gamma-globin genes 
(Fig. 4.6b) is known to enable the dynamic chromatin changes that regulate expres-
sion of fetal and adult globin genes during development. Notably, although inhibit-
ing HBBP1 transcription has no regulatory effect, deletion of this pseudogene 
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reactivates fetal globin expression. HBBP1 DNA contacts, but not transcription, 
are required for suppressing the expression of fetal globin genes in adult erythroid 
cells [13].

4.4  DNA Variants May Occur de novo or Be Inherited

DNA alterations may arise as result of DNA polymerase errors during DNA replica-
tion in the S-phase of the cell cycle (see Chap. 2) or due to genotoxic effects of 
physical (e.g., ionizing or ultraviolet radiation), chemical (e.g. oxidative reactive 
species, aflatoxins) or biological (eg., viruses) agents. A novel germline DNA modi-
fication that escapes the action of the DNA repair machinery and segregates to 
future generations is fixed. DNA variants that occur in germ cells or their progeni-
tors (‘gonia’ stage) are in the germline and may be transmitted to a whole individual 
upon fertilization. Similarly, if the variation arises soon after fertilization (post- 
zygotic stage), most cells of the individual will harbor the DNA alteration. 
Conversely, DNA alterations that originate in somatic cells will be confined to that 
individual’s particular tissue and, thus, not inherited.

The pipeline for pathogenicity definition of a human DNA variant has been pre-
sented in Chap. 3. As proteins are the final product of the expression of protein- 
coding genes and mRNA the intermediate product, their isolation from tissues and 
conduction of cell assays pursuing to assess in vitro the effects of potential loss-of- 
function DNA variants make it more amenable to functionally analyze CDS DNA 
variants in a research setting. However, reporter genes expressed by prokaryotic or 
eukaryotic vectors have been largely employed to evaluate the biological role of 
noncoding DNA cis elements in regulating transcription, splicing, translation and 
RNA stability, thus contributing to define the pathogenicity of rare noncoding DNA 
variants in research.

Porphyrias are disorders that can be genetic or acquired. Genetic porphyrias are 
caused by pathogenic DNA variants in genes coding for enzymes of the heme (iron 
protoporphyrin) biosynthetic pathway. In 50% of the cases, the DNA variant is 
inherited as an autosomal dominant or recessive, or X-linked fashion. In the remain-
der of cases, the variant is novel in the family having occurred de novo. Porphyrin 
is synthesized in erythroblasts and liver starting in mitochondria by the condensa-
tion of glycine and succinyl CoA forming δ–aminolevulinate, which is transferred 
to the cytosol, where most reactions will take place until protoporphyrinogen is 
up-taken by mitochondria and heme synthesis finalized (Fig. 4.7). Successive con-
densation reactions lead to the formation of a tetrapyrrole that then cyclizes forming 
the porphyrin skeleton. Its side chains undergo chemical modifications to finally 
react with iron to produce heme [25].

Porphyrias may classify clinically as cutaneous or acute porphyrias. Cutaneous 
porphyrias are characterized by cutaneous photosensitivity resulting in tingling, 
burning, pain, and itching, accompanied by swelling and redness upon exposure to 
sunlight/light. Cutaneous porphyrias include erythropoietic porphyria, 
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hepatoerythropoietic porphyria, and porphyria cutaneo tarda. Acute porphyrias 
include acute intermittent porphyria (AIP) and ALAD porphyria. They are charac-
terized by short episodes of sudden onset affecting the central nervous system. 
Hereditary coproporphyria and variegate porphyria can present cutaneous and acute 
porphyria manifestations [25]. This clinical heterogeneity is associated with genetic 
heterogeneity as seen on the gene list of Fig. 4.7. The sensitivity to dosage of the 
enzymes in the heme pathway illustrates the phenotypic effects of distinct Mendelian 
inheritance patterns of pathogenic DNA variants leading to decreased heme biosyn-
thesis and accumulated substrates (Fig. 4.7). Finally, the damaging products of the 
heme pathway may most often accumulate in the liver or skin, leading to the organ 
based classification of porphyrias.

AIP is the most common genetic type of porphyria, an autosomal dominant form 
caused by loss-of-function pathogenic variants in the HMBS gene, which codes for 
an enzyme with porphobilinogen deaminase function, known as hydroxymethylbi-
lane synthase (Fig. 4.7). Clinically AIP is characterized by life-threatening, acute, 
severe, neuro-visceral abdominal pain without peritoneal signs, often accompanied 
by nausea, vomiting, tachycardia, and hypertension, that may be complicated by 
neurologic signs (mental confusion, seizures, peripheral neuropathy) and hypona-
tremia. Although often isolated, this clinical picture may be recurrent in up to 10% 
of the patients  [25]. The genetic pathophysiology is explained by sensitivity to 
reduced dosage of the protein, a molecular definition of haploinsufficiency that 
should explain the other types of autosomal dominant porphyria (variants in UROD, 
CPOX, PPOX and FECH genes, Fig. 4.7). It is possible that enzymes encoded by 
the genes that cause autosomal recessive porphyria (ALAD and UROS) are not 
dosage- sensitive and their bi-allelic inactivation must occur to affect their function. 
It is also a possibility that complete loss of function of the HMBS, UROD, CPOX 
and FECH genes should be lethal in the embryo justifying the lack of autosomal 
recessive forms for these genes.

The first step in the heme biosynthetic pathway that occurs in mitochondria con-
sists of condensation of glycine and succinyl COA in liver or erythroblasts. Two 
enzymes encoded by two distinct nuclear genes may catalyze this reaction. The 
ALAS1 autosomal gene is expressed in the liver whereas the X-linked ALAS2 gene 
is expressed in erythroblasts. No pathogenic DNA variant has been reported for 
ALAS1. However, pathogenic DNA variants in the paralog ALAS2 have been associ-
ated with two phenotypes. Loss-of-function ALAS2 variants cause X-linked 
pyridoxine- responsive sideroblastic anemia, whereas gain-of-function missense 
variants in ALAS2 cause X-linked erythropoietic protoporphyria due to hyperactiva-
tion of the ALAS2 enzyme (Fig. 4.7) [25]. Although some authors avoid to classify 
X-linked erythropoietic protoporphyria as dominant inheritance due to asymptom-
atic heterozygous women, the clinical presentation is consistent with X-linked dom-
inant inheritance. On one hand, the pathogenic variants in ALAS2 are close to 100% 
penetrant in men. On the other hand, clinical heterogeneity and non-penetrant cases 
among women should be most probably due to X-inactivation effects (see Chap. 2), 
as fully penetrant cases are seen. Finally, gain-of-function effects are consistent 
with a dominant phenotype.
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4.5  Genomic imprinting and Non-classic 
Mendelian Inheritance

Angelman syndrome (AS; OMIM 105830) and Prader Willi syndrome (PWS; 
OMIM 176270) are two clinically distinct neurodevelopmental disorders with 
opposite imprinting profiles, caused by reciprocal deletion of the human chromo-
some band interval 15q11-q13. Gene imprinting refers to the expression of a single 
allele of a diploid gene locus on a parent-of-origin-dependent basis due to regulated 
epigenetic silencing of the other allele (Box 4.2). The monoallelic expression of an 
imprinted gene can occur in all cells or be tissue-specific due to other layers of gene 
expression regulation, as previously discussed. AS is generally caused by loss of 
imprinted and maternally expressed genes in this region, specifically impacting the 
UBE3A (Ubiquitin-protein ligase 3A; OMIM 601623) gene. PWS can be due to 
deletion of 15q11-q13 paternal copy or imprinting control region (ICR), or maternal 
uniparental disomy of chromosome 15 (see Chap. 2). In addition, maternal CNV 
duplication at 15q11-q13 is also an important genetic predisposition to different 
neurodevelopmental disorders not associate with AS or PWS, featuring epilepsy, 
autism spectrum and psychotic disorders [12].

AS is characterized by severe developmental delay, intellectual disability, speech 
impairment, gait ataxia and/or limb tremor, and a unique behavior with an inappro-
priate happy demeanor that includes frequent laughing, smiling, and excitability. 
Microcephaly, seizures and decreased need for sleep are also common. 
Developmental delays are first noted at around age six months; however, the unique 
clinical features of AS do not become manifest until after age one year, and it can 
take longer before the clinical diagnosis is concluded.

PWS patients have reduced fetal activity, motor developmental delay, muscular 
hypotonia and feeding problems early in infancy. From the second year of life, they 
present extreme feeding problems characterized as hyperphagia, insatiable appetite 
and obsession with food, resulting in plethoric obesity. PWS is the most frequent 
genetic cause of life-threatening obesity. PWS patients may also present short stat-
ure, small hands and feet, hypogonadotropic hypogonadism, mild intellectual dis-
ability and behavior problems.

The ICR is a genomic regulatory region with few kilobases in length regulating 
epigenetic imprinting and consequently affecting the expression of target genes in 
an allele- or parent-of-origin-specific manner (Box 4.2). Its associated regulatory 
elements include differentially methylated regions and non-coding RNAs. Imprinted 
genes are commonly in clusters in a chromosome locus, constituting imprinted 
domains, controlled by an independent ICR [12].

After fertilization, there is a demethylation phase in which gamete DNA meth-
ylation patterns are erased on both parental genomes, except for certain genomic 
regions, including ICRs, that retain parent-specific DNA methylation. ICRs appear 
to have several binding sites for ZFP57 (zinc finger protein 57), which recruits the 
KAP1 (KRAB domain-associated protein 1) heterochromatic complex. After blas-
tocyst implantation, de novo methylation takes place. Afterwards, the overall 
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genomic levels of DNA methylation remain relatively stable except for primordial 
germ cells that undergo a second wave of genome-wide demethylation, including 
removal of parental epigenetic memory in ICRs. As germ cell development pro-
ceeds, cytosine methylation patterns re-establish at ICRs in specific oocyte or sper-
matozoon patterns, known as germline differentially methylated regions (gDMR), 
generally presenting histone marks associated with closed chromatin and gene 
repression. Maternally methylated gDMRs identified so far are more numerous than 
paternally methylated gDMRs, and tend to correspond to promoters, while the latter 
tend to function as insulators or enhancers. Different transcription factors recognize 
the gDMR methylated and unmethylated alleles directing differential epigenetic 
modification and imprinted expression of the locus. As consequence, in chromo-
somal imprinted domains, DNA methylation of specific genes controlled by the ICR 
differs between the maternally derived and paternally derived alleles, establishing 
somatic differentially methylated regions [12].

AS is caused by the lack of maternal UBE3A gene expression that includes de 
novo maternal deletions (~80% of cases), pathogenic DNA variants in the maternal 
allele (~10%), paternal uniparental disomy involving at least 15q11-q13 or chromo-
some 15 (up to 5%), and imprinting defects (up to 5%). UBE3A is only expressed 
from the maternally inherited allele in mature human neurons due to tissue-specific 
genomic imprinting by expression of UBE3A antisense transcript (UBE3A-ATS) 
from the paternally inherited allele, which silences the paternal allele of UBE3A in 
cis [12].

PWS paternal deletions (~60% of cases) encompass approximately 5–6 Mb at 
15q11–q13, and maternal disomy of chromosome 15 account for 36% of cases. The 
remaining nearly 4% of PWS cases are due to paternal ICR defects owing to micro-
deletion or epigenetic alteration. PWS is caused by loss of the paternal expression 
of several contiguous genes at 15q11-q13. Maternal uniparental disomy of chromo-
some 15 and paternal ICR alterations are expected to double the expression of the 
maternally expressed gene UBE3A. In PWS patients, those two genotypes are more 
associated with psychotic illnesses than individual 15q11-q13 gene deletion geno-
types  [12]. As observed, AS and PWS show autosomal dominant inheritance 
although in most cases by a non-classic Mendelian pattern as their manifestations 
are generally not resultant of pathogenic DNA alterations but mostly dependent on 
epigenetic events.

4.6  Final Remarks: The Evolving Concept of 
Protein-Coding Genes

In the last 80 years, since the proposition in 1941 by the 1958 Nobel in Physiology 
or Medicine co-awardees Edward Tatum and George Beadle that one gene governs 
the production of one enzyme, later extended to the ‘one gene—one polypeptide’ 
hypothesis, Molecular Biology and, more recently, the field of Genomics have 
advanced tremendously. The 1990’s genome projects as well as the large-scale 
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genomic, transcriptome, and proteome studies of this millennium have broken down 
several paradigms. There are exceptions for every rule in Biology, making it chal-
lenging to define clear-cut concepts in the ever evolving field of Genomics. The 
chromosomal organization of the nearly 20,000 protein-coding genes of the human 
genome shows a number of complex loci with bidirectional promoters, sense- 
antisense gene pairs overlapping transcription in both DNA strands, some of which 
consisting of non-coding genes in the complementary strand. Moreover, recent high 
throughput transcriptome analyses have additionally identified transcripts initiating 
at enhancer cis-regulatory elements, still lacking a functional clarification. Thus the 
functional classification of promoters and enhancers have also become more contro-
versial and a promising field for novel studies.

The protein-coding gene concept adopted here limits to the DNA length corre-
sponding to the extension of the primary transcript. The baseline for this definition 
is that enhancers and silencers are short DNA elements that may modulate the tran-
scription of protein-coding genes at distance, in variable locations that may be 
within other genes. Additionally, promoter elements are variable in sequence and 
promoter downstream motifs overlap the 5′ transcribed sequence of the gene. 
Likewise, promoter and enhancer chromatin signatures vary according to gene 
activity and consequently do not converge to a unifying classification associated 
with all protein-coding genes as reference. Thus, promoters, enhancers and silenc-
ers can be viewed as elements associated with the gene. The same reasoning applies 
to bidirectional promoters regulating two adjacent genes positioned in a head-to- 
head manner.

On the other hand, the adopted protein-coding gene concept challenges us in 
several frontlines. Alternative promoters may modify the length of the primary tran-
script, and disperse promoters as CpG islands may produce a few diffusely distrib-
uted TSSs. In its 3′ end, when the gene presents mutually exclusive exons containing 
alternative polyadenylation signals, alternative splicing confers the possibility of 
different primary transcripts for the same gene because their 3′ end will be co- 
transcriptionally, differentially trimmed.

Alternative splicing represents a large, if not the largest, source of transcriptome 
and proteome diversity allowing for more than one polypeptide isoform expressed 
by a gene. Genomes with more introns tend to have a greater variety of transcripts 
per gene. Recent studies have disclosed possible increase in proteome diversity 
independently on transcriptome variation due to translation of alternative ORFs on 
the same mRNA that harbors a single annotated CDS. This is an open research area 
very likely to contribute to the Genomics field in coming years, leading to the pos-
sibility of future discovery of an average number of translated ORFs per human 
protein-coding gene. Additionally, many cryptic exons deep in introns have either 
been annotated. If SNPs modify their splicing sites on a population basis, the in- 
frame expression of these cryptic exons may also contribute to increase diversity to 
the proteome. Moreover, non-polyadenylated circular RNAs have been described as 
an additional layer for regulation of gene expression. If translated, the resulting 
peptide may either have at least one exon-encoded amino acid sequence in differen-
tial N-to-C terminal orientation according to the CDS due to the RNA 

L. A. Haddad



137

circularization or be in another reading frame. As they are uncapped, it is also 
expected that circRNAs should employ IRES for translation initiation.

Finally, as the ENCODE project catalyzes the annotation of protein-coding genes 
of the human genome, this task still appears endless as more global analyses of 
chromatin, transcriptome and proteome as well as functional assessment of genes, 
pseudogenes, associated elements, uORFs, and circRNAs will unveil their particu-
larities, questioning established paradigms and challenging us to precisely define a 
protein-coding gene.

References

 1. Nirenberg MW, Matthaei JH. The dependence of cell-free protein synthesis in E. coli upon natu-
rally occurring or synthetic polyribonucleotides. Proc Natl Acad Sci U S A. 1961;47:1588–602.

 2. Lander ES, Linton EM, Birren B, et al. Initial sequencing and analysis of the human genome. 
Nature. 2001;409:860–921.

 3. Dufner-Almeida LG, do Carmo RT, Masotti C, Haddad LA. Understanding human DNA vari-
ants affecting pre-mRNA splicing in the NGS era. Adv Genet. 2019;103:39–90.

 4. Soutorina J.  Transcription regulation by the mediator complex. Nat Rev Mol Cel Biol. 
2018;19(4):262–74.

 5. Suzuki Y, Tsunoda T, Sese J, et al. Identification and characterization of the potential promoter 
regions of 1031 kinds of human genes. Genome Res. 2001;11(5):677–84.

 6. Ehrlich M. DNA hypermethylation in disease: mechanisms and clinical relevance. Epigenetics. 
2019;14(12):1141–63.

 7. Andersson R, Sandelin A. Determinants of enhancer and promoter activities of regulatory ele-
ments. Nat Rev Genet. 2020;21:71–87.

 8. Oldfield AJ, Henriques T, Kumar D, et al. NF-Y controls fidelity of transcription initiation 
at gene promoters through maintenance of the nucleosome-depleted region. Nat Commun. 
2019;10:3072.

 9. Takahashi K, Yamanaka S. Induction of pluripotent stem cells from adult human fibroblast by 
defined factors. Cell. 2007;131:861–72.

 10. Pang B, Snyder MP.  Systematic identification of silencers in human cells. Nat Genet. 
2020;52(3):254–63.

 11. Tolsma TO, Hansen JC.  Post-translational modifications and chromatin dynamics. Essays 
Biochem. 2019;63:89–96.

 12. Monk D, Mackay DJG, Eggermann T, Maher ER, Riccio A. Genomic imprinting disorders: les-
sons on how genome, epigenome and environment interact. Nat Rev Genet. 2019;20:235–48.

 13. Cao A, Galanello R. Beta-thalassemia. Genet Med. 2020;12:61–76.
 14. Moxley AH, Reisman D. Context is key: understanding the regulation, functional control, and 

activities of the p53 tumour suppressor. Cell Biochem Funct. 2020:1–13.
 15. Khan D, Sharathchandra A, Ponnuswamy A, Grover R, Das S. Effect of a natural mutation 

in the 5′ untranslated region on the translational control of p53 mRNA. Oncogene. 2013;32: 
4148–59.

 16. Knudson AG. Mutation and cancer: statistical study of retinoblastoma. Proc Natl Acad Sci. 
1971;68:820–3.

 17. Piovesan A, Antonaros F, Vitale L, et al. Human protein-coding genes and gene feature statis-
tics in 2019. BMC Res Notes. 2019;12:315–20.

 18. Brunet MA, Levesque SA, Hunting DJ, Cohen AA, Roucou X. Recognition of the polycis-
tronic nature of human genes is critical to understanding the genotype-phenotype relationship. 
Genome Res. 2018;28:609–24.

4 Protein-Coding Genes



138

 19. Gehring NH, Roignant JY. Anything but ordinary–emerging splicing mechanisms in eukary-
otic gene regulation. Trends in Genet. 2020;14

 20. Singh RN, Ottensen EW, Singh NN. The first orally deliverable small molecule for the treat-
ment of spinal muscular atrophy. Neurosci Insights. 2020;15:1–11.

 21. The ENCODE Project Consortium, Snyder MP, Gingeras TR, Moore JE, et al. Perspectives on 
ENCODE. Nature. 2020;583:693–8.

 22. Sisu C, Peia B, Lenga J, Frankishc A, Zhanga Y, et al. Comparative analysis of pseudogenes 
across three phyla. Proc Natl Acad Si USA. 2014;111(37):13361–6.

 23. Cheetham GSW, Faulkner J, Dinger ME. Overcoming challenges and dogmas to understand 
the functions of pseudogenes. Nat Rev Genet. 2020;21:191–201.

 24. Forslund SK, Kaduk M, ELL S.  Evolution of protein domain architectures. In: Anisimova 
M, editor. Evolutionary genomics. Methods in Molecular Biology, vol. 1910. New York, NY: 
Humana; 2019.

 25. Pischik E, Kauppinen R. An update of clinical management of acute intermittent porphyria. 
Appl Clin Genet. 2015;8:201–14.

L. A. Haddad



139© The Author(s), under exclusive license to Springer Nature 
Switzerland AG 2021
L. A. Haddad (ed.), Human Genome Structure, Function and Clinical 
Considerations, https://doi.org/10.1007/978-3-030-73151-9_5

Chapter 5
Noncoding Gene Families of the Human 
Genome

Ricardo Alberto Chiong Zevallos and Eduardo Moraes Reis

5.1  Noncoding Genes: Finding Treasure in Junk

The Human Genome Project (HGP) was an international effort aiming at the deter-
mination of the basic code, the genetic blueprint of the human being (see Chap. 1). 
Before the HGP, it was estimated that the human genome would have about 
70,000–100,000 genes [1]. However, upon its completion the number of identified 
genes was only around 20,000 and it became clear that most of the human genome 
(>98%) do not encode proteins. Based on the general lack of evidence of strong 
purifying selection, the nonprotein coding fraction of the genome was initially dis-
missed as nonfunctional remnants of evolution, epitomized by the definition, “Junk 
DNA” [2]. However, it rapidly became clear the existence of regulatory DNA ele-
ments and noncoding RNAs being transcribed in intergenic regions and as time 
passed, the scientific quest to determine “what constitutes the human genome” 
shifted towards “what the genome does”. Addressing this task required the estab-
lishment of new experimental approaches and computational techniques to model 
genome regulation, and in 2003 the public research consortium ENCODE 
(ENCyclopedia Of DNA Elements) was assembled to evaluate technologies to iden-
tify all functional elements present in the human and mouse genomes [3]. The two 
initial phases of the project established new methods and assigned biochemical 
function, as measured by RNA expression and the presence of regulatory chromatin 
marks, to more than 80% of the human genome in at least one cell type [4]. The 
ENCODE project is still ongoing and has just completed its phase 3, which gener-
ated RNA transcription, chromatin accessibility and modification, transcription 
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factor binding and DNA methylation datasets from hundreds of human and mouse 
cells lines, and annotated nearly a million of candidate cis-regulatory elements 
(cCREs) in the human genome that control the expression of at least 20,225 protein-
coding and 37,595 noncoding genes [5]. While there is still an open debate concern-
ing the extent of the non protein-coding portion of the genome that is transcribed by 
spurious RNA polymerase firing, and thus merely constitutes transcriptional noise 
[6], it is now clear that the previously called “junk DNA” comprises sequence ele-
ments that act as important signalers, mediators, and effectors in numerous mecha-
nisms in normal physiological and pathological processes. In spite of the lack of 
protein- coding capacity, noncoding genes are transcribed producing noncoding 
RNAs (ncRNA) that can play essential roles in an organism’s biology. The known 
functions of ncRNAs include gene expression regulation by recruitment or seques-
tering of transcription factors, the assembly of DNA-protein complexes, the degra-
dation of mRNAs, transport of RNAs and even formation of cellular organelles. 
Also, the transcription levels of certain ncRNAs can be used as biomarkers for can-
cer detection or as a prognostic proxy to infer patient outcome or the response to a 
particular treatment, illustrating how these molecules can be explored to clinical 
ends. Only a small number of ncRNAs has been studied in detail and a deeper 
knowledge of their structural and functional properties is likely to reveal unantici-
pated molecular mechanisms that operate in human cells and that can be used to 
develop new applications in translational medicine.

5.2  RNA: A Versatile Molecule

In 1958, Francis Crick proposed the Central Dogma of Molecular Biology. In his 
model, the genetic information flows from DNA to RNA and from RNA to protein, 
but it could not go from proteins to nucleic acids. In the following decades, it was 
believed that proteins were responsible for all the enzymatic activities required to 
replicate the genetic content and the RNA was a mere intermediary of the genetic 
information between DNA transcription in the nucleus and translation of proteins in 
the cytoplasm. The discovery in the 80’s of catalytic RNAs able to cleave transfer 
RNA precursors in E. coli [7] and the mechanism of exon self-splicing in ribosomal 
RNAs in Tetrahymena [8] shed new light to unexpected functions of RNA mole-
cules and opened up a whole new perspective, regarding their role in the origin of 
life. The existence of RNAs with intrinsic enzymatic activity (i.e. ribozymes) able 
to process other RNA molecules implied that the first self-replicating systems 
did not necessarily have to be based on protein complexes after all. It provided sup-
port for a new theory to explain the origin of life replicative systems in which chem-
ical evolution of polyribonucleotides eventually gave rise to ribozymes with RNA 
polymerase activity that were capable of self-replication. Thus, structural and cata-
lytic RNAs found in modern organisms could be regarded as “molecular fossils” 
originated in a primordial world in which RNAs played a central role [9].
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The functional versatility of RNAs is associated to their ability to acquire com-
plex secondary and tertiary structures resulting from intramolecular canonical and 
noncanonical base pairing. Advances in experimental and computational methods 
allowed the structure determination of ribonucleic acid molecules providing new 
insights into their molecular mechanisms of action. The experimental approaches to 
investigate RNA’s structure include biophysical methods such as X-ray crystallog-
raphy, cryogenic electron microscopy and nuclear magnetic resonance spectroscopy 
[10], and computational methods for RNA secondary structure prediction based on 
folding minimum free energy or comparative sequence analysis, which can be sig-
nificantly improved with the incorporation of spatial constraints obtained from 
experimental data, derived from structure-sensitive enzymatic cleavage and chemi-
cal probing reagents coupled to NGS [11, 12]. Post-transcriptional structural and 
chemical modifications have implications on RNA properties, such as stability, 
function and cellular transport/localization through interaction with different pro-
teins. More than 150 RNA modifications have been described, which are under 
dynamic regulation by enzymes that add or remove specific modifications and pro-
teins that target modified structures [13]. RNA modifications may elicit changes 
that affect the secondary structure, the ability to base pair with other nucleic acids 
or protein-RNA interactions [14]. Indeed, RNA modifications can alter the expres-
sion levels of the respective gene or even change the RNA function and in turn affect 
the expression of other genes along the genome in a downstream manner.

In eukaryotic organisms, RNA polymerase II transcribed RNAs are typically 
modified by 5′ capping, 3′ polyadenylation and splicing. The 5′ cap protects the 
RNA from degradation by 5′-3′ exonucleases and interacts with different protein 
factors involved in transport along the cell, splicing and mRNA translation. Also, 
the 5′ capping enhances the elongation of the nascent transcript by the interaction of 
a capping enzyme that allows the RNA polymerase to shift to a elongation- competent 
status [15]. Similar to the 5′ cap, addition of poly(A) tail to the 3′ end protects RNAs 
from degradation and is required to signal their export to the cytoplasm and efficient 
mRNA translation. Splicing, the removal of introns sequences and joining of the 
remaining exons, allows the generation of mature mRNAs encoding different poly-
peptides from identical precursors, due to alternative intron retention or exon skip-
ping. All these modifications are critical for the function and diversity of 
protein-coding mRNAs and likewise must affect the availability and function of 
RNA Pol II transcribed ncRNAs. Pol II transcribed RNAs can undergo discrete 
single base modifications by RNA editing. Single base deamination can convert an 
adenosine into an inosine or a cytidine into an uridine, changing the final protein 
sequence encoded in mature mRNAs. Post-transcriptional editing may also decrease 
the ability of RNAs to form stable secondary structures or create/destroy microRNA 
binding sites at target molecules, which may affect the function or stability of 
protein- coding and ncRNAs alike. Modifications in RNA Pol I-transcribed transfer 
RNA (tRNA) molecules are the more diverse, involving a cascade of enzymes [14]. 
After transcription, tRNAs are subjected to removal of several consecutive bases, 
base substitutions, isomerization of uridines, base and ribose methylations, addition 
of sugars and complex organic adducts. The mature tRNAs may contain varying 
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quantities of ring structures depending of which modifications were introduced, and 
may as well differ greatly in folding mechanism, stability and cellular localization. 
For example, single alterations in the anticodon loop, the hotspot of modifications 
in tRNAs, can modulate the fidelity of translation [14] . Modifications in ribosomal 
RNAs (rRNAs) are mostly changes of ψ torsion angle and 2′-O-methylations of the 
ribose [14]. Such modifications include more than a hundred of uridine isomeriza-
tions per molecule and in eukaryotes are assisted by small nucleolar RNAs (snoR-
NAs) that base-pair with the target rRNA and guide rRNA modification enzymes to 
determine the bases to be modified.

5.3  Noncoding Gene Families

High-resolution transcriptome sequencing studies have revealed thousands of novel 
ncRNAs with distinct properties and functions, highlighting the need to classify 
these molecules according to unifying features in order to facilitate their detailed 
study. While there is no consensus regarding the classification of ncRNAs [16], their 
(1) genomic organization, (2) their expression level variation across different tissues 
and (3) the transcript length are operationally useful properties largely used in the 
literature to group and annotate ncRNAs. The ENCODE project proposed a classi-
fication for ncRNAs based on their genome mapping coordinates that became 
widely accepted [17]. Noncoding RNAs are classified as “intergenic” if transcribed 
from a locus away from protein coding-gene locus or “intragenic” if transcribed 
from a region that overlaps the regulatory region or exon-intron structure of a differ-
ent protein coding/ ncRNA gene (Fig. 5.1). Intragenic ncRNAs can be further sub- 
classified based on the transcriptional orientation and overlap pattern with introns/

Overlapping sense

Protein-coding

Intronic

Intergenic

Bidirectional Antisense

Fig. 5.1 Annotation of multi-exonic noncoding RNAs (boxes in blue) according to their genomic 
position relative to a protein-coding gene (in orange). Intragenic ncRNAs may present the same 
(overlapping sense ncRNAs, intronic ncRNAs) or opposite orientation (antisense ncRNAs) of the 
overlapping protein-coding gene. NcRNAs flanking protein-coding genes at close proximity may 
share regulatory regions being transcribed in the opposite direction from bidirectional promoters. 
Intergenic ncRNA loci do not overlap transcribed or regulatory DNA elements from protein- 
coding genes
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exons of the host gene: antisense(as) ncRNAs are transcribed in the opposite direc-
tion of the host gene; sense overlapping ncRNAs are transcribed in the same orien-
tation and contain an exon of the host gene spanning an intron; finally, intronic 
ncRNAs are transcribed in the same orientation within introns of the host gene.

The ncRNAs that are stably expressed across different tissues are referred to as 
“housekeeping” RNAs, to distinguish them from transcripts with expression 
restricted to specific tissues or that change during developmental, physiological or 
pathological states. The latter include ncRNA classes that interact with the cellular 
machinery to modulate gene expression and thus are referred to as “regulatory” 
ncRNAs. Finally, ncRNAs are generally classified as short ncRNAs (sncRNAs) if 
their primary sequence contains up to 200 nucleotides, or long ncRNAs (lncRNAs), 
if containing more than 200 nucleotides in length. These features will be used to 
organize the description of the known ncRNAs gene families in the following sec-
tions, which are depicted in Table 5.1and in their cellular context in Fig. 5.2.

Table 5.1 Main noncoding RNA classes in the human genome

Size 
(base) Genomic context

Number of 
loci Functions References

Housekeeping RNAs
tRNAs <0.1 kb Clusters, mainly in 

chromosomes 1 
and 6

>500 Codon translation [18–20]

rRNAs 121–
5070 nt

Tandem arrays units 
of gene repeats 
encoding rrna 
contained in 
nucleolar organizer 
regions on the five 
acrocentric 
chromosomes

>400 units 
tandemly 
arrayed

Ribosome assembly, 
protein synthesis

[4, 21, 22]

snoRNAs 60–
300 nt

Mainly in introns of 
other genes

>300 rRNA modification [23]

snRNAs 100–
200 nt

Widespread loci >1800 mRNA splicing, 
transcriptional 
elongation

[24, 25]

Telomerase 
RNA

451 nt Chr 3 Single copy Template-assisted 
reverse transcription of 
chromosome ends by 
telomerase

[26, 27]

SRP RNA 299–
302 nt

Chr 14 3 Component of the 
signal recognition 
particle RNA-protein 
complex, which targets 
transmembrane and 
secretory proteins to the 
endoplasmic reticulum

[28]

(continued)
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5.3.1  Housekeeping ncRNAs

Housekeeping RNAs are constitutively transcribed and accumulate at high levels in 
virtually all cells of an organism and are essential for vital functions [42]. In eukary-
otes, these include ncRNAs involved in the translational apparatus (tRNAs, rRNAs), 
and the subcellular localization of newly synthesized proteins (SRP RNA), and 
nuclear localized RNAs required for transcriptional control and post-transcriptional 
processing/modification of other RNAs (snRNAs, snoRNAs).

Mature transfer RNA (tRNAs) molecules are clover-leaf-shaped and have 
approximately 80 nucleotides [2]. Through covalently attachment to its 3′ end, the 
tRNA carries a specific amino acid to a ribosome aiming the incorporation into a 
growing polypeptide chain. The tRNA-amino acid specificity depends on the base- 
pairing of its anticodon region with the triplet codon of the mRNA being translated. 
Specific aminoacyl tRNA synthetases catalyze the esterification between the 3′-OH 
of tRNA and the corresponding amino acid in the cytoplasm. There is only one 
aminoacyl tRNA synthetase for each tRNA, but some tRNAs can base-pair with 
more than one codon through wobbling base-pairing. Due to the genetic code 
degeneracy, some triplet codons code for the same amino acid and 49 distinct tRNAs 

Table 5.1 (continued)

Size 
(base) Genomic context

Number of 
loci Functions References

Small ncRNAs
piRNAs 26–

31 nt
Clusters, intragenic 
loci

23,439 Mobile elements 
repression

[29]

miRNAs 19–
24 nt

Inter- or intragenic 
loci

>1424 Post-trancriptional gene 
silencing

[29]

tiRNAs 17–
18 nt

Downstream of tsss >5000 Regulation of 
transcription initiation

[30]

PASRs 22–
200 nt

5′ regions of 
protein-coding genes

>10,000 Unknown [31]

TSSa- 
RNAs

20–
90 nt

–250 and +50 bp of 
tsss

>10,000 Maintenance of 
transcription

[32, 33]

PROMPTs <200 nt −205 bp and − 5 kb 
of tsss

Unknown Initiation of 
transcription, enforces 
promoter directionality

[34–36]

Long ncRNAs
lincRNAs >200 nt Widespread loci >1000 Recruiting of chromatin 

modifying factors to 
specific locus, miRNA 
sponge, RNP assembly

[37–40]

T-UCRs >200 nt Widespread loci >350 Subset of highly 
conserved lncRNAs. 
Transcriptional 
regulation as miRNA 
sponges.

[41]
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transcribed by nearly 500 nuclear genes (plus 22 distinct tRNA genes in the mito-
chondrial genome) are sufficient to read the 61 codons for the 21 proteinogenic 
amino acids (20 of the standard genetic code, plus selenocysteine).

Ribosomal RNA (rRNA) are structural and catalytic components of the two- 
subunit ribonucleoproteic complexes that form the ribosome. In humans, the 40S 
small subunit is constituted by 33 proteins and the 1900 nt-18S rRNA. The 60S 
large subunit contains 49 proteins and 3 rRNAs with 120 nt (5S), 160 nt (5.8S) and 
4700 nt (28S), respectively. Together the two subunits form the a 80S ribosome [2]. 
The 28S rRNA is a ribozyme with peptidyl transferase activity that catalyzes the 
formation of the peptide bond between the incoming amino acid and the polypep-
tide chain being synthesized in the ribosome. Ribosomal RNA genes are present in 
multiple copies in human genome (˜400), comprising tandemly repeated units local-
ized in nucleolar organizing regions (nucleolus), where ribosome biogenesis and 
maturation take place. Each unit encodes a 13-kb precursor 45S rRNA that is pro-
cessed to generate the 28, 5.8, and 18S rRNA, while 5S rRNAs are transcribed from 
separate loci [21]. Mature functional rRNAs are edited during processing and dis-
play 115 methyl group and 95 pseudouridine modifications. Mitochondrial (70S) 
ribosomes contain two rRNAs (12S and 16S) and are more similar to the ones found 
in bacteria.
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Fig. 5.2 Illustrative image of the main ncRNAs classes expressed in human cells and their struc-
tural and regulatory molecular functions: Housekeeping ncRNAs (green), small ncRNAs (red), 
long ncRNAs (blue)
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Secretory and membrane proteins are targeted to the protein translocation appa-
ratus of the cell by a signal recognition particle (SRP) ribonucleoprotein complex 
that associates with leading signal peptides and with specific receptors in the endo-
plasmic reticulum membrane. The SRP complex is evolutionarily conserved and in 
mammalian cells is comprised of 6 proteins and a ~300 nt 7S RNA that act as a 
scaffold and is critical for SRP complex assembly and function [43].

Several nuclear localized, stable small ncRNAs ranging from 60 to 300 nt in 
length accumulate in the nucleus and are generally denominated small nuclear RNAs 
(snRNAs). These include 9 highly conserved uridine-rich spliceosomal snRNAs 
that associate with proteins to form the major (U1, U2, U4, U5, U6) and minor 
(U11, U12, U4atac, U6atac) snRNP spliceosomal complexes that catalyze the 
removal of intronic sequences during constitutive and alternative pre-mRNA splic-
ing [44]. A subtype of nucleolar localized snRNAs, small nucleolar RNAs (snoR-
NAs) associate with proteins to form snoRNPs whose primary function is to drive 
modifications in pre-ribosomal RNAs (pre-rRNAs) by RNA-RNA base-pairing 
and recruitment of RNA modifying enzymes to target sites in rRNAs, whereas 
some snoRNAs may also cleave pre-rRNAs and participate in the modifications of 
small nuclear RNAs and mRNAs [2]. There are two classes of snoRNAs: C/D box 
snoRNAs participate in methylation and the H/ACA box snoRNAs guide pseu-
douridylation of pre-rRNAs. SnoRNAs are transcribed from hundreds of distinct 
loci, frequently located in intronic regions and being co-expressed with house-
keeping genes involved in ribosome biogenesis or function, which suggests a com-
mon evolutionary process [45]. Small Cajal body-associated RNAs (scaRNAs) 
have similar biogenesis and guide the modification of spliceosomal snRNAs in 
nuclear Cajal bodies [46]. The 7SK RNA (~330 nt) is an abundant, evolutionarily 
conserved snRNA that interact with and modify the activity of the positive tran-
scription elongation factor b (P-TEFb) to favor RNA pol II elongation and gene 
expression [47].

5.3.2  Small Noncoding RNAs

In 1988, Andrew Fire and Craig Mello received a Nobel prize for revealing the 
mechanism of RNA interference (RNAi) in which double-stranded RNA (dsRNA) 
molecules formed by complementary sense and antisense RNA stretches of a given 
gene, when introduced in the worm C. elegans were able to silence specifically the 
corresponding mRNA [48]. The cellular machinery involved in the RNAi has been 
extensively studied in the following years in various organisms and it involves the 
generation of small interfering RNAs (siRNAs) in the range of 20–25 nucleotides 
from longer dsRNA precursors. The RNAi mechanisms act at both transcriptional 
and posttranscriptional levels and its effectors endogenously generated or intro-
duced in the cell by infecting viruses. In mammalian cells RNAi plays fundamentals 
roles in the maintenance of cellular homeostasis by assuring genome stability and 
the fine tuning of gene expression levels in response to physiological changes. The 
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RNAi mechanisms act at both transcriptional and posttranscriptional levels and its 
effectors in physiological processes in mammalian cells include piwi-interacting 
RNAs (piRNAs) and microRNAs (miRNAs) [42].

The piRNAs are 26–31 bp transcripts with expression restricted to the testis and 
associate with Piwi proteins, which are essential for spermatogenesis in germline 
cells. The piRNA-Piwi protein complex induce silencing of DNA mobile elements 
(transposons) preventing them from causing genome instability acting both at the 
transcriptional level by inducing the formation of heterochromatin in the nucleus 
and post-transcriptionally by promoting the degradation of transposon-derived 
RNAs in the cytoplasm. PiRNAs originate from RNA precursors transcribed from 
gene clusters or independent loci that contain repeated transposon sequences, and 
when associated to Piwi-proteins are able to guide the silencing complex to target 
sites through its ability to form specific base-pairing with nascent mature transposon- 
derived RNAs. Aberrant expression of piRNAs has been detected in tumors suggest-
ing that it may play a role in the genomic instability that is a hallmark of the 
disease [49].

The mature miRNAs are approximately 22 nucleotide-long molecules that guide 
a post-transcriptional gene expression regulatory mechanism by base-pairing with 
target mRNAs to inhibit translation and destabilize the RNA molecule. The molecu-
lar mechanisms and biological functions of miRNAs in developmental and patho-
logical processes are well established. For review see [50, 51]. The miRNA 
biogenesis initiates with transcription by RNA Pol II of long primary transcripts 
(pri-miRNA). Pri-miRNAs can be thousands of nucleotides long, may have pro-
moter and enhancer elements similar to protein-coding genes (see Chap. 4) and may 
produce multiple miRNAs. Pri-miRNAs are subsequently processed in the nucleus 
by the Drosha ribonuclease, generating 70–100 nt precursors (pre-miRNA) that are 
able to assume a hairpin secondary structure. Alternatively, pre-miRNAs can also be 
located in introns and be co-transcribed with the host gene, being excised during 
splicing. In animals, pre-miRNA is transported to the cytoplasm, where it will be 
processed by the ribonuclease Dicer to generate a 19–24 nt long double-stranded 
mature miRNA. One of the strands (guide strand) is loaded onto the RNA-Induced 
Silencing Complex (RISC). The selection of the guide strand is dictated by the ther-
modynamic stabilities of the two duplex ends, being favored for incorporation into 
the RISC the strand having its 5′ terminus at the less stably base-paired end of the 
duplex. The activated RISC is guided by base pair complementarity of the miRNA 
and binding sites in target RNAs, often located in 3′-untranslated region of mRNAs 
in animal cells, to elicit their translational repression or deadenylation and degrada-
tion. Less often in mammalian cells but frequent in nematodes and plants, the per-
fect base-paring between the miRNA and target mRNA activates the endonucleolytic 
cleavage of the target by RISC Argonaute protein. A stretch of complementary 
bases of only 6 nucleotides (seed sequence) with the target is sufficient to activate 
RNAi and therefore a single miRNA can often target multiple different mRNAs. 
Also, a target mRNA may have multiple binding sites for more than one miRNA 
and the effective down regulation of the target may require the cooperative effect 
resulting from RISC binding to adjacent biding sites [52]
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Different types of small ncRNAs that map to the vicinity of the transcription start 
sites (TSS) of actively transcribed genes have been reported in eukaryotic cells. 
These include Promoter-Associated Short RNAs (PASRs), Transcription Start Site- 
Associated RNAs (TSSa-RNAs), and Transcription Initiation RNAs (tiRNAs) 
(reviewed in [33]). It has been proposed that promoter-associated sncRNAs are gen-
erated by RNA Pol II pausing before productive elongation takes place [33] but it is 
unclear if all shares a common biogenesis pathway since there are differences in 
length (ranging from 18 to over 200 nt), mapping position (−250 to +50 to TSS) and 
presence/absence of 5′cap. Unstable longer transcripts originated upstream (0.5 to 
2 kb) of TSSs in both strands of cells with defective exosome function can be a 
source of TSS-aRNAs [33], and thus are functionally related to these promoter- 
associated sncRNAs. In common they all appear to be unstable RNA Pol II tran-
scripts that are generated from bidirectional promoter activity and to contribute 
positively for gene transcription. It has been documented that most human promot-
ers drive transcription in both directions to produce small RNA transcripts, but tran-
scriptional elongation proceeds only in the direction of the annotated downstream 
gene [32]. Also, the abundance of promoter-associated sncRNAs correlate with the 
gene expression level and with RNA Pol II occupancy at the TSSs of the corre-
sponding loci [34]. Mechanistically, one study provided evidence that promoter- 
associated sncRNAs generated during RNA Pol II pausing are kept bound to the 
complex and may contribute to maintain/regulate local gene expression through the 
recruitment of transcriptional regulators that are required for transition into produc-
tive elongation [53]. Other studies showed that promoter-associated sncRNAs may 
regulate transcription by modulating the epigenetic landscape by affecting the 
methylation status of CpG-rich promoter regions [54] or the accessibility of chro-
matin modifiers [55] of target genes. PROMPTs, a class of promoter-associated 
ncRNA, has been reported as enriched in CpG-enriched promoter regions and capa-
ble of modulating the local DNA methylation density [54].Taft and colleagues first 
noted that genomic binding sites of the chromatin regulator CCCTC-binding factor 
(CTCF) colocalize with RNAPII and are highly enriched for tiRNAs [55]. Depending 
on the chromatin context, CTCF may work as a transcriptional activator, a repressor 
or as an insulator protein, physically blocking communication between enhancers 
and gene promoters. Next, it was observed in breast tumor cells that depletion of 
tiRNAs overlapping a CTCF binding site located in the CDKN1 locus promoted the 
recruitment of CTCF, increased nucleosomal positioning at the locus and increased 
expression of the encoded p21 protein, possibly through the deposition of H3K4me3 
transcription activation marks in the CTCF-adjacent nucleosomes [55].

5.3.3  Long Noncoding RNAs

The high-resolution analysis of the transcriptome of eukaryotic cells have revealed 
the existence of thousands of RNAs with hundreds to thousands of nucleotides in 
length that do not encode proteins. As mentioned above, long noncoding (lnc)RNAs 

R. A. C. Zevallos and E. M. Reis



149

are classified according to their localization relative to protein-coding genes. Large 
intergenic non-coding RNAs (lincRNAs) are transcribed from regions between 
genes whereas intragenic lncRNAs overlap with exons, introns or 5′- and 3′-untrans-
lated regions of protein-coding gene loci. LincRNAs show a higher conservation 
level than generic repeat sequences, meaning they are not evolutionarily neutral, but 
their rapid evolution rate and low interspecies conservation make it difficult to iden-
tify them by ab initio sequence analysis methods alone [56]. LncRNAs comprise a 
heterogeneous class of molecules not yet fully catalogued. Unlike small ncRNA 
classes that have already been extensively studied and whose biogenesis and mecha-
nisms of action are already well known (e.g. microRNAs and piRNAs), there are 
relatively fewer lncRNAs that have been characterized in detail. However, it is evi-
dent that lncRNAs play important regulatory roles in the control of gene expression 
at the transcriptional and post-transcriptional levels, and participate in central bio-
logical processes of multicellular organisms, such as gene dose compensation, cell 
differentiation and organogenesis [57]. Among the emerging mechanisms of action 
of lncRNAs, it is highlighted (1) the ability to act as a decoy by sequestering regula-
tory proteins that bind to DNA, (2) the recruitment of proteins to form ribonucleo-
protein complexes capable of interacting with chromatin or serving as scaffold for 
the organization of subcellular supra-molecular complexes, (3) acting as guides, 
directing protein complexes to specific sites in the genome or (4) acting as endoge-
nous competitors for the binding of microRNAs [58, 59]. The 6200  nt lncRNA 
HOTAIR (Hox Transcript Antisense Intergenic RNA) illustrates an archetypical 
mechanism by which lncRNAs regulate gene expression in trans by recruiting chro-
matin modifying complexes to specific loci distinct from its site of transcription. 
The Homeobox (Hox) loci comprises several genes encoding homeotic transcrip-
tion factors that play key roles in controlling the body plan along anterior–posterior 
axis and their transcription is tightly controlled during embryonic development. 
Expression of HOTAIR from the HOXC locus is temporally regulated and required 
for the recruitment of the Polycomb repressive complex 2 (PRC2) that catalyzes the 
trimethylation of histone H3 at lysine 27 (H3K27me3) to establish a repressive 
chromatin state across 40 kb of the adjacent HOXD locus [60]. PRC2 can interact 
with many different RNAs [61] and it is conceivable that other lncRNAs in addition 
to HOTAIR will be revealed in the future that regulate gene expression in trans by 
the recruitment of PRC2 to distinct genomic loci. In contrast to HOTAIR, HOTTIP 
(HOXA distal transcript antisense RNA) is an intergenic lncRNA (˜3700 nt) tran-
scribed from the 5′ end of the HOXA locus that activates in cis gene expression of 
multiple HOXA genes [62]. From its transcription site, HOTTIP interacts and 
recruits the adaptor protein WDR5 of the mixed lineage leukemia (MLL) complex 
through chromosomal looping, that catalyzes histone H3 lysine 4 trimethylation 
(H3K4me3), an activation epigenetic mark, across the HOXA locus [63]. 
Interestingly, the HOTTIP locus contain both H3K4me3 and H3K27me3 modifica-
tions, bivalent pattern associated with poised regulatory sequence. Therefore, 
HOTTIP interaction with WDR5-MLL complex constitutes a positive feedback 
loop and H3K4me3 enrichment is associated with HOTTIP transcription. HOTTIP 
also interacts with PRC2, which catalyzes H3K27me3, possibly constituting a 
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negative feedback loop since decreased H3K27me3 at HOTTIP is associated with 
HOTTIP transcription [64]. The MLL protein family is responsible for regulating 
expression patterns of several Hox genes, contributing significantly to many cell 
fate commitments during development and diseases establishment. Moreover, 
genetic rearrangements of MLL genes and post-translational regulation, such as 
recruiting by lncRNAs, are associated with several aggressive human leuke-
mias [65].

A lincRNA that has been extensively characterized is Xist (X-inactive specific 
transcript), a 17 kb lncRNA on the X chromosome that is critical for establishment 
of epigenetic silencing of the X chromosome copies in female mammals as a mech-
anism of dosage compensation (see Chap. 2) [66]. In the X chromosome that will be 
silenced, transcription of Xist RNA promotes the recruitment in cis of Polycomb 
Repressor Component 2 (PRC2) through the interaction of a repeated element on its 
5′ end (repeat A) with the histone-lysine N-methyltransferase EZH2, the catalytic 
subunit of PRC2. Xist RNA spread along the chromosome drives the PRC2- 
mediated deposition of repressive HeK27me3 marks in nucleosomes and initiates 
chromatin changes that result in heterochromatin formation and X-inactivation [66]. 
Interestingly, an RNAi-based mechanism involving an lncRNA antisense to Xist, 
Tsix (37 kb), also contributes for X-inactivation [67]. In the active X chromosome, 
Tsix inhibits EZH2-Xist binding. Ogawa and co-workers proposed a model in 
which Xist and Tsix anneal, forming a RNA duplex processed by Dicer resulting in 
small RNAs required to repress the chromatin inactivation of the X chromosome 
that remains active. Prior to inactivation, both X chromosomes would generate 
Tsix:Xist duplexes and the constant Tsix expression of one X would result in their 
Dicer-dependent processing. The small RNAs would act in cis silencing Xist in the 
active X chromosome preventing its inactivation. The different, but plausible, mod-
els of XCI suggest a complex RNA network regulating chromatin modifications. It 
is worth mentioning that several lncRNAs contain functional repeat sequence 
domains [68].

The lncRNA Airn (for Antisense Igf2r RNA Noncoding) promotes genomic 
imprinting of proximal and distal genes in trans by mechanisms of chromatin- 
mediated repression, as described above, but also in cis through transcription inter-
ference (TI). In TI, the elongating DNA-dependent RNA polymerase (RNAP) from 
an upstream transcriptional unit elongates its product normally until it interacts with 
molecular components of a downstream transcriptional process, such as another 
RNAP, structural chromatin proteins or transcription factors bound to DNA ele-
ments. Importantly, the dynamics of chromatin modifications may be pivotal for 
promoting transcriptional interference by modifying the spatial reorganization and 
positioning the transcriptional machinery from different loci in closer proximity 
[64]. Airn is expressed only from the paternal allele and its expression silences the 
maternal Igf2r (insulin-like growth factor 2 receptor) gene cluster by two mecha-
nisms according to proximity. Airn inhibits proximal overlapping genes by TI [69] 
and distal non-overlapped genes by recruiting repressive chromatin modifying com-
plexes PRC2 and EHMT2 [70]. Human Igf2r has imprinted expression in fetal tis-
sues, but not in adult tissues, highlighting the importance of the Airn-mediated gene 
expression suppression in developmental processes [71].
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Long noncoding RNAs also play structural roles in the organization and function 
of large nuclear ribonucleoprotein complexes that participate in the processing and 
metabolism of other RNAs. Nuclear speckles, also called interchromatin granule 
clusters, are supramolecular structures involved in splicing factor storage and modi-
fication in which the ~8700  nt lncRNA MALAT-1 is required for assembly of 
speckle proteins and directly regulates the phosphorylation of splicing factors 
affecting their function [72] . Likewise, paraspeckles are ribonucleoprotein com-
plexes present in the nucleoplasm in the form of discrete foci whose biogenesis and 
maintenance depends on the lncRNA NEAT1 (MEN ε/β) [73]. Although the cellular 
functions of paraspeckles have not yet been fully characterized, these structures are 
involved in the reversible nuclear retention of RNAs and in the flow of messenger 
RNAs into the cytoplasm [74].

Intragenic ncRNAs comprise many different subclasses of transcripts, some of 
them with overlapping structural features and properties. Antisense(as) RNAs are 
transcribed from the opposite strand of a host protein-coding or noncoding loci and 
overlap with exonic or regions of the host gene, eventually spanning intron/exon 
boundaries. Between 50% and 70% of the protein-coding gene loci host indepen-
dently transcribed asRNAs. The complementary nucleotide sequence of asRNAs 
allow them to base-pair with the sense mRNA and offer an opportunity for cis- 
regulation by transcriptional interference [75]. Intragenic lncRNAs transcribed with 
the same strand orientation of the mRNA may span intron/exon boundaries (sense 
partially intronic RNAs or PINs) or be totally located within intron boundaries 
(totally intronic RNAs or TINs) [76]. Of note, TINs represent almost 70% of the 
nuclear encoded ncRNAs (non-rRNA) and 40–50% of all cellular (non-rRNA) 
RNAs mass [76].

Some lncRNAs act in cis, near the locus from which they are transcribed, while 
others act in trans, at remote regions of the genome, virtually with no distance limi-
tation [12]. As described in Chap. 4, enhancers are cis-regulatory DNA elements 
that can interact through chromosome looping with promoters located thousands of 
bases away and elements of the transcription machinery. Recent findings revealed 
that some enhancers generate lncRNAs (enhancer-associated ncRNAs, enhancer 
RNAs or enhancer-derived RNAs) that contribute to the enhancer function and it 
has been proposed that the act of transcription in enhancer regions contributes to 
stablish an open chromatin state and formation of chromosome looping that facili-
tates transcription [77]. As an example of functional eRNAs, Li et al. reported that 
17b-oestradiol (E2) binding to estrogen receptor α (ERα) in a breast tumor cell line 
correlated with the increased transcription of eRNAs from enhancer elements near 
coding genes upregulated by E2. In the proposed model, eRNA transcription 
increases after signal-dependent activation of the local enhancer and the eRNA 
facilitates enhancer-promoter looping by stabilizing the interaction of the Mediator 
complex and cohesin, that in turn facilitate loading of RNA Pol II at the target 
gene’s promoter [78]. The knockdown of eRNAs transcribed from ERα-related 
enhancers at NRIP1 (Nuclear receptor-interacting protein 1) or GREB1 (Growth 
regulating estrogen receptor binding 1) loci decreased the interaction between 
enhancers and promoters and the downstream activation of these genes [78]. It 
should be noted that both eRNAs and lincRNAs loci are localized in intergenic 
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regions and the classification of an actively transcribed noncoding locus can be 
ambiguous. The majority of eRNAs are unspliced, non-polyadenylated bidirec-
tional transcripts (2D-eRNA) but there are cases of polyadenylated and unidirec-
tional eRNAs (1D-eRNA). In general, eRNAs are transcribed from enhancer regions 
defined by enrichment of H3K4me1 and low H3K4me3 content [77]. Conversely, 
lincRNAs are usually polyadenylated and spliced, transcribed unidirectionally from 
promoters rich in H3K4me3 and with low H3K4me1 content. To illustrate the dif-
ficulty in distinguishing eRNAs from lincRNAs, ncRNA-a (ncRNAs activating), a 
set of long (˜800 nt) noncoding RNAs enriched in H3K4me3 and H3K36me3 marks, 
have been initially annotated by GENCODE as lincRNAs and later showed 
enhancer-like properties [77].

Circular RNAs (circRNAs) constitute a recent and still poorly characterized 
class of noncoding RNAs that result from splicing of primary RNA precursors in 
reverse order (backsplicing) producing covalently closed loop structures without 
neither 5′–3′ polarities nor terminal modifications found in linear RNAs such as 5′ 
cap and 3′ poly-A-tails [79]. Most circRNAs arise from an upstream exon 3′ splic-
ing donor site joining a downstream exon 5′ acceptor site (ecircRNAs), but it has 
been reported the existence of circRNAs originated by debranching of intron lariats 
followed by circularization (ciRNAs) [80]. The circular nature of cirRNAs confers 
increased stability since they are resistant to exonucleolytic degradation. The func-
tions attributed to these molecules rely on the fact that they retain functional ele-
ments present in the host mRNA.  Thus, circRNAs containing binding sites for 
splicing factors or translation start sites may regulate the alternative splicing or the 
translation rate of the host mRNA by competing for splicing factors or ribosome 
binding. Likewise, circRNAs may retain binding sites for miRNAs present in the 
host mRNA and thus, compete for miRNA binding, acting as a “miRNA sponge” or 
competing endogenous RNA (ceRNA). This later function is not restricted to cir-
cRNAs and is also attributed to other lncRNAs, pseudogenes (see Chap. 4) and even 
protein-coding mRNAs [81], which would result in highly interconnected transcrip-
tional networks comprised by miRNAs, target mRNAs and various types of ceR-
NAs sharing the same miRNA binding sites. Such ceRNA-based networks add an 
addition layer of complexity for gene expression regulation and its significance for 
maintenance of cellular homeostasis and the pathophysiology of human diseases is 
currently under intense investigation [82].

5.4  Clinical Relevance of ncRNAs

Compared to protein-coding RNAs, lncRNAs have a greater tissue specificity, high-
lighting its potential as biomarkers in several diseases including cancer [83]. 
Remarkably, although several small and long noncoding RNAs have been associ-
ated to cellular phenotypes that support tumor growth and progression (Table 5.2), 
there are only few examples that have already translated into the clinical practice. A 
successful example of non-invasive diagnostic application of a lncRNA is the 
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Table 5.2 Examples of small and long noncoding RNAs with oncogenic or tumor suppressor 
roles in cancer hallmarks

Cancer 
hallmark Small ncRNAs Long ncRNAs

Sustaining 
proliferative 
signaling

miR-17 ~ 92 suppress PTEN [84, 85]
micro RNA let-7 suppress Ras [86, 
87]
snRNA RN7SK regulates gene 
transcription elongation by binding to 
the positive transcription elongation 
factor b (P-TEFb) and masking its 
cyclin-dependent kinase-9 activity 
[88]

SRA is a coactivator for the steroid 
receptors PR, ER, GR and AR [89]
PCAT-1 regulates cell proliferation, 
apoptosis, migration and invasion, 
serves as scaffold to Polycomb 
Repressor Complex 2 (PRC2) and 
guide it in trans [90] ncRNAs derived 
from cell cycle gene promoters [314]
KRAS1P act as miRNA sponge [91]
PR antisense regulates gene expression 
[92]

Evading 
growth 
suppressors

miR-675 inhibits pRB, interfering on 
the cell cycle arrest [93]

PSF-interacting RNA binds to protein 
PSF, releasing PSF from a oncogene, 
which is activated [94]
ANRIL recruits PRC1 and PRC2 [95, 
96]
GAS5 induces cell arrest and apoptosis 
[97]
lincRNA-p21 represses p53 targets, 
inducing apoptosis [98]
E2F4 antisense represses protein levels 
of the E2F4 cell cycle repressor [99]

Enabling 
replicative 
immortality

miR-34a promotes senescence in 
colon cancer cells [100]

TERC the RNA component of the 
telomerase is amplified in tumors [101]
TERRA (telomeric repeat-containing 
RNA) acts as negative regulator of 
telomerase [315]

Activating 
invasion and 
metastasis

miR-10b promotes migration, 
invasion, and metastasis [102]
miR-200 inhibits EMT [103, 104]

HOTAIR may act as ceRNA to 
positively regulate HER2 in gastric 
cancer [105]; associates and retargets 
PRC2 for epigenetic silencing of 
metastasis suppressor genes [106]
HULC acts as miRNA sponge [107]

Inducing 
angiogenesis

miR-296 inhibits HGS in tumor 
associated endothelial cells, 
enhancing angiogenesis [108]

HULC promotes tumor angiogenesis in 
liver cancer by up-regulating 
sphingosine kinase 1 [109]

Resisting cell 
death

miR-21 inhibits PDCD4, suppressing 
caspase activation [110]

PCGEM1 inhibits apoptosis [111]
CUDR confers resistance to 
doxorubicin and etoposide [112]
uc.73A(P) induces drug resistance 
through inhibiting apoptosis [113]
SPRY4-IT1 inhibits apoptosis and 
promotes cell proliferation and invasion 
[114]
PANDA interacts with transcription 
factor NF-YA, reducing expression of 
pro-apoptotic genes [115]

(continued)
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urinary PCA3 test approved by the US Food and Drug Administration (FDA) for 
prostate cancer diagnosis. The intronic lncRNA PCA3 (prostate cancer antigen 3) is 
highly expressed in prostate cancer and can be detected in urine samples by quanti-
tative RT-PCR, along with PSA transcript levels, which has an equivalent expres-
sion pattern in tumor and benign cells [118]. The ratio of PCA3 to PSA transcripts 
is used to calculate a prognostic score, but its sensitivity and specificity is still con-
troversial. The PCA3 test has been used to assess the need of re-biopsy in patients 
who kept elevated PSA levels after a negative biopsy [119]. Since PSA, but not 
PCA3, levels are influenced by other clinical conditions, the PCA3 test is also use-
ful in prostate cancer cases with PSA overexpression and suspicion of chronic pros-
tatitis [118]. Several other lncRNAs have been shown to bear prognostic potential in 
different types of cancer. Zhan et al. [120] investigated exosome-derived lncRNAs 
isolated from patient urine samples and identified lncRNA PCAT-1 as associated to 
recurrence-free survival of non-muscle-invasive bladder cancer [120]. In agreement 
with this result, Cui et al. analyzed tissue samples from gastric cancer patients and 
discovered that high levels of PCAT-1 were associated to poor overall survival, sug-
gesting it could be a valuable prognostic biomarker for gastric cancer [121]. 
Similarly, Zhao et al. found that PCAT-1 increased expression in endometrial carci-
nomas was positively correlated with limited patient survival [122]. Another exam-
ple of lncRNA with promising results for cancer diagnosis is the lncRNA 
LINC01535. In a recent study, Song et al. [123] showed that LINC01535 promotes 
cervical cancer progression by disrupting a miR-214/EZH2 double negative regula-
tory loop [123]. High LINC01535 expression levels are correlated with advanced- 
stage poor prognosis of cervical cancer. LINC01535 acts as ceRNA binding to 
miR-214 and releasing the repression of EZH2, with an oncogenic effect that pro-
motes cell growth, migration and invasion in vitro and xenograft growth in vivo. The 
tumor suppressor miR-214 was reported to be downregulated in several cancers, 
such as oesophageal squamous cell carcinoma, papillary thyroid carcinoma, breast 
and colorectal cancer [124]. Thus, LINC01535 is a competitive endogenous RNA 
with oncogenic activity and has potential to be a novel biomarker in numerous 
cancers.

Several microRNAs have been shown that when deregulated contribute to malig-
nant phenotypes. The miR-210-3p participates in important signaling pathways, 
regulating DNA damage repair, cell cycle, cellular death, stem cell differentiation, 

Table 5.2 (continued)

Cancer 
hallmark Small ncRNAs Long ncRNAs

Genome 
instability and 
mutation

Deregulation of several microRNAs 
promotes genome instability by 
affecting cell cycle, mitosis and DNA 
damage repair [116] 
instability,baffecting cell cycle, 
mitosis and DNA damage repair 
[116]

NORAD null mutants develop genomic 
instability and aneuploidy by 
hyperactivation of PUMILIO proteins 
[117]
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immune response, angiogenesis and even mitochondrial metabolism [125]. 
MiR-210-3p is tightly regulated by hypoxia conditions, commonly found in solid 
tumors [125]. Indeed, miRNA-210-3p levels in glioblastoma, pancreatic, breast, 
lung and head and neck cancers are higher than in normal tissue [126]. Shao et al. 
[126] investigated the transcript’s role in cervical cancer tissue samples and observed 
that miRNA-210-3p expression is highly correlated with tumor differentiation, lym-
phatic metastasis and FIGO (International Federation of Gynecology and Obstetrics) 
tumor staging. Similarly, miR-154 expression level was studied in several biological 
mechanisms and was found to be linked to cardiac complications, diabetes, diabetic 
kidney disease, spermatogenesis and endometritis [127]. MiR-154 also acts as a 
tumor suppressor silencing different gene sets in several cancers, regulating cell 
cycle arrest, EMT, apoptosis, proliferation, migration, metastasis and even sensitiv-
ity to doxorubicin treatment on breast cancer patients. Decreased expression of 
miR-154 is proposed to be a key element to tumorigenesis in breast cancer, colorec-
tal cancer, glioma, hepatocellular carcinoma, prostate cancer, non-small cell lung 
cancer and gastric cancer. Moreover, the oncogenic lncRNAs SNHG1 (colorectal 
cancer), SNHG5 (breast cancer), SNHG20 (non-small cell lung cancer), PCNAP1 
(hepatocellular carcinoma) and the circular RNA Circ_101064 (glioma) have a 
sponging effect on miR-154, acting as competitive endogenous RNAs [127]. The 
expression profiles of circulating ncRNAs, such as miRNAs, can vary upon differ-
ent treatment steps, disease stage and post-surgery status. The lack of an established 
endogenous miRNA control and various extraction and quantification methods rep-
resents another major challenge to normalize data for circulating miRNAs lev-
els [128].

In addition to proliferative diseases, there are multiple examples of ncRNAs 
associated to degenerative, inflammatory, cardiovascular and syndromic diseases, 
among other (Table 5.3).

Table 5.3 Examples of ncRNAs involved in different human pathologies

Disease Name Class References

Chr5q syndrome miR-145 and miR-146a miRNA [129]
Alzheimer’s disease miR-29, miR-146 and miR-107 miRNA [130–132]

ncRNA antisense transcript for BACE1 lncRNA [133]
Amyotrophic lateral sclerosis miR143-3p, miR-206, miR-208b, 

miR-374b-5p, miR-499
miRNA [134]

NEAT1 lncRNA [135, 136]
Arrhytmia and hypertension miR-1 miRNA [137]
Atheromatosis and 
atherosclerosis

miR-10a, miR-145, mR-143 and 
miR-126

miRNA [138–140]

Circular ncRNA linked to the CDKN2A 
locus

lncRNA [141]

Beckwith–Wiedeman 
syndrome

lncRNAs H19 and KCNQ1OT1 lncRNA [142]

(continued)
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Table 5.3 (continued)

Disease Name Class References

Bladder cancer miR-205 miRNA [143]
Breast cancer U50 snoRNA [144]

miR-200c, miR-141, miR-148a miRNA [145–147]
Uc.160+, Uc.283+A, Uc.346+ T-UCR [113, 148]
HOTAIR, TINCR, LINC00511, 
PPP1R26-AS1

lncRNA [106, 149]

Cardiac hypertrophy miR-21 miRNA [150]
Colon cancer miR-200c, miR-141, miR-129-2, 

miR-124a, miR-148a, miR-9, miR-137
miRNA [145–147, 

151–154]
Uc.160+, Uc.283+A, Uc.346+ T-UCR [113, 148]

Crohn’s disease miR-196 miRNA [155]
Cystic fibrosis miR-9, miR-93, miR-145-5p, miR-181b, 

miR-454, miR-509-3p
miRNA [156–164]

XIST, TLR8, HOTAIR, MALAT1, 
TLR8-AS1, BLACAT1, MEG9, BGas

lncRNA [165–167]

Deafness miR-96 miRNA [168]
Down’s syndrome mir-155 and miR-802 miRNA [169]
Duchenne muscular 
dystrophy

miR-1, miR-133, miR-206 miRNA [170, 171]
lnc-31, linc-MD1 lncRNA [172–174]

Endometrial cancer miR-129-2 miRNA [153]
Facioscapulohumeral 
muscular dystrophy

miR-411 miRNA [175]
DBE-T lncRNA [176]

Familial dysautonomia miR-203a-3p miRNA [177]
Gastric cancer miR-124a, miR-129-2, miR-196b miRNA [178, 179]
Hailey–Hailey disease miR-99a, miR-106, miR-125b, 

miR-181a
miRNA [180]

Head and neck cancer miR-137, miR-9 miRNA [151, 181]
Hepatocellular carcinoma miR-99a, miR-210 miRNA [182, 183]
ICF syndrome miR-34b, miR-34c, miR-99b, let-7e and 

miR-125a
miRNA [184]

Idiopathic 
neurodevelopmental disease

T-UCRs uc.195, uc.392, uc.46 and 
uc.222

T-UCR [185]

Lesch–Nyhan disease miR-9, miR-181a, miR-187, miR-424 miRNA [186]
Leukaemia Uc.159, Uc.21, Uc.72 T-UCR [187]
Li-Fraumeni syndrome miR-605 miRNA [188]
Lung cancer miR-200c, miR-141 miRNA [145, 146]

Uc.160+, Uc.283+A, Uc.346+ T-UCR [113, 148]
McCune–Albright syndrome lncRNA NESP-AS lncRNA [142]
Melanoma let-7a and b, miR-148, miR-155, 

miR-182, miR-200c, miR-211, 
miR-214, miR-221, miR-222

miRNA [189]

MELAS syndrome miR-9 miRNA [190]
LINC01405, SNHG12, RP11-403P17.4, 
CTC-260E6.6, RP11-357D18.1

lncRNA [190]
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Table 5.3 (continued)

Disease Name Class References

Multiple osteochondromas miR-21, miR-140, miR-145, miR-195, 
miR-214, miR-451, miR-483

miRNA [191]

Myotonic dystrophy (type 1) miR-1, miR-133a/b, miR-206 miRNA [192, 193]
MALAT1 lncRNA [194]

Neuroectodermal brain 
tumors

miR-517c and miR-520 g miRNA [195]

Oesophageal 
adenocarcinoma

miR-106b-25 miRNA [196]

Pancreatic cancer miR-9, miR-124a miRNA [197, 198]
AF339813, AFAP1-AS1, BC008363, 
ENST00000480739, GAS5, H19, 
HOTAIR, HOTTIP, MALAT-1, PVT1

lncRNA [199]

Parkinson’s disease miR-7, miR-184 and let-7 miRNA [200]
Prader–Willi and Angelman 
syndromes

snoRNA cluster at 15q11–q13 imprinted 
locus

snoRNA [201]

Pseudohypoparathyroidism lncRNA NESP-AS lncRNA [202]
Pulmonary arterial 
hypertension

miR-9, miR-124, miR-130, miR-206 miRNA [203]
MEG3, LnRPT lncRNA [204, 205]

Rett syndrome miR-29b, miR-92, miR-122a, miR-130, 
miR-146a, miR-146b, miR-199a, 
miR-199b, miR-221, miR-296, 
miR-329, miR-342, miR-382, miR-409,

miRNA [206, 207]

AK081227, AK087060 lncRNA [208]
Rheumatoid arthritis miR-146a miRNA [209]
Sézary syndrome miR-18a, miR-21, miR-31, miR-199a2, 

miR-214, miR-233, miR-342, miR-486
miRNA [210, 211]

Silver–Russell syndrome miR-675 miRNA [142]
lncRNA H19 lncRNA [142]

Spinal motor neuron disease miR-9 miRNA [212]
Spinocerebellar ataxia type 1 miR-19, miR-101, miR-100 miRNA [213]
Transient neonatal diabetes 
mellitus

lncRNA HYMAI lncRNA [214]

Ullrich congenital muscular 
dystrophy

miR-30c, miR-181a miRNA [215]

Uniparental disomy 14 snoRNA cluster at 14q32.2 imprinted 
locus

snoRNA [142]

β-Thalassemia miR-15a, miR-16-1, miR-26b, miR-96, 
miR-144, miR-155, miR-181a/c, 
miR-210, miR-320, miR-451, miR- 
486- 3p, miR-503

miRNA [216–222]

DQ583499, XIST, lincRNA-TPM1, 
MRFS16P, lincRNA-RUNX2–2, 
HMI-LNCRNA, NR_001589, 
NR_120526, T315543

lncRNA [223–225]
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As an example not related to cancer, [226] analyzed lncRNAs of plasma exo-
somes isolated from coronary artery disease (CAD) patients and controls and found 
that the circulating exosomal lncRNA SOCS2-AS1 levels were negatively corre-
lated with platelet and lipoprotein(a), both known to be associated with 
CAD. Therefore, high expression of SOCS2-AS1 was considered to be a protective 
factor against CAD and has potential to be a novel biomarker for coronary artery 
disease. Several studies have explored miRNAs as biomarker of coronary diseases. 
Karakas et al. measured eight miRNAs expression levels in more than a thousand 
CAD patients for four years and found circulating miR-132, miR-140-3p, and 
miR-21 to be independent predictors of cardiovascular death [227]. The three miR-
NAs have a better prognostic power in a subgroup of individuals with acute coro-
nary syndrome (ACS) comorbidity. Schulte et al. found two miRNAs (platelet-related 
miR-197 and miR-223) as predictors of cardiovascular death in CAD patients, also 
with greater precision in previous ACS patients [228]. The circulating miR-26b-5p, 
miR-320a and miR-660-5p were found to be prognostic biomarkers for cardiac 
death or recurrent myocardial infarction in STEMI (ST-segment elevation myocar-
dial infarction) patients [229]. A 10-year follow-up study focused on acute myocar-
dial infarction (AMI) occurrence proposed that circulating miR-126, miR-197 and 
miR-223 could be prognostic biomarkers of AMI [230]. Surprisingly, Jansen et al. 
[231] found that increased miR-126 and miR-199a levels in circulating endothelial- 
and platelet-derived microvesicles (but not freely circulating in plasma) in CAD 
patients were associated with lower cardiovascular event rates [231]. The discor-
dance of the miR-126’s role could be explained by the fact that activated platelets- 
released miRs regulate adhesion molecules expression in endothelial cells [232]. 
Therefore, microvesicle encapsulation might change the miRs functions in intercel-
lular signaling.

Single-nucleotide polymorphism (SNP) are common (>1%) genetic variants 
[233]. A simple alternative nucleotide may result in premature stop codon, non- 
synonymous substitution in the translated protein, loss of stop codon, frameshift or 
even have no impact on the final protein sequence. SNPs may also alter gene expres-
sion if present in regions of promoter or binding of inhibitory complexes [234]. 
Besides generating phenotypic variability, SNPs may be responsible for certain dis-
ease susceptibilities [235]. More than 75% of rare single nucleotide variants (SNV) 
disclosed as pathogenic occur at a specific position in a given genome and most are 
located in noncoding promoter and enhancer regions [233]. Although the largest 
impact of SNVs has been studied in protein-coding sequences, there are several 
cases of SNP/SNVs occurring in noncoding regions. In fact, less than 10% of 
cancer- related SNPs map to protein-coding sequences [233]. Also, SNPs in lin-
cRNAs can alter its biochemical characteristics, such as folding, binding partners, 
stability and regulatory networks [236]. Importantly, several SNPs in ncRNAs have 
been associated with clinicopathological features and proposed as prognostic bio-
markers (Table 5.4, from [233]). The lincRNA LINC00860/CASC8 (Cancer suscep-
tibility 8) gene harbors SNV rs378854, related to adiposity in African-descent 
individuals; and rs10505477 and rs7837328, which correlate with higher lung, 
colorectal and gastric cancer risk [237–239]. The Rs217727 variant regulates the 
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Table 5.4 Trait-associated single-nucleotide variants in lncRNAs (from [233])

LncRNA

Trait- 
associated 
variants Diseases Position References

CASC8 rs378854 Adiposity Intron [237]
rs10505477 Colorectal, gastric, and lung 

cancers
Intron [238, 239]

CASC19 rs138042437 Prostate cancer Intron [240]
CCAT1 rs6983267 Colorectal cancer, endometrial 

carcinoma
Enhancer [241, 242]

CCAT2 rs6983267 Prostate, breast, colon, and 
colorectal cancers; myeloid 
malignancies

Exon [243–246]

PCAT1 rs7463708 Prostate cancer Enhancer [247]
rs10086908 Prostate cancer Promoter [247]

PRNCR1 rs1456315, 
rs7463708

Prostate cancer Exon [248]

rs13252298, 
rs1456315

Colorectal cancer Exon [249]

rs183373024 Prostate cancer Exon [240]
PVT1 rs13281615 Breast cancer Promoter [250]

rs2720709, 
rs2648875

End-stage renal disease (ESRD) Intron, intron [251]

rs378854 Prostate cancer Promoter [252]
rs13255292, 
rs4733601

Diffuse large B cell lymphoma Intron, 
downstream

[253]

CASC16 rs3803662 Breast cancer, lung cancer Exon [254]
CASC15 rs6939340 Neuroblastoma Intron [255]
GAS5 rs145204276 Hepatocellular carcinoma (HCC), 

colorectal, and gastric cancers
Promoter [256, 257]

H19 rs217727 Coronary artery disease, type 2 
diabetes

Exon [258]

rs2067051 Pneumoconiosis, coronary artery 
disease

Exon [258, 259]

rs2107425 Ovarian and breast cancers, 
hypertrophic cardiomyopathy

Intron [260]

rs2839698 HCC, bladder, colorectal, and 
gastric cancer

Exon [260–262]

HULC rs7763881, 
rs1041279

HCC Intron [263]

LINC00673 rs11655237 Pancreatic cancer Exon [264]
LINC00951 rs11752942 Esophageal squamous cell 

carcinoma (ESCC)
Exon [265]

LOC105378318 rs1875147 Leprosy Intron [266]

(continued)
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expression of its host sequence, lincRNA H19 (H19 imprinted maternally expressed 
transcript), promoting apoptosis in hepatocellular carcinoma [282]. Also in hepato-
cellular carcinoma, the SNPs rs2839698, rs2735971 and rs3024270 in H19 could be 
markers for a higher cancer risk, while rs2839698 also associates with poor progno-
sis [262]. In contrast, H19 SNP rs2067051 was associated with a decreased risk for 
pneumoconiosis in coal workers in a Chinese population study [259]. The SNVs 
rs2720709 and rs2648875 found in the lncRNA PVT1 oncogene are related with 
development of end-stage renal disease (ESRD) in type 2 diabetes patients [251]. 
Also in lincRNA PVT1, a SNV alone or in epistatic interaction with SNPs in other 
risk genes might help predict an optimal response to glatiramer acetate treatment for 
multiple sclerosis [283]. A genome-wide association study (GWAS) conducted by 
Cerhan et al. [253] observed that PVT1 rs13255292 and rs4733601 are risk SNPs 
with predictive value for susceptibility of diffuse large B cell lymphoma. Ghesquières 
et al. [284] found that rs2608053 in PVT1 is associated with survival outcome in 
cases of Hodgkin lymphoma. In prostate cancer, rs7463708 T genotype up- regulates 
its host lincRNA, PCAT1 (Prostate cancer associated transcript 1), by increasing 
binding of the androgen receptor (AR)-interacting transcription factor ONECUT2 
(one cut homeobox 2) to a PCAT1-associated enhancer. Therefore, rs7463708 could 
be a biomarker for prostate cancer susceptibility [247]. In hepatocellular carcinoma, 
lincRNA MALAT1 (Metastasis-associated lung adenocarcinoma transcript 1) SNV 
rs4102217 is associated with cancer risk [270]. However, MALAT1 rs3200401 T 
allele was associated with longer survival in lung adenocarcinoma cases [285].

Table 5.4 (continued)

LncRNA

Trait- 
associated 
variants Diseases Position References

MALAT1 rs619586 Pulmonary arterial hypertension 
(PAH), coronary atherosclerotic 
and congenital heart disease 
(CAD/CHD), breast cancer

Exon [267, 268]

rs1194338 Colorectal cancer Promoter [269]
rs4102217 HCC Promoter [270]

MEG3 rs941576, 
rs34552516

Type 1 diabetes (T1D) Intron [271, 272]

MIAT rs2331291 Myocardial infarction Intron [273]
rs1894720 Paranoid schizophrenia Exon [274]

PCGEM1 rs6434568, 
rs16834898

Prostate cancer Intron [275]

PCAT19 rs11672691 Prostate cancer Promoter [276]
PTCSC2 rs965513 Papillary thyroid carcinoma 

(PTC)
Intron [277]

PTCSC3 rs944289 PTC, large-vessel ischemic stroke Promoter [278, 279]
TDRG1 rs8506 ESCC, gastric cancer Exon [280]
TINCR rs2288947, 

rs8105637
Colorectal cancer, gastric cancer Exon, intron [281]
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Besides its prognostic features, SNP/SNVs may also be used as markers for 
assessing a patient’s response to treatment. Upon platinum-based chemotherapy for 
lung cancer, Gong et  al. [286] observed association between lincRNA MEG3 
(Maternally expressed 3) SNV rs116907618 and severe gastrointestinal toxicity; 
and lincRNA CDKN2B-AS1/ANRIL (CDKN2B antisense RNA 1) rs1333049 and 
overall toxicity (mainly severe hematologic and gastrointestinal). For the same 
treatment, Hu et al. [239] observed that CASC8/LINC00860 SNV rs10505477 was 
associated with severe hematologic toxicity in non-small-cell lung cancer and gas-
trointestinal toxicity in small-cell lung cancer. It is worth noting, that CASC8 
rs10505477 was found to be associated with several cancers, including invasive 
ovarian, colorectal and gastric cancer [239]. In gastric cancer, CASC8 rs10505477 
GG genotype might be associated with longer patient survival and tumor size, 
tumor–node–metastasis stage and lymph node metastasis [238].

In acute myeloid leukemia, GAS5 (growth arrest specific 5) promoter SNP 
rs55829688 C allele up-regulates the lncRNA host by interacting with the transcrip-
tion factor TP63, conferring a poor prognosis [287]. Guo et  al. [288] found that 
GAS5 SNP rs2067079 is associated with risk of neutropenia and severe myelosup-
pression upon chemoradiotherapy for nasopharyngeal carcinoma. However, the 
same study discovered that GAS5 rs6790 might have a protective effect, reducing 
the toxic reaction rate to treatment.

Most of disease susceptibility risk loci found through GWAS map in noncoding 
regions with regulatory features [289]. Identification of SNPs in noncoding 
sequences represent a special challenge compared to variants in protein-coding 
regions and demand specific bioinformatic pipelines. The initial screening for 
genetic variants can be performed using data and annotations generated from pub-
lic consortia such as the 1000 Genomes Project [290] and the NHGRI-EBI GWAS 
Catalog [291]. The latter is a systematic effort to summarize human SNP-trait 
associations found in several published and unpublished GWAS data. SNPs can be 
associated with phenotypic traits by expression quantitative trait loci (eQTL; see 
Chap. 4) analysis, for example. Another method is to identify putative SNPs that 
occur in regions of binding of regulatory molecules. In the latter example, it is use-
ful to analyze transcription factor binding sites annotated in different datasets. The 
GWAS4D integrate GWAS data and tissue or cell type epigenomic profiles to iden-
tify context- specific regulatory genetic variants [289]. The dbSNP aggregates data 
of SNPs, microsatellites and small-scale deletions and insertions [292]. LincSNP 
(V. 3.0; http://bio- bigdata.hrbmu.edu.cn/lincsnp/) annotates disease or phenotype- 
associated genetic variants, including SNPs, in lncRNAs and circRNAs or their 
regulatory sequences, including transcription factor binding sites. LncRNASNP2 
(http://bioinfo.life.hust.edu.cn/lncRNASNP#!/) integrates SNVs and mutation 
data with structural data of human and mouse lncRNAs and effects on miRNA 
binding features [293]. LncVar (http://159.226.118.31/LncVar/) focus on genetic 
variants and their impact on the biological features of its host lncRNAs in several 
species [294].
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5.5  Challenges and Open Questions in the Noncoding 
RNA Field

Technological developments and application of NGS methods have paved the way 
for the investigation of the transcriptional landscape in human tissues and cell at an 
unprecedented resolution, leading to the discovery of several novel types of RNAs 
whose primary function is not to encode proteins. However, several challenges and 
opportunities still lay ahead for the full appreciation of the nature and biological 
significance of these molecules. Noncoding RNAs are typically expressed at lower 
levels and show greater tissue specificity than protein-coding genes, which poses a 
difficulty for the generation of a complete catalogue of the ncRNAs expressed in 
different cell types based on transcriptome sequencing of bulk or even micro- 
dissected tissue samples. Single cell RNAseq (scRNA-seq) methods can potten-
tially overcome this limitation as illustrated by recent studies that used scRNA-seq 
analysis to identify lncRNAs signatures associated to functionally distinct T cell 
subtypes isolated from human tumor [295] or cells from human neocortex at differ-
ent stages of development [296].

Also, conventional sequencing by synthesis-based RNA-seq methods [297] 
require the conversion by reverse transcription (RT) of polyadenylated and/or non-
polyadenylated RNA populations into cDNA prior to NGS sequencing. The RT step 
precludes the direct detection of chemical modifications in nucleotide bases result-
ing from post-transcriptional RNA editing, the most frequent being the methylation 
of adenosines at the N6-position (m6A) at specific sequence motifs by a nuclear 
RNA methyltransferase complex [298], and hydrolytic deamination of adenosines 
to inosines (A-I) catalyzed by members of the adenosine deaminase (ADAR) family 
[299]. A-I and m6A are frequent modifications found in protein-coding mRNAs and 
ncRNAs alike. The m6A modification at specific sites alters structural properties of 
the molecule. In protein-coding mRNAs it can affect splicing, stability and nuclear 
export thereby modulating gene expression. In ncRNAs, the m6A modification has 
been shown to affect lincRNA XIST stability and the ability of lincRNA MALAT-1 
to interact with nuclear hnRNP particles, as well as processing of pre-miRNA pre-
cursors affecting miRNA biogenesis [300]. A-I edition may alter protein sequence 
by change in codon sequences or by creating/destroying mRNA splicing sites 
thereby affecting constitutive and alternative splicing. It has been detected in both 
small and long ncRNAs and structural changes induced by A-I possibly modify 
their biogenesis, structure and function [299]. Direct RNA sequencing based on the 
Oxford nanopore platform performs RNA sequencing without the necessity of the 
reverse transcription step thus allowing the detection of the modifications present in 
the primary RNA sequence [301]. Using this technology, it is possible to map the 
precise composition and relative abundance of RNA modifications in noncoding 
RNAs in different cell types and tissues and its dynamics in developmental states 
and pathological conditions, and obtain relevant information to establish the bio-
logical significance of these modifications.
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Noncoding RNAs modulate gene expression as component parts of ribonucleo-
protein complexes that associate with DNA and nucleosomes to chromatin activa-
tion states. Thus, revealing the complex network of RNA–chromatin associations is 
essential for understanding the tridimensional organization of the genome and its 
implication on global and local gene expression patterns. To address this it will be 
required to integrate in the same cell type high-resolution methodologies as tissue/
cell specific transcriptional maps and chromatin accessibility maps. The latter maps 
also need to be generated by different methods as DNase I hypersensitive site (DHS) 
assays [302] and/or ATAC-seq [303] and chromosome conformation capture (3C)- 
related technologies [304] to probe long-range physical interactions between chro-
mosome regions that can be separated by hundreds of kilobases in the linear 
sequence. Further integration with more recently developed direct approaches to 
globally map RNA-to-DNA contacts across the genome will increase the resolution 
and improve the specificity to identify specific RNA–chromatin interactions that 
contribute to gene expression regulation. These are based on proximity ligation fol-
lowed by sequencing such as Chromatin-Associated RNA sequencing (ChAR-seq) 
[305] or global RNA interactions with DNA by deep sequencing (GRID-seq) [306].

As tons of data are being generated through large-scale sequencing projects, evi-
dence of functionality of ncRNAs accumulate exponentially, but the pace at which 
this information is translated into knowledge about the underlying molecular mech-
anisms has been much slower. A key limitation to facilitate the study of RNA func-
tions not associated with mRNA translation is that the RNA primary sequence does 
not readily inform about structure-function relationships. The generally low level of 
evolutionary conservation of ncRNAs limits the power of comparative genomic 
analyses to identify sequence motifs under purifying selection that would point to 
potentially functional domains in ncRNA sequences [12]. On the other hand, it has 
been noted through interspecies comparative sequence analysis that many ncRNAs, 
despite the primary sequence conservation, maintain positional syntenic conserva-
tion (i.e., maintain the same relative genomic position to neighboring genes or regu-
latory elements in evolutionarily related species). Also, the analysis of nucleotide 
covariation patterns through comparative multi-sequence alignments predict con-
served secondary structures and domains that further corroborate the existence of 
positive selection acting on specific ncRNAs. To achieve a better knowledge of the 
structural spatial arrangement of RNA secondary domains and the dynamics upon 
interaction with RNA binding proteins it will be absolutely required to integrate 
data from biochemical methods that map intramolecular RNA-RNA interactions 
and secondary structure formation with biophysical methods such as NMR that 
inform about the dynamics of ribonucleoprotein complexes. Once the rules defining 
the spatial structure of RNA domains are known, they still need to be assigned to 
molecular or cellular phenotype to demonstrate functional relevance in loss/gain of 
function experiments. RNA interference using transfected siRNAs or recombinant 
shRNA expression have been extensively used to knock down specific ncRNAs and 
study the resulting phenotype. Unfortunately, siRNA approaches have limited effi-
cacy against nuclear transcripts, being more useful to analyze cytoplasmic RNAs 
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and post-transcriptional RNA-dependent process. Antisense oligonucleotides 
(ASO) induce RNase H activity and were shown to be more adequate to study 
nuclear ncRNAs, including in vivo experiments [307]. In a more robust and scalable 
approach, Liu et  al. [308] generated a CRISPR interference library, based on a 
nuclease-dead dCas9 fused to a repressive KRAB domain, expressing sgRNAs that 
target promoters of more than 16,000 human lncRNAs. This approach induces gene 
silencing through deposition of repressive HeK27me3 marks on promoters and was 
used to screen for noncoding RNAs essential for cell growth [308]. The study 
revealed approximately 500 lncRNAs that are essential for cell survival and growth, 
most of which are specific for only one cell type, highlighting the selectivity of 
lncRNAs expression.

Finally, many lncRNAs harbor small open reading frames (smORFs) that poten-
tially produce peptides with less than 100 amino acids. A fraction of these RNAs is 
associated to ribosomes in polysome profiling RNA-seq experiments, and in these 
cases it is challenging to rule out without further experimentation that the biologi-
cally relevant functions of these molecules is to encode polypeptides [37]. A way 
proposed to overcome this conundrum is to analyze the ratio between synonymous 
vs. non-synonymous substitutions in the lncRNA ORF as a proxy codon sequence 
preservation, but this approach is limited by the low level of evolutionary conserva-
tion that precludes the selection of orthologous sequences for sequence analysis 
[309]. In fact, smORF sequences show higher conservation than introns in general, 
but lower than the observed in mRNAs [56, 310]. The smORFs may potentially 
drive the synthesis of small peptides, which bring a new layer of complexity in the 
analysis of ncRNAs [56, 311]. The integration of in silico smORF prediction in 
ncRNAs retrieved from data generated by combined RNA-seq and mass spectrom-
etry of ribosome profiling can be a solid strategy to train computational machine 
learning-based prediction methods to more effectively discriminate bonafide 
ncRNAs from those with smORFs that may undergo efficient translation [312, 313].
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Chapter 6
Satellite and Tandem DNA Repeats 
in the Human Genome

Luciana Amaral Haddad

6.1  Introduction

The complementarity between the two strands of the DNA molecule allows them to 
reassociate if temperature drops down after full denaturation by heat. By the early 
1960s, the sizes of certain viral and bacterial DNA had been estimated, and reasso-
ciation data available for these genomes led to the expectation that denatured DNA 
of vertebrate genomes would take much longer to reassociate due to their larger 
sizes. It was already known that the rate of DNA single strand reassociation directly 
depended on the DNA concentration and number of collisions between strands, 
what could be experimentally controlled by immobilization of one of the two DNA 
strands (e.g., on cellulose, agar, nitrocellulose) and the dilution factor. Comparative 
quantification of single-stranded DNA could be obtained by spectrophotometry, as 
denatured DNA absorbs more ultraviolet light than renatured DNA does, because 
the nitrogenous bases become more exposed, a property known as hyperchromicity. 
Hence, in denaturation-reassociation experiments, plotting the product of single- 
stranded DNA concentration and time (after denaturation) yielded curves of DNA 
reassociation kinetics. Depending on the DNA sequence characteristics, the curves 
could differ in a few orders of magnitude (Fig. 6.1a). It is consequently possible to 
estimate the rate of DNA that remains denatured (C/Co ratio, where C is molar con-
centration and Co initial molar concentration). Since the time of incubation to reach, 
for instance, 50% of single-stranded DNA reassociation reflects the factors pre-
sented above, the product of initial DNA concentration and time (in seconds) has 
been a general reference for reassociation kinetics experiments, known as the Cot 
value or C-value, which is specific for each species.
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Fig. 6.1 (a) A scheme of a putative plot of denatured DNA reassociation kinetics, depicting three 
illustrative curves A, B and C, according to the relation between Cot (Co X time after denaturation) 
and C/Co (percentage of reassociated single-stranded DNA). The fastest reassociating DNA is 
indicated in curve A, which could represent repetitive DNA, such as in vitro synthetized poly- 
uridine and poly-adenine. Curve B is representative of DNA of virus or bacteria genomes, whereas 
curve C is more characteristic of eukaryotic genomes. The broad distribution of curve C represents 
the summation of various curves of distinct DNA fragments, including highly repetitive DNA 
(satellite DNA) represented in curve C1 and unique sequences or miscellaneous non-satellite DNA 
illustrated in curve C2. (b) Three identical HORs are illustrated in tandem. In this case, each one 
(dark blue arrow) contains 12 alpha satellite monomers (171 bp in length each) in tandem repre-
sented by small circles. Among them, there are base substitutions (different colors). Although 
monomers differ within a HOR, HORs in the same centromere tend to be homogeneous. HOR 
repeats in tandem hundreds to thousands times. (c) Partial map of human X chromosome spanning 
5.6  Mbp (ChrX:57,800,001–63,400,000) of the centromere, depicting the location of satellite 
DNA (horizontal arrow), transposable elements (TE), and simple repeats (asterisk). These repeti-
tive sequences are indicated on the map as grey lines or blocks, depending on their lengths. The 
centromere is a region that lacks genes. The first genes on the short and long arms of the X chromo-
some are indicated by the vertical arrows on the top, left and right sides, respectively. The bottom 
part of the figure has the repeat elements masking indicated by bars. The central area of the figure 
with a long satellite line corresponds to the HOR array of alpha satellite DNA (nearly 3.1 Mbp) 
which is poor in other kinds of repeats. Data obtained at the University of California in Santa Cruz 
(UCSC) genome browser accessed in December, 2020

L. A. Haddad



183

As the C-value was expected to be a parameter of the size of the genome, it was 
surprising to observe in the mid 1960s that denatured, sheared DNA of eukaryotic 
species submitted to reassociation analysis produced at least two types of Cot curves. 
One curve, as anticipated, corresponded to the much higher Cot values expected for 
eukaryotic genomes when compared to the genomes of viruses or bacteria, reflect-
ing their larger sizes. By contrast, an additional curve of low Cot values was observed 
for a portion of DNA fragments of eukaryotic species. This unexpected evidence 
was reproducible for different eukaryotic organisms, and became known as ‘the 
C-value paradox’. Fragments of DNA in solution with faster reassociation rates sug-
gested they contained repetitive sequences that would more easily base pair [5]. At 
that time, DNA strand immobilization was a fundamental experimental control to 
rule out the possibility that circular DNA or self-complementary DNA could justify 
the faster reassociation curve. Consequently, the direct relationship between the 
C-value and genome size would apply only in the lack of repetitive sequences. 
Whereas the curve for pure repetitive DNA sequences has a steep slope, a broader 
reassociation curve with a lower general slope (Fig. 6.1a, red line) is indicative of a 
heterogeneous genome, comprised of a high content of repetitive sequences (low 
complexity sequences; Fig.  6.1a; curve C1) in addition to unique (complex) 
sequences (Fig. 6.1a; curve C2). The suggestion that repetitive DNA could account 
for the fast DNA strand reassociation rates solved the C-value paradox, and indi-
cated for the first time that the eukaryotic genome size could probably not be pro-
portional to its gene content (see Chaps. 1 and 4).

In the same period, cesium chloride gradient centrifugation assays disclosed a 
minor band that segregated distinctly from the bulk of fractionated mouse genomic 
DNA due to differences in buoyant densities. The minor band, termed satellite 
DNA, when submitted to denaturation-reassociation assays presented fast reasso-
ciation kinetics strongly suggestive of repetitive DNA [5].

6.2  Satellite DNA

Human satellite DNA was characterized as the major component of centromeric and 
pericentromeric chromosomal regions (including acromeric satellite repeats that 
occur specifically in the short arm of acrocentric chromosomes) as well as a great 
portion of the Y chromosome, altogether representing the largest constitutive het-
erochromatin blocks of the human genome (See Chaps. 1 and 2). DNA sequencing 
disclosed that satellite DNA is composed of long segments of tandemly repeated 
near-identical sequences (repeat units directly adjacent to each other) comprising a 
few Megabase pairs (Mbp) per chromosome. Overall, satellite repeats in hetero-
chromatic regions should comprehend more than 5% of the human genome length 
(see below and Chap. 1).

At the nucleotide level, human satellite DNA is known as a diverse family of 
repeat sequences, with each individual member unit harboring in average more than 
100 base pairs (bp), classified as medium to long pattern of tandem repeats (Open 
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database of transposable elements and DNA repetitive families; https://dfam.org/), 
although diverse unit lengths are observed. Among the most common human satel-
lite DNA family members (e.g., alpha, beta, gamma satellites, human satellites 
(HSAT) 1, 2 and 3, ACRO1, etc.), alpha satellite is believed to account for more than 
50% of the human satellite DNA content and has been extensively employed as an 
experimental genomic model of satellite DNA domain organization. The alpha sat-
ellite DNA subfamily is defined as a group of related though highly divergent 
repeats rich in adenine (A) and thymine (T), found in every normal human centro-
mere; having each unit (monomer) approximately 171 bp in length. Early physical 
maps of the organization of centromeric DNA assigned satellite DNA to fragments 
encompassing approximately 3  Mbp per human chromosome centromere. These 
observations led to content estimates of nearly 2.3% (23 chromosomes per genome 
X 3 Mbp/3000 Mbp of genome length) of the human genome, in agreement with the 
current observation of 2.4% of the latest assembly of the human genome reference 
(hg38) containing the 22 autosomes and both sex chromosomes, X and Y.

In human centromeres, alpha satellite DNA is found organized as tandem mono-
mers combined to higher-order repeat (HOR) units. Alpha satellite units within tan-
dem monomers frequently show DNA variants that make their sequences more 
easily individualized, thus amenable to alignment to the human genome reference. 
Tandem monomers may be interspersed by transposable elements, other types of 
satellite DNA (e.g., HSA 1 or delta satellite) or simple DNA repeats (see Sect. 6.3). 
By contrast, HOR typically occurs as long (Mbp-sized) homogenized arrays com-
posed by near-identical units. Each HOR unit is defined on a chromosome-specific 
basis, composed of a certain number of alpha satellite monomers (e.g., 12 mono-
mers on the X-chromosome HOR unit). As there are hundreds to thousands HOR 
units per centromere and they show nearly 100% identity among them, this tan-
demly repeated DNA array is considerably homogenous. The HOR array is flanked 
by degenerate tandem alpha satellite DNA monomers separating it from the chro-
mosome arms. HOR arrays may be interrupted by other repetitive elements, such as 
transposable elements (Fig. 6.1c).

HSATs 2 and 3 are the most common sequence types of satellite DNA in pericen-
tromeric regions of human chromosomes 1, 9, 16 and Y, extending over 10 Mbp in 
each one and showing length polymorphisms between individuals. They account for 
most of the human Y chromosome sequence. Although HSATs 2/3 lack array 
sequence consensus, they are enriched in repeats of a short, pentameric (CATTC) 
motif in complex arrangements. HSATs 2/3 appear to organize in subfamilies with 
different unit lengths specific for distinct chromosome pericentromeric regions. 
Although alpha satellite short reads obtained by human genome sequencing have 
been more reliably aligned to the human genome reference, HSATs and other 
classes of human satellite DNA still have limited mapping in the reference assem-
bly. For instance, HSATs 2/3 sequences have been identified in an average frequency 
of 2% of the human genome by genotyping different populations, but in the current 
genome assembly (hg38) they correspond to 0.01% of its content.

It is known that satellite DNA is the major sequence component needed to fill in 
the gaps observed upon assembly of human genome sequences. These gaps 
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corresponding to the unassembled parts of the full human genome sequence owe to 
the high homogeneity of thousands of tandem repeats of satellite DNA and other 
types of tandem repeats (see Sect. 6.3). DNA variants observed in distinct satellite 
repeat units would ideally aid to direct the assembly of sequence reads and align to 
specific chromosomal regions. Modern sequencing technologies permit to approach 
a more efficient assembly of centromeric and pericentromeric DNA by relying on 
DNA sequencing that yields long reads (up to few tens of kilobases compared to few 
hundreds bases of short reads), such as those developed by Pacific Biosciences 
(Menlo Park, CA, USA) or Oxford Nanopore (United Kingdom) technologies. 
However, longer reads associate with reduced coverage (number of times a base 
position is sequenced), thus limiting the advantage of using DNA variants for refer-
ence orientation. Therefore, linear assembly of long DNA stretches of tandemly 
repeated sequences is yet an unresolved challenging task that impairs identification 
of variants causing centromere dysfunction. Thus, few Mbp-long centromere altera-
tions have been mostly assessed by cytogenomics exams as fluorescence in situ 
hybridization (FISH) or chromosome microarray (see Chap. 2), but the field still 
lacks an appropriate approach to study how nucleotide variants in satellite DNA 
may affect centromere assembly and chromosome segregation, which when defi-
cient may be implicated in chromosomal instability, aneuploidy, aging and cancer.

It is highly expected that the next DNA sequencing technological breakthrough 
producing even longer reads, spanning hundreds of kilobases (kb), will provide 
fully assembled, telomere-to-telomere human chromosome sequences useful for 
satellite DNA functional association studies in population and medical genet-
ics [18]. In a recent research [1], the X-chromosome sequence assembly was sub-
mitted to manual finishing of 29 reference gaps, fully resolving 1,147,861 bp of 
previously ambiguous bases, with nearly 99.9% accuracy and uniform mapping 
coverage across the entire chromosome. The canonical HOR unit of the haploid 
centromeric satellite array on the X chromosome (DXZ1) has approximately 2 kb in 
length, and is composed of 12 divergent alpha satellite monomers ordered in a head- 
to- tail manner. The group has tiled long reads across the entire centromeric satellite 
array based on catalogued structural and single-nucleotide variants within the 
canonical DXZ1 HOR unit. Previous assessments among X-chromosomes had 
shown that DXZ1 HOR array spans 2.2–3.7 Mbp (mean of 3,010 kb) with limited 
nucleotide differences between repeat copies. The recent data disclosed that among 
7,316 DXZ1-containing high fidelity DNA long reads, 99.85% had pure satellite 
DNA, whereas few reads showed evidence for a transition from DXZ1 into a single 
insertion of a previously reported sequence derived from a long interspersed L1 ele-
ment (see Chap. 8). Database analyses disclosed that among 38,875 sequenced 
HOR units, 98.2% had full-length canonical 12-mer repeats and 1.8% consisted of 
variant repeat structure with different numbers of monomers [1]. These data confirm 
the homogeneous nature of satellite repeat array in the X-chromosome centromere 
(Fig. 6.1b, c).

Centromeric satellite DNA can vary extensively among distinct chromosomes. If 
few specific variants in satellite DNA unit composes a unique sequence of at least 
few tens of bases, it can be employed in genome sequence database searches (e.g., 
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sequence read archive (SRA) at the National Center for Biotechnology Information, 
Bethesda, MD, USA; https://www.ncbi.nlm.nih.gov/sra). Hence, in human popula-
tion datasets of genome sequences, the frequency and extent of centromeric or peri-
centromeric satellite could be estimated. Based on unique oligonucleotide sequence 
searches, the extent of alpha satellite has been shown to vary from 1% to 5% of the 
human genome, whereas HSATs 2/3, although generally expected to be less abun-
dant than the former, varied widely between 1% and 7% of the human genome 
length. Therefore, it is expected that constitutive heterochromatic sequences may in 
average consist of at least 8% of the human genome (See Chap. 1), and this rate 
should be even higher and variable as more information on the large diversity of 
satellite DNA length polymorphisms is likely to be gained in a near future.

Finally, it is important to highlight that satellite DNA repeats in the human 
genome classify as highly repetitive sequences because more than a thousand tan-
dem repeats can be found in a specific locus. As mentioned, their estimated total 
length in the human genome (~8%) is lower than the content of transposable ele-
ments, which comprise approximately 45% of the human genome (see Chaps. 1 and 
8). However, a given transposable element is longer than each satellite DNA family 
member unit, and individually intersperses unique sequences in the genome. Hence, 
the total number of their units is lesser than satellite DNA repeats and, consequently, 
transposable elements are considered moderately repetitive sequences.

6.3  Tandem DNA Repeats

Different loci in the human genome contain tandem DNA repeats in numbers sig-
nificantly lower than satellite DNA repeats. The classification of this distinct class 
of DNA repeats is based on the repeat unit size and locus array length. By analogy 
to the satellite tandem DNA repeats, they have been termed minisatellites and mic-
rosatellites. Minisatellites can have repeat units with 7 bp to nearly 100 bp, span-
ning segments of 0.5 kb to several kilobases in length. Microsatellites have repeat 
units with 1–6 bp, and generally extend to few tens or hundreds base pairs. It is 
commonly seen in the literature the classification of the 6-bp motif as either micro- 
or minisatellite. Microsatellite’s short units characterize them as simple (low com-
plexity) sequences, simple sequence repeats (SSR) or short tandem repeats (STR), 
and they can have all sorts of base combination motifs though with higher frequency 
towards a few sequences for each motif length (e.g. (CA)n more common than (CG)n 
for dinucleotide microsatellites). Minisatellites are rich in cytosine (C) and guanine 
(G) and concentrate in subtelomeric regions, and microsatellite loci disperse in the 
whole genome. Both fractionate in cesium chloride gradient centrifugation together 
with the bulk of unique sequence DNA, and do not concentrate in constitutive het-
erochromatic regions. As these repetitive loci have more limited extension when 
compared to satellite DNA, they classify as moderately repetitive loci in the human 
genome. Simple sequences comprehend nearly 3% of the human genome sequence 
length (see Chap. 1).
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Because the repeat number of micro- and minisatellite locus motifs can vary 
among individuals of a population and each allele is inherited in a Mendelian pat-
tern, these loci have been classified as length/size polymorphisms. Therefore, 
minisatellites are commonly referred to as variable number tandem repeats (VNTR). 
Mini- and microsatellite length variability has been associated with transcription 
and splicing quantitative differences depending on the localization of the repeats, 
i.e., near promoter and enhancers or introns, respectively.

Tandem DNA repeats with size polymorphisms and high heterozygosity rates 
have been the most widely used DNA markers in forensic analysis along with mito-
chondrial DNA (see Chap. 10). Two general approaches have been initially 
employed: first, Southern blotting with multi-locus probes composed of common 
oligonucleotide sequence shared among different minisatellite loci (DNA finger-
printing) or with single-locus probes to genotyping two alleles from a unique locus; 
secondly, polymerase chain reaction (PCR) in vitro amplification of microsatellite 
loci with primers annealing to flanking unique DNA sequences. The latter approach 
has been also vastly employed in establishing chromosomal haplotype maps of 
linked highly polymorphic loci for genome projects, as well as in genetic analyses 
of large genealogies aiming at positional cloning of genes involved in genetic disor-
ders based on indirect molecular identification of mutation carriers.

Today, in spite of the recognized importance of VNTR and STR as markers in 
population and medical genetics, their repetitive nature and, in particular, VNTR 
extension and relatively high C-plus-G content, can make them difficult to align to 
the reference genome notably when short-read sequencing is employed. Consequently, 
there is an underrepresentation of VNTRs in the human reference genome and a 
trend to present their shortest allele, limiting the genome reference as a resource for 
identifying potential polymorphic loci, genotyping tandem repeat loci or being a 
repository of the major allele for all loci (see Chap. 3). As described for the human 
X chromosome centromeric satellite DNA (see Sect. 6.2), human genome sequenc-
ing based on longer reads has been disclosing novel STR and VNTR loci with poten-
tial to associate with diseases (see Sect. 6.5) [8, 28].

Recent human genome sequencing producing long DNA reads confirmed the 
enrichment of VNTRs in the end of chromosomes, in particular to the most telo-
meric 5-Mbp segment. Whereas in average 55% of human minisatellites are sub-
telomeric, in certain chromosomes, as in the short arm of human chromosome 17, 
up to 85% of VNTRs have this location. Subtelomeric minisatellites tend to be 
richer in C and G and near genes, more often within introns, in contrast to others 
that disperse in the genome and appear to have originated by retrotransposition of 
short interspersed nuclear element-VNTR-Alu (SVA; see Chap. 8) with a bias 
against genes. Subtelomeric accumulation of minisatellites are likely a result of 
increased double-strand breakage and male meiotic recombination in the 
region [28].

Different VNTRs have been implicated in increased risk for human diseases, 
although recent association studies have mostly employed single nucleotide vari-
ants. VNTRs have been directly associated with disease etiology, as expanded 
alleles in homozygosity, which can repress gene transcription (see Sect. 6.4.1).
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6.3.1  Microsatellite DNA (STR)

Microsatellite length variability depends on intrinsic and extrinsic factors that define 
for each locus a mutation rate, estimated between 1 × 10−5 to 1 × 10−3. Microsatellites 
with shorter motifs (e.g., dinucleotide vs. tri- or tetranucleotide), longer extensions 
(several repeats) and no sequence substitutions (pure tracts) are more susceptible to 
repeat number alterations, creating novel alleles, with a trend to repeat gain and 
alteration of a single unit (±1 repeat). They thus display the highest heterozygos-
ity rates.

Tandem DNA repeat stability can be affected by processes that lead to transient 
separation of DNA complementary strands, such as DNA replication or transcrip-
tion. Single-stranded tandemly repeated DNA has propensity to form hairpins and 
slipped structures requiring efficient repair systems at common-length repeats for 
critically maintaining their stability. Human cells possess a DNA hairpin repair sys-
tem for correct removal of repeat-produced hairpins, which appears similar to the 
nucleotide-excision repair pathway. Newly replicated, nicked DNA strand is mostly 
targeted for repair, and hairpins are removed by dual incisions or a combination of 
incision and endonucleolytic cleavage. During transcription, trinucleotide and tetra-
nucleotide repeats have the propensity to form stable DNA-RNA hybrids between 
the DNA template and nascent RNA strand, rendering non-template DNA strand 
persistently unpaired increasing the odds for formation of intrastrand non-canonical 
DNA structures, which can be recognized by components of the mismatch repair 
complex (MMR). Persistent DNA-RNA hybrids and non-canonical DNA structures 
may lead to error-prone repair and, consequently, repeat instability.

Human proteins of the MMR system are named according to the orthologous 
genes of yeast: the mutL homologue 1 (MLH1), mutS homologues 2 (MSH2) and 6 
(MSH6), and the Pms1 homologue 2 (PMS2). MMR deficiency is observed in cer-
tain cancer types, mainly in colorectal cancer and endometrial cancer. Loss of func-
tion of MMR protein due to pathogenic DNA variants in the respective gene results 
in increased tumor mutation burden, secondary to lack of DNA repair. The defi-
ciency in MMR repair also associates with instability of microsatellites since these 
loci are more susceptible to replication errors. Therefore, microsatellite instability is 
a marker of MMR inactivity useful in analysis of tumor samples by PCR genotyp-
ing. Germline pathogenic DNA variants inactivating genes encoding any MMR pro-
tein cause Lynch syndrome that increases the risk of developing various types of 
cancer, in particular colorectal cancer, thus also named hereditary nonpolyposis 
colorectal cancer (HNPCC). Somatic mutations inactivating MMR genes are also 
seen in nearly 15% of non-familial colorectal cancers. The high frequency of patho-
genic DNA variants in cancer resultant from deficient MMR system increases the 
expression of protein neoantigens, for instance, by splicing variants creating new 
protein  isoforms or loss of translation stop codons producing translation frame 
reading- through or CDS fusion. Therefore, neoplasia identified with microsatellite 
instability (MMR deficiency) has been considered as targets for immunotherapy in 
clinical trials. Immune checkpoint inhibitors Pembrolizumab (KEYTRUDA®, MSD, 
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Kenilworth, NJ, USA) and Nivolumab (OPDIVO®, Bristol Myers Squibb, New 
Brunswick, NJ, USA) targeting programmed cell death protein 1 (PD1) and 
Ipilimumab (YERVOY®, Bristol Myers Squibb) targeting cytotoxic T lymphocyte- 
associated protein 4 (CTLA4) have been indeed approved in several countries to 
treat colorectal cancer and other neoplasia with microsatellite instability [16].

6.4  Dynamic Mutations: Expansion of Transcribed, Unstable 
Tandem Repeats

Polymorphic microsatellites located in protein-coding genes may be found in exons 
or introns. Exonic microsatellites can be part of the coding sequence (CDS) in gen-
eral as trinucleotides coding for one amino acid, or in the 5′ or 3′ untranslated region 
(UTR). When transcribed, exonic microsatellites will be part of the mature 
mRNA.  Pathogenic unstable microsatellite alleles have been described in genes 
associated with genetic diseases. Their instability associates with longer tracts of 
repeats increasing the likelihood of intergenerational expansion into even longer 
alleles. The pathogenicity of novel alleles of expanded unstable microsatellites 
depends on their location in the gene sequence. Hence, transcribed unstable alleles 
have been classified according to their localization in the 5′ UTR, the CDS, the 3′ 
UTR or in introns. Intronic microsatellites, although transcribed are spliced out, 
thus not present in the mature mRNA. Transcribed unstable microsatellites have 
mostly trinucleotide motifs. A second tier of microsatellite classification adopts its 
motif sequence, having CGG or GCC enriched in the 5′ UTR, CAG trinucleotides 
in the CDS coding for polyglutamine tracts, and CTG triplets in the 3′ UTR. Motifs 
of unstable intronic microsatellites have diverse sequences [23].

Pathogenic expanded microsatellite alleles in genes are often named full muta-
tion in comparison to shorter alleles that can comprise the classes of normal alleles 
or an intermediate class of premutation. Normal alleles reflect the length polymor-
phism present in the general unaffected population, commonly with a wide range of 
variation. Full mutations are considered beyond a certain upper limit of premuta-
tions, depending on the location of the microsatellite, with CDS CAG repeats show-
ing the lowest boundaries (Fig. 6.2). Finally, the lower limits of premutations will 
depend on the mitotic stability of normal alleles, often defined by the microsatellite 
motif and its location. Common distributions of normal, premutated and fully 
mutated alleles can be observed in Fig. 6.2 for 5′ UTR CGG repeats, CDS CAG 
repeats, GAA intron repeats, and 3′ UTR CTG repeats.

The dynamic character of microsatellite instability has named the expanded 
unstable repeats as dynamic mutations. Normal alleles are usually stable in mitosis 
and meiosis. Although, in general, premutations do not associate with disease (one 
exception is FMR1 premutations; see Sect. 6.4.1.1), they present meiotic instability 
with high probability for expansion, transmitting a full mutation to the next genera-
tion. Full mutations may produce somatic mosaicism as they are mitotically 
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unstable, possibly experiencing somatic expansions or contractions. This dynamic 
nature of microsatellite expansion mutations has been also related to the severity of 
the disease. Long alleles may suffer intergeneration expansions becoming even lon-
ger. For many dynamic mutation diseases, depending on their pathophysiology 
mechanisms, longer alleles may associate with more severe phenotypes. These two 
observations combined lead to the paradigm of anticipation, which applies to cer-
tain diseases such as myotonic dystrophy (see Sect. 6.4.2), and predicts that in each 
generation the disease can have earlier onset and or more severe manifestation if the 
parental fully mutated allele has undergone further expansion.

Full mutations in distinct genes have been associated mostly with neurological 
disorders. In general, microsatellite expansion disorders have dominant inheritance 
patterns, except for certain ataxias caused by intronic repeat expansion, such as 
Friedreich ataxia, that show autosomal recessive inheritance (see Sect. 6.4.4). 
Taking into consideration that full mutations arise from length expansion of unsta-
ble premutations of transcribed microsatellite that is highly polymorphic in the gen-
eral population, full mutation-associated phenotypes can be classified as follows. 
Rare fragile sites with or without neurodevelopmental disorders presenting 
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Fig. 6.2 Diagram of gene segments, microsatellite motifs and allele classes in four groups of 
unstable repeats associated with disease. A diagram of a hypothetical gene with three exons and 
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totypes selected are 5′ UTR (CGG)n in the FMR1 gene, intronic (GAA)n in FXN, CDS (CAG)n in 
HTT and 3′ UTR (CTG)n in DMPK, showing the allele classes of normal, premutation and full 
mutation, and respective repeat number ranges related to the pathologies: fragile X syndrome 
(FXS), Friedreich ataxia (FRDA), Huntington disease (HD) and type 1 myotonic dystrophy 
(DM1), respectively. FMR1 has also the intermediate allele class
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intellectual disability and behavior deficits are in general the manifestation of full 
mutations of untranslated CGG/GCC in the 5′ UTR of genes, associated with pro-
moter cytosine methylation. Neuromuscular disorders comprehend expanded unsta-
ble alleles of (1) CGG repeats in the 5′ UTR with non-methylated cytosines; (2) 
CAG repeats translated into polyglutamine tracts; (3) untranslated CTG repeats in 
3′ UTR; and (4) a variety of intronic repeat motifs [23]. Disorders that fit to this 
classification are listed in Table 6.1. However, different reports present exceptions 
for this classification, such as expansions of minisatellite instead of microsatellite 
and location of the repeats near the promoter upstream the transcription start site, 
and will be highlighted at the end of the following sections. Each following 
Sects. (6.4.1, 6.4.2, 6.4.3 and 6.4.4) will describe a prototype disease of a microsat-
ellite motif found in a gene specific location (5′ UTR, 3′ UTR, CDS and intron, 
respectively).

6.4.1  5′UTR CGG/GCC Repeats and Rare Chromosomal 
Fragile Sites

Cells in culture when exposed to chemical reagents that induce a perturbation of the 
DNA replication process may develop chromosomal fragile sites, which are gaps, 
constrictions or breaks on metaphase chromosomes, observed by optical micros-
copy. According to their frequency in the general population, fragile sites classify as 
common or rare. Common fragile sites can be observed in all chromosomes often 
induced by aphidicolin or 5-azacytidine, whereas rare fragile sites appear in up to 5% 
of the population, being either inherited from one of the parents or originate de novo.

The majority of rare fragile sites develops in vitro under conditions of folate 
deficiency or inhibition of folate metabolism inducing DNA replication stress. 
Differently from common fragile sites that are generally coincident with AT-rich 
DNA regions, many folate-sensitive fragile sites have been associated with expan-
sions of microsatellites of CGG/GCC trinucleotide motifs. These tandem repeats 
locate in the 5′ UTR of genes and show length polymorphism in the general popula-
tion. Some CGG/GCC expansions in the 5′ UTR of genes associate with disease, 
mostly neurodevelopmental disorders (Table 6.1).

FRAXA (Xq27.3) was the first rare fragile site that has been related to CGG 
repeat expansions, which locate in the first exon of the FMR1 gene. FRAXA had 
been studied as a marker that segregated linked to a mutation that cause the most 
common inherited form of intellectual disability among men, fragile X syndrome 
(FXS; MIM 300624), denominated according to the fragile site. For decades before 
the cloning of the FMR1 gene, cytogenetic analysis has been performed to diagnose 
FXS until the identification that FRAXA was due to expansions to more than 200 
CGG repeats in the 5′ UTR of FMR1, the allele category named full mutation. The 
number of FMR1 CGG repeats varies between 6 and 44 in the general population, 
whereas full mutations harbor more than 200 CGG repeats and cause FXS (Fig. 6.2). 
FMR1 promoter has been characterized as a CpG island (see Chap. 4) that extends 
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Table 6.1 Rare fragile sites and clinical conditions associated with expansions of transcribed 
polymorphic microsatellites

5′ UTR CGG/GCC repeat expansion associated with chromatin 
condensation - Fragile sites (disease) MIMa Geneb

FRA10A 608866 FRA10AC1

FRA11A 616109 C11ORF80

FRA11B (Jacobsen syndrome) 147791 CBL

FRA12A (intellectual disability) 136630 DIP2B

FRA22A 138981 CSNK1E

FRAXA (fragile X syndrome) 300624 FMR1

FRAXE (FRAXE intellectual disability) 309548 AFF2

FRAXF 300031 TMEM185A

5′ UTR CGG repeat expansion with no evidence of cytosine methylation
Fragile X-associated primary ovarian insufficiency (FXPOI) 311360 FMR1

Fragile X-associated tremor and ataxia syndrome (FXTAS) 300623 FMR1

Neuronal intranuclear inclusion disease (NIID) 603472 NOTCH2NLC

Oculopharyngodistal myopathy 1 (OCPDM1) 164310 LRP12

Oculopharyngodistal myopathy 2 (OCPDM2) 618940 GIPC1

Oculopharyngeal myopathy with leukoencephalopathy (OPML) 618637 NUTM2B-AS1

3′ UTR CTG repeat expansion
Myotonic dystrophy, type 1 (DM1) 160900 DMPK

Spinocerebellar ataxia type 8 (SCA8) 608768 ATXN8

Translated CAG repeat expansion
Dentatorubro pallidoluysian atrophy (DRPLA; Haw-River syndrome) 125370 ATN1

Huntington disease (HD) 143100 HTT

Huntington disease-like 2 (HDL2) [CTG]/[CAG]c 606438 JPH3

Spinal and bulbar muscular atrophy (SBMA) 313200 AR

Spinocerebellar ataxia type 1 (SCA1) 164400 ATXN1

Spinocerebellar ataxia type 2 (SCA2) 183090 ATXN2

Spinocerebellar ataxia type 3 (SCA3; Machado-Joseph disease) 109150 ATXN3

Spinocerebellar ataxia type 6 (SCA6) 183086 CACNA1A

Spinocerebellar ataxia type 7 (SCA7) 164500 ATXN7

Spinocerebellar ataxia type 12 (SCA12) 604326 PPP2R2B

Spinocerebellar ataxia type 17 (SCA17) 607136 TBP

Intronic repeat expansion [repeat motif]
Trinucleotide motif

Friedreich Ataxia (FRDA) [GAA] 229300 FXN

Fuchs endothelial corneal dystrophy 3 (FECD3) [CTG] 613267 TCF4

Tetranucleotide motif

Myotonic dystrophy, type 2 (DM2) [CCTG] 602688 CNBP

Pentanucleotide motif

Benign adult familial myoclonic epilepsy (BAFME1)/Familial adult 
myoclonic epilepsy (FAME1) [TTTTA and TTTCA]

601068 SAMD12

BAFME2/FAME2 [TTTTA and TTTCA] 607876 STARD7
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along its first exon, which contains the CGG microsatellite. FMR1 CpG island cyto-
sines are methylated in fully mutated alleles, including the cytosines of the tandem 
repeats, coincident with gain of repressive histone marks (H3K9 and H3K27 tri-
methylation), epigenetic modifications thought to be acquired in developmentally 
regulated processes leading to the transcription repression of the gene and the ype 
([23]; see Sect. 6.4.1.1). Two other allele classes have been defined according to the 
instability of FMR1 repeats: intermediate (gray-zone) alleles have 45–54 CGG 
repeats, and premutations, 55–200 trinucleotides (Fig. 6.2). The intermediate-allele 
class, though absent in the allele classification of other dynamic mutation loci, has 

Table 6.1 (continued)

5′ UTR CGG/GCC repeat expansion associated with chromatin 
condensation - Fragile sites (disease) MIMa Geneb

BAFME3/FAME3 [TTTTA and TTTCA] 613608 MARCH6

BAFME4/FAME4 [TTTTA and TTTCA] 615127 YEATS2

BAFME6/FAME6 [TTTTA and TTTCA] 618087 TNRC6A

BAFME7/FAME7 [TTTTA and TTTCA] 61875 RAPGEF2

Cerebellar ataxia, neuropathy, vestibular areflexia syndrome 
(CANVAS) [AAGGG]

614575 RFC1

Spinocerebellar ataxia type 10 (SCA10) [ATTCT] 603516 ATXN10

Spinocerebellar ataxia type 31(SCA31) [TGGAA] 117210 BEAN1

Spinocerebellar ataxia type 37 (SCA37) [ATTTC] 615945 DAB1

Hexanucleotide motif

Amyotrophic lateral sclerosis/frontotemporal dementia (ALS/FTD) 
[GGGGCC]

105550 C9ORF72

Spinocerebellar ataxia type 36 (SCA36) [GGCCTG] 614153 NOP56

X-linked dystonia parkinsonism (XDP) [CCCTCT] 314250 TAF1
aMIM: Inheritance in Man (https://omim.org/)
bGene names: AFF2 (AF4/FMR2 family member 2); AR (Androgen receptor); ATN1 (Atrophin1); 
ATXN1 (Ataxin 1); ATXN2 (Ataxin 2); ATXN3 (Ataxin 3); ATXN7 (Ataxin 7); ATXN8 (Ataxin 8); 
ATXN10 (Ataxin 10); BEAN1 (Brain expressed associated with NEDD4 1); C11ORF80 
(Chromosome 11 open reading frame 80); C9ORF72 (C9ORF72-SMCR8 complex subunit); 
CACNA1A (Calcium voltage-gated channel subunit alpha1 A); CBL (CBL proto-oncogene); 
CNBP (CCHC-type zinc finger nucleic acid binding protein); CSNK1E (Casein kinase 1 epsilon); 
DAB1 (DAB adaptor protein 1); DIP2B (Disco interacting protei 2 homolog B); DMPK (DM1 
protein kinase); FMR1 (Fragile Mental Retardation 1); FRA10AC1 (FRA10A associated CGG 
repeat 1); FXN (Frataxin); GIPC1 (GIPC PDZ domain containing family member 1); HTT 
(Huntingtin); JPH3 (Junctophilin 3); LRP12 (LDL receptor related protein 12); MARCHF6 
(Membrane associated ring-CH-type finger 6); NOP56 (NOP56 ribonucleoprotein); NOTCH2NLC 
(NOTCH2 N-terminal-like C); NUTM2B-AS1 (NUTM2B antisense RNA1); PPP2R2B (Protein 
phosphatase 2 regulatory subunit Bbeta); RAPGEF2 (Rap guanine nucleotide exchange factor 2); 
RFC1 (Replication factor C subunit 1); SAMD12 (Sterile alpha motif domain containing 12); 
STARD7 (StAR-related lipid transfer domain containing 7); TAF1 (TATA-box binding protein 
associated factor 1); TBP (TATA-box binding protein); TCF4 (Transcription factor 4); TMEM185A 
(Transmembrane protein 185A); TNRC6A (Trinucleotide repeat containing adaptor 6A); YEATS2 
(YEATS domain containing 2)
cTrinucleotide repeats in an alternative coding exon. Gene has bidirectional transcription with pos-
sibility of translation of CTG repeat or CAG repeat in the complementary strand

6 Satellite and Tandem DNA Repeats in the Human Genome

https://omim.org/


194

been integrated to the categories of FMR1 repeats because the 45–54 repeat range 
has transitional instability. As normal alleles, intermediate alleles and premutations 
are non-methylated [2]. The repeat number range that classifies FRAXA normal, 
intermediate-premutation and full mutation (Fig.  6.2), although not exactly  the 
same, overlaps  the allele classes of other  fragile sites also  due to 5′ UTR CGG 
expansion. Of note, FMR1 normal alleles (including the commonest alleles with 29 
and 30 CGG repeats) have in general one AGG trinucleotide intercalating between 
series of 9 and 10 CGG repeats.

The mothers of fully mutated FXS boys are obligate carriers of a premutation. 
FMR1 premutations show meiotic instability and elevated odds to expand to full 
mutation in the ovaries, notably if uninterrupted by AGG units (pure tracts) and with 
more than 90 CGG repeats. Intermediate allele sizes overlap with the upper end of 
normal alleles and lower end of the premutation range. Intergenerational small con-
tractions or expansions of CGG repeats of alleles within the normal range, intermedi-
ate range or lower-end premutation have frequently lost AGG interruptions, or have a 
single interruption followed by a long uninterrupted stretch of CGG repeats in its 3′ 
end [2].

FRAXA can be observed only in metaphase X-chromosomes of carriers of the 
FMR1 full mutation, as its cytogenetic expression requires the full mutation, chro-
matin condensation and late DNA replication. The processes of chromatin conden-
sation and gene transcriptional repression are common to 5′ UTR CGG expansions 
to more than 200 repeats. Therefore, considering the known features of folate- 
sensitive fragile sites, novel 5′ UTR CGG expansions can be identified. A large 
(>20,000 individuals) whole genome survey on promoter methylation events identi-
fied 25 loci with rare hypermethylation coincident with unstable CGG tandem 
repeats. Eight of them overlap rare fragile site mapping: FRA1M (ABCD3; ATP- 
binding cassette subfamily D member 3), FRA2B (BCL2L11; BCL2-like 11), 
FRA5G (FAM193B; Family with sequence similarity 193 member B), FRA8A 
(FZD6; Frizzled class receptor 6), FRA9A (C9ORF72; C9ORF72-SMCR8 com-
plex subunit), FRA19B (LINGO3; Leucine-rich repeat and Ig domain containing 3), 
FRA20A (RALGAPA2; Ral GTPase activating protein catalytic subunit alpha 2) and 
FRA22A (CSNK1E; Casein kinase 1 epsilon). Of note, FRA9A is coincident with 
the C9ORF72 gene that has intronic hexanucleotide repeats expanded in amyo-
trophic lateral sclerosis (ALS; Table 6.1). Further analysis on FRA22A-expressing 
individuals confirmed the CGG repeat expansion in the 5′ UTR of the gene CSNK1E 
causing this fragile site (Table 6.1). Thus, testing the other seven fragile sites for 
CGG repeat expansions in the respective genes is likely to add to the growing list of 
rare folate-sensitive fragile sites caused by unstable repeats [8].

Among folate-sensitive fragile sites previously characterized at the molecular 
level, expansions of CGG repeats have been also observed in gene’s first introns. 
FRA7A (MIM 616181) has expanded CGG repeats in the first intron of the ZNF713 
(Zinc finger protein 713) gene, related to autism spectrum disorder and transcription 
repression due to hypermethylation, and FRA2A (MIM 601464) corresponds to 
CGG expansion in an alternative CpG island promoter in the second intron of the 
AFF3 (AF4/FMR2 family member 3) gene [8]. Methylation assay results have not 
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been consistent among individuals that express FRA2A. Moreover, a condition of 
early onset global developmental delay with progressive ataxia and elevated gluta-
mine (MIM 614812) has been reported in three unrelated individuals that present 
large expansions in the 5′UTR GCA repeats in the GLS (Glutaminase) gene in 
homozygosity or compound heterozygosity, without fragile site detection.

Few reports on repeat expansions in the 5′ UTR or upstream also differ in some 
aspects from the description in this section. Progressive myoclonic epilepsy type 1 
(EPM1; MIM 254800; EPM of Unverricht and Lundborg type, [23]), Richieri- 
Costa- Pereira syndrome (RCPS; MIM 268305, [7]) and Baratela-Scott syndrome 
(BSS; Desbuquois dysplasia 2, MIM 615777, [14]) have autosomal recessive inher-
itance. EPM1 and RCPS are due to expansion of minisatellites; EPM1 and BSS 
relate to non-transcribed repeats located in gene promoter upstream of the transcrip-
tion start sites; and RCPS and BSS are skeletal dysplasia disorders. It is possible 
that, according to the tissue expression pattern of these genes and period of develop-
ment affected by its loss of function, haplosufficiency should explain the functional 
availability of the respective mRNA and protein. Moreover, transcription start sites 
can be altered due to expanded repeats in the 5′ end of the gene, as reported for 
FXS. Hence, as these diseases are rare, it is early to assume that their promoter- 
associated repeats are not transcribed upon expansion (see Chap. 4).

EPM1 is a rare condition, with childhood to adolescence onset that occurs more 
commonly in Finland and western Mediterranean. It is characterized by stimulus- 
sensitive myoclonus and tonic-clonic seizures that may progress to intellectual disabil-
ity and cerebellar ataxia. EPM1 is most frequently due to expansion of a 12-mer 
minisatellite repeat in the promoter region of the CSTB (Cystatyn B) gene. While nor-
mal alleles contain 2–3 copies of the minisatellite motif (CCCCGCCCCGCG), affected 
individuals harbor alleles with 30–78 repeats in homozygosity, reducing the amount of 
CSTB mRNA. Premutations with 12–17 repeats, although non- penetrant, are unstable 
and prone to intergenerational expansion [23, 24].

RCPS, a craniofacial disorder associated with limb defects described in Brazilian 
patients, is due to expansion of 18- to 20-mer minisatellite sequence in the 5′ UTR 
of the EIF4A3 (Eukaryotic translation initiation factor 4A3) gene, from 5 to 12 
repeats in the normal range to 14 or 16 repeats in homozygosity in patients. Expanded 
alleles associate with transcription attenuation  [7]. An additional example not 
entirely concordant with the model for microsatellite expansions is BSS, a rare dis-
order characterized by short stature with skeletal dysplasia, facial dysmorphisms, 
and developmental delay. It has been recently described that the most common 
genetic cause of this syndrome is CGG repeat expansions in the promoter of the 
XYLT1 (Xylosyltransferase 1) gene, associated with hypermethylation of its cyto-
sines and transcription repression [14]. This expansion is coincident with the one 
reported in 1995 for FRA16A fragile site [19]. These three examples illustrate that 
not only microsatellite may undergo expansions in the 5′ UTR of genes causing 
disease, but also minisatellites, and that repeats located upstream of the transcription 
start site can also affect transcription.

Moreover, expansion of non-transcribed minisatellite sequences has been associ-
ated with the rare fragile site FRA16B.  The cytogenetic expression of FRA16B 
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(MIM 136580) is sensitive to chemicals that bind to AT-rich regions of DNA, and 
this clinically unrelated fragile site is due to the expansion of a 33-bp minisatellite 
repeat at 16q22.1 to 15–70 kb in size. As this expansion is present in heterozygosity 
in approximately 5% of individuals with European descent, FRA16B is believed to 
be the most common among rare fragile sites.

6.4.1.1  One Family, Three Generations, Three Distinct 
Clinical Conditions

Expansions of CGG trinucleotides in the 5′ UTR of the FMR1 gene may associate 
with at least three clinically distinct conditions in the same family: FXS, fragile 
X-associated primary ovarian insufficiency (FXPOI; MIM 311360) and fragile 
X-associated tremor and ataxia syndrome (FXTAS; MIM 300623). While there is 
no clear evidence for association of intermediate alleles with a clinical phenotype, 
FMR1 premutations may cause both, FXPOI and FXTAS. Moreover, a forth condi-
tion has been recently suggested to occur in individuals with premutated alleles and 
has received the acronym FXAND, standing for fragile X-associated neuropsychi-
atric disorders. Remarkably, the individuals affected by these distinct disorders do 
not show random positions in a FXS genealogy. FXPOI and FXTAS patients are 
most invariably the mother and maternal grandfather of a FXS boy, respectively. 
Although FXAND has not yet been widely studied, it is believed to affect different 
generations of premutation carriers (Fig. 6.3).

FXS is the most frequent inherited cause of intellectual disability among men. It 
is a clinically variable neurodevelopmental disorder affecting multiple aspects of 
the individual functioning. FMR1 maps to Xq27.3 and FXS has X-linked dominant 
inheritance pattern. Due to X-chromosome inactivation in females (see Chap. 2), 
the manifestation of FXS among females tend to be relatively milder than among 
males. The Fragile X Online Registry With Accessible Research Database 
(FORWARD) integrates data from the Fragile X Clinic and Research Consortium 
(National Fragile X Foundation, VA, USA). Its data (78% males) refer thus only to 
those patients that more probably need consistent longitudinal clinical follow-up, 
with a trend to overrepresent more severe cases attended at a specialized clinic. In 
the FORWARD analysis with 362 male and 106 female individuals, carriers of the 
FMR1 full mutation, older than 7 years, 99.4% and 78.3% presented intellectual 
disability, respectively. In comparison to female individuals, intellectual disability 
among males were more frequently moderate (59.9% and 12.3%), severe (12.4% 
and 1.9%), or profound (0.6% and 0%). Females had more borderline intellectual 
disability (31.1%) than males (3.6%), and mild cases ranged from 22.9% (females) 
to 33% (males). Among 162 male and 41 female individuals, carriers of a full muta-
tion, under 7 years of age, development delay was present in all males and 71% 
females [26].

Most FXS patients meet the diagnostic criteria for attention-deficit/hyperactiv-
ity disorder (ADHD), presenting attention problems, hyperactivity and or 
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impulsivity, and the criteria for anxiety disorder. The clinic-based FORWARD 
study diagnosed autism spectrum disorders (ASD) in 49.9% (N = 224/449) and 
16.9% (N = 23/136) of respectively male and female individuals, carriers of full 
mutations and older than 3 years of age [26]. Although earlier studies probably 
overestimated the contribution of FXS to the overall incidence of ASD among 
boys (nearly 6%), more recent studies disclosed an approximate rate of 0.5%, 
most likely due to better clinical recognition of ASD and genetic diagnosis 
employing next-generation sequencing and comparative genomic hybridizations 
techniques (see Chaps. 3 and 9). The comorbidity of FXS and ASD increases the 
severity of cognitive and behavioral problems when compared to FXS without 
ASD  [13]. Moreover, few female (6%) and male (14%) FXS patients develop 
seizures that manifest as developmental- behavioral comorbidity, generally not 
refractory to medication [3].

Finally, general physical features are commonly present in FXS male and 
female individuals, such as high-arched palate, long narrow face, macrocephaly, 
prominent jaw, prominent ears; macroorchidism in pubertal and post-pubertal 
males; joint hypermobility, pectus excavatum, flat feet, scoliosis; aortic root dila-
tion, mitral valve prolapse; recurrent otitis media; strabismus and refractive 
visual errors [26].

Primary ovarian insufficiency (POI) is defined as 6 months of amenorrhea in 
women under 40  years of age, presenting elevated follicle-stimulating hormone 
(FSH) and low estradiol levels, arising as consequence of genetic or non-genetic 
factors that result in decreased initial primordial follicle number, increase in folli-
cle apoptosis or a failure of the follicle to respond to gonadotrophin stimulation. It 
has been estimated that nearly 16% of women with the FMR1 premutation develop 
FXPOI. Notably, women without FXPOI, carriers of the FMR1 premutation, tend 
to present menopause earlier than their sisters homozygous for normal alleles. In 
addition, a subset of women with age lower than 40 and the FMR1 premutation 
may have high FSH levels and regular menses, characterizing subclinical ovarian 
failure [2, 29].

FXTAS is a late-onset, neurodegenerative condition that affects mostly men, 
characterized by progressive intention tremor, gait ataxia, cognitive decline, periph-
eral neuropathy and autonomic dysfunction. The mean age at onset of tremor has 
been reported to be nearly 62  years (39–78) and of gait ataxia 63  years of age 
(47–78). Cognitive decline and behavioral problems have been observed in FMR1 
premutation carriers with or without FXTAS [9, 23, 24]. FMR1 CGG repeat length 
correlates with age at onset of FXTAS motor signs and cognitive decline, but not 
with severity, consisting an example of clinical anticipation. Evidence indicates that 
a subset of male and female premutation carriers may present isolated neuropsychi-
atric conditions (anxiety, depression, ADHD, social deficits, ASD, obsessive- 
compulsive disorders) that led to the proposal of FXAND, which typically has 
earlier onset than FXTAS, affecting both children and adults.
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6.4.1.2  Genetic Pathophysiology of FMR1 Premutation

The postmortem assessment of FXTAS patient central nervous system disclosed 
demyelination in white matter from cerebrum and cerebellum, spongiform intercel-
lular edema in the middle cerebellar peduncles, as well as intranuclear, eosinophilic, 
ubiquitin-positive inclusions in neurons and astrocytes, in spinal cord, cerebellum 
and brain. These neuronal inclusions contain FMR1 mRNA, and the inclusion 
amount correlates with FMR1 CGG repeat number  [9]. Although no significant 
alteration in FMRP protein levels is generally observed in FXTAS samples, but a 
mild decrease in its amount, FMR1 mRNA levels are consistently increased 
(Fig.  6.3). This led to the proposition of a toxic RNA model, similar to the one 
described for myotonic dystrophy (see Sect. 6.4.2), in which CGG repeats would 
hamper RNA polymerase II progression, signaling to a feedback response to 
increase FMR1 transcription. The RNA with the expanded repeats would bind non-
specifically to regulatory proteins, originating the inclusions. The misregulation of 
those RNA-binding regulators would in turn disrupt cellular mechanisms, including 
splicing. Fmr1 knock-in mice expressing 98 CGG repeats and Drosophila melano-
gaster mutants with long CGG repetitive tracts show high levels of Fmr1 mRNA 
and neuronal inclusions, corroborating the proposed model [23].

The toxic gain-of-function RNA model is further supported by a recognized 
unconventional mode of translation, termed repeat-associated non-AUG-initiated 
(RAN) translation, up-regulated after FMR1 mRNA accumulation. RAN translation 
applied to microsatellites involves production of poly-amino acid-containing pep-
tides, notably for trinucleotide motifs and poly-dipeptide for hexanucleotide motifs. 
As the inclusions described in FXTAS tissue resemble inclusions from protein gain- 
of- function-mediated neurodegenerative disorders (see Sect. 6.4.3), FMR1 RAN 
translation has been demonstrated starting upstream of the CGG repeats, expressing 
a peptide with predicted mass of 11.5 kDa. The peptide, named FMRpolyGly, con-
tains an N-terminal poly-glycine (polyGly) stretch followed by a 42-amino acid 
carboxyl terminal domain, out of frame with the downstream FMRP start codon. 
That is thus considered an upstream open reading frame (uORF) that is actually 
translated (see Chap. 4). Although FMRpolyGly can be expressed in low quantities 
by FMR1 common-intermediate alleles, its amount is significantly increased in cells 
with a premutation. In normal-intermediate alleles, CGG uORF should serve as a 
translational control of the main ORF. FMRpolyGly has been described in FXTAS 
intranuclear inclusions, and appears to induce ubiquitin-proteasome system impair-
ment in insect cells [20, 24].

Studies indicated a non-linear relationship between FXPOI risk and CGG repeat 
number within the premutation range, with 89 CGG repeats correlating more 
strongly with FXPOI risk than lower or higher ends of the premutation class. In 
addition, altered menstrual cycle traits, subfertility and dizygotic twinning associate 
with alleles with 80–99 repeats  [2]. A knock-in mouse model expressing Fmr1 
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(CGG)90 premutation mRNA showed reduced number of growing follicles in ova-
ries [17], while the expression of an allele with 130 repeats by another mouse model 
associated with faster loss of follicles [10]. These mice have a normal primordial 
follicle pool, which is depleted more quickly than in the wild-type mice. Therefore, 
two molecular models have been proposed: one mediated by (CGG)80–99 causing 
reduction of fetal ovarian follicle numbers and another with (CGG)100–200 associated 
with follicle atresia [25]. The observation of nuclear ubiquitin- and FMRpolyGly- 
positive inclusions in the ovary of a FXPOI patient indicates that FXPOI and FXTAS 
should arise by similar pathogenic mechanisms [6].

Recent works have based on the knowledge of the pathophysiology of FXTAS 
and its clinical and pathological similarities with neuronal intranuclear inclusion 
disease (NIID) to search for CGG repeats causing this pathology. CGG expansions 
in the 5′ UTR of the NOTCH2NLC (Notch2 N-terminal-like C) gene to the size 
observed in FMR1 premutations (90–180) were detected in NIID patients, whereas 
control individuals had 9–43 repeats (Table 6.1) [12].

6.4.2  3′UTR CTG repeats and Type 1 Myotonic Dystrophy

Type 1 myotonic dystrophy (DM1) is the most common form of adult muscular 
dystrophy and is caused by expansion of CTG repeats in the 3′ UTR of the DMPK 
(DM1 protein kinase) gene. Type 2 myotonic dystrophy (DM2), less frequent and 
severe than DM1, also results from unstable microsatellite expansion but of tet-
ranucleotide CCTG repeats in intron 1 of the CNBP (CCHC-type zinc finger 
nucleic acid binding protein) gene (Table 6.1). DM1 and DM2 comprise a group 
of multisystem diseases with autosomal dominant inheritance, characterized by 
the core features of myotonia, muscle weakness, muscular dystrophy, early-onset 
cataracts (before 50  years), cardiac conduction defects and endocrine 
disorders [27].

Genetic anticipation is classically observed in DM1 (Fig. 6.3). The clinical find-
ings between ages 20 and 70 years for carriers of alleles with 50–100 repeats gener-
ally include cataracts before age 50 and mild myotonia. Individuals with 10–30 years 
and 50–1,000 repeats may present early cataracts, distal weakness, myotonia, tem-
poromandibular wasting, ptosis, balding, excessive daytime sleepiness, central 
obstructive sleep apnea, respiratory failure, cardiac conduction abnormalities, insu-
lin resistance, mood disorders, and or mild intellectual deficits. DM1 with child-
hood onset (1–10  years; 50–1,000 repeats) may aggravate myotonia with facial 
weakness and dysarthria, cardiac conduction defects as well as intellectual disabil-
ity. Congenital DM1 (>1,000 repeats) may present prenatally with polyhydramnios, 
and at birth with hypotonia, severe weakness, respiratory failure, cardiopulmonary 
complications, cerebral atrophy, and enlarged cerebral ventricles. In addition, a bias 
towards maternal transmission of expanded alleles has been observed in DM1, a 
feature common to other unstable repeat disorders [27].
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The molecular pathophysiology of DM1 is similar to the one described for 
FXTAS mediated by intracellular accumulation of mRNA produced by the gene 
that harbors the trinucleotide repeats in nuclear ubiquitin-positive inclusions and a 
toxic gain of function  [15]. In fact, this model was first established for DM1- 
associated DMPK expanded CTG repeats and later tested in other diseases that 
course with increased repeat-containing mRNA and intracellular inclusions (see 
Sect. 6.4.1.2) [12]. Therefore, the mechanistic model of DM1 is the prototype of 
RNA gain-of-function pathogenesis, and has been considered and tested in spino-
cerebellar ataxia (SCA) 8 (SCA8), which is also due to repeat expansion in the 3′ 
UTR of a gene (ATXN8), and other pathologies of untranslated repeats as intron 
repeat expansion diseases (SCA31, SCA36, FECD3, ALS/FTD, and DM2), and 
HDL2, besides FXTAS and NIID (Table 6.1; Sect. 6.4.1.2). It is relevant to high-
light that HDL2 is owing to CTG repeats in an alternative exon of JPH3. When 
skipped the exon is considered an intron, as the length extension may weaken its 
recognition as exon by the spliceosome. Thus, if HDL2 is mediated by mRNA tox-
icity it could possibly be by an intron-related mechanism. Although it is well 
accepted that DM1 major mechanism is mediated by DMPK mRNA (see below), 
relative reduction of the encoded protein has been in general observed for DMPK 
and several other unstably mutated genes. Moreover, while proteotoxicity and RAN 
translation are not believed to play major roles in DM1, they are widely accepted for 
the pathogenesis of diseases such as ALS/FTD, in addition to the RNA toxic-
ity [23, 24].

Nuclear proteins playing regulatory roles in pre-mRNA splicing have been 
shown to be entrapped in DMPK mRNA-containing inclusions. This model has 
been extensively tested in DM1 tissues and experimental systems, and identified 
Muscleblind (MBNL) family members as major proteins sequestered into nuclear 
inclusions, and upregulation of CUG RNA-binding protein Elav-like family mem-
ber 1 (CELF1), two important splicing regulators (Fig. 6.3). MBNL activity appears 
key in maintaining the expression of mRNA encoding proteins with essential roles 
for the adult muscle phenotype. The combinatorial effect of down-regulated MBNL 
and up-regulated CELF results in a muscle expression profile consistent with the 
fetal stage leading to loss of cell viability and function [23, 24].

Different therapeutic methods have been tested in animal models for the major 
uncontrolled targets related to DM1: RNA interference (RNAi) to reduce DMPK 
mRNA levels; chemicals as oligonucleotide or morpholino that block the CUG- 
repeat RNA or chimeric site-specific oligonucleotides that recruit RNAse H cleav-
ing the repeat sequence; antisense oligonucleotide for splice site selection regulation 
in MBNL/CELF-specific pre-mRNA target relevant to control myotonia; and resto-
ration of MBNL function by miRNA sponge or antagomir interfering in its related 
microRNA  [21]. It is expected that successful therapeutic preclinical trials will 
move ahead into clinical trials. Oligonucleotide-based therapies recently approved 
for spinal muscular atrophy (see Chap. 4) and Duchenne muscular dystrophy are 
highly inspiring and motivating for the research field of DM1 and other unstable 
repeat disorders mediated by RNA toxicity.
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6.4.3   Translated CAG Repeats

Common features of unstable translated CAG alleles are the dominant inheritance 
pattern and the synthesis of the encoded protein expressing extended polyglutamine 
tracts prone to form insoluble aggregates beyond 35–40 repeats. Aggregated poly-
glutamine proteins are seen as cytoplasmic or nuclear inclusions that are positive for 
ubiquitin suggestive of unfolded proteins. Impairment in ubiquitin-proteasome path-
way as well as mitochondria dysfunction are also frequent features. In different 
study systems, expression of large polyglutamine expansions without the whole pro-
tein context is sufficient to elicit inclusion formation and neurodegeneration [23]. 
Moreover, RAN translation was demonstrated for the HTT (Huntingtin) gene, 
mutated in Huntington disease (Table 6.1), producing peptides in different frames by 
the sense (CAG) or antisense (CTG) strands. Preliminary data show that polygluta-
mine, polyserine, polyalanine, polycysteine or polyleucine peptides enhance early in 
HD brain inclusions and disrupt nucleocytoplasmic transport. Polyglutamine inclu-
sions in addition to the encoded protein-specific dysfunctions associate in the patho-
genesis of unstable translated CAG repeats [24].

An additional mechanism related to the expression of CDS CAG repeats has 
been described for the CACNA1A (Calcium voltage-gated channel subunit alpha1 
A) gene, which contains CDS CAG repeats, expanded in SCA6 patients. Its mRNA 
is bicistronic, encoding the pore-forming calcium channel expressed in cerebellum 
through canonical, cap-dependent translation, and a novel transcription factor con-
taining polyglutamine (pQ-TF) by internal ribosome entry site (IRES)-mediated 
translation from at least one alternatively spliced transcript (see Chap. 4). In search 
for a therapeutic strategy for SCA6, silencing the full-length CACNA1A mRNA 
would result in the loss of the calcium channel in the cerebellum. Hence, the IRES 
controlling the pQ-TF expression arises as a plausible candidate target for selective 
silencing as a therapeutic intervention for SCA6 [22].

A distinct subset of genes has trinucleotide repeats coding for polyalanine tracts 
of nuclear proteins, mostly transcription factors. Expansion of polyalanines in the 
protein associates with disease. However, differently from the loci related to the 
dynamic mutation clinical phenotypes mentioned so far, the alanine codons are not 
polymorphic in unaffected individuals. The expanded polyalanine tracts should 
result most likely from a short DNA segmental duplication in heterozygosity extend-
ing the region of codons for alanine. Nevertheless, the pathophysiological mecha-
nisms leading to disease in polylanine expansion conditions appear similar to those 
of expanded polyglutamine-mediated disorders  [11]. Some known polyalanine 
expansion disorders and their respective mutated genes (in brackets) include: syn-
polydactyly type II (MIM 186000; HOXD13 - Homeobox D13 - gene); hand- foot- 
genital syndrome (MIM 140000; HOXA13 - Homeobox A13 - gene); early infantile 
epileptic encephalopathy with suppression burst (Ohtahara syndrome, MIM 308350) 
or infantile epileptic-dyskinetic encephalopathy without obvious brain malforma-
tion (Partington syndrome, MIM 309510) both involving the ARX  - Aristaless-
related homeobox  - gene; congenital central hypoventilation syndrome (MIM 
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209880; PHOX2B - Paired-like homeobox 2B - gene); X-linked intellectual disabil-
ity with hypopituitarism (MIM 300123; SOX3  - SRY-box transcription factor 3  - 
gene); holoprosencephaly (MIM 186000; ZIC2  - Zic family member 3  - gene); 
cleidocranial dysplasia (MIM 119600; RUNX2 - RUNX family transcription factor 
2 - gene); blepharophimosis– ptosis–epicanthus inversus syndrome (MIM 110100; 
FOXL2 - Forkhead box 2 - gene); and oculopharyngeal muscular dystrophy (MIM 
164300; PABPN1 - Poly-A binding protein nuclear 1 - gene).

6.4.4  Expansion of Intronic Tri-, Tetra-, Penta- 
and Hexanucleotide Repeats

Recently, intronic microsatellite expansions have been frequently reported for the 
etiology of diseases since its first association with a neurologic disease (Friedreich 
ataxia, FRDA) in 1996, constituting today the gene location with more known 
examples of disease-associated unstable repeats, including six forms of familial 
myoclonic epilepsy, three types of SCAs, and the most common genetic cause of 
ALS. There are different microsatellite motifs with tri-, tetra-, penta- and hexanu-
cleotides involved in unstable intronic expansions (Table  6.1). This diversity of 
motifs and clinical associations is probably due to lesser evolutionary constraints in 
introns, their larger sizes (25% of the human genome, see Chap. 1), high rates of 
tandem repeat homing (see Sect. 6.3), and regulatory functions in splicing (see 
Chap. 4). Remarkably, in eight out of 16 intronic loci listed on Table 6.1 the micro-
satellite is within the gene’s first (N = 7) or second (N = 1) introns, which should 
possibly have additional transcription regulatory roles. It is also important to empha-
size that in the TAF1 (TATA-box binding protein associated factor 1) gene the hexa-
nucleotides are part of a retroelement SVA (see Sect. 6.3 and Chap. 8) in intron 32, 
causing X-linked dystonia Parkinsonism, a form of dystonia observed with high 
frequency and founder effect in the Panay population, Philippines [4]. Association 
with transposable elements is a common feature of tandem repeats, also reported for 
other unstable repeat loci described here such as those involved in myoclonic epi-
lepsy. Furthermore, fragile sites FRA2A and FRA7A have unstable repeats in gene’s 
second and first introns, respectively, but have not been listed on Table 6.1, because 
they do not follow the classification criteria adopted here (see Sect. 6.4.1). 
Nevertheless, it should be noticed that for the vast majority of the diseases recog-
nized today as the product of unstable repeat expansions (nearly 70%) the microsat-
ellite (or minisatellite; see Sect. 6.4.1) resides in the 5′ part of the gene, from the 
promoter associated with the gene (mostly CpG islands) to the first or second 
introns. This generalization logically includes repeats upstream of the promoter that 
are not necessarily transcribed (see Sect. 6.4.1). However, bidirectional transcrip-
tion (see Chaps. 4 and 5) has been a recurrent theme in the field of dynamic muta-
tions generating coding or noncoding transcripts (e.g., ALS/FTD, HDL2, OPML, 
SCA8; see Table  6.1). Yet, there is not enough evidence to suggest if repeat- 
containing anti-sense transcripts are beneficial or aggravate the pathology. As the 
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first intron of the gene is generally the largest and considerably long, tandem repeats 
in the 5′ extended portion of the gene can be involved in several steps of gene 
expression, as transcription, chromatin and splicing regulation, possibly also recur-
sive splicing of the first intron.

Among the diseases of intronic microsatellie expansions, FRDA and cerebellar 
ataxia, neuropathy, and vestibular areflexia (CANVAS) are two ataxia disorders 
with autosomal recessive inheritance, that manifest owing to expansions of trinucle-
otide GAA (FXN gene) and pentanucleotide AAGGG (RFC1 gene), respectively. 
Clinical anticipation is observed in FRDA genealogies, as patients with the classical 
form present before age 25 neurological signs of progressive ataxia, sensory loss 
and areflexia, and individuals with short GAA expansions should not manifest the 
disease until later when spasticity and hyperflexia, instead of areflexia, are more 
common. Additionally, FXN GAA repeat length shows a direct correlation with the 
probability of significant cardiac dysfunction [23].

Similar to FXS, FRDA manifests because of loss of function of its protein prod-
uct. In the FRDA case, there is partial loss of frataxin, which is required for mito-
chondria assembly of iron-sulphur clusters, preventing iron accumulation. 
Consequently, cells with FXN alleles with expanded GAA repeats in homozygosity 
show mitochondria dysfunction, decreased ATP production and increased levels of 
reactive oxygen species in the nervous system and heart. Long tracts of GAA repeats 
directly interfere in FXN transcription initiation and elongation or induce epigenetic 
silencing. Importantly, stable DNA-RNA hybrids containing the GAA repeats have 
been reported in vitro during FXN transcription elongation, significantly reducing 
the amount of frataxin [24]. Decreasing oxidative stress and iron accumulation, and 
improving mitochondria function are pharmacological targets for FRDA patients. 
Moreover, experimental genetic-based approaches aim at increasing cellular 
frataxin.

6.5  Final Remarks

Satellite DNA and tandem DNA repeats are frequently misassembled or missing in 
the human reference genome, and overlooked in disease association studies. 
Twenty years after the publication of the first human genome sequence draft, fin-
ishing it by bioinformatics and sequencing based on long-read alignment tools is 
now a reality to obtain complete, telomere-to-telomere sequences of human 
autosomes [18].

Similar strategies with limited samples of human individuals have recently clari-
fied different loci of human genome tandem repeats, by obtaining nearly 17,500 
haplotype-resolved STRs or VNTRs with respect to their orthologous alleles in 
three non-human primates. Nearly 1,400 non-redundant loci have been identified as 
human-specific expansions of tandem repeats (N = 1,021) and/or tandem repeats 
without evidence for their presence in non-human primates (N = 436). These loci 
were commonly enriched in C and G, intronic regions, and VNTRs (70%). The 
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tandem repeats are near genes with biological function overrepresented in the cen-
tral nervous system. Moreover, based on the premise that longer and purer tracts of 
microsatellites are more likely to undergo repeat expansions and potentially cause 
disease, the identification of such alleles by long-read sequencing may identify can-
didate loci for genetic instability [28].

The last decade has also brought considerable progress in understanding the 
pathophysiological mechanisms of neurological disorders caused by microsatellite 
expansions, remarkably for those mediated by RNA toxic gain of function and the 
description of RAN translation. Clinical and pathological similarities among neuro-
logical diseases have recently allowed identifying the genetic etiology of other con-
ditions by DNA long-read sequencing and analysis centered on specific repeat 
motifs. It is expected that disease etiology discovery will accelerate in coming years 
as various novel candidate loci have been recently disclosed. Finally, the pathoge-
netic models established are the foundation for pharmacological and molecular 
biology-based interference strategies in search for novel treatments.
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Chapter 7
Human Chromosome Telomeres

Florencia Barbé-Tuana, Lucas Kich Grun, Vinícius Pierdoná, 
Beatriz Cristina Dias de Oliveira, Stephany Cacete Paiva, 
Mark Ewusi Shiburah, Vítor Luiz da Silva, Edna Gicela Ortiz Morea, 
Verônica Silva Fontes, and Maria Isabel Nogueira Cano

7.1  Introduction

The discovery that telomeres, the terminal structures of eukaryotic chromosomes, 
have a role in controlling genomic stability and reflect an individual’s life experi-
ences adds an appeal for the study of these genomic sequences. Telomeres can work 
as mitotic clocks and sensors of individuals’ general health.

Telomeres are ribonucleoprotein complexes ranging in size from 10,000 to 
15,000 base pairs (bp) located at the end of linear chromosomes. They are formed 
by double-stranded non-coding repeated DNA sequences arranged in tandem, 
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which in mammals is composed of the TTAGGG hexamer. At the final 3′ portion, 
telomeres are composed of a guanine-rich single-stranded protrusion of 150–200 
nucleotides called the 3′G-overhang that forms a three-dimensional structure 
(t-loop) maintained by the shelterin protein complex. Shelterin has regulatory func-
tions over the telomeric length, repressing the pathways that induce a local DNA 
damage response (DDR) and DNA recombination. In this way, telomeres maintain 
cell integrity and stability, performing crucial genome protective functions.

Telomeres shorten in each cell division cycle due to the incomplete replication of 
linear DNA molecules, a phenomenon called “the end-replication problem.” The 
telomerase enzyme compensates for the loss of telomeric DNA by adding new 
TTAGGG sequences to every short telomere, in cell populations where the enzyme 
is expressed. However, in most adult somatic cells, telomerase activity is sup-
pressed. The physiological shortening of the telomeres occurs within each cell divi-
sion cycle, reflecting the proliferative history of the cell. The progressive shortening 
of telomeres can impair the tissue’s regenerative capacity and has been proposed as 
a representative feature of aging. Critically short telomeres induce DNA repair sig-
naling pathways and, if not repaired, can cause cell death by apoptosis or senescence.

In this chapter, we will cover the sequence and structure of human telomeres. We 
will discuss its unique synthesis and regulation from a molecular point of view. We 
will reveal how its length, not its sequence, reflects the biological rhythm at the cel-
lular level, and how its shortening is related to the appearance of diseases present in 
aging. In this context we will describe the telomeropathies, rare human syndromes 
caused by mutations in telomeric proteins and in components of the telomerase 
ribonucleoprotein structure, and how these mutations induce telomeric dysfunction 
and cause chronic diseases. Finally, this chapter describes therapeutic approaches 
targeting telomerase inhibition in tumoral cells.

7.2  History

Early observations marked the decade of the 1930s for the field of what we now know 
as telomeres biology. Two independent scientists, Barbara McClintock and Herman 
Muller, came simultaneously to the same conclusion; ionizing irradiation induces 
brakes along the chromosomes, but not at the ends. Occasionally, they observed that 
chromosome ends fused to each other or to broken chromosomes, making them spe-
cial chromosomic structures, called by Muller telomeres (from the Greek: telos—ter-
minus and meros—part). According to Muller, telomeres contained special 
heterochromatin that helps to cap chromosome ends [1, 2]. Another interesting result 
came decades later when Elizabeth Blackburn and Joseph Gall described, initially in 
the ciliated protozoa Tetrahymena thermophila, that the DNA sequence forming the 
ends of the chromosomes was composed of tandem repeats of 5′-TTGGGG-3′ [3]. 
Also intriguing was that these short repeated sequences were conserved present at the 
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chromosomes ends in different species, independent on the upstream sequence. From 
the discovery of telomeres, several studies emerged intending to investigate the func-
tion of this structure. In 1982, Jack Szostak confirmed the conservation of telomere 
function throughout the evolution of the species [4].

In the 1960s, Leonard Hayflick observed that cultured human fibroblasts had 
limited capacity for division and proliferation, defined as the “Hayflick limit”, 
which expresses the number of times normal cells can divide, directly related to 
senescence [5]. Few years later, studies on the properties of the DNA semiconserva-
tive replication process [6, 7] revealed particularities that corroborated Hayflick’s 
theory of senescence. Though, the observations that progenitor cells had longer 
telomeres than somatic cells [8], telomeres shortened with age [9] and that tumoral 
cells had short telomeres [10], suggested that an enzyme capable of elongating telo-
meres would exist. In 1988 Carol Greider mentored by Elizabeth Blackburn discov-
ered an enzyme with terminal transferase activity in extracts from T. thermophila 
[11] and together with Jack Szostack were honored with the Nobel Prize in 
Physiology and Medicine (2009) for their essential contributions to leverage the 
telomeres biology field (https://www.nobelprize.org/prizes/medicine/2009/sum-
mary/). Cloning of the telomerase gene and other studies on its complex structure 
composed by the catalytic protein component TERT [12] and RNA template 
(denominated TR, hTR or TERC) revealed they are conserved in structure and func-
tion among a variety of different organisms. Mutations in the human telomerase 
holoenzyme (hTERT or hTRT) are related to monogenic inherited diseases called 
primary telomeropathies [13]. The discovery that telomeropathies share defects in 
telomeres maintenance machinery and induce short telomeres compared to age- 
matched subjects opened a new field in genetics. Primary telomeropathies predis-
pose individuals to a premature aging phenotype, with early onset and genetic 
antecipating. Of note, the majority of cancer cells reactivate TERT to compensate 
for telomeric loss consequent of vigorous proliferation [14]. In the last two decades, 
these observations harbour enormous enthusiasm for targeting genetic, geriatric and 
cancer diseases.

7.3  Human Telomeres: Maintenance for Genome Stability 
and Cell Proliferation

7.3.1  Telomeres and Their Structural Features

In most eukaryotes, with few exceptions, the chromosome’s end has a particular 
tridimensional arrangement called telomere that plays essential cellular functions. 
They prevent chromosomes from being recognized as DNA double-strand breaks 
(DSB), protecting them from recombination, and terminal fusions. In this way, telo-
meres prevent genome instability, cell cycle arrest, and senescence [15].

7 Human Chromosome Telomeres
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Telomeres are composed of repetitive DNA in double and single-strand forms. In 
humans and other vertebrates, telomeres are formed of tandemly repeated six nucle-
otides sequence (5′-TTAGGG-3′)n about 3–15 kb in length (Fig. 7.1). They are asso-
ciated with specific telomeric-interacting proteins called the shelterin complex, 
forming a dynamic nucleoprotein structure [16–19]. The telomeric G-rich strand 
forms a single-strand protrusion towards the end of the chromosome known as the 
3′-G overhang (Fig. 7.1a), which in humans is about 100–200 nucleotides long [16, 
20]. This single-stranded region serves as a substrate for telomere replication by the 
enzyme telomerase (see Sect. 7.3.2.2 for details).

Telomeres’ ends can also form complex structures such as t-loop and 
G-quadruplex (Fig. 7.1b). T-loops are formed when telomeres’ end folds back on 
itself. The protruded 3′G-rich single-stranded DNA is sequestered within a dis-
placement loop into the upstream double-stranded region (the so-called D-loop), 
forming a lariat-like structure that shields chromosomes ends from DNA damage 
response (DDR) [21, 22]. The formation of t-loops is mainly stabilized by the shel-
terin complex, specifically the TRF2 (TTAGGG Repeat Factor 2) protein. This spe-
cialized structure hinders the 3′-hydroxyl (3′-OH) overhang from being recognized 
as single-strand break (SSB). It prevents the activation of the DDR machinery 
induced by Ataxia Telangiectasia Mutated (ATM) and Ataxia Telangiectasia Rad3- 
related (ATR) kinase signaling cascades [23–26]. These pathways have an 

Fig. 7.1 Human telomeres can form complex structures to protect chromosome ends. Human 
telomeres are composed of a six-nucleotide sequence (5′-TTAGGG-3′) tandemly repeated 
(3–15 kb) where the G-rich strand comprises a protrusion towards the end of the chromosome 
known as the 3′-G overhang. (a) The telomeric 3′G-overhangs can form t-loops, which are lariat- 
like structures formed when a telomere end folds back on itself and the 3′G-overhang is seques-
tered within a displacement loop into the upstream double-stranded region (the so-called D-loop). 
(b) The telomeric 3′G-overhang can also form stable intramolecular and intermolecular four- 
stranded non-B DNA structures, called G-quadruplex structures
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important role in avoiding end-to-end fusion by Homology-Directed Repair (HDR) 
and Non-Homologous End Joining (NHEJ) [24]. Besides preventing the telomeric 
region from being recognized as damaged DNA [27], the formation of t-loops is 
believed to be involved in the inhibition of telomeres elongation by telomerase [28] 
(see Sect. 7.3.3.1 for details).

The telomeric 3′G-overhang can also form stable intramolecular and intermo-
lecular four-stranded non-B DNA structures, called the G-quadruplex structures 
(Fig.  7.1b). In humans, G-quadruplexes have been implicated in suppression of 
recombination, inhibition of telomerase activity, and telomere protection [27, 29]. 
Shelterin and CST complexes (see Sect. 7.3.3.1 for details) were shown to be 
involved in the formation and unfold of G-quadruplex structures at telomeres 
[30, 31].

7.3.2  The Importance of Telomeres’ Replication for Genome 
Stability and Integrity

De novo DNA synthesis is fundamental to guarantee the survival of most species. 
Genetic material duplicates via a quality assurance mechanism that transfers on 
genetic information to make daughter cells identical to parental cells at each cell 
cycle. DNA replication is semi-conservative, meaning that each parental strand will 
serve as a template for the synthesis of a new complementary strand. A new DNA 
duplex is composed of one parental copy paired with one new DNA strand. After 
one round of replication, two identical copies of the original DNA molecules are 
synthesized. The process is catalyzed by DNA polymerases and complemented by 
additional proteins, such as helicases, primases, and ligases, resulting in the faithful 
copy of the genome.

In eukaryotes, a complex formed by DNA polymerase (Pol) alpha (Polα) and 
primase (PP) has both activities. Because DNA polymerases require a free 3′-OH 
group as the site for nucleotide addition in 5′ to 3′ direction, DNA replication differs 
among both strands. The leading strand is continuously duplicated in 5′ to 3′ direc-
tion by Polδ whereas in the lagging strand, PP firstly synthesizes primers of 7–12 
mer ribonucleotides length that provide the 3′-OH free for Polε synthesis in a dis-
continued manner, processing small DNA sequences, called Okazaki’s fragments. 
Since RNA primers are degraded after DNA polymerization, the replication of chro-
mosome termini imposes a problem to DNA polymerases on the lagging strand. The 
last RNA primer is randomly positioned 70–100 nt from the 3′ end. Because con-
ventional DNA polymerase has no free 3′-OH as the substrate for complete replica-
tion, removing the final RNA primer generates the 3′ G-overhangs in the newly 
synthesized telomere (G-strand). Yet, after DNA replication, nucleases Apollo and 
Exo I promote a resection at the leading strand telomeres (C-strand) so that 
3′G-overhangs are generated at each chromosome end [32]. Slow and gradual short-
ening of the chromosome ends at every round of cell division was first described by 
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James Watson in 1972 and is known as the “end replication problem”. This finding 
further increased the biological intrigue surrounding the study of eukaryotic telo-
meres [18].

A strategy used by eukaryotes to reverse this scenario draws on an enzyme spe-
cialized in elongating telomeres. The enzyme was named telomerase [17, 33], first 
described in 1985 in protozoa by Carol Greider and Elizabeth Blackburn (see Sect. 
7.2). Telomerase has a conserved mechanism among eukaryotes and elongates telo-
meres using an intrinsic 451-nucleotide RNA molecule as a template [17, 33] (see 
Sect. 7.3.2.1). In addition to telomerase, there are alternative methods to elongate 
telomeres, consisting of homologous recombination pathways [27], which will be 
discussed later in this chapter (see Sect. 7.3.2.3).

Telomeres are considered the molecular clock of the cell [18, 27, 33, 34]. In 
mammalian, including humans, telomeres of non-proliferative somatic cells gradu-
ally erode after a certain number of cell divisions. In contrast, germline cells, toti-
potent cells and few somatic cells with proliferative capacity, including adult stem 
cells, maintain telomeres elongation by the action of telomerase [35]. As a conse-
quence of inhibition of telomerase activity, with age, somatic cells will present pro-
gressive telomere shortening until they reach their replicative limit (replicative 
senescence), the Hayflick limit [9]. At the same time, many cell activities are sus-
pended and even compromised when short telomeres become deprotected due to the 
insufficient amount of shelterin at chromosome ends, which can trigger a local DDR 
and induce apoptosis [15, 33]. Few cells escape senescence-associated antiprolif-
erative checkpoints by deregulating tumor-suppression pathways and enter in crisis. 
In this state, most of the cells are eliminated by autophagic death [36]. Yet, cell 
survivors can reactivate the telomerase enzyme to maintain short telomeres and 
achieve replicative immortality, even presenting defective DDR and genomic aber-
rations. Telomerase reactivation is mostly due to mutations in the promoter of the 
TERT (Telomerase Reverse Transcriptase component) gene (see Sect. 7.6.1 for 
details) or upstream genomic rearrangements, present in as much as 90% of can-
cers, a strategy for unlimited replicative capacity or immortality [17]. Instead of 
reactivating telomerase, other cells use alternative mechanisms or ALT (Alternative 
Lengthening of Telomeres) (e.g. homologous recombination) to elongate telomeres 
and survive, both considered hallmarks of tumorigenesis [37].

7.3.2.1  The Telomerase Ribonucleoprotein Complex

Telomerase is a ribonucleoprotein (RNP) complex with reverse transcriptase func-
tion, able to elongate telomeres. The holoenzyme is minimally composed of the pro-
tein component TERT (encoded by the TERT gene) and the non-coding integral 
RNA TR expressed by the noncoding TERC gene (see Sect. 7.2), containing a 9-mer 
template sequence complementary to the telomeric repeat, copied by TERT during 
telomere synthesis [17, 33, 35]. The ribonucleoprotein complex also comprises sev-
eral protein subunits, molecular chaperones, and co-chaperones such as heat shock 
protein 90 (HSP 90), NAF1, and accessory proteins of high importance for the 
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conformation and assembly of the complex [38–40]. Among the main accessory pro-
teins, the dyskerin complex (DKC), formed by dyskerin, NOP10, NHP2, and GAR1 
proteins, plays a major role in folding and stabilization of the telomerase RNP com-
plex. DKC binds a 3′-terminal region of the TR component that folds into two hair-
pin structures connected by a small nucleolar RNA (snoRNA) motif and a H/ACA 
box [41]. Telomere Cajal Body protein 1 (TCAB1) interacts with TR and is directly 
involved with the transportation of the mature telomerase RNP complex to telomeres 
by transferring the complex to the motile Cajal bodies [38, 39, 42] (Fig. 7.2a).

The catalytic subunit of TERT is highly conserved among organisms of different 
phylogenetic groups and preserves functional and structural similarities with con-
ventional reverse transcriptases (RT). Similar to other DNA polymerases, its tertiary 
structure resembles a right hand (Fig. 7.3a). Human TERT protein comprises four 
structural domains, the TEN domain (Telomerase Essential N-terminal), the TRBD 
(TERT RNA Binding Domain), the RT (Reverse Transcriptase) domain, and CTE 
(C-Terminal Extension) domain (Fig. 7.3b) [43]. TEN and TRBD domains, located 
at the N-terminal region of the protein and CTE, are considered telomerase-specific 
and exclusive to each individual TERT protein, while the RT catalytic domain is the 

Fig. 7.2 Human telomerase ribonucleoprotein (RNP) complex and telomere replication. (a) The 
telomerase RNP complex showing the human telomerase holoenzyme: hTERT (Telomerase 
Reverse Transcriptase) and hTR (Telomerase RNA) components. hTR structure is formed by a 
pseudoknot containing the telomere template sequence, conserved regions 4 and 5 (CR4/CR5), 
and the H/ACA box domains (red boxes). Telomerase RNP accessory proteins are shown in colors: 
hTERT (blue), TCAB1 (light blue), DYSKERIN (DKC1 in green), NOP10 (orange), NHP2 (light 
green), GAR1 (yellow). (b) Telomerase RNP bound to telomeric DNA. (c) Telomere elongation by 
telomerase. Telomerase adds telomeric repeats at the chromosome 3′ends extending the G-rich 
strand and subsequently DNA polymerase alpha terminates telomere replication by C-strand fill-in 
synthesis
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most conserved and shared among different species and retrovirus [35, 44]. The 
TEN domain is divided into two sub-domains; the N-terminal-most TEN (TERT 
Essential N-terminal)/GQ/RID1 (RNA interaction domain-1) domain and TRBD/
RID2 (RNA Interaction Domain-2) domain, separated by a nonconserved sequence 
linker. TEN/GQ/RID1 domain is implicated in DNA substrate recognition and 
involved in telomere maintenance and telomerase activity processivity. GQ binds 
the shelterin component TPP1 during telomerase recruitment for telomeres elonga-
tion. The TRBD domain contains the CP and T-FLY motifs, and in addition to bind 
TER, it is also involved in regulating telomere synthesis. The catalytic center of the 
enzyme contains the reverse transcriptase domain, with several conserved motifs. 
Motifs 1 and 2 comprise the region known as “finger”, contains and includes the 
“insertion in fingers domain” (IFD), which is related to the stabilization of interac-
tions typical of hTERT and associates with the G-rich telomeric DNA. Motifs A to 
E that refer to the “palm” region concentrates the hTERT catalytic core. The CTE 
domain, representing the “thumb”, varies in sequence between organisms of differ-
ent species, suggesting that it has specific functions [41, 43–45] (Fig. 7.3a).

Recently no-telomeric roles have also been imputed to hTERT. These include the 
involvement in DDR regulation, cell growth and proliferation, cell cycle kinetics, 
and the protection of mitochondria integrity and mitochondrial DNA (mtDNA) 
damage from oxidative stress [46]. Understanding how these non-canonical func-
tions impact its primordial function for telomere length maintenance remains to be 
determined.

In most eukaryotes, including humans, the telomerase TR component is a 
polyA+ noncoding RNA transcribed by RNA polymerase II.  It diverges in 
sequence and length among organisms of different species and provides the struc-
tural scaffold for assembling the telomerase RNP complex [28, 47]. The human 
451-nucleotide non- coding TR component of the telomerase is a small RNA that 
belongs to the small Cajal body RNAs (scaRNAs) and snoRNAs family [47, 48]. 

Fig. 7.3 Tridimensional structure of TERT catalytic subunit. (a) Illustrative image of the tertiary 
structure of hTERT, depicted as a “right hand” (analogy to fingers, palm and thumb) model. (b) 
Human TERT protein with four structural domains: the TEN domain (Telomerase Essential 
N-terminal), the TRBD (Telomerase RNA Binding Domain), RT (Reverse Transcriptase) domain 
with Insertion in Fingers Domain (IFD) and CTE (C-Terminal Extension) domain
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HTR presents four structural and functional domains (Fig. 7.2a). At the 5′ region, 
a RNA pseudoknot domain contains the template sequence 5′-AAUCCCAAUC-3′ 
(the sequence complementary to the human hexanucleotide telomeric repeat unit 
in bold) copied by hTERT during telomere elongation (Fig. 7.2b) [41, 44]. The 
Stem Terminus Element (STE) comprises the conserved regions 4 and 5 (CR4/
CR5) and the template boundary element (TBE), which respectively binds TCAB1 
and hTERT via the TRDB domain. TBE limits the RNA access to the RT active 
site while the CR4/CR5 facilitates the association with hTERT. Additionally, dur-
ing the RNP assembly, TBE helps to lead the telomerase components to Cajal 
bodies in the nucleus. The H/ACA box domain, located in the 3 ‘region of TR, 
contains the H-box (a single-strand hinge) followed by a stem-loop and the 
sequence ACA, which together with the conserved region 7, are important for 
hTR biogenesis, telomerase activity, and hTR stability. The H/ACA domain also 
contains a conserved four-nucleotide motif called the CAB box, which binds the 
accessory proteins DKC1, GAR1, NOP10, NHP2, NAF1 to form the RNP com-
plex. Once assembled, telomerase can be recruited to telomeres through the TPP1 
protein component of the shelterin complex [39, 41].

Because hTR is constitutively expressed independently on the cell type, it can be 
detected in most somatic cells that do not present telomerase activity, since the tran-
scription of the human TERT gene is repressed [39]. Constitutive expression of hTR 
is intriguing and reinforces that it may participate in other non-telomeric cellular 
biological processes. It was recently shown that hTR transcripts encode a 121 poly-
peptide (hTERP) involved in cell protective pathways such as autophagy and apop-
tosis [49]. As for hTERT, these alternative hTR functions should be deeply 
investigated and better contextualized in terms of cell homeostasis. Besides, hTR 
mutations are also involved with telomere dysfunctions currently found in patients 
with telomeropathies [50, 51], as presented later in this chapter (see Sect. 7.5 for 
details).

7.3.2.2  Elongation of Telomeres by Telomerase

As mentioned before, incomplete lagging strand synthesis generates 3′G-overhangs 
in each chromosome ends, which can induce progressive telomere shortening after 
each round of cell duplication [52, 53]. Human telomerase uses the 3′G-overhang as 
substrate and adds TTAGGG repeats by copying the hTR template sequence in pro-
liferative cells. At the same time, DNA polα-primase completes the C-strand fill-in 
synthesis. However, telomere elongation depends on the coordinated action of the 
shelterin components TPP1-POT1 and the CST complex, which respectively associ-
ate with telomerase RNP and DNA polα enabling telomeres elongation and C-strand 
synthesis [32] (see Sect. 7.3.3 for details).

Elongation of telomeres by telomerase is cyclic and initiates with the comple-
mentary interaction between the telomeric 3′G-overhang and the hTR template 
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sequence that corresponds to one telomeric repeat. Additional interactions of 
upstream telomeric DNA with the hTERT TEN domain are also important. 
Subsequently, the hTERT catalytic site adds nucleotides onto the 3′ end of the telo-
meric DNA by copying part of the hTR template sequence. During synthesis, 
hTERT uses its characteristic processivity across the template. First, telomerase 
adds several nucleotides to telomeres (type I processivity). Then, hTR translocates 
to reposition the 3′ end of the template at the 3′ end of the newly synthesized repeat. 
Additional processivity can now occur (type II processivity), meaning that a number 
of telomeric repeats can be added by telomerase in a single interaction event with 
telomeres (Fig. 7.2b, c). The active telomerase cycle can now be repeated many 
times without fully releasing telomeric DNA [17].

7.3.2.3  Alternative Lengthening of Telomeres

Tumor or immortalized cells that cannot reactivate telomerase to elongate telomeres 
use alternative mechanisms referred to as Alternative Lengthening of Telomeres 
(ALT). This mechanism is mainly based on Homologous Recombination (HR) 
among telomeric DNA sequences [54].

Cells that employ ALT (ALT cells) present many unique characteristics such as 
long and heterogeneous telomeres and the presence of non-canonical telomeric 
repeats called Telomere Variant Repeats (TVRs e.g., TCAGGG) [55]. Also, ALT- 
positive cells display a permissive chromatin state, extrachromosomal telomeric 
DNA in the form of T-circles (double-stranded telomeric circles), and single- 
stranded C-rich or G-rich circles [56, 57]. Curiously, TVRs do not bind the shelterin 
proteins TRF1 and TRF2 (Telomeric Repeat-binding Factors 1 and 2; see Sect. 
7.3.3.1). They associate with nuclear receptors that help to spatially approximate 
telomeres and to promote telomere-telomere recombination via association with 
proteins that mediate break-induced telomere elongation [57–59].

An additional characteristic of ALT cells is the clustering and encapsulation of 
telomeric DNA within promyelocytic leukemia nuclear bodies (PML-NBs), form-
ing ALT-associated PML bodies or simply APBs [60]. APBs are mainly composed 
of proteins such as PML and SP100, several telomeric proteins (e.g., TRF1, TRF2) 
and proteins that participate in HDR (e.g., ATR kinase, RAD51, and RAD52, among 
others). Their formation is dynamic and driven by SUMOylation. It occurs in a cell- 
cycle dependent manner, principally in G2 phase, stimulated mainly by DSB DNA 
at telomeres and replication stress [61, 62]. Therefore, APBs are considered sites of 
recombination, and probably of telomere synthesis and generation of extrachromo-
somal telomeric circles. Recent reports evidence the fact that ALT cells are highly 
sensitive to inhibition or depletion of HDR factors, which could be a useful tool for 
future therapy against cancer [63].
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7.3.3  Telomere Length Regulation

7.3.3.1  The Intercrossed Actions Between Shelterin 
and the CST Complex

Telomeres are known to promote genome stability and integrity by preventing DNA 
damage signaling and the activation of local DDR pathways, which would recog-
nize chromosome termini as DSB. These abilities hinge on, among other factors, the 
shelterin complex and its functions (Fig. 7.4). The shelterin complex is a hexameric 

Fig. 7.4 Shelterin complex protects telomeres from DNA damage response. A cartoon showing 
the six shelterin protein components at human telomeres. Depiction of TRF2 and POT1 inhibition 
of the ATM and ATR kinase pathway can induce through TP53 different fates: cell cycle arrest for 
DNA repair, senescence or apoptosis. TPP1/POT1 can play a dual role at telomeres by recruiting 
or inhibiting telomerase access. The possible cellular events that result from telomere deprotection 
are also illustrated. The binding area of TRF1 and TRF2 is a tightly packed chromatin. TIN2 also 
interacts with TRF2, but its relevance remains unknown. The cartoon is drawn without this linkage 
to illustrate the formation of subcomplexes. The CST complex can also protect telomeres by inter-
acting with TPP1/POT1 inhibiting telomerase access to telomeres, and recruit DNA polymerase 
alpha for the C-strand fill-in synthesis. Unidirectional arrows indicate activation, the bidirectional 
arrows indicate enzyme recruitment activity, the red lines indicate inhibition and the dashed lines 
indicate physical association
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telomere-specific protein complex, constitutively expressed in cells. Shelterin com-
plex proteins and other factors collaborate in the regulation of telomerase activity. 
The complex also participates in diverse activities, from inhibiting the activation of 
DDR by ATM, ATR kinases, and PARP1 (poly (ADP-ribose) polymerase 1) through 
blocking DSB repair by classical NHEJ (c-NHEJ), alternative (alt-NHEJ) and HDR, 
to preventing harmful telomere resection [24, 64]. Shelterin complex in humans and 
some other mammalian species comprises six major interacting proteins (POT1, 
protection of telomeres 1; TRF1 and TRF2; TIN2, TRF1- and TRF2-interacting 
nuclear protein 2; TPP1, TIN2 and POT1 interacting protein 1; and RAP1, repres-
sor/activator protein 1) that bind both double and single-strand telomeric DNA [27] 
(Fig. 7.4).

The assembly of protein subunits belonging to the shelterin complex must be 
sufficiently functional to offer telomere protection [65]. TRF1 and TRF2, although 
structurally different, bind as homodimers to the duplex region of the telomere 
DNA using an MYB/SANT DNA-binding domain [19, 66]. TRF2 independently 
recruits RAP1, which does not bind DNA, through an interaction with the RAP1 
RCT domain, and this association represses aberrant HR at telomeres [67]. The 
binding domains present on TRF1 and TRF2 facilitate their interaction with acces-
sory proteins and engage them in various activities at the telomeres. Most of these 
accessory proteins function inside the nucleus, while a few others operate in the 
cytoplasm. Apollo and tankyrase are typical examples of such accessory proteins. 
Tankyrase 1 and 2, for instance, inhibit the binding of TRF1 to the duplex telomere 
region as it post-translationally modifies TRF1 [68]. TRF1 and TRF2 also bind 
TIN2 using different interaction surfaces, and TIN2 bridges the TRF1/TRF2-RAP1 
subcomplex to the TPP1/POT1 heterodimer, ensuring concurrent connectivity 
amongst the subunits [69, 70]. TPP1 does not interact with DNA but is multifaceted 
since it associates with the hTERT TEN domain via a patch of surface aminoacids 
(TEL-patch), being important for telomerase recruiting to telomeres and enzyme 
processivity [71]. Together with POT1, TPP1 plays a protective role at telomeres by 
repressing local DDR and chromosome fusions [26, 72]. POT1, in its turn, binds the 
G-rich single-stranded telomeric DNA (3′G-overhang) using two structural OB (oli-
gonucleotide/oligosaccharide)-fold domains [73]. POT1 binds near the junction 
between the double- and single-strand DNA of the telomere, which gives it an 
advantage in performing its role in protecting telomeres and interacting with TPP1 
via intermolecular linkage (Fig. 7.4). POT1 preference for the G-rich single-stranded 
telomeric DNA does not impair the CST complex (see below) to compete for bind-
ing to the same substrate (the G-rich single-stranded telomeric DNA). However, 
POT1 plausibly relies on its relationship with TPP1, which is already present at the 
site, to get ahead of the CST complex [74].

It is clear now that a combination of four of the subunits of shelterin containing 
TRF1, TIN2, TPP1, and POT1, in a 2:1:1:1 stoichiometric composition, is sufficient 
for the shelterin complex to assemble at the telomere. The four polypeptides are 
capable of binding DNA in double and single-strand forms, pointing to shelterin 
capabilities in forming subcomplexes along the entire length of the telomere 
(Fig. 7.4) [64, 65, 75, 76].
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Besides shelterin, the CST (CTC1, STN1 and TEN1 proteins; see below) com-
plex also contributes to telomere maintenance and preferentially binds the G-rich 
single-stranded telomeric DNA. CST was first described in budding yeast, and CST- 
like complexes were subsequently reported in many other eukaryotes. A common 
feature shared among all CST complexes described so far is their structural similari-
ties with the components of the heterotrimeric replication protein A (RPA) complex 
since all of them contain at least one OB-fold domain [77–80]. RPA binds non- 
specifically single-stranded DNA and is involved in many DNA metabolism path-
ways, including DNA replication and repair [81].

Human CST (hCST) is composed of three proteins; CTC1 (Conserved Telomere 
maintenance Component 1), STN1 (Suppressor of CDC Thirteen homolog) and 
TEN1 (Telomere length regulation protein TEN1 homolog). Its main role at telo-
meres is limiting telomerase action and promoting C-strand fill-in synthesis. More 
specifically, hCST inhibits telomerase activity through primer sequestration and 
physical interaction with POT1/TTP1 regulating DNA polα access to telomeres. 
Both events are coordinated with the shelterin complex [82].

Human CTC1 is the large CST subunit and shows high affinity and specificity to 
the telomeric single-stranded DNA. Though human STN1 binds telomeric DNA 
with low affinity and no specificity, human TEN1 does not bind DNA [83]. CTC1 
and STN1 are also involved in many protein-protein interactions facilitating telom-
erase and DNA polα recruitment to telomeres [80]. Natural mutations in the CTC1 
and STN1 genes result in rare genetic, clinically overlapping, human disorders such 
as Coats plus syndrome and dyskeratosis congenita owing to dysfunctional telo-
meres [13, 84–86] (see Sect. 7.5 for more details). Human STN1 and TEN1 can also 
form a CST-subcomplex with roles in DNA replication, meaning that they can play 
extratelomeric functions [87].

7.3.3.2  Telomere Transcription and the Importance of Terra 
in Telomere Maintenance

Telomeric repeat-containing RNAs (TERRA) are long non-coding RNAs (lncRNA; 
see Chap. 5) described more than two decades ago in several eukaryotes [88–90]. 
Since then, there is crescent evidence about their importance in different biological 
processes with emerging roles in telomere maintenance and genome stability [91–
93]. TERRA stands out as the most studied RNA of the telomeric transcriptome, 
although details about their mechanism of action remain to be elucidated [93–95].

TERRA is transcribed from the telomeric C-rich strand by RNA polymerase II 
and its transcription is driven by subtelomeric CpG island promoters [89, 90, 
96–98]. In humans, TERRA sequence expresses repeat-containing transcripts 
100 bp to 9Kb in length, consisting predominantly of subtelomeric sequences and 
5′UUAGGG 3′ repeats ranging from 100 to 400  bp in the 3′ end [88, 90, 99]. 
Mature TERRA transcripts contain a 7-methylguanosine cap and in humans, 
approximately 7% of them are polyadenylated [100]. However, telomeric chroma-
tin represses TERRA transcription while it is upregulated at dysfunctional 
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telomeres. TERRA upregulation is induced by the removal of TRF2, promoting 
the accumulation of histone 3 lysine 9 trimethylation (H3K9me3; see Chap. 4) 
[101–103] and telomerase inhibition [104]. Curiously, TERRA transcription is 
also upregulated in the Immunodeficiency, Centromeric region instability and 
Facial anomalies syndrome (ICF) type I syndrome, a very rare autosomal human 
disorder in part due to hypomorphic mutations in the DNMT3B (DNA 
Methyltransferase 3B) gene, responsible to methylate DNA at subtelomeric 
regions and extra repetitive DNA. Carrier patient cells also show accelerated telo-
mere shortening and prematurely enter replicative senescence [105]. It was 
recently demonstrated that in these patients, elevated TERRA results in the for-
mation of aberrant RNA:DNA hybrids (see the description of TERRA R-loops 
below), triggering DNA damage and telomere instability [106].

TERRA expression downregulation induces DDR at telomeres and formation of 
“Telomere dysfunction-Induced Foci” (TIFs) [107, 108]. In agreement, knockout of 
TERRA locus from telomere 20q in human osteosarcoma cell line U2OS increased 
DNA damage at chromosome ends, telomere fusions and telomere shortening [109], 
confirming a role for TERRA in telomere maintenance. TERRA abundance depends 
on the cell cycle phase (in humans, it is more abundant in G1 than S phase), cell 
development state, telomere length and telomerase activity. For example, ALT cells 
express high TERRA levels compared to telomerase-positive cells, which can be 
explained by less compact chromatin at ALT cells telomere [99, 110]. Therefore, the 
interaction of TERRA transcripts with heterochromatin marks can affect its regula-
tion and telomere maintenance. The impact in telomere maintenance can happen 
through TERRA transcripts’ interactions with telomeric proteins, such as the shel-
terin component TRF2, and other proteins present at telomeres (hnRNPa1, Suv39h1 
and ORC1, origin replication complex 1). In this context, TERRA acts as a scaffold 
recruiting other proteins to the chromosome ends (e.g., histone-modifying enzymes 
and chromatin remodeling complexes) [102, 111–115].

TERRA can also form both RNA:DNA hybrids, named TERRA R-loops and 
TERRA G-quadruplex. TERRA R-loops structures can influence heterochromatin 
formation at telomeres. In high levels, they increase the formation of DNA DSB, 
promoting HDR at telomeres, affecting the integrity of the subtelomeric and telo-
meric regions [93, 108, 116, 117]. TERRA G-quadruplex acts as a binding target for 
telomere-binding proteins, such as TRF2, and promotes histone H4 trimethylation. 
Thus, it is conceivable that TERRA transcription regulation is not only associated 
with telomere integrity but may also be implicated with different chromatin events, 
regulation of gene expression, senescence, and aging [117]. Notably, TERRA seems 
also to play extratelomeric roles. Recently it was shown that only a subset of TERRA 
transcripts accumulates at telomeres as they transiently localize at chromosome 
ends and can also be found interacting with extratelomeric loci. At these extratelo-
meric loci TERRA regulates the transcription of subtelomeric and internal chromo-
some genes [115, 118]. Whether TERRA can regulate epigenetic signatures at 
subtelomeric and extratelomeric loci should be demonstrated [93, 119].
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7.4  Telomeres and Biological Age

The process of aging can be translated into a time-dependent gradual and multifac-
torial alteration on the homeostatic status of an individual, with the most significant 
physiological result being the loss of functionality at multiple biological levels. In 
humans, functional decline resulting from aging is a risk factor for several patho-
logical conditions, such as cardiovascular diseases, degenerative diseases, cancer, 
diabetes, or obesity. From a pathophysiological perspective, biological aging means 
the accumulation of DNA damage, oxidative stress, loss of proteolysis, mitochon-
drial dysfunction, cellular and tissue senescence, and telomeric friction [120]. 
Central to many of the these-mentioned “hallmarks of aging” as denominated by 
López-Otín (2013), telomere shortening is a relevant element in human aging. 
Therefore, the natural process of telomere shortening can be a potential indicator of 
the biological pace or rhythm of aging, reflecting the proliferative history of the 
cells [121, 122]. In this sense, we can extend the definition of telomere length to a 
metric of biological aging concerning to chronological aging. Suggesting that this 
definition sum to the concept of aging, as all cellular events that the organism expe-
rienced. Supporting this perception, in humans, several epidemiological studies, as 
well as literature reviews, have shown that there is a negative correlation between an 
individual’s age and their telomeric length [123–125]. For example, data published 
in a study with 981 participants, ranging from 45 to 84 years, revealed a negative 
correlation between the chronological age and telomere length [126–129]. 
Corroborating these data, important results published from the Resource for Genetic 
Epidemiology Research on Aging (GERA) cohort, with 105,539 participants, con-
firmed the predicted age-dependent decline in telomere length [127]. Thus, these 
results provide us with strong evidence that telomere length can serve as a marker 
of the individual’s biological age (Fig. 7.5). However, it is important to note that 
characteristics such as ethnicity and sex significantly modulate this relationship and 
cannot be disregarded [130].

7.4.1  Environmental Determinants of Telomere Shortening

Humans telomeres measures between 10 to 15 Kb at birth [127, 128]. As explained in 
Sect. 7.3.2, these sequences are shortened during mitosis at an average rate of approxi-
mately 65 bp per year since the DNA replication machinery cannot replicate the last 
fragment at the end of the lagging strand [131–135]. However, it is essential to note 
that this rate is highly variable and subject to endogenous and external modulations, 
such as the individual’s physiological condition and behavior, the environment where 
he lives, or the pathologies that may be associated. Therefore, it is clinically important 
to point out elements capable of determining this modulation. In this section, we will 
focus on the extrinsic factors responsible for this regulation.
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In this sense, it is recognized that a wide range of behavioral habits compromises 
telomere length. Among them, smoking [123, 136–138] and alcohol consumption 
[139, 140] are factors classically associated with this phenomenon. Furthermore, 
individuals subject to continuous environmental and psychological stress may expe-
rience accelerated shortening of telomeres. It has recently been shown that the telo-
mere length of newborns correlates with the socio-economic status of their parents 
[141, 142]. That is, social vulnerability, an intrinsically environmental factor, has 
the potential to alter the telomere length of individuals and possibly an implication 
for reduction in longevity. This evidence seems to extend to other domains of influ-
ence and demonstrate an intergenerational modulatory potential of the factors that 
are harmful to telomeric length. A study conducted with 4,935 individuals con-
cluded that men and children who were exposed to risky parental environments had 
reduced telomeres. Also, in women, parental substance abuse appears to affect telo-
mere length [143].

In contrast, some factors can cause the opposite effect and reduce the speed of 
telomere loss. In this sense, epidemiological evidence demonstrates important 
inverse correlations between regular physical activity and telomere erosion [144]. 
Recently published evidence in a study comprising 2,401 twin subjects demon-
strated a positive correlation between leukocyte telomere length and physical activ-
ity. Interestingly, this correlation remained, even when factors such as smoking, 
body mass index (BMI) or socioeconomic status were considered [129, 145, 146]. 

Fig. 7.5 Leukocyte telomere length by qPCR. Illustrative image of mean telomere length (blue 
thick and thin lines represent central, minium and maximum values) of peripheral blood leukocytes 
from healthy volunteers measured by quantitative polymerase chain reaction (qPCR) from 0 (new-
born) to 100 years. Representative values from telomeropathies (Hutchinson-Gilford, dyskeratosis 
congenita, aplastic anemia, Fanconi anemia and idiopathic pulmonary fibrosis) are shown as 
red dots
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These results align with the benefits of exercise in aging and general health described 
in the literature. For example, a recently published study, comprising data collected 
from 661,137 individuals, demonstrated that those who practice leisure-time physi-
cal activities, even below the recommended by the Physical Activity Guidelines for 
Americans, have a 20% lower mortality risk [129].

Many mechanisms have been proposed over the years to explain from a molecu-
lar point of view the relationship between these elements and the modulation of 
telomere length. Among them, changes in the dynamics of oxidative stress, the 
inflammatory process, or the telomerase reactivation are frequent candidates [147]. 
The impact of these factors on telomere erosion will be discussed below.

7.4.2  Intrinsic Factors for Telomere Shortening

Central to many of the conditions associated with aging, homeostatic dysfunction, 
and chronic inflammation have a prominent and widely described role in the litera-
ture. In this sense, telomeric friction is located at the apex of the relationship 
between chronic inflammatory diseases and aging, and is a major factor in establish-
ing the premature aging phenotype. A mechanism commonly altered in an inflam-
matory disease’s pathological conditions is the dynamics of production of reactive 
oxygen species (ROS). In this sense, oxidative stress is a relevant element in telo-
meric modulation, being responsible for a significant increase in telomere shorten-
ing rate. That is, cells exposed to extrinsic pro-oxidative conditions, such as tissue 
hypoxia, or even intrinsic conditions, such as mitochondrial dysfunction, tend to 
have accelerated reduction in telomere length [126, 148–153]. This relationship is 
corroborated by a recent study, comprising a cohort of more than 500 individuals 
that found a correlation between telomere length and the expression of genes 
involved in the ROS production pathways [149, 154, 155]. Besides, another study 
conducted with the cohort from the Framingham Heart Study demonstrated a rela-
tionship between markers of systemic oxidative stress and telomere erosion [148]. 
Furthermore, oxidative stress production directly impacts the rate of DNA damage 
to which cells are subjected [126]. In this sense, persistent DNA damage from the 
chronic inflammatory processes can lead to growth arrest, replicative senescence, or 
apoptosis, correlating with the uncapping of the telomeres and a general loss of 
telomere length  [149, 151] (Fig. 7.4). These phenomena can mediate the relation-
ship between some pathological conditions and the observed telomere shortening.

7.5  Telomere Dysfunction in Human Diseases

Telomere dysfunction due to damaged maintenance of the telomere machinery con-
tributes to the inherited telomere syndrome spectrum. While clinically diverse 
regarding the age of onset and symptoms, these monogenic genetic diseases share 
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similar underlying molecular mechanisms and have overlapping phenotypes con-
nected to telomere biology-related genes, causally linked to critically short telo-
meres [124, 125]. Short telomeres are commonly associated with some aging-related 
diseases, such as cancer and a spectrum of diseases caused by mutations in genes for 
some telomerase RNP components collectively known as telomeropathies (Fig. 7.5) 
[27, 33, 51, 156, 157]. Additional factors may cause telomere shortening, such as 
the telomeric transcriptome’s disbalance, mainly the upregulation of TERRA tran-
scription (see Sect. 7.3.3.2 for details), inflammation and oxidative stress [33].

Dyskeratosis congenita (DC) is a complex pathology with different trigger 
mechanisms. Clinical manifestations that provide the basis for DC definition are 
characterized by the mucocutaneous triad of abnormal reticulated skin pigmenta-
tion, nail dystrophy and mucosal leukoplakia [13]. These clinical manifestations are 
accompanied by inherited bone marrow failure [158], the leading cause of death in 
DC patients. Due to bone marrow failure, individuals with DC have an increased 
risk of developing several malignancies, such as myeloid leukemia and squamous 
cell carcinomas [159]. DC patient cells present short telomeres and the disease is 
thus considered an example of the spectrum of primary telomeropathies (telomere- 
syndrome- diseases). The first evidence that causally related shorter telomeres and 
DC was the description of a rare DNA variant in the X-linked DKC1 gene, which 
codes for a critical protein of the telomerase holoenzyme, dyskerin. The DKC1 
mutation causes an X-linked recessive form of DC and is associated with reduced 
TR expression and consequently reduced telomerase activity, a key feature contrib-
uting to telomere shortening [160]. Further studies with genome-wide linkage anal-
ysis and gene sequencing led to the identification of other targets in DC, such as 
TINF2 and or telomerase-related gene mutations which cause autosomal dominant 
(TERT, TERC) or recessive (TCAB1, NOP10, and NHP2) forms of the disease, 
associated with anticipation and more severe clinical manifestations [48].

Other extremely rare monogenic Mendelian diseases show pathobiology and 
clinical overlapping with DC and are recognized as DC variants with markedly 
shortened telomeres and lifespan. For example, Hoyeraal-Hreidarsson syndrome 
(HH) presents as a severe type of DC with mutations in the DKC1 gene. Patients 
with HH syndrome present cerebellar hypoplasia and microcephaly and critically 
short telomeres [161, 162]. Revesz syndrome is caused by TINF2 mutations, a rare 
pathology with clinical presentation similar to HH but severe retinopathy [163]. 
Finally, patients with Coat plus syndrome with mutation in the CTC1 gene present 
intracranial calcification in addition to similar symptoms as those observed in HH 
and Revesz syndromes [164].

Aplastic anemia (AA) is a rare nonmalignant hematologic disorder characterized 
by injured and impaired bone marrow, features that overlap with DC [165]. Due to 
progenitor cell impairment, a representative subset of patients with AA presents 
short telomeres in cells from the immune system compartment that correlate with 
disease severity. Critically shorter telomeres observed in hematopoietic stem cells 
are associated with TERT, TERC and DKC1 gene mutations, a feature shared with 
DC [166]. Short-range pathogenic DNA variants in the TRF1 and TRF2 genes 
encoding components of the shelterin complex have been identified as possible 
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candidates for disease risk [167]. Additionally, a biallelic mutation in RTEL1 was 
identified in about 1% of AA cases [168].

Idiopathic pulmonary fibrosis (IPF) is a rare and distinct type of chronic lung 
fibrosis and the most common manifestation of telomere syndrome in adulthood 
[169]. The etiology and progression of IPF are highly variable. The disease’s patho-
physiology is associated with age-dependent compromise of lung function due to 
recurrent injury in alveolar epithelial cells [170, 171]. Some patients show slow 
progress while others show periods of stability interspersed with acute deteriora-
tion, rapid respiratory function decline and organ failure. Genetic variants in genes 
related to the telomere biology (TERC, TERT, PARN,1 RTEL,2 [172] and STN1) 
contribute to the augmented risk for disease development [173–175]. Another muta-
tion in the TINF2 gene encoding the shelterin protein TIN2 is described as a factor 
contributing to a small subset of familial cases [176]. In the absence of familial gene 
mutations, short telomeres are an important risk factor for the onset of a heteroge-
neous type of IPF [177]. Frequently, individuals affected by one disease have sub-
clinical manifestations in other organs. Individuals with telomerase complex gene 
mutations leading to IPF can also have bone marrow failure and liver disease. The 
co-occurrence of AA and IPF, or the presence of myelodysplastic syndromes (MDS) 
and acute myeloid leukemia (AML) are recurrently found in DC and IPF patients 
[178]. Simultaneous manifestations of apparent different diseases, now associated 
by an underlying molecular mechanism of telomere dysfunction, suggest that IPF, 
AA and liver cirrhosis can be considered different manifestations of a single wide 
spectrum disorder [179].

Hutchinson-Gilford Progeria Syndrome (HGPS) is a known premature aging 
syndrome caused by LAMIN A/C (LMNA) gene mutation leading to progerin pro-
tein accumulation at the nuclear membrane, promoting a loss in the regular architec-
ture of the chromatin [50, 179]. Progerin expression promotes the accumulation of 
senescent cells through the activation of telomere-specific DNA damage leading to 
telomere dysfunction [180, 181]. Additional studies show that progerin may disrupt 
the interaction between telomeric proteins and the nuclear lamina through RAP1, 
TRF1 and TRF2, triggering telomere dysregulation and shortening [182, 183]. The 
diseases previously described grouped by mutations in telomere maintenance- 
related genes are denominated as primary telomeropathies.

Secondary telomeropathies group diseases due to mutations in genes involved in 
DDR that compromise tissue repair, disrupting senescent cell clearance, and indi-
rectly promoting premature telomere attrition. While symptoms and disease mani-
festations remain, the senescent cell phenotype observed in these diseases can be 
rescued by telomere elongation through telomerase activity [184–186].

A hallmark of monogenic human telomere syndromes is genetic anticipation. It 
seems that short telomeres may contribute as a deterministic factor and cause 
different diseases with similar phenotypes. In some cases, parental telomere 

1 PARN: Poly(A)-Specific Ribonuclease.
2 RTEL: Regulator Of Telomere Elongation Helicase 1.
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shortening may anticipate the age of onset and accelerate telomeropathies’ signs 
and symptoms in offspring, increasing disease severity and further anticipation in 
later generations, resulting in early death. In this line, TERT/TERC mutations might 
promote adult-onset such as in IPF and AA, whereas younger generations may 
develop DC-related diseases. These observations, supported by studies carried out 
in mice, provide evidence that telomere shortening is the major mechanistic cause 
of these syndromes so that non-carrier offspring can manifest such diseases by 
inheriting shorter telomeres from a parent [182, 187, 188].

Dysfunctional or short telomeres may have a contribution to many common age- 
related diseases. According to these findings, high genetic risk for coronary arterial 
disorders can associate with single-nucleotide polymorphisms (SNPs) in genes 
related to telomere biology [13, 189]. On the other hand, accelerated telomere short-
ening has been observed in peripheral blood leukocytes as a predictor variable asso-
ciated with numerous metabolic chronic and inflammatory diseases [190, 191], such 
as cardiovascular diseases [192, 193], diabetes [194], ulcerative colitis [150, 151], 
obesity [195] and chronic inflammation-related comorbidities [196–198]. Several 
pulmonary diseases [199–201], such as chronic obstructive pulmonary disease 
(COPD) [202] and severe asthma [203], are also associated with telomere attrition. 
These chronic metabolic disorders share important physiological features closely 
related to chronic pro-oxidant and pro-inflammatory milieu that may contribute to 
the persistence of such diseases.

Short telomeres are important in neurodegenerative diseases [204, 205], and this 
is sustained by SNPs in TERT and STN1 (OBFC1 associated with augmented risk 
for developing Alzheimer’s disease (AD) [206–208]. Mental disorders and chronic 
systemic low-grade inflammation are also described in association with shorter telo-
meres [209] affecting brain volume and memory performance [210, 211]. 
Interestingly, as aforementioned, environment may play an important role during 
disease persistence. This is particularly important in several mental illnesses, as 
observed in schizophrenia, in which even healthy siblings of affected subjects dis-
play shorter telomeres [212].

Finally, telomere shortening-related dynamics can be detected even in early 
childhood when evaluating diseases [213], psychological disorders [214] or life-
style factors and conditions [215, 216]. Nonetheless, these observations usually are 
associated with worst clinical outcome in adulthood [194, 217].

7.6  Telomeres as Targets for Disease Management

7.6.1  Telomerase Inhibition in Cancer

Strategies for exploiting telomerase inhibitors are still in preclinical phase. Inhibitors 
of telomerase, immunotherapies and targeting the TERT gene expression driven by 
its promoter mutations have been extensively studied in the field of cancer. 
Physiological TERT inhibition results in telomere attrition upon division. Critical 
short telomeres induce DDR, cell cycle arrest leading to DNA repair, senescence or 
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apoptosis via the TP53/retinoblastoma protein suppressor pathway. Telomere attri-
tion acts as a tumor barrier for immortality. Replication beyond a critical point leads 
to instability and eventually elicits telomere crisis. Extensive genome instability 
primes cell death. Because heterogeneity is a feature of tumorigenic cells, few 
clones escape that crisis and reactivate telomerase for telomere maintenance [218]. 
Unlike human adult somatic cells in which telomerase activity is virtually silenced, 
telomerase reactivation for telomere maintenance in transformed cells is nearly a 
universal hallmark across different cancer types [219]. Expression (~75%) and 
activity (~90%) of TERT is characteristic of cancer cells that overcome the senes-
cent replicative state [220]. For that, TERT is an attractive candidate for clinical 
therapies. Cryo-electron microscopy improvements in structural resolution (7–8 Å) 
[221] will facilitate targeted compounds’ design against TERT.

Human TERT polypeptide (1,132 amino acids) is processed by the proteasome 
cellular machinery and presented by cancer cells in the context of MHC I molecules. 
Additional peptides that bind MHC class II alleles have been discovered, suggesting 
that cancer cells can present TERT peptides to CD4+ and CD8+ helper and cytotoxic 
T lymphocytes. The finding that TERT can be processed as tumor- associated anti-
gens [222] and induce antigenic and immunogenic responses led to the development 
of different strategies or immunotherapies for targeting telomerase. TERT peptide 
vaccines, adoptive cell transfer and oncolytic virotherapy have been tested in pre-
clinical settings. For example, most vaccine trials have used synthetic hTERT pep-
tides in phase I/I-II trials [223]. Results are not encouraging with mild TERT-specific 
T-cell responses, minimal effect on tumor size, and temporary disease stabilization, 
irrespective of cancer type. A phase III TERT vaccine called GV1001  in patients 
with advanced pancreatic cancer failed to demonstrate any survival advantage over 
chemotherapy [224]. In light of these findings, TERT peptide vaccines may be 
boosted in combination with immune checkpoint blockade [225]. Additional strate-
gies that explored TERT-positive expression in transformed cells used a viral 
approach. An oncolytic adenovirus called Telomelysin (OBP-301; Oncolys 
BioPharma Inc., Tokyo, Japan) that replicates in tumoral cells via expression of E1 
protein under the regulation of hTERT promoter was tested in phase I clinical trial 
[226]. However, direct intratumor injection had limited immune response. In light of 
these results, pharmacological inhibitors have been developed or repurposed. Finally, 
the telomerase activity has been blunted by the incorporation of called “uncapping 
agents”. For instance, 6-thio-2′-deoxyguanosine (6-thio-dG) triphosphate impedes 
the shelterin complex’s binding to telomeric DNA, activates the DDR, and induces 
telomere dysfunction and cell death in telomerase-expressing cells [227]. 6-thio-dG 
has proven effective in different clinical settings (non small cell lung carcinoma 
(NSCLC), medulloblastoma, or melanoma xenografts).

Imetelstat (Geron, CA, USA) is a telomerase inhibitor based on an oligonucle-
otide sequence complementary to the RNA template sequence from TR. Its mecha-
nism relies on selective competition and inhibition of telomerase. Active proliferative 
tumor cells undergo telomere shortening, induction of DDR, and cell death. NSCLC 
phase II trial had no overall survival but clinical improvement in a portion of patients 
with short telomeres [228]. This observation supported repurposing Imetelstat for 
myelofibrosis, although the molecular mechanism is not understood [229].
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G-quadruplexes (G-4s) are secondary structures formed by G-rich DNA or RNA 
sequences, present in the G-strand of telomeres, resolved by helicases before telo-
mere replication (see Sect. 7.3.1 for details). G-4 stabilizers, like telomestatin iso-
lated from Streptomyces anulatus, have been quoted for therapy in preclinical 
studies. However, the formation of G-quadruplexes motifs is not exclusive of telo-
meres and off-target action may interfere with replication [230]. Recently another 
G4 stabilizer has been reported in vitro in cultured cells. Combining the natural 
anthraquinone derivative Emodin (1,3,8-trihydroxy-6-methylanthraquinone) and 
the small molecule, selective inhibitor of telomerase, BIBR1532 [231], was suffi-
cient to inhibit tumor growth in a murine model [232].

In humans, the TERT enzyme gene comprises approximately 35,000  bp orga-
nized into 16 exons and 15 introns, located on the short arm of chromosome 5 
(5p15.33) [233]. Important regulatory elements that constitute the structure of its 
promoter are in a region extending from 330 bp upstream of the ATG translation start 
codon to the second exon of the gene. This region includes CpG-rich sequences and 
binding motifs for several transcription factors like SP1 and c-Myc (see Chap. 4). 
The wide variety of transcription factors that interact with the human TERT regula-
tory region reflects the extensive cellular control over the transcription of this gene 
[234] (Fig. 7.6). In adult somatic cells, repression of TERT is maintained by chroma-
tin remodeling and epigenetic alterations. The majority of cancers acquire replicative 
immortality through telomerase reactivation, and 10 to 15% of them have mutations 
in the promoter sequence of the human TERT gene [218]. Tumor promoter mutations 
(TPM) create new binding motifs for transcription factors. The frequent TERT 
somatic short-range mutations C250T (-146C/T) and C228T (-124C/T) substitute a 
cytosine for a thymidine at positions 250 or 228 of the TERT gene promoter- proximal 
segment, respectively; whereas the negative number terminology in brackets corre-
sponds to the nucleotide position in relation to the transcription start site (see Chap. 
4). In both cases, the mutations generate de novo 11-bp sequence 
(5′-CCCGGAAGGGG-3′) recognized by E26 Transformation-Specific family tran-
scription factor (ETS). In glioblastoma cell lines and orthotopic xenograft the TPM- 
generated DNA binding site is recognized by GABPA, a component of the multimeric 
transcription factor GABP that reactivates hTERT [235]. Other transcription factors 
like ETS1 can reactivate hTERT in melanoma with mild action observed in glioblas-
toma [236], whereas ETV5 up-regulates hTERT in thyroid cancer cells in vitro [237]. 
These results imply that additional hTERT inhibition/activation might depend on 
supplementary signaling pathways such as MEK, BRAF, NRAS and NF-κB, chro-
matin structure and activity (see Chap. 4), and pathological context-dependence [238].

7.6.2  Senescent Cells and Senolytic Drugs

In mammals, telomerase genes’ alterations are a risk factor for shortened lifespan or 
the appearance of age-related diseases. Mice with shortened or elongated telomeres 
display decreased or increased lifespan, respectively [239]. These experiments 
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suggest that lifespan can be manipulated. Indeed, telomere exhaustion explains lim-
ited proliferative capacity initially seen in subcultured embryonic fibroblasts [5]. 
Ectopic expression of telomerase can confer immortality to somatic cells [240], and 
shortened telomeres are found in healthy aged humans (as well as mice) [3]. Cells 
with shortened telomeres display characteristics of aging and are called senescent 
cells. Its accumulation is time-dependent and a trait of aging. Senescent cells are 
characterized by loss of proliferative potential by regulating different signaling 
pathways (p38MAPK, JAK2/STAT3, inflammasome, mTOR, ATM/ATR) for the 
permanent arrest of the cell cycle through hipophosphorylation of retinoblastoma 
protein and E2F transcription factor. While losing the ability to proliferate is an 
irreversible condition, cells remain metabolically active and may modulate neigh-
boring cells’ phenotype. Secretion of soluble pro-inflammatory mediators (IL-1α/β, 
IL-6 and TNF-α), reactive species (oxygen and nitrogen) and matrix 

Fig. 7.6 Human TERT promoter as a target for cancer. Human TERT promoter and binding sites 
for activators (green) or repressors (red) of transcription upstream the ATG start codon (+1 for 
transcription) to the second exon of the gene. This region is characterized by a CpG island of about 
1138 bp, which extends from position −808 to position +330, with a CG content of 71.3%. In the 
proximal region of the promoter, from position −721 to position −13, there are about 71 CpG sites, 
capable of methylation. In hTERT, hypermethylation is related to increased activity of the enzyme 
telomerase
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metalloproteinases denote the Senescence Associated Secretion Phenotype or SASP 
[241]. Additional characteristics of the SASP phenotype include histone modifica-
tions, extensive single- and double-stranded DNA damage, protein carbonylation, 
lipoperoxidation [196], morphological changes and resistance to apoptosis 
[242–244].

Senescence is considered a cell fate and a physiological mechanism. It occurs in 
vivo during embryogenesis [245, 246] or acute wound repair. In adult organisms, 
accumulation of senescent cells is induced by endogenous (e.g., pro-inflammatory 
or pro-oxidant environment) or exogenous (radiation) insults and function as a 
tumor-suppressor mechanism, recruiting immune cells to clear particular cells 
prone for neoplastic transformation. Though transient induction of senescence is 
beneficial and stimulates tissue regeneration, persistent senescence and the immune 
system’s failure to function properly (exhaustion of stem or progenitor cell com-
partment) contributes to dysfunctional tissues, pathological aging [247] and can 
promote cancer resistance. Transgenic models have established causal links between 
telomere loss, cellular senescence and aging, as a proof of concept. Seminal papers 
have demonstrated that aging can be reverted by telomerase reactivation [248] or 
deletion of the CDKN2A gene that encodes P16, a marker of senescent cells [249]. 
The “theory of threshold of senescent cell burden” suggests that tissues can hold a 
limited number of senescent cells, above which the immune system cannot cope 
with and eliminate them, leading to the appearance of multimorbidity [250]. The 
benefits of controlling the accumulation of replicative or prematurely induced 
senescent cells suggest that lifestyle changes or developing drugs that specifically 
eliminate senescent cells may represent an attractive target to alleviate the anticipa-
tion of age-related disorders or destroy cancer cells. Yet transient induction of 
senescence is beneficial and stimulates tissue regeneration, persistent senescent 
cells and the failure of the immune system to properly function (exhaustion of stem 
or progenitor cell compartment) contributes to dysfunctional tissues, pathological 
aging [247] and can promote pro-carcinogenic tumor environment (TME) [251]. 
Ironically, while senescence is initially a tumor-suppressive cellular response, onco-
gene induced senescence (OIS) and therapy-induced  senescence (TIS) become 
major pro-tumorigenic mechanisms.

Interventions that target essential aging processes such as cellular senescence are 
being quoted and the use of senolytics is being explored as an anti-aging therapy. 
For that, senescent cells can substantially contribute to clustered pathological condi-
tions [252] and senolytics may delay, counteract or alleviate multiple age-related 
diseases. Because senolytics do not target single-molecule receptors, enzymes or 
biochemical pathways but whole senescent cells, they may be called “panolytic 
drugs” [253]. Specifically, in cancer, the rationale behind this approach is that after 
exposure to chemotherapy or radiation new senescent cells appear in the targeted 
organ, inducing organ-specific premature aging. Though senescent cells can spread, 
senolytics are usually administered systemically. Metformin, a synthetic analogue 
of a natural product used in herbal medicine, galegine, is a well-known FDA- 
approved drug for type II diabetes [254]. Consistent with observations from 
extended life span in the nematode Caenorhabditis elegans [255] recapitulated in 
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mice [256] and the fact that, in humans, metformin is associated with suppression 
of pro-inflammatory status [257], it has been repurposed for a variety of clinical 
trials in cancer and aging [254]. Another compound called dasatinib (Bristol-Myers 
Squibb, New York, NY), a pan-receptor inhibitor of tyrosine kinases, tested in pre-
clinical murine models is now in phase I/II clinical trial as a senolytic drug. Its com-
bination with the natural flavonoid compound quercetin (antioxidant, inhibitor of 
targeting pro-survival or anti-apoptotic proteins such as members of the BCL-2 
family) was tested for diabetic kidney disease (DKD) patients with efficient reduc-
tion of senescent cells and SASP mediators [258]. In association with another natu-
ral flavonoid, fisetin (antioxidant), dasatinib has alleviated frailty symptoms in IPF, 
a well-know telomeropathy (see Sect. 7.5) [259].

These results support the idea that, senescence, senescent cells and the SASP 
phenotype can be manipulated, and disorders can be treated as a group instead of 
one-at-a-time pathological condition. However, the possible direct or indirect mod-
ulation of these new senolytic compounds and their effects on the telomere biology 
are still open questions.

7.7  Conclusions and Future Directions

The last 35 years have been crucial in demonstrating a key biological role of telo-
meres in cell homeostasis and aging. The increasing knowledge about telomere 
biology in model organisms and uncovering the complex and intricate routes that 
cells use to maintain telomere length at the molecular level hindered many impor-
tant discoveries. The conserved features that maintain telomere structure highlight 
the importance of telomeres throughout evolution. Telomere maintenance is mainly 
provided by the dynamic actions between telomeric proteins, the telomerase com-
plex and the transcription of telomeric lncRNAs (e.g., TERRA), crucial in regulat-
ing chromatin and telomere length.

In humans, normal cells keep cell cycle checkpoints and DNA damage sensors 
correctly operating to avoid DDR and telomere loss. Contrary, the accumulation of 
damaged DNA and telomere dysfunction emerge as hallmarks of cellular aging. 
Defects or depletion of telomere components can also be decisive to determine cell 
fate. Telomere dysfunction, most of the time, results in aging-related syndromic 
diseases, senescence or death. In this scenario, telomeres represent cumulative 
experiences of an individual and may represent the interaction between genes, 
social relations, environment and different types of stress. For that, the topic of 
telomere biology has opened a completely new field in science. DNA damage accu-
mulation and short telomeres characterize that senescent cells have profound impact 
on lifespan and healthspan. In the last decade much of the attention has been directed 
to the study of senescent cells with short telomeres, with the promise to hold a new 
class of therapeutics targeting directly telomerase or senescent cells. In this regard, 
future interventions to continue to improve human healthspan and longevity beyond 
telomerase biology are still to come.
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Chapter 8
To Build or To Break: The Dual Impact 
of Interspersed Transposable Elements 
in Cancer

Daniel Andrade Moreira, Cristóvão Antunes de Lanna, 
Jéssica Gonçalves Vieira da Cruz, and Mariana Boroni

8.1  Transposable Elements Diversity

First discovered by Barbara McClintock in her seminal work on maize [1, 2], inter-
spersed transposable elements (TEs) are genetic elements that can move within a 
host genome and often duplicate themselves in the process. Although these ele-
ments were once described as “junk DNA” or “selfish elements”, they are now 
being recognized as evolutionary toolkits. In this chapter, we have performed a thor-
ough literature revision on how the TEs have shaped the structure, function, and 
evolution of genomes, with a focus on the human genome. We also dig in the impact 
of TEs on cancer onset and progression.

TEs are virtually present in all eukaryotic genomes and comprehend a large frac-
tion of the total DNA content of an organism. The composition of TEs in the 
genomes varies among species, and the increasing availability of whole-genome 
sequences from diverse organisms, accompanied by the development of genomic 
techniques targeting transposable elements, has fueled the discovery of large num-
bers of elements in a wide range of organisms. In mammalian genomes, TEs make 
up between one to two-thirds of total DNA content [3, 4]. It is important to note that, 
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currently, TE content is yet underestimated due to sequence degradation and meth-
odological limitations [5]. Although the composition of major classes is similar 
among mammals, even closely related species may have different families of TEs in 
their genomes and these differences might have played an important role in the 
molecular differentiation of mammals [6]. For example, one study comparing TE 
insertions among 29 families of the Mammalia class showed high rates of speciation 
associated with the high density of TE insertions in the genomes [7].

Regarding human genomes, the first draft has revealed that TEs account for 
approximately 45% of the total DNA content [8] and, recently, with an alternative 
approach for repetitive elements detection, de Koning and colleagues (2011) pre-
dicted additional repetitive sequences, suggesting that up to 69% of the human 
genome is repetitive, most of them derived from TEs [9].

Historically, these elements are classified into two major classes, based on their 
mechanism of transposition [10]: Class I, also known as retrotransposons, and Class 
II, known as DNA transposons. Class I elements move within the host genome 
through a copy-and-paste mechanism requiring an RNA intermediate for transposi-
tion and reverse transcriptase activity. On the other hand, Class II TEs code for a 
transposase and do not require an RNA intermediate. All their transposing cycle 
occurs at the DNA level, usually via a cut-and-paste mechanism involving the exci-
sion and reinsertion of the DNA sequence. The detailed description of transposi-
tion’s mechanism for each of those elements has been extensively reviewed 
elsewhere [11] and is beyond the scope of this chapter. The classification of trans-
posable elements has long been discussed [12–15] and the used nomenclature 
depends on the machinery of transposition, phylogeny, and structure.

DNA transposons represent a relatively small fraction (3–4%) of the repetitive 
content in the human genome (Table  8.1). Yet, they are a very diverse group. 
According to the Repbase repository [16], the most commonly used database of 

Table 8.1 Classification of transposable elements and the proportion of each class in the human 
genome. TE content for the Homo sapiens reference genome (version hg38) were obtained from 
the RepeatMasker website (http://www.repeatmasker.org/species/hg.html)

Class Group Clade/Superfamily
Proportion 
of TEs

Class I: 
Retrotransposon

LTRs ERV1, ERV2, ERV3, Gypsy, DIRS 9.3%
Non- 
LTRs

LINEs CR1, Crack, L1, L2, R4, RTE, RTEX, 
Tx1, Vingi, Penelope

21.8%

SINEs SINE1/7SL, SINE2/tRNA, SINE3/5S 13.4%
Composite SVA 0.1%

Class II: DNA 
Transposon

DDE Ginger1, Harbinger, hAT, Kolobok, 
Mariner/Tc1, Merlin, MuDR, P, 
piggyBac, Transib 3.7%

YR Crypton

HUH Helitron

DDD/E transposase, YR tyrosine recombinase, HUH endonuclease

D. A. Moreira et al.

http://www.repeatmasker.org/species/hg.html


247

repetitive DNA elements, they are currently classified into 23 superfamilies, of 
which 12 can be found in the human genome [17]. The eukaryotic TEs can be 
grouped into four major groups depending on the transposition machinery and the 
composition of protein domains encoded by these elements. The dominant group of 
DNA transposons encodes a DDD/E transposase and it is able to mobilize itself 
through the classic cut-and-paste mechanism; the second group includes the TE 
named Polinton, also called Maverick, which encodes the same DDD/E transposase, 
in addition to a DNA polymerase B, which is used to its self-replication; the third 
group includes DNA transposons that encode a tyrosine recombinase, known as 
Crypton, and is proposed to mobilize itself via a circular DNA intermediate; the 
fourth group is characterized by DNA transposons that encode a HUH nuclease, 
known as Helitrons (rolling-circle transposons) (reviewed in [15]). All transposons 
that encode DDD/E transposase are characterized by terminal inverted repeats 
(TIRs), whereas Cryptons and Helitrons display other short terminal repeats than 
TIRs. There are also non-autonomous DNA transposons, derived from the DDE/E 
transposase group, that only contain short terminal fragments and lack coding 
sequences, such as the miniature inverted-repeat transposable elements (MITEs). 
Due to the lack of encoded enzymes, they must rely on autonomous DNA transpo-
sons for their transposition.

DNA transposons were believed to no longer being able to move in mammals’ 
genomes, including humans, since they were inactivated by mutations, though they 
were active during early primate evolution until ~37 million years ago, and have 
impacted human biology with the domestication of some of these elements (reviewed 
in [4]). An exception, however, has been found in bats from the genus Myotis, in 
which the evidence of recent (~8–30 Ma) DDD/E-derived DNA transposition activ-
ity was first documented [18, 19]. Some of those ancient transposons that were once 
active in the human genome in the past were tamed and contributed to human 
genome evolution by providing protein-coding sequences. For example, the human 
diversity of antigen receptors responsible for adaptive immunity relies on the 
somatic V(D)J recombination, which is dependent on the recombinase encoded by 
the recombination-activating genes, RAG1 and RAG2. Studies have shown that both 
RAG1 and RAG2 evolved from an ancient DNA transposon (Transib superfamily) 
[20–22]. Two other examples of human genes derived from DNA transposons are 
PGBD5 and THAP9. Although domesticated, the proteins encoded by these genes 
still retain the transposase activity. PiggyBac transposable element-derived protein 
5 (PGBD5) was domesticated approximately 500 million years ago, in the common 
ancestor of cephalochordates and vertebrates, and is found to be highly expressed in 
neurons, suggesting that they may have played a role in the vertebrate nervous sys-
tem development [23, 24]. The THAP domain–containing 9 (THAP9) is a gene 
encoding an active DNA transposase derived from P-element transposase that was 
found to mobilize transposons in Drosophila and human cells. THAP9-related genes 
are widely distributed in eukaryotic genomes with yet unknown function [25].

On the other hand, retrotransposons can be subdivided into two large groups: 
long-terminal repeat (LTR) elements and non-LTR elements. They represent the 
vast majority of TE-derived sequences in most genomes, accounting for 

8 To Build or To Break: The Dual Impact of Interspersed Transposable Elements…



248

approximately 45% of total DNA content in the human genome (Table 8.1). LTR 
retrotransposons are subdivided into nine superfamilies (Copia, Gypsy, BEL, DIRS, 
and five endogenous retroviruses—ERV1, ERV2, ERV3, ERV4, and Lentivirus). The 
most distinctive LTR retrotransposons are the members of the DIRS group (or tyro-
sine recombinase-encoding retrotransposons): they are located as a branch inside of 
LTR retrotransposons in the reverse transcriptase phylogeny, although they do not 
have the LTR sequences. Instead, they have either split repeats (SRs) or inverted 
terminal repeats (ITRs) [26]. Though the origin of this group has not been appropri-
ately determined, there is evidence that they were generated via recombination 
between a Crypton-like TE and an LTR retrotransposon [15], and only recently their 
mechanism of transposition was elucidated [27].

In humans, there is evidence of the presence of five superfamilies of LTR ele-
ments (ERV1, ERV2, ERV3, Gypsy, and DIRS), with a predominance of human 
ERVs (HERVs), and some traces of domesticated Gypsy LTR retrotransposon [17]. 
HERVS are characterized by long sequences (up to 10,000  bp) and account for 
~8–10% of the human genome (Table 8.1) [28]. Like DNA transposons, almost all 
HERVs lost their ability to retrotranspose within the genome [29], with the excep-
tion of HERVK that exhibits polymorphic insertions in the human population and 
seems to be still active [30]. Although the majority of LTR elements are no longer 
active, there is evidence of the exaptation of LTR-derived ORFs encoding essential 
proteins for mammalian development. For instance, proteins called syncytins, which 
are derived from the envelope glycoprotein-encoding (env) genes of endogenous 
retroviruses, contribute to the formation of the placental cell-cell fused layer called 
the syncytiotrophoblast, at the fetal-maternal interface [31]. However, the new func-
tions of these elements are more frequently found co-opted as regulatory sequences 
controlling host gene expression. For example, upon IFN-γ exposure, macrophages 
show induction of histone H3 Lys27 acetylation on STAT1 binding sites regions that 
were derived from MER41A (a member of the ERV1 family) LTRs. This region acts 
as enhancers of IFN-stimulated genes, which are important for innate immune 
responses [32].

The non-LTR elements encode apurinic-like endonuclease (APE) and/or 
restriction- like endonuclease (RLE), and usually have poly(A) or simple repeats at 
their 3′-terminus. The replication process of non-LTR retrotransposons is known as 
target-primed reverse transcription and it is promoted by annealing poly(A) tails to 
T-rich sites in the genome [11]. These elements are further divided into two major 
classes, the long interspersed nuclear elements (LINEs) and the short interspersed 
nuclear elements (SINEs), and one composite retrotransposon SINE-R/VNTR/Alu 
(SVAs) group [17]. This adopted classification of non-LTR retrotransposons is usu-
ally phylogeny-based and subdivides each major class in clades (LINEs: 32 clades, 
including Penelope-like elements, that can either encode or not the GIY-YIG nucle-
ase; SINEs: 5 clades, including the Alu elements, which belong to the SINE1/7SL 
clade and are the most abundant transposable element in the human genome; and 
SVAs) [15]. The human genome contains traces of 10 clades of LINEs (L1, CR1, L2, 
Crack, RTE, RTEX, R4, Vingi, Tx1, and Penelope), three types of SINEs (SINE1/7SL, 
SINE2/tRNA, and SINE3/5S), and one composite retrotransposon SVA (Table 8.1) 
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[17]. Together, these elements account for ~73% of human TEs, and over 1 billion 
bp, one-third of the whole human genome [33].

Only three groups of non-LTR TEs are still active in the human genome: L1 
(long interspersed element-1 (LINE-1)), Alu, and SVA. Their recent activity has 
seemingly contributed to our differentiation as a species considering the enrichment 
of gene variants co-opted in hominid genomes. In a comparison of retrotransposon 
insertions differentially present in the genomes of Anatomically Modern Humans, 
Neanderthals, Denisovans, and Chimpanzees, the authors found that the expression 
of genes containing the most recent non-LTR insertions (specific of Modern 
Humans) was enriched in the brain, where they are related to neuron maturation and 
migration [34]. It is currently estimated that Alu, L1, and SVA germline transposi-
tion events occur at a rate of 1:20 to 1:200 births [35].

The canonical, full-length L1 element is ~6 kb long and consists of two open 
reading frames (ORFs) flanked by 5′ and 3′ untranslated regions, with an internal 
RNA polymerase II promoter and a polyadenylation signal, respectively. ORF1 
encodes an RNA-binding protein and ORF2 encodes a protein with endonuclease 
and reverse-transcriptase activities [36]. L1 is the only autonomously active family 
in humans, constituting approximately 17–20% of the human genome, including 
more than 500,000 copies [37]. Interestingly, ~99.9% of these copies are fixed in the 
genome due to the accumulation of various 5′ truncated forms that are associated 
with premature reverse transcription termination, internal rearrangements, and 
mutations, making them no longer active. This resulted in only a few copies poten-
tially active in the genome [36]. However, the abundance of active L1s in the human 
population remains largely unexplored. One study using a cell retrotransposition 
assay reported 68 full-length L1s (L1HS subfamily) differentially present among the 
population that are absent from the human genome reference sequence. They also 
showed that the majority of L1s were highly active in modern-day human genomes 
[38]. Nonetheless, recent results reported that L1HS transcription is predominantly 
inactive in somatic human cells, but a small number of copies can escape silencing 
and be transcriptionally activated in somatic cells regulated by individual-, locus-, 
and cell-type-specific determinants [39].

Compared to L1, Alu elements, a short interspersed element, constitute a smaller 
portion of the human genome (~11%), yet totalizing more than one million copies 
[40], making this TE the most frequent in the human genome in terms of copy num-
ber. Alus are primate-specific repeats and the typical full-length structure is ~300 bp- 
long. Their structure is dimeric and formed by the fusion of two monomers derived 
from the 7SL RNA gene [41, 42]. The 5′ region contains an internal RNA poly-
merase III promoter and a polyadenylation signal in the terminal portion. As these 
elements do not have coding capacity, they are considered non-autonomous TEs, 
and their retrotransposition relies on the L1 molecular machinery [37]. Members of 
AluY and AluS were shown to be transposition-competent, showing polymorphic 
distributions in the human population [43, 44]. A recent study showed that Alu 
sequences exaptation gave rise to active regulators of gene transcription. 
Interestingly, Alu insertions located in genic regions (3′ UTR and proximal pro-
moter regions) were commonly associated with increased gene expression [45].
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Much less abundant than L1 and Alu, SVA composite elements (hominid-specific 
element) only make up ~0.2% (~2700 copies) of the human genome [40, 46]. The 
full-length SVA element is ~2 kb long and is composed of a (CCCTCT)n hexamer 
repeat region; an Alu-like region; a variable number of tandem repeats (VNTR); a 
SINE-R domain derived from the 3′ end of a human endogenous retrovirus K10 
(HERV-K10); and a polyadenylation signal in the final portion. They apparently lack 
internal RNA polymerase promoter and, like Alu elements, SVAs are non- 
autonomous TEs, that also rely on the L1 retrotransposition machinery [47].

Notwithstanding the TEs’ contribution to novel and beneficial host functions, 
such as enhancing the diversity of coding and regulatory sequences in the genomes, 
or enabling structural variations, contributing substantially to genome evolution, the 
activity of some TEs are also considered a threat to genomic integrity. Somatic 
transposition events might result in deleterious mutations and be responsible for 
diseases that will be further discussed in this chapter. Therefore, the host genome 
has evolved several strategies to control transposition. In this regard, TEs have been 
highlighted as a “double-edged sword”, whereby host genomes must keep and co- 
opt them to provide functional benefits while, at the same time, hamper deleterious 
events that disrupt gene function and contribute to genomic instability in a multidi-
mensional scale [48]. We will see how the host genome defends itself from TEs 
mobilization, and the impacts and consequences of TEs transposition.

8.2  Transposable Elements’ Regulation

In this section we will see the host genome strategies to repress TEs activity, trying 
to avoid deleterious effects that can result from their transposition. The activity of 
TEs in the human genome is regulated in multiple layers, from transcriptional 
repression by gene silencing through co-transcriptional regulation, to a post- 
transcriptional control regulated by RNA editing and degradation. Transcriptional 
repression is a major mechanism of defense against retrotransposons and is a 
dynamic process depending on the embryonic development stage, TEs class, and 
cell type [49]. These mechanisms that repress TE activity are especially important 
in germline cells and embryonic stem cells as TE insertions in these cells can poten-
tially be transmitted to the next generation.

Regarding the transcriptional repression, the Krüpell-associated box domain- 
containing zinc-finger proteins (KRAB-ZFPs) present an important role in repress-
ing TE’s expression [50]. These proteins comprehend the largest family of 
transcription factors in humans, containing around 300 different members. KRAB- 
ZFPs are distinguished by the presence of a zinc-finger domain, which is character-
ized by an array of C2H2 zinc-fingers that are capable of recognizing specific DNA 
motifs and conferring binding specificity to these proteins [51]; and a KRAB 
domain, which mediates the recruitment of repressors that functions as a scaffold 
for chromatin remodeling complexes, such as TRIM28 (tripartite motif-containing 
protein 28, also known as KAP1). Both domains point these proteins as mediators 
of transcriptional repression through epigenetic remodeling. The epigenetic 
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regulators that interact with the KRAB-ZFPs include histone methyltransferases 
and deacetylases, proteins capable of catalyzing heterochromatin formation, and 
DNA methyltransferases [50–53]. Together, these proteins are able to impart a 
repressed state to regions of the chromatin containing TEs. This chromatin remodel-
ing can be more plastic (through histone modifications) or more permanent (through 
DNA methylation), depending on the TE age: young LTRs are more prone to be 
silenced by DNA methylation, whereas higher levels of H3K9me3 and H3K9me2 
marks were found in intermediate-age LTRs. The evolutionarily old LTRs are more 
likely inactivated by the accumulation of loss-of-function genetic mutations [54].

The TE regulation mediated by the KRAB-ZFPs plays a key role during the epi-
genetic remodeling in early embryos. During early development, embryo cells have 
to clear off methylation markers for the establishment of sex-specific epigenetic 
markers, and, additionally, most of the previous markers from the gametes, reaching 
a totipotent state, maintaining only markers on imprinted sites [55–57]. During this 
wave of demethylation, TEs that were silenced may become active, which can cause 
germline alterations that will be passed onto future cells’ generation. KRAB-ZFPs 
work by recognizing and repressing TE’s expression in the DNA, as well as in the 
maintenance of imprinted regions during this stage [58, 59].

It is theorized that KRAB-ZFPs have co-evolved with the TEs, in an “arms race 
model”. As an inheritance of this process, KRAB-ZFPs are capable not only of 
repressing TEs but also TE-derived regulatory sequences [60]. In accordance, a 
recent study has shown that the overexpression of ZNF611, a KRAB-ZFP identified 
to target SVA sequences, was correlated with the enhancing of repression markers in 
numerous SVAs and the reduction of SVA-close genes and transpochimeric tran-
scripts levels (transcripts containing fusions of SVAs and gene-derived RNAs). 
Importantly, most of the genes repressed by ZNF611 did not present significant 
differences in the chromatin marks at their transcription start sites, suggesting that 
their expression is regulated by SVA-derived enhancers controlled by ZNF611 [61].

Whenever a young and active TE escapes from the transcriptional control medi-
ated by KRAB-ZFPs, alternative mechanisms take place to regulate these elements 
and prevent deleterious consequences. In this context, the innate immune system 
takes an important part in the post-transcriptional control. The 
APOBEC  (Apolipoprotein B mRNA Editing Catalytic polypeptide like) protein 
family acts catalyzing the deamination of cytosine to uracil during the reverse tran-
scription of retrovirus, as well as LTR and non-LTR (L1 and Alu) TEs, causing 
direct degradation or inactivation due to the hypermutation of the complementary 
DNA (cDNA) [62, 63]. Similarly to the KRAB-ZFP gene family expansion in pri-
mate host genomes, which was possibly shaped by the evolution of TEs, an expan-
sion of APOBEC3 is observed in New World Monkeys (NWM) [64, 65], followed 
by the evidence of higher L1 activity in NWM than in Old World Monkeys and other 
primates, including humans, through the observations of a higher number of retro-
copies in the first [66]. Another protein belonging to the innate immune response 
that plays a key role in the post-transcriptional regulation of TEs is the adenosine 
deaminase acting on RNA (ADAR). This enzyme catalyzes the deamination of ade-
nosine to inosine within a double-stranded RNA target and was shown to restrict L1 
retrotransposition. Interestingly, Orecchini and colleagues (2017) suggest that the 
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mechanism by which ADAR1 inhibits L1 retrotransposition is editing- independent 
and may be involved in the impairment of the reverse transcriptase step [67].

Another level of TEs repression is based on interactions between the TEs, PIWI 
proteins and  PIWI-interacting RNAs (piRNAs). TEs can be silenced by PIWIs- 
piRNAs through two different pathways: (1) at the post-transcriptional level, they 
can cause TE transcript direct degradation through the formation of double-stranded 
RNAs that are cleaved into small-interfering RNAs (siRNAs), being recognized 
and degraded by the RNA-induced silencing complex (RISC) [68]; (2) at the tran-
scriptional repression level, nascent LINE-derived transcripts are recognized by 
PIWIL4 protein/piRNAs complex that recruits methyltransferases (DNMT3L and 
DNMT3A), leading to de novo DNA methylation [69]. piRNAs also contributes to 
histone modifications, affecting the H3K9me3 methylation state [70], by forming 
complexes with H1/H3K9me3 and HP1, catalyzing heterochromatin formation 
[71] in TE-containing regions. PIWI proteins and the associated piRNAs are pre-
dominantly expressed in the gonads to protect germ-line genomes from transpos-
able elements [68, 69, 72]. These and other mechanisms of how the host can detect 
and respond to transposable element activation have been also detailed by 
Goodier [73].

8.3  Beneficial Impacts of Transposable Elements

Although deleterious impacts may arise from TE insertions, these can be alleviated 
depending on genome dynamics. In whole-genome duplication events, TE inser-
tions are associated with genome inflation, with an increase in transposition events. 
At the same time, a relaxed purifying selection tends to happen in these cases, that 
is, mutations derived from these transposition events tend to be less deleterious and 
consequently suffer less selective pressure [74]. Insertions that have little or no 
effects on genome function are better tolerated and may be fixed during evolution. 
Over evolutionary time, TEs insertions influence genomic plasticity introducing 
new transcriptional regulators to different loci, which can lead to adaptive advan-
tages. Indeed, TE sequences have been repeatedly co-opted for gene regulatory net-
work functions, as can be seen by the fine regulation of numerous ERV-derived 
transcripts during early embryo differentiation [51, 75, 76]. This abundance of 
TE-derived insertions in a variety of genomic regions gave rise to many different 
effects, such as the addition of promoters, insulators, enhancers, and other regula-
tory elements, which act regulating genome structural organization, and acting as a 
source of variability by transposing host genes (Fig. 8.1). Each of these roles will be 
further discussed below.

In a recent study, researchers have shown that newly evolved cis-regulatory ele-
ments are enriched in young TEs, including LTRs and SVAs, functioning as either 
transcriptional activators or repressors [77]. As previously discussed, TEs can con-
tain RNA polymerase promoters within their structure (Pol II for DNA transposons, 
HERVs, L1, and SVAs or Pol III in the case of Alu sequences). Therefore, alternative 
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Fig. 8.1 Schematic examples of TEs’ impact on the human genome. TEs can negatively (pink 
background, top panels, a–f) impact a gene/genome in different ways. For example, even long after 
mobilization, the interaction of TEs at different genomic positions can result in (a) genomic rear-
rangement events—non-allelic homologous recombination. Upon insertion within a gene 
sequence, a TE can affect the interaction of pre-mRNA and RNA-binding proteins in the splicing 
process, causing the addition of new exons—exonization (b) or subtraction of canonical exons—
intronization (c). TE insertion inside the coding region can cause frameshift resulting in the pres-
ence of a premature stop codon (d) and insertions in 3′ UTR can result in shorter mRNA due to 
alternative poly-adenylation signals or inefficient transcriptional elongation (e). Insertions nearby 
genes can alter its expression through epigenetic silencing of TE surroundings (f). On the other 
hand, TEs can take part in the (cis or trans) regulatory network of a host genome resulting in posi-
tive (green background, bottom panels, g–l) effects. As cis-regulatory elements, a new TE insertion 
can act as an alternative promoter (g), as an enhancer (h) or an insulator (i). Also, TEs can spread 
transcription factor binding sites (TFBSs) via transduction (j). As trans-regulatory elements, TEs 
can affect gene expression through the production of non-coding RNAs. Intronic insertions can 
generate antisense transcripts that can act as long non-coding RNAs (k). Also, the pairing of two 
inverted TEs can result in the formation of circular RNAs (l)
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promoters can be derived from the exaptation of a new or remnant insertion of a TE 
into or near host genes, driving the transcription of this region, thus eliciting gene’s 
expression in new cell types or contexts, establishing novel cis- regulatory circuits or 
fine-tuning a pre-existing network. The use of TE’s promoter can also generate a 
new gene transcript through exonization [78].

Another intriguing evidence of TEs’ domestication and exaptation into new cel-
lular functions is associated with the role of primate-specific ERVs and ERV-derived 
lncRNAs in the regulatory network of early embryo pluripotency during human 
preimplantation development [79–81]. Human two-cell embryos with knocked 
down expression of three ERV-derived lncRNAs (HPAT2, HPAT3, and HPAT5) 
were no longer capable of contributing to the inner cell mass of the blastocyst [82]. 
In addition to the germline and early embryo TE activity, a TE somatic expression 
has been observed in the mammalian brain, where L1 activity is related to altered 
diversity and complexity of neuronal cell populations [83, 84].

Moreover, TEs can take part in spreading transcription factor binding sites (TFBSs) 
and act as enhancers in new regulatory networks by their ability to carry the down-
stream or the upstream flanking sequences during retrotransposition, a process called 
transduction [85]. As a consequence, some TEs have been shown to contain func-
tional TFBSs [86, 87], which spread through the genome by transposition. However, 
there is a debate on the actual use of TFBSs that originated from TEs. Although 
TFBSs are equally distributed in both non-TE and TE-derived regions in the human 
genome [76], there is a discrepancy in their occupancy: it is estimated that 7–16% of 
active TFBSs are located within TE-derived sequences [33, 76]. Although less com-
mon, the TE-derived TFBSs can be co-opted when the epigenetic suppression is 
halted during embryonic stem cell differentiation [76]. Another suggested mecha-
nism by which TEs can take part in the host regulatory network is by promoting the 
emergence of functional elements, specially enhancers, through the insertion of new 
DNA CpG methylation sequences. However, due to the deamination process that 
occurs over time, in which 5-methylcytosine is converted to thymine, older TEs tend 
to show a depletion of CpG islands and an enrichment of mutations (see Chap. 4) [76].

In addition, TEs also make substantial contributions to non-coding regulatory 
functions that regulate gene expression post-transcriptionally (Fig. 8.1). Notably, 
75–83% of human lncRNA transcripts were found to contain TE sequences [88, 
89]. Moreover, in some lncRNAs, the pairing of inverted oriented Alu elements 
within intronic regions can mediate RNA circularization (see Chap. 5). The result-
ing circular RNAs are intrinsically related to a gene expression network involving 
miRNAs and mRNAs, acting as miRNA sponges, regulators of translation, induc-
tors of alternative splicing, among others [90, 91]. There is also evidence of 
TE-derived small RNAs acting in gene expression regulation. A recent work by 
Petri and colleagues (2019) has shown the contribution of L2 elements as a source 
of both functional miRNAs and target genes carrying L2-derived sequences in their 
3′ UTR in the human genome [92].

Beyond their local activity regulating host gene expression, TEs may be impor-
tant contributors to a broader genomic organization, functioning as insulators and 
controlling regions of active transcription of large chromosomal regions containing 
many genes. Insulators can block the interaction between an enhancer and a 
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promoter, functioning as a barrier to prevent the spreading of heterochromatin, and 
acting as an anchor that assembles chromatin into loops (see Chap. 4). They also 
harbor domains within which regulatory elements can interact. A recent work by 
Diehl and colleagues (2020) describes the distribution of TE-derived binding sites 
for CTCF, a protein involved in the boundaries’ definition for chromatin loops in 
murine and human genomes. They have described that ~35% of CTCF binding sites 
are derived from TEs, and that TE amplification has had an impact on the 3D 
genomic landscape, with evidence that TE activity may affect chromatin loop con-
figurations. It was also observed that the looping variability induced by TEs is a 
major contributor to differential gene expression patterns observed in different cell 
types or in response to environmental factors [93].

In addition to the already mentioned mechanism of transduction, another source 
of genetic novelty can be found in L1-derived reverse transcriptases, which can 
perform an RNA-mediated retrotransposition of host genes [94]. It is estimated that 
there are up to 18,700 gene retrocopies in the human genome, from which ~1,300 
are transcribed [95, 96]. These gene duplication events are a rich source for the 
evolution of adaptive traits, as, after duplication, novel retrocopies may follow one 
of three evolutionary scenarios: neofunctionalization (evolution of a new biological 
function or target a novel cellular localization), subfunctionalization (partitioning of 
biological functions between a gene copy and its parental gene), or conservation of 
the parental gene function [64].

8.4  Deleterious Impacts of Transposable Elements

Nonetheless, TEs can escape the host defense, be expressed, and cause new inser-
tions, generating deleterious mutations and transcriptional interference on host 
genes. Not surprisingly, the dysregulated activity of TEs has been linked with several 
diseases, including cancer, which will be further detailed [37, 97–100]. TEs inser-
tions can disrupt the gene function in several ways, such as: shortening the transcript 
by incorporating a TE-derived polyadenylation site in the 3′ end of genes [101]; by 
an inefficient transcriptional elongation through the AT-rich L1 sequence [102]; alter-
ing splicing by the insertion of TE-derived splice acceptor or donor sites, causing 
intronization (exon skipping) or exonization (creation of new exons), mostly causing 
a frameshift or creating premature stop codons [101]; or simply altering the epigen-
etic landscape in the vicinities of TE insertions by increasing local levels of DNA 
methylation, thus affecting the expression of genes surrounding the insertion 
(Fig.  8.1) [103]. Moreover, TEs can increase the potential for genetic instability 
through a process called non-allelic homologous recombination (NAHR) that hap-
pens between repeated copies of a TE located at distant genomic positions, contribut-
ing to an array of genetic rearrangements, from small-scale deletions and duplications, 
to chromosomal inversions and translocations (Fig. 8.1) [104, 105]. In addition, it 
was recently shown that human retrotransposons, in the germline, can drive chro-
mothripsis, a mutational phenomenon that results in genomic rearrangements and is 
a major process that drives genome evolution in human cancer [106, 107].
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TEs have shaped genome evolution in multiple ways. They have also evolved 
many complex mechanisms and biochemical functions, sometimes acting as a 
mutagenic element or affecting gene regulatory networks and gene function at either 
the RNA or DNA level. Misregulated or active elements that evade the above men-
tioned controlling cellular mechanisms can have a detrimental impact on cellular 
homeostasis. We will see below evidence showing the implication of TEs on cancer 
development and response to treatment.

8.5  Transposable Elements and Cancer

Various diseases have been associated with TE activity, such as hemophilia, neuro-
psychiatric disorders (e.g. schizophrenia, bipolar disorder), neurodevelopmental 
disorders (e.g. autism), and neurodegenerative disorders (e.g. Parkinson’s disease), 
with a number of reviews and book chapters dedicated to them [108–110]. In this 
chapter, we will focus on the deleterious impact of these elements associated 
with cancer.

Although we generally talk about cancer as a unified disease, it is actually an 
umbrella term and comprises different diseases affecting distinct tissues and organs 
in our body, each with its particular characteristics. Despite that, all the different 
cancer types are characterized by uncontrolled cell proliferation, replicative immor-
talization, ability to evade growth suppressors and the immune system, resistance to 
cell death, induction of a metabolic shift, and activation of invasion and metastasis 
[111]. The malignant characteristics are acquired through the acquisition of genomic 
and epigenomic alterations leading to the activation of oncogenes and inactivation 
of tumor suppressor genes. The driver alterations in key genes lead cells down the 
path of malignancy by impacting some of the hallmarks of cancer [111]. We will 
present examples of the association of TEs with this phenomenon and their impact 
on cancer development and response to treatment (summarized in Table 8.2).

The number of cancer types and their complexities are enormous, and many are 
still poorly understood with few pieces of information on how the malignant cells 
arise from healthy tissue. TE activity plays a role in this transformation, as will be 
further discussed. We will discuss how TE activity may be established in the malig-
nant cell, and then give examples of how their activity influences the tumor hallmarks.

Aberrant methylation is a phenomenon shared by many tumors. It promotes 
genomic instability, which may lead to genome rearrangements, copy number varia-
tions, and mutations. Different tumor types show distinct gene promoter methylation 
patterns, which simultaneously change their gene expression profile, impacting impor-
tant pathways in cancer. This is accompanied by a global genomic hypomethylation in 
intergenic and repetitive sequences, which frequently include TEs, during cancer initia-
tion and progression, what may elicit the dynamic activation of retrotransposons, espe-
cially L1 elements. Once active, TEs can insert in different regions and, consequently, 
cause genomic instability, corroborating the concept of cancer as a genomic disorder 
(Fig. 8.2). L1 hypomethylation has been linked to poor prognosis in many cancer types, 
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Table 8.2 Transposable elements and their impact on cancer development and treatment response. 
Studies and their key findings concerning the impact of TEs on cancer development and therapy 
response are summarized here

TE Key findings Cancer type(s)a References

Alu Intronic Alu on BRCA1 gene leads to 
mutant protein without BRCT 
domain

BRCA [112]

Alu Alu-derived BRCA1 rearrangements BRCA, OV [113–118]
Alu Onco-exaptation of TEs BLCA, BRCA, COAD, HNSC, 

KIRC, LGG, LIHC, LUAD, 
LUSC, OV, PRAD, SKCM, 
STAD, THCA and UCEC

[119]

ERV Onco-exaptation of TEs BLCA, BRCA, COAD, HNSC, 
KIRC, LGG, LIHC, LUAD, 
LUSC, OV, PRAD, SKCM, 
STAD, THCA and UCEC

[119]

AML [120]
ERV 5-AZA-CdR induced demethylation 

leading to expression of ERVs, viral 
infection mimicry and immune 
response induction

CRC [121]

ERV Ablation of LSD1 leads to ERV 
expression, viral infection mimicry 
leading to T-cell anti-tumor response

BRCA, SKCM, LUAD [122]

ERV ERV expression leading to a 
pro-tumorigenic environment 
(tumors with mesenchymal 
characteristics)

SCLG [123]

LINE L1 somatic insertion in the APC 
tumor suppressor gene

CRC [124]

LINE Onco-exaptation of TEs BLCA, BRCA, COAD, HNSC, 
KIRC, LGG, LIHC, LUAD, 
LUSC, OV, PRAD, SKCM, 
STAD, THCA and UCEC

[119]

LINE Somatic L1HS element insertion in 
exon 6 of the tumor suppressor gene 
PTEN

UCEC [125]

LINE De novo insertion of full length 
LINE-1 element on intron 14 of RB1

Familial retinoblastoma [126]

LINE L1 activation after hypomethylation 
inducing metastasis

SKCM [127]

LINE L1-induced activation of telomere 
maintenance genes leading to cell 
survival, epithelial-mesenchymal 
transition, invasion and migration

Telomerase-positive tumor cell 
lines (COAD, SKCM)

[128]

(continued)
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Table 8.2 (continued)

TE Key findings Cancer type(s)a References

LTR Onco-exaptation of TEs AML [120]
BLCA, BRCA, COAD, HNSC, 
KIRC, LGG, LIHC, LUAD, 
LUSC, OV, PRAD, SKCM, 
STAD, THCA and UCEC

[119]

Mariner/
Tc1 
(Tigger3)

Onco-exaptation of TEs BLCA, BRCA, COAD, HNSC, 
KIRC, LGG, LIHC, LUAD, 
LUSC, OV, PRAD, SKCM, 
STAD, THCA and UCEC

[119]

aAML acute myeloid leukemia, BLCA bladder urothelial carcinoma, BRCA breast invasive carci-
noma, COAD colon adenocarcinoma, CRC colorectal cancer, HNSC head and neck squamous cell 
carcinoma, KIRC kidney renal clear cell carcinoma, LGG low-grade glioma, LIHC liver hepatocel-
lular carcinoma, LUAD lung adenocarcinoma, LUSC lung squamous cell carcinoma, OV ovarian 
serous cystadenocarcinoma, PRAD prostate adenocarcinoma, SCLG small-cell lung cancer, SKCM 
skin cutaneous melanoma, STAD stomach adenocarcinoma, THCA thyroid carcinoma, UCEC uter-
ine corpus endometrial carcinoma

Fig. 8.2 Impact of TEs on the Hallmarks of Cancer. The image shows the ten hallmarks of cancer 
according to [111] and highlights how they can be impacted by the TE activity
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including breast, colorectal, esophageal, lung, hepatocellular, and gastric [129]. 
Moreover, L1 activation due to hypomethylation has also been associated with higher 
metastatic capacity, with a direct relationship between L1 demethylation and metasta-
sis events in the five-year follow-up of patients with primary melanoma [127] (Fig. 8.2).

The L1 retrotransposition during embryonic development, resulting in L1- 
mediated somatic mosaicism, can also favor tumor initiation, through inherited L1 
insertions leading to germline or somatic mutations later on (Fig.  8.2) [130]. 
Genomic mosaicism generates a variety of cell populations, some of which can 
function normally or can be prone to become malignant cells, accumulating altera-
tions, and developing genomic instability over years, promoting the tumor onset. 
Some examples of cancers associated with mosaicism include child leukemias and 
solid tumors localized in tissues that are under the “field cancerization” effect, such 
as the esophagus and colorectal cancers [131].

TEs are also involved in telomere maintenance and regulation. This function also 
impacts cancer progression, as it may enable a replicative immortalized state on 
malignant cells. LTR10, MER61, and Alu-associated sequences have been identified 
in subtelomeres. They are p53 binding sites involved in telomere lengthening regu-
lation [132]. Another TE also involved in telomere regulation is L1. Its activation 
seems to facilitate the expression of components of the shelterin protein complex, 
such as KLF-4, c-myc and hTERT (see Chap. 7), which maintain the telomeres’ 
integrity and leads to increased cell survival, contributing to an immortalized state 
(Fig. 8.2). The proteins coded by the L1-activated genes also seem to induce the 
expression of SNAIL1, TGF-β, among others, resulting in an epithelial- mesenchymal 
phenotype transition, which increases invasion and migration of cancer cells 
(Fig. 8.2; reviewed in [128]).

Regarding driver alterations caused by TE’s insertion in key genes associated with 
cancer (Fig. 8.2), our knowledge is still very incipient. According to Knudson’s hypoth-
esis, also known as the two-hit hypothesis, a tumor suppressor gene needs to have both 
copies inactivated for its function to be completely lost. This implies that the preexis-
tence of a faulty copy of a tumor suppressor gene increases the probability of tumor 
development [133]. A good example of how this works is the difference regarding the 
prevalence and age-of-onset distribution between sporadic and familial retinoblastoma 
cases, wherein the latter, the patient is already born with a damaged copy of the RB1 
(Retinoblastoma transcriptional repressor 1) gene [134]. A recent study has described 
for the first time the occurrence of TE insertion on the RB1 gene leading to a case of 
familial retinoblastoma, showing that the insertion of a L1 element in the gene leads to 
erroneous splicing due to the generation of new acceptor splice site [126].

Miki and colleagues, in 1992, were the first to report the disruption of a suppres-
sor gene by the insertion of a mobile element. They showed that the insertion of L1 
in APC (Adenomatous Polyposis Coli regulator of WNT signaling pathway),  a 
tumor suppressor gene implicated on the development of colorectal cancer, could be 
found on colorectal cancer cases [135]. But, due to the lack of technology at the 
time, it was not possible to identify the origin of the L1 retrotransposon or prove its 
role in cancer initiation. This effect, however, has been identified in a later study, 
which showed the L1 insertion in the APC gene derived from a hot L1 

8 To Build or To Break: The Dual Impact of Interspersed Transposable Elements…



260

retrotransposon on chromosome 17 that evaded silencing in the normal tissue. The 
L1 insertion was identified in a patient’s microsatellite stable tumor, and the L1 
retrotransposon expression was also detected in his healthy tissue. As it was detected 
in normal and tumor samples, it can be inferred that this insertion could have hap-
pened in preneoplastic colonic epithelium, generating an early driver mutation event 
that may have contributed to the development of colorectal cancer (Fig. 8.2) [124].

As previously stated, Alu repeats can create regions susceptible to incorrect chro-
mosome recombinations, which in turn can originate  mutations, deletions, and 
duplications of genes (Fig. 8.2). Examples are deletions in  the BRCA1/2 (Breast 
Cancer DNA repair associated 1 and 2) genes implicated in cases of familial ovarian 
and/or breast cancer [136]. Curious about the fact that BRCA1  germline patho-
genic variants were not found as frequently as expected from linkage studies’ data, 
Montagna and collaborators (1999) decided to look at other alterations not captured 
by common tests (used at the time in clinic) that could be the culprits in the cases 
with no mutation associated with the disease. The group identified a 3-kb deletion 
encompassing BRCA1 exon 17 caused by Alu-enabled rearrangement. This altera-
tion caused a frameshift in the protein-coding sequence and created a premature 
stop codon in two different Italian families with inherited cases of ovarian and 
breast cancer [137]. Since then, with the advance of technology, various rearrange-
ments facilitated by the abundance of Alu sequences in BRCA1/2 were reported in 
different populations [113–118].

Genomic instability favors tumorigenesis and cancer progression, but if left 
uncontrolled, may result in an unsustainable state that will lead to cell death. A 
mechanism of TE repression that helps to hinder their impact on genomic instability 
in cancer cells involves the spermatogenic transposon silencer maelstrom (Mael) 
piRNA-processing factor. Mael is a germline-specific protein that is activated in 
somatic cells during tumorigenesis that protects cancer cells from spontaneous 
DNA damage. Kim and collaborators (2016) have demonstrated that Mael depletion 
in cancer cell lines resulted in the ATM serine/threonine kinase-dependent DNA 
damage, with an increase in reactive oxygen-species, senescence, and apoptosis in 
cancer cells [138].

TE expression can also have an impact on the tumor’s immunogenicity, influencing 
the recruitment and activation of immune cells in the tumor microenvironment 
(Fig.  8.2). Recent studies have shown TE activity inducing the immune response 
against tumors, but also promoting tumor progression by allowing them to evade from 
the immune system. Recently, it has been shown that tumors express over 400 TE 
subfamilies, including HERVs, LINEs, SINEs, and SVAs. It was also observed that 
tumor cells present potentially TE-derived immunogenic peptides, leading to innate 
immune activation in the tumor, besides contributing to the adaptive immune infiltra-
tion, by providing tumor cell surface antigens [139]. However, the immune activation 
does not always lead to better prognosis. A recent work by Zhu and colleagues (2020) 
has shown that high TE expression in colorectal cancer (CRC) leads to an “immune 
overdrive”, with the presence of a highly pro-inflammatory infiltrate, resulting in the 
inflammation state which is another cancer hallmark (Fig. 8.2). They evaluated mul-
tiple TE families in CRC samples, correlating the TEs expression with patient survival 
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and immune activation gene pathways. Then, those TEs’ expressions were used to 
generate a score, and the CRC samples were clustered in four groups of increasing 
risk. High-risk scores were independent of microsatellite instability status (commonly 
associated with global hypomethylation in CRC) or mutation burden, and predicted 
worse prognosis, showing that TEs expression could be used as a biomarker [140]. As 
another example of immune activation causing a deleterious effect, it has been shown 
that the expression of HERVs may trigger signaling cascades that ultimately lead to a 
pro-tumorigenic environment. For example, in small-cell lung cancer, the expression 
of a subset of HERVs called SPARCS (Stimulated 3 prime antisense retroviral coding 
sequences) leads to the production of double-stranded RNA (dsRNA), mimicking a 
viral infection. In turn, it initiated a response cascade that signals for the release of 
cytokines and the expression of PD-L1 by the subgroup of mesenchymal tumor cells 
when exposed to IFN-γ. In this case, despite the immune cell infiltration in the tumor 
microenvironment, it presents an immunosuppressive profile, impairing the antiviral 
immune response expected to be activated, the MDA5/MAVS/IRF7 pathway, that 
enables the clearing of tumor cells [123].

As explained before, TEs can also add new expression regulator elements and 
their use can lead to the aberrant expression of oncogenes, a process that was termed 
onco-exaptation by Babain and Mager (Fig. 8.2) [141]. An example of this use of 
TEs in cancer was reported for acute myeloid leukemia (AML). AML is a cancer of 
the myeloid line of blood cells, with a great diversity of cytogenetic abnormalities. 
It is characterized by the clonal expansion of cells from the hematopoietic system 
that are abnormally or poorly differentiated [142]. Malignant cells in AML present 
diversification in its epigenetic and genetic landscapes, leading to high variability in 
the disease intra- and inter-patient [143]. Deniz and colleagues (2020) observed that 
some of the genetic variability can be attributed to the onco-exaptation of TE 
sequences as enhancers for genes implicated in hematopoiesis and AML pathogen-
esis (Fig. 8.2). They identified ERVs associated with AML and CD34+ hematopoi-
etic stem cell-specific DNAse-hypersensitive sites (DHS) that had histone markers 
for active enhancers in commonly used laboratory cell lines with different genetic 
and cytogenetic backgrounds, as well as in AML samples. Some of these potential 
active enhancer regions presented LTR sequences from ERVs and were enriched for 
AML-related TF binding motifs. The deletion by CRISPR-Cas9 of candidate ERV 
regions led to differences in gene expression and cell growth suppression. Their 
findings point to these regions’ possible exploitation by cancer cells to promote cell 
proliferation, survival, and maintenance of a dedifferentiated cell state (Fig. 8.2) [120].

A recent study analyzed tumor and tumor-matched-normal samples (7,769 and 
625 samples, respectively) from the “The Cancer Genome Atlas” (TCGA) project, 
corresponding to 15 different cancer types, to identify onco-exaptation events in 
multiple tumors all at once. They were able to identify events enriched in specific 
tumors and also events that are common to multiple tumors [119]. A total of 625 
TE-oncogene chimeric transcripts were identified and approximately half of all the 
tumors analyzed had at least one instance of onco-exaptation event identified 
(Fig. 8.2). The prevalence of events across cancer types ranged considerably sug-
gesting that, although TE expression in cancer is often tumor-specific, 
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onco- exaptation can be a promiscuous mechanism for the activation of oncogenes. 
However, how this phenomenon occurs and the extent to which it contributes to 
oncogenesis remain unknown.

8.6  Transposable Elements Activation and Cancer Treatment

Cancer treatment can vary from a more aggressive and systemic approach to the 
more localized targeted therapies, depending on the type of cancer and its character-
istics. Treatment responses vary according to each patient and may be influenced by 
alterations that arise from TEs activation. Besides influencing the treatment 
response, TEs activation can also be used as a target for new therapeutic strategies, 
as we will discuss further.

As discussed previously, the presence of Alu repeats on the BRCA genes can lead 
to mutations and/or deletions associated with cancer. Although patients with BRCA1 
germline mutations have a higher cumulative risk of developing breast and ovarian 
cancer than the general population [144], germline or somatic mutations in this 
gene, independently of origin, are also associated with better survival outcomes and 
therapy response [145]. It is important to mention that carcinomas harboring BRCA1 
mutations are generally sensitive to PARP inhibitor (PARPi) therapy [146]. However, 
in a recent study, intronic Alus on the BRCA1 gene were shown to produce a mutant 
protein that did not contain the BRCT domain. A BRCA1 mutant protein containing 
the BRCT domain does not fold correctly and is, therefore, targeted for degradation. 
The protein that arises from this BRCT domain-deficient isoform avoids its degra-
dation and is still functional in the DNA repair pathway, which in turn promotes 
PARPi resistance [112] (Fig. 8.3). The repression of TEs was also associated with 
taxane resistance in triple-negative breast cancer cells. Deblois and collaborators 
(2020) have shown that these cells undergo metabolic adaptations, which result in 
regions with a high rate of histone H3 lysine methylation, leading to TE repression. 
They have found that inhibiting the EZH2 H3K27me3 methyltransferase leads to an 
overall TE-derived sequence expression, with an accumulation of dsRNA fragments 
and the activation of the viral mimicry response, showing the potential use of this 
mechanism for treating chemoresistant breast cancer [147] (Fig. 8.3).

Besides promoting treatment resistance, the expression of TEs can also favor an 
anti-tumor response. As TEs are silenced by methylation, the use of demethylating 
agents can lead to their expression. A study by Roulois and collaborators showed 
that when treated with 5-aza-2-deoxycytidine (5-AZA-CdR), colorectal cancer cell 
lines started expressing HERVs. 5-AZA-CdR is a cytidine analog, a demethylating 
agent used to induce global demethylation by trapping the proteins from the DNA- 
methylation machinery and recovering tumor suppressor genes expression. Roulois 
and collaborators (2015) identified the formation of dsRNA derived from HERVs 
on the cell lines upon treatment. By mimicking a viral infection, the aforementioned 
antiviral immune response is activated, enabling the elimination of tumor cells [121].
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A similar effect was observed in a study that showed the effects of the histone 
demethylase LSD1 ablation in cancer cells. The LSD1 protein normally represses 
the expression of ERVs and its downstream effects on the cell. In this study, LSD1 
expression was depleted by shRNA knockdown, CRISPR/Cas9 deletion, or by 
using the GSK-LSD1 catalytic inhibitor. When LSD1 was not expressed, tumor 
cells showed cell growth arrest, enrichment of the antigen presentation pathway, 
and enhancement of tumor infiltration with T cytotoxic cells, promoting T-cell anti- 
tumor response. Tumor resistance to PD-1 blockade was also overcome, showing 
LSD1 ablation’s potential as a complement to immunotherapy [122].

a c

d

b

e

Fig. 8.3 Harmful or helpful for cancer? On the left side (pink panel), there are examples of ways 
by which TEs can interfere on cancer treatment response. (a) On taxane-resistant triple-negative 
breast cancer (TNBC) cells, metabolic stress leads to a repression of HERV expression, compen-
sating the hypomethylation of those elements by augmenting the presence of H3K27me3 markers. 
This leads to the decrease in accumulation of dsRNA and the mimicry of viral response is not 
triggered, impacting malignant cell clearance by the immune system; (b) Alu-derived rearrange-
ment of BRCA1 produces a protein devoid of the BRCT domain, which impacts its targeting for 
degradation. As a consequence of the persistence of BRCA1, the cell becomes PARPi-resistant. On 
the right side (green panel), examples of ways to control target TEs or to use TEs as a tool for 
cancer treatment. (c) Guided methylation of TEs by CRISPR-SunTag-DNMT3A for onco- 
exaptation control; (d) insertion of genes coding for enzymes capable of degrading important 
molecules for malignant cell survival using the Sleeping Beauty transposon delivery system; (e) 
production of T cells capable of recognizing and responding to the tumor by inserting gene 
sequences of chimeric receptors using the Sleeping Beauty transposon delivery system
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TEs can also be used as targets for the development of new therapeutics for can-
cer. For instance, it was recently shown that TEs expression generates several anti-
genic peptides that are conserved among different tumor types. The authors 
suggested that these potential neoantigens should be evaluated not only as “off-the- 
shelf” vaccine targets for therapeutic intervention but also for cancer prophylaxis 
[139]. In a different perspective, Jang and collaborators (2019) identified TE-derived 
oncogenic transcripts across 15 cancer types showed that in vitro target epigenetic 
silencing of the AluJb-derived LIN28B TE, identified in liver cancer and lung cancer 
cell lines, was capable of reducing the TE-regulated oncogene expression [119] 
(Fig. 8.3). These results pave the way for the use of guided methylation of TEs as a 
targeted therapy, in cases where onco-exaptation was identified.

8.7  The Use of Transposable Elements as Tools 
in Precision Medicine

We have discussed the impact of endogenous TEs on the evolution and diversifica-
tion of genomes, the deleterious impact of its activity in cancer and treatment 
response, as well as their use as targets for new therapeutic strategies. Here we will 
discuss how TEs are being used as tools in already approved therapy and possible 
new uses in precision medicine in cancer.

One of the main characteristics of malignant cells that successfully proliferate is 
their capacity to elude the immune response. The immune evasion can occur by 
either reducing or annulling antigen presentation, by hampering immune response 
activation, and by subverting immune cells to provide a favorable environment for 
its growth [148]. To revert this state, immunotherapies based on checkpoint block-
ade have been developed and shown to be able to recuperate anti-tumor immune 
response [149]. Modified cell-based immunotherapies known as adoptive cell ther-
apy (ACT) have also shown excellent results [150].

ACT is based on the patient’s cells to generate an anti-tumor response. These can 
be tumor-infiltrating lymphocytes (TILs) or genetically modified T cells expressing 
novel T cell receptors (TCR) or chimeric antigen receptors (CAR). In particular, 
CAR-T cells that express a receptor capable of recognizing CD19 have already been 
approved by the FDA for treatment of refractory B cell lymphomas and have shown 
positive results [151, 152]. These cells are generally modified using a lentiviral or 
viral process, which is not only time-consuming but also costly, deeming the treat-
ment almost impossible for the general population [153].

Nevertheless, recently the Sleeping Beauty (SB) transposon-transposase delivery 
system for the generation of CAR-T cells was developed. The SB transposon is part 
of the Tc1/mariner superfamily which is widespread in eukaryotic organisms. A 
functional gene encoding the SB transposase was produced by “reverse-evolution” 
of DNA sequences from different fish species’ transposons [154]. This transposase 
is capable of inserting engineered DNA-transposon sequences flanked by TIRs into 
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TA-rich regions in the genome [155]. Recent studies have shown that the protocol 
using the SB delivery system is capable of generating modified cells in a secure, 
more cost-efficient way in a fraction of the time needed for production using a len-
tiviral approach, turning these into a viable option for treatment, even in developing 
countries and underserved public health systems [156]. A phase I clinical trial using 
SB-developed CAR-T cells in patients with advanced non-Hodgkin lymphomas and 
acute lymphoblastic leukemia has shown promising results, with 83% progression- 
free survival in 30 months for patients subjected to autologous hematopoietic stem 
cell transplantation (HSCT) (Fig. 8.3) [157].

Another use of SB in cancer studies involves the direct modification of the malig-
nant cell. Numerous studies have shown the potential of the SB system for integrat-
ing target genes in both cell cultures and mice [158–160]. It has also been used as a 
tool for screening genes that contribute to cancer development and metastasis [161–
164], and for developing carcinogenesis models [165]. Recent studies also show the 
potential use of this system for direct gene therapy with malignant cells as targets 
[160], with cytotoxic effects already demonstrated in lung cancer cells (Fig. 8.3) [166].

8.8  Concluding Remarks

There is still a lot to be learned and there are still methodological problems to be 
tackled to fine-tune the identification of TEs and TE insertions. For cancer, in par-
ticular, knowing which alterations arise normally from de novo or germline inser-
tions, as well as understanding the role of TE expression in different points of 
disease progression and different cell states might be valuable. Not only can it help 
in understanding the disease, but also in developing treatments tailored to this infor-
mation. Nevertheless, collectively, the data presented in this chapter demonstrate 
the still evolving knowledge of the TEs’ impact not only on the genome content, 
structure and regulatory hierarchy, but also its implications in development, be it in 
health or disease conditions. It also highlights the potential of this once called “junk 
DNA” to be used not only as a tool for research and treatment, but also as a target 
for new therapies.
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Chapter 9
Copy Number Variation in the Human 
Genome

Elisa Napolitano Ferreira and Caio Robledo D’Angioli Costa Quaio

9.1  Copy Number Variation: A Brief Description 
and Overview of its Impacts and Mechanisms of Origin

Copy number variation, or simply CNV, refers to a type of structural genomic alter-
ation of a DNA segment detected in one individual in a number of copies different 
from the reference genome. CNV includes events such as duplications—that can 
occur in tandem or at distant sites of the genome—and deletions of one (heterozy-
gous loss) or both alleles (homozygous loss). CNV differs from other genomic 
structural variants, such as inversions and balanced translocations, as it results in an 
unbalanced variation. The size of CNVs may vary from a few base pairs (bp), typi-
cally larger than 50 bp, to large chromosome segments and even, in extreme cases, 
an entire chromosome (aneuploidy) ([1, 2, 61].

From Drosophila to humans, CNVs are observed in different organisms, and they 
not only play an important role in phenotypic diversity among individuals but are also 
related to pathologic conditions. Given their substantial variability in size, their impact 
on the physiological function of an organism is also diverse and depends on many fac-
tors, for example, the size of the alteration, i.e., short segment or macroscopically 
detectable variant; and the genomic region in which it occurs, i.e., whether it is in a 
gene-rich region, a “gene desert”, or a subtelomeric or centromeric region. When genes 
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are involved, the impact of the variant will depend on the genes’ functions and whether 
a given gene was affected as a whole or in part. CNVs can affect gene dosage through 
gain or loss of an entire gene or multigene segments upon duplication or deletion; they 
can lead to gene disruption when the breakpoint of the alteration occurs within a coding 
gene; and they can also influence gene expression by affecting regulatory sequences of 
the genome, which may be close to or far away from the regulated gene [3].

Several molecular mechanisms have been described as involved in the generation 
of CNVs, including errors in DNA repair pathways, in recombination or in DNA 
replication machinery. Non-allelic homologous recombination (NAHR) is an essen-
tial mechanism of genetic diversity and can involve in the repair of DNA double- 
strand breaks (DSBs). Typically, NAHR occurs at multiple sites within the genome, 
in regions flanked by segmental duplications or low-copy repeats that are highly 
homologous (more than 95% identity), usually longer than 1 kb [4]. The misalign-
ment of these highly similar sequences during meiosis or in the DSB repair process 
may result in the development of CNVs. Since NAHR occurs in regions containing 
low-copy repeats, they frequently give rise to recurrent CNVs.

On the other hand, non-homologous end joining (NHEJ) and replication-based 
mechanisms lead to non-recurrent CNVs of variable sizes. Essentially, human cells 
employ NHEJ to repair DSBs caused by ionizing radiation and reactive oxygen spe-
cies. This repair mechanism comprises four steps and requires the participation of 
several proteins to detect the DSB, to bring the DNA molecules into physical prox-
imity and the correct orientation, to perform the modification of the DNA ends, and 
to ligate the DNA segments [5]. It does not usually require any homologous seg-
ments as guides but, in some cases, small segments of 5 to 25 bp of homology are 
used, resulting in a mechanism known as microhomology- mediated end joining 
(MMEJ) [5]. Both NHEJ and MMEJ can lead to small deletions or duplications at 
the breakpoint junctions, leading to the development of CNVs [4].

Errors during DNA replication have also been shown to play a role in the generation 
of CNVs. During slippage of a single-stranded DNA at a replication fork, it may mis-
place such as in a self-complementary hairpin due to sequence repeats. If DNA synthe-
sis moves forward, it may result in a deletion in the new strand; if forward and backward 
once the hairpin is unfold, it may lead to a duplication of the region adjacent to the 
repeats [4]. Serial replication slippages (SRS) can give rise to smaller complex CNVs. 
Additionally, rearrangements might occur between different replication forks. When a 
replication fork is stalled for any reason, the single- stranded lagging DNA can template-
switch to another replication fork that shares at least a short homologous region. This 
event, called fork stalling and template switching (FoSTeS), might occur between 
homologous regions that are a few kilobases to several megabases in size and is believed 
to be responsible for the origin of many structural variants, including CNVs [6].

9.2  CNVs Are Major Contributors to Phenotypic Variation 
in the Human Genome

CNVs are recognized as an important source of genetic diversity in all forms of life, 
driving adaptive evolution in bacteria, archaea, plants and animals [7]. The first 
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documented copy number variations were described in the early 1990s. By studying 
the Drosophila Bar gene, Sturtvant [8] suggested the occurrence of mutations that 
lead to different gene dosages in chromosomes as result of unequal crossing-over 
events. In 1936, based on cytological studies, the Bar mutation was confirmed as a 
tandem duplication mutation [9, 10].

To date, almost 100 years from the initial evidence, a huge catalogue of human 
CNVs has been documented, allowing the understanding of human population 
genetic diversity [11, 12] and human diseases.

CNVs tend to occur near low-copy repeats and are mostly located outside of 
genes and conserved regions of the human genome [62]. In particular, exons of 
genes related to diseases such as cancers are less variable than the average site 
within the human genome [61].

Overall, duplications are more commonly detected than deletions [11, 12, 62]. 
One possible explanation is that duplications have generally milder effects and are 
therefore better tolerated and subjected to less selective pressure [61]. Conversely, 
gene duplication has been described as an important mechanism of human evolu-
tion. Comparative studies across primate genomes have detected a higher number 
of gains than losses over evolutionary time and suggest gene duplication as a 
major lineage-specific gene copy number event [63].

Until recently, single-nucleotide variants (SNV) were thought to be responsible 
for the majority of genetic variability in humans, and CNVs, although recognized as 
important, were thought to be relatively rare. Nonetheless, with the evolution of 
technologies for studying CNVs at single-base resolution, it is now well established 
that CNVs are a major source of human genetic variability [64, 65].

CNVs impact more base pairs of human DNA than short-range DNA variants. 
On average, 1,500 common CNVs are detected in one individual, a number con-
siderably lower than the average number of SNVs (4 to 5 millions per individual) 
[66–68]. However, considering that each CNV encompasses on average 20,000 bp, 
the extent of CNV’s impact reaches at least 20 million bp (20 Mbp), in contrast to 
nearly 5 Mbp affected by SNP variation [11, 12, 62, 68, 69, 70].

In 2006, Redon and colleagues organized the first CNV map of the human 
genome based on 207 individual genomes analyzed using different array platforms. 
In 2015, Zarrei and colleagues published an updated version of the human CNV 
map by compiling high-quality published data from healthy individuals of various 
ethnicities. The human CNVs detected in healthy individuals as well as associated 
with pathologic conditions to date can be explored in public databases such the 
Database of Genomic Variants (DGV) (http://dgv.tcag.ca/dgv/app/home) [2]), the 
DatabasE of genomiC varIation and Phenotype in Humans using Ensembl Resources 
(DECIPHER) (https://decipher.sanger.ac.uk/) [13], and the 1000 Genomes Project 
(https://www.internationalgenome.org/) [11, 12].

DGV is a publicly available database created in 2004 with the aim of providing 
a comprehensive summary of structural variation in the human genome. It presents 
a comprehensive catalog of human CNVs and structural variations among control 
individuals from populations worldwide and is continuously updated with new data 
from peer reviewed research studies.

9 Copy Number Variation in the Human Genome
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DECIPHER is an interactive web-based database that aggregates both clinical 
and genomic information from patients in order to assist geneticists with the inter-
pretation of genomic results, specifically those related to rare diseases and rare 
genomic variants. It was conceived as both a clinical and research sharing tool and 
compiles data from more than 36,000 cases from 270 centers.

The 1000 Genomes Project was the first high-throughput project to sequence 
whole genomes of a large number of individuals of different ethnicities. The project 
was conducted between 2008 and 2015 and sequenced 2504 individuals from 26 
populations, creating the largest public catalog of human variation and genotype 
data to date.

These public databases have helped enormously in compiling data from different 
studies and helping geneticists interpret genomic data in daily practice. However, it 
is important to consider that the control individuals in these databases might develop 
a condition that appears later in life, or they might be healthy with respect to a par-
ticular condition but not be considered a “control” for a different condition, since 
health is dynamic. Additionally, somatic variants tend to accumulate with age and 
may be an additional confounding effect in some studies.

9.3  Analysis of Copy Number Variants

The initial approaches for studying CNVs were cytogenetics techniques such as 
fluorescence in situ hybridization (FISH) and karyotyping [71]. In [14], Jérôme 
Lejeune, using a cytogenetics approach, revealed that a gain of chromosome 21 
was associated with Down syndrome [15]. This observation was possible because 
the entire chromosome 21, which represents slightly more than 48 million base 
pairs (48.1 Mb), is visible at microscopic resolution. Smaller chromosomal rear-
rangements of 5 Mb or larger may also be detected by microscopic techniques. 
Nevertheless, the detection of chromosomal rearrangements smaller than 5 Mb 
through light microscopy is a challenge; other methods, such as quantitative 
PCR or multiplex ligation-dependent probe amplification (MLPA), are more 
suitable.

By 2004, the development of new techniques such as array-CGH (comparative 
genomic hybridization) and SNP-array (single nucleotide polymorphism-array) and 
the first NGS (next-generation sequencing) platforms improved the knowledge of 
CNVs, since both are high-throughput technologies that allow large-scale screening 
of CNVs of variable sizes (Table 9.1).

Today, both NGS and array-CGH are the gold-standard technologies for CNV 
analysis in research and clinical settings. Although they are complex approaches 
that require the use of bioinformatics pipelines for the interpretation of the data, 
they are indicated as high-throughput screening methods for discovering CNVs 
associated with a specific condition. Karyotyping is also considered an appropriate 
screening method with simpler analysis, but it is limited to larger events. On the 
other hand, FISH, MLPA and qPCR are cost-effective techniques suitable for the 
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analysis of specific loci. In this section, we will describe each method in detail and 
comment on its advantages and limitations.

9.3.1  G-Band Karyotyping

Karyotyping is a technique for studying the number and structure of chromosomes 
by visual inspection, allowing the detection of abnormal numbers and/or 
arrangements.

The first step for karyotyping is to collect cells from the individual. Depending 
on the clinical setting, cells can be isolated from peripheral blood or bone marrow; 
amniotic fluid or chorionic villus specimens can be used for prenatal testing. These 
cells are then cultured in vitro for a short period, and by the addition of colchicine, 
a mitosis-inhibiting reagent, dividing cells are arrested in metaphase. Metaphase is 
the cell cycle phase when chromosomes assume their most condensed conforma-
tions, which facilitates visual inspection.

Cells are then disrupted, and chromosomes are fixed on a glass slide and stained 
to enhance visualization. Different methods may be used for staining the chromo-
somes. The most used to date is Giemsa staining, which produces a form known as 
the G-banding pattern. Giemsa incorporation into the chromosome depends on the 

Table 9.1 Methods for detection of Copy Number Variations

Method Technique

Size of 
CNVs 
detected Throughput Analysis

Targeted screening

FISH Hybridization with 
fluorescent probes

≥10 kb One or a few 
loci

Fluorescent microscopy

qPCR Amplification with 
fluorescent probes

≥50 bp to 1 
kb

One or a few 
loci

Analysis software from 
the termocycler 
equipment

dPCR Amplification with 
fluorescent probes

≥50 bp to 1 
kb

One or a few 
loci

Analysis software from 
the termocycler 
equipment

MLPA Probe ligation and 
amplification

≥50 bp One or a few 
dozen loci

Coffalyser software

Genome-wide screening

G-band 
karyotyping

Karyotyping ≥1 Mb Whole genome Microscopy

SNP-array Hybridization ≥5 kb (*) Whole genome Bioinformatics pipeline
Array-CGH Hybridization ≥1 kb (*) Whole genome Bioinformatics pipeline
Next generation 
sequencing

DNA sequencing ≥50 bp Whole genome Bioinformatics pipeline

(*) The size of the CNV is dependent on the resolution of the platform. The numbers represent the 
capacity of the high-resolution platforms
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composition of nucleotides A (adenine), T (thymine), C (cytosine) and G (guanine). 
AT-rich regions tend to better incorporate Giemsa and consequently result in darker- 
staining bands, whereas CG-rich regions appear as lighter bands. Each chromosome 
presents a unique G-banding pattern that facilitates chromosome identification and 
counting [16]. Additionally, by comparing stained chromosomes to a reference 
G-banding pattern from a normal karyotype, it is possible to identify certain struc-
tural variations, such as duplications and deletions of large chromosome regions, as 
well as translocations and inversions.

G-band karyotyping is mostly used by clinical cytogeneticists to aid in the diag-
nosis of specific birth defects and genetic disorders in humans by detecting large 
genetic changes that involve whole chromosomes or other anomalies involving sev-
eral megabases of DNA.

9.3.2  Fluorescence In Situ Hybridization (FISH)

Fluorescence in situ hybridization (FISH) is another kind of cytogenetics technique 
that allows the visualization of structural variations of the genome. This method is 
based on the use of fluorescently labeled probes that bind with specific regions of 
DNA and thus can reveal under the microscope the occurrence of genetic amplifica-
tions, deletions and translocations [17].

Cells are obtained from blood or tissue specimens and are fixed on glass slides. 
They are then incubated with the fluorescently labeled probes to allow hybridization 
of the probes to the complementary regions of DNA. One or more probes can be 
used together, and repetitive sequences of DNA can be blocked to avoid nonspecific 
hybridization. Fluorescent signals visualized under the microscope then expose the 
location and quantity of the probed sequences, allowing the detection of structural 
variations.

For the detection of copy number variations, for instance, by counting the num-
ber of fluorescent dots specific to the centromere region of a chromosome and the 
number of fluorescent dots specific to a gene or locus on the same chromosome, it 
is possible to detect deletions, duplications and amplifications. One practical exam-
ple is for subclassification of breast cancer, where the detection of amplification of 
the ERBB2 gene (HER2) is indicative of a more aggressive subtype and can have an 
important impact on patient treatment [72].

9.3.3  Multiplex Ligation-Dependent Probe Analysis (MLPA)

The multiplex ligation-dependent probe amplification (MLPA) approach was first 
described in 2002 by Schouten and collaborators [18]. The method is based on 
hybridization of DNA probes, followed by amplification and fragment analysis by 
capillary electrophoresis.
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For each assayed region, two probes are designed, targeting adjacent seg-
ments of DNA. Upon hybridization, the probes are positioned adjacent to one 
another, allowing their ligation into one unique probe. This step gives high speci-
ficity to the method since the ligation will only occur once both probes are accu-
rately aligned with the genome. Next, the unique longer probe is linearly 
amplified by universal primers, and the generated fragments are analyzed by 
capillary electrophoresis.

The universal primers are complementary to sequences at the ends of the probes. 
The use of universal primers allows different pairs of probes to be used and ampli-
fied in parallel in a single MLPA experiment. Additionally, each pair of probes must 
produce a fragment of a different size to allow the amplicons to be distinguished by 
electrophoresis. The amount of each amplified fragment correlates to the DNA dos-
age in the sample tested. Therefore, by quantifying these fragments, it is possible to 
detect regions of copy number duplications and deletions.

Several commercial MLPA assays are available through a company named MRC 
Holland for the study of numerous human diseases. MLPA is considered a high- 
confidence method for CNV analysis of specific regions, with high resolution for 
small CNV events.

9.3.4  Polymerase Chain Reaction (PCR)

Polymerase chain reaction (PCR) is a flexible, simple, low-cost approach that is 
widely used in multiple molecular studies. PCR consists of recreating the condi-
tions of DNA replication in vitro to amplify a DNA fragment of interest by produc-
ing multiple copies. This method was originally introduced by Saiki in [19] and 
automated by Mullis in [20] and is considered one of the most basic and important 
tools in molecular biology.

From a small amount of DNA, a specific region of the genome is amplified in 
vitro by using specific synthetic oligonucleotides, a thermostable polymerase 
enzyme (usually Taq DNA Polymerase), dNTPs (deoxyribonucleotides A, T, C and 
G) and buffers, salts and co-factors to enhance the polymerase reaction. The oligo-
nucleotides are complementary to the region of interest and serve as the initiators of 
DNA synthesis in vitro. Taq DNA polymerase is purified from the bacterium 
Thermus aquaticus, which is a microorganism that lives in habitats with extremely 
high temperatures. The amplification occurs in multiple cycles, where at each cycle, 
the number of DNA molecules is doubled, leading to an exponential amplification 
of the molecules.

The PCR cycles consist of a DNA denaturation step by heating at approximately 
95 °C, the hybridization of the oligonucleotides to the complementary regions of the 
DNA at a lower annealing temperature (the annealing temperature depends on the 
base composition of the oligonucleotide and usually ranges from 50 to 70 °C) and, 
finally, an extension step where the actual polymerase activity of incorporation of 
dNTPs into the growing chain of DNA occurs at temperatures between 68 to 72 °C.
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Conventional PCR, as described above, can be helpful in detecting structural 
variations by amplifying the breakpoints of the events. For CNV detection, quanti-
tative PCR and, more recently, digital PCR are more appropriate. Quantitative PCR 
uses a set of fluorescently labeled probes that generates a quantifiable signal at the 
end of each amplification cycle and allows the relative quantification of a target and 
a reference fragment. By using a DNA region with a known copy number (normally 
diploid) as a reference, the concentrations of the target and reference gene can be 
used to estimate the copy number of the target [21].

Digital PCR is similar to quantitative PCR; however, prior to amplification, 
the reaction mix is partitioned into several thousand reactions (emulsified drop-
lets or physical compartments) to dilute the target DNA such that each partition 
contains zero or one copy of the target. After amplification, every partition is 
investigated to determine whether it is positive or negative for both the target and 
the reference region, resulting in a digital counting of a binary outcome (positive 
or negative). Digital PCR is not a screening method; however, it gives a highly 
precise, absolute quantification of DNA copy number in a fast, easy and low-cost 
approach [22].

9.3.5  Hybridization-Based Microarray Approaches

Hybridization platforms consist of DNA fragments of known sequences that are 
immobilized to a solid platform in a known position and order, creating a microar-
ray. DNA from a specific sample of interest is fragmented and labeled, and these 
labeled DNA molecules are incubated with the array under specific conditions (buf-
fers and temperature). By complementary hybridization, the labeled DNA is 
attached to the solid platform, and the fluorescent signals and intensities are retrieved 
with a scanner. The amount of DNA in the sample can be inferred by the intensity 
of the signals obtained in each specific spot on the array platform.

In a comparative genomic hybridization (CGH) array, DNA from two samples is 
used. The DNA from a reference sample is labeled with one fluorophore, and DNA 
from the test sample is labeled with a different fluorophore. Both types of DNA are 
incubated with a single microarray for competitive hybridization. After scanning, 
the signal from the test sample is compared to that of the reference sample, and the 
ratio indicates the copy number.

At copy number duplications, a higher intensity of the test sample compared to 
the reference is detected. Conversely, when a higher intensity of the reference sam-
ple is detected, it indicates a deletion on the test sample. Regions of equal intensity 
represent neutral copy number.

Historically, CGH arrays were composed of bacterial artificial chromosome 
(BAC) clones, which are large segments of DNA (≥100 kb) and therefore produce 
only low-resolution analysis of CNVs [62, 64]. More recently, long 
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oligonucleotides (approximately 50–120 bp long) have been used instead, offering 
higher resolution; these arrays are able to detect CNVs as short as 500 bp [69]. With 
advances in array production technology, such as the development of high-density 
probe arrays and the possibility of customizing platforms, this technology is cur-
rently one of the preferred methods for investigating copy-number alterations 
among children with development delay syndromes in clinical practice.

In contrast to CGH, SNP microarray platforms interrogate specific SNPs using 
one sample at a time. Initially, SNP arrays were applied for genotyping, population 
genetics and epidemiology studies, but later, their use was broadened to include the 
detection of copy number changes [23]. SNP arrays contain allele-specific oligo-
nucleotide probes immobilized onto their surface. For each locus of interest, two 
probes are designed, one probe specific to one of the alleles and the other specific to 
the alternative allele, allowing the detection of homozygous and heterozygous gen-
otypes. Using a specific bioinformatics pipeline, copy number variation can be 
accurately predicted from SNP array platforms. The results tend to have less noise 
than the CGH array results; however, the precise breakpoint of the alteration is 
harder to define. Additionally, it is possible to combine CGH and SNP arrays in a 
single platform to enhance the accuracy of CNV detection.

9.3.6  Next-Generation Sequencing (NGS)

The advent of next-generation sequencing (NGS) technologies has revolutionized 
the analysis of human genome alterations, given that they allow the study of a mul-
titude of alteration types, including CNVs. NGS approaches rely on high- 
performance DNA sequencers permitting the simultaneous sequencing of an 
extraordinarily large number of molecules. A great innovation of these technologies 
is that they dispense the bacterial cloning step that was required for genome sequenc-
ing based on the Sanger sequencing method (see Chap. 3). Instead, the amplification 
of the DNA molecules was replaced by emulsion PCR or PCR of templates conju-
gated to a solid matrix (bridge-PCR). The sequencing approach varies, and depend-
ing on the platform, fluorescent labeling, pH variation or changes to an electrical 
current may be used for sequence detection.

The large amount of data retrieved from NGS requires sophisticated bioinfor-
matics pipelines for analysis [24]. Briefly, each read generated by sequencing will 
be evaluated for quality parameters, and then mapped to the reference human 
genome sequence. By comparing the composition of the bases sequenced to the 
reference genome and the number of reads mapping to each genomic coordinate 
position (sequencing depth), it is possible to identify molecular alterations. By ana-
lyzing the read depths of different genome regions, it is possible to detect regions 
with significantly higher or lower than expected sequencing depths, revealing copy 
number expansion and deletion, respectively.
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Additionally, analyzing the alignment of the reads to the reference genome can 
detect fragments with split alignments, suggesting the deletion of the skipped 
region, or with duplicated stretches of DNA, suggesting copy number gains. 
Furthermore, the development of paired-end sequencing, which allows the sequenc-
ing of DNA fragments from both the 3′ and 5′ ends, has enhanced the detection of 
CNVs and other structural variants [25]. In this approach, the deletion of a genomic 
region would result in the alignment of the paired reads at regions closer than 
expected, and conversely, a duplication/insertion would cause the mapping of the 
pair of reads at a greater distance than expected. Different algorithms focused on the 
detection of CNVs have been reported, and the use of more than one algorithm in 
combination is an interesting approach.

Although complex and expensive, NGS platforms have the advantage of allow-
ing the comprehensive evaluation of a patient’s genome through the detection of 
several types of alterations in a single experiment, including point mutations, small 
insertions/deletions (indels), rearrangements and copy number variants.

9.4  CNVs and Human Diseases

The first studies of submicroscopic chromosomal rearrangements demonstrated that 
CNVs are frequent in all individuals, are spread throughout the genome (though 
they may occur more frequently in some chromosome segments), may or may not 
be inherited (if not inherited, they are called de novo CNVs), contribute to human 
genetic diversity and may be associated with human diseases. Several human dis-
eases are now known to be associated with CNVs, including diseases with classical 
Mendelian inheritance (e.g., autosomal dominant, autosomal recessive and 
X-linked) and complex inheritance, such as autism spectrum disorders (ASD) and 
mental illnesses.

The advancement of CNV studies and their increased application in clinical 
diagnostics have led to a great expansion of the number of genetic diseases that have 
been directly associated with CNVs [26]. The impact of a CNV in human disease 
depends on the number of genes it encompasses, the effects that these genes exert 
and the molecular mechanism of the rearrangement (gain or loss of genetic mate-
rial). Many genes are dosage sensitive, and an alteration in their copy number results 
in altered expression of the corresponding gene product. This is probably the most 
common molecular mechanism underlying CNV-mediated pathogenesis. The 
altered expression of several dosage-sensitive genes has been associated with human 
diseases, and several examples are discussed below. Other atypical mechanisms will 
also be reviewed.

Several human diseases caused by pathogenic CNVs are cataloged in OMIM 
[27], which is an online compendium of human genes and genetic phenotypes 
(10). OMIM is one of the main knowledge sources that geneticists reference to 
understand human Mendelian diseases, their molecular mechanisms and their 
implications for health. Its use is especially valuable for the clinical follow-up of 
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an individual with a genetic disease. The OMIM number (OMIM#number) is 
given for several of the diseases discussed in this chapter to facilitate further 
study on the OMIM platform, which can be freely accessed at www.omim.org. 
The authors recommend that readers explore the OMIM platform and its connec-
tions with other databases, especially GeneReviews (an online, up-to-date point-
of-care resource for clinicians covering molecular  diagnosis, management and 
genetic counseling).

9.4.1  CNVs and Neurological Diseases: The PMP22 Gene 
as an Example

A neurological disease that involves peripheral nerves, Charcot-Marie-Tooth dis-
ease type 1A (CMT1A), is a good example of a human disease associated with a 
specific CNV with classical autosomal dominant inheritance (OMIM#118220). 
Individuals from families with CMT1A present progressive degeneration of the 
peripheral nerves that cause sensory loss and weakness of more distal parts of limbs. 
These patients usually present symptoms before the second decade of life, fre-
quently beginning with weakness and atrophy in the muscles of the hands and feet. 
Deformity of the feet (pes cavus), foot drop, decreased sensation in and numbness 
of fingers and toes are very common early presentations [28]. Although the disease 
progresses throughout the patient’s life, very few patients become wheelchair 
dependent, and the life span is usually normal.

Molecular studies of families with CMT1A made tremendous advancements in 
the 1990s [29], when researchers observed that this condition was associated with a 
small CNV on the short arm of chromosome 17 (17p12). This CNV was found to be 
a gain (e.g., a microduplication) of approximately 1.5 Mb that involves an important 
gene, PMP22. This gene encodes a structural protein component of myelin that is 
important for the maintenance of myelinated fibers in the peripheral nervous sys-
tem. A microduplication involving the PMP22 gene, such as those harbored by 
patients with CMT1A, leads to overexpression of this gene product and conse-
quently increased levels of PMP22 protein, which disrupts the myelin fibers pro-
duced by Schwann cells. Therefore, an increased dosage of the PMP22 gene product 
underlies the etiology of CMT1A.

Interestingly, decreased dosages of this same gene, which may be found in indi-
viduals harboring microdeletions of chromosomal region 17p12, also have an 
impact on human health. This microdeletion leads to underexpression of this gene 
product and consequently decreased levels of the PMP22 protein, which also dis-
rupts the function of myelin fibers, making nerves susceptible to conduction block 
when they are compressed.

These patients manifest a different form of autosomal dominant neurological 
disease of peripheral nerves, called hereditary neuropathy with liability to pressure 
palsies (HNPP) (OMIM#162500). This condition was first described in 1947 in a 
three-generation family in which individuals had recurrent neuropathy of the 
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peroneal nerve, manifested as foot drop and sensory alteration of the foot or the 
outer part of the upper or lower leg, after spending time in a kneeling position dig-
ging potatoes [30]. Indeed, HNPP typically leads to attacks of numbness and mus-
cular weakness triggered by minor compression on the affected nerve, such as 
prolonged positioning of the limb. The most vulnerable nerves are the peroneal and 
ulnar nerves [31].

Therefore, the PMP22 gene is sensitive to both increased and decreased dosages. 
The terms haploinsufficiency and triplosensitivity describe cases in which the loss 
of one copy of a gene or the presence of an additional copy of a gene, respectively, 
causes a phenotype. In summary, individuals with microduplications of 17p12 have 
three copies of PMP22 and consequently an overproduction of PMP22 protein, 
whereas patients with microdeletions of 17p12 have only a single copy of this gene 
and diminished production of the protein. Although microduplications and micro-
deletions represent opposite mechanisms, both CNVs alter PMP22 function and 
have an impact on human health.

9.4.2  CNVs and Cancer

Cancer describes a group of different diseases characterized by uncontrolled cellu-
lar proliferation that may lead cells to invade other tissues and organs, causing dys-
function, inflammation and occasionally leading to death [32, 33]. Approximately 
5% to 10% of all cancer cases are hereditary. Individuals who inherit genetic altera-
tions associated with the onset of cancer (e.g., familial cancer syndrome) present a 
considerably higher risk of developing cancer throughout life compared to the gen-
eral population.

Hereditary breast and ovarian cancer (HBOC) is a good example of an autoso-
mal dominant syndrome predisposing to cancer (OMIM#604370). Several genes 
are associated with this form of familial cancer. The BRCA1 gene has an impor-
tant role in several families because alterations in this gene are relatively com-
mon, and its impact on life expectancy and health is substantial. While the risk of 
breast cancer throughout life is approximately 5% to 11% for women on average, 
women with a pathogenic alteration in BRCA1 have a lifetime cancer risk of 85% 
[34]. Additionally, these women also have a 45% lifetime risk of developing 
ovarian cancer. The identification of pathogenic alterations in HBOC-associated 
genes are important for genetic counseling and to inform the patient on the indi-
cation, risks and benefits of prophylactic surgery (oophorectomy and mastec-
tomy) before the onset of cancer, as well as to implement clinical and psychological 
surveillance.

The BRCA1 gene encodes the BRCA1 protein, which has important interactions 
with several other proteins involved in cellular pathways. Loss of function of BRCA1 
(e.g., haploinsufficiency) results in defects in DNA repair, transcription, defective 
cell-cycle regulation, chromosome damage and, ultimately, an increased risk of 
developing certain types of cancer [35]. Interestingly, gain of function of BRCA1 
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does not have any known impact on human health. Therefore, the BRCA1 gene is 
considered haploinsufficient but not triplosensitive.

Although the large majority of alterations leading to loss of function in BRCA1 
correspond to sequence variants, pathogenic CNV is also an important mechanism 
in several families, especially those of Latin American and Caribbean descent [36]. 
Whole-gene deletion of BRCA1 has been reported previously. We present below two 
atypical mechanisms in which a CNV can cause human disease through effects 
on BRCA1.

Small deletions of one or more exons within BRCA1, called BRCA1 intragenic 
deletions, are important disease mechanisms in several families with hereditary 
breast cancer. Intragenic deletions may inactivate the gene, having the same effect 
as other null sequence variants of that gene. Intragenic deletions in BRCA1 corre-
spond to almost 10% of all alterations in this gene [36]. Considering that these rear-
rangements cannot be studied by routine sequencing techniques, the inclusion of 
assays for the comprehensive detection of CNVs is highly recommended by experts 
for the study of HBOC. In this BRCA1 example, we observe how an intragenic CNV 
may have the same effect as a frameshifting variant, effectively inactivating the gene 
and leading to haploinsufficiency.

A gene promoter is a DNA sequence to which the RNA polymerase complex 
binds and then initiates transcription of the DNA sequence downstream synthesiz-
ing RNA (see Chap. 4). Genetic alterations, such as CNVs, within the gene pro-
moter region could potentially disrupt the normal expression of the respective 
encoded protein. Although uncommon, deleterious CNVs within the promoter 
region of BRCA1 have an important impact on several HBOC families with European 
ancestry [37, 38]. Considering that the clinical impact of promoter disruption is very 
similar to those of a pathogenic sequence variant or even whole-gene deletion, CNV 
studies of the promoter region of BRCA1 are routinely performed in laboratories 
around the world. BRCA1 promoter microdeletion is an example of how CNVs may 
also alter the expression of genes that are upstream or downstream of the CNV by 
disrupting regulatory elements such as enhancers or promoters.

9.4.3  CNVs and Malformative Syndromes

Congenital birth defects (CBD) occur in approximately 3% of newborns and may 
result in varying degrees of physical, mental or developmental disabilities [39]. As 
severe defects may be fatal early in life, this group of anomalies has become one of 
the most frequent causes of death in childhood in developed countries. CBD can 
cause lifelong disability, which may have a significant impact not only on the 
affected individuals but also on their families, society and healthcare systems. 
Because children with CBD often require a variety of health services, including 
medical care, rehabilitation therapies, special medications and so on, several coun-
tries have created special regulations and policies for the diagnosis, coordinated 
care, counseling and support for CBD patients and their families. The importance of 
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this subject has been recognized by the World Health Organization, which has 
developed normative tools, guidelines and a global plan of action [40].

CBD may result from a variety of events, including genetic alterations and 
nongenetic exposures during pregnancy, such as exposure to medications (e.g., 
thalidomide) or chemicals (e.g., maternal use of alcohol) or maternal infection 
(e.g., Zika virus, mononucleosis). Although nongenetic exposure is an important 
subject for health, it is not related to genetic origin and will not be discussed in this 
chapter. Our discussion will be limited to congenital malformations of genetic 
origin, which are deleterious physical anomalies attributable to altered embryonic 
or fetal development (such as cell differentiation, migration or other important 
regulation) that are manifested at birth. A combination of malformations involving 
one or more body parts in a recognizable pattern is referred to as a malformative 
syndrome.

The genetic basis of malformative syndromes also varies; it includes large chro-
mosomal rearrangements, deleterious sequence variants in genes important for 
embryonic development and pathogenic CNVs. CNVs, both deletions and duplica-
tions, have long been recognized as underlying etiologies in well-characterized 
genetic disorders and syndromes [26].

Williams-Beuren syndrome (WBS) (OMIM#194050) is one of the most frequent 
multisystem disorders associated with a pathogenic CNV.  Although it has been 
known since 1961 as a syndrome characterized by supravalvular aortic stenosis, 
intellectual disability, and distinctive facial features [41], it was only in 1993 that it 
was first discovered that WBS was caused by the haploinsufficiency of genes within 
a microdeletion at 7q11.23 [42]. This chromosomal region is prone to recurrent 
chromosomal rearrangements, including the microdeletion that causes WBS.

Patients with WBS present several specific characteristics of varying degrees of 
severity. The facial features (frequently referred to in genetics as facies) appear to 
be “elfin”, with a broad forehead, short nose, full cheeks, stellate iris pattern, flat 
nasal bridge, malar flattening, full lips, long and smooth philtrum, pointed chin and 
wide mouth [43]. WBS patients usually demonstrate an extroverted personality in 
infancy and are often described as having a happy, outgoing personality and prone-
ness to interact readily with strangers, but this may disappear later in life. Another 
remarkable feature in WBS is cardiovascular involvement, characterized by the 
presence of stenotic arteriopathy. This phenomenon is very specific to WBS and is 
found in approximately 80% of patients, with supravalvular aortic stenosis being 
the most common form, followed by renal artery stenosis. Other multisystem 
involvements that these patients may present, along with their respective frequen-
cies, are as follows: intellectual disability (75%), failure to thrive (75%), sleep prob-
lems (65%), strabismus (50%), urinary anomalies (50%), lax joints, anomaly of 
calcium metabolism, and diabetes mellitus, among others [44].

The recurrent deletion within the 7q11.23 region in patients with WBS com-
prises either 1.55 Mb, found in 90% of individuals, or 1.84 Mb, found in the remain-
ing 10%. There may be other atypical, less common deletions, and phenotypes may 
vary depending on the extent of the microdeletion: a more severe phenotype with 
lower cognitive ability is observed in individuals with very large deletions 
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(>2–4 Mb), while those with partial deletions may not have intellectual disability 
[45, 46].

The study of the genes located in 7q11.23 elucidated the molecular mechanisms 
responsible for the clinical features and deeper genotype-phenotype correlations in 
WBS. This region comprises 25 important genes, some of which are responsible for 
specific clinical features. The ELN gene encodes elastin, an elastic protein that is 
highly expressed in the cardiovascular system, especially in the great arteries. 
Several studies have demonstrated that haploinsufficiency of ELN underlies the car-
diovascular involvement in WBS, often referred to as elastin arteriopathy [47]. In 
this context, haploinsufficiency of ELN leads to lower production of elastin in the 
connective tissue of the great arteries and subsequent stenotic arteriopathy of the 
aorta, renal arteries and, less commonly, other arteries.

The ELN gene in WBS is the critical region for arteriopathy. “Critical region” is 
the term commonly used when the involvement of a gene or a group of genes is 
specifically associated with a clinical impact. Critical regions represent critical 
dosage- sensitive elements of the genome that may be responsible for some of the 
deleterious phenotypes observed for pathogenic CNVs. Other critical regions for 
specific characteristics in WBS are as follows: GTF2I, responsible for intellectual 
disability; LIMK1, for abnormality of visuospatial constructive cognition; BAZ1B, 
for anomalies of calcium metabolism; and GTF2IRD1, for typical facial character-
istics [44].

As we can see in WBS, the clinical impact of the microdeletion depends upon the 
number and the identities of the genes involved. In this group of patients, those 
without involvement of the ELN gene will likely not develop cardiovascular anoma-
lies, while those without GTF2I involvement are more likely to have near normal 
intelligence. On the other hand, individuals with haploinsufficiency of GTF2IRD1 
alone are thought to present facial characteristics of WBS without other prominent 
multisystem involvement [48].

Cri-du-chat syndrome (OMIM#123450) is a clinical condition associated with a 
CNV on the short arm of chromosome 5. It was first described in 1963 by the French 
scientist Lejeune and his team [49] to include signs such as diminished head cir-
cumference (microcephaly), round face, ocular hypertelorism, small jaw, epicanthal 
folds, hypotonia and severe intellectual disability. This genetic syndrome was 
named after the high-pitched cry, which is one of the most typical characteristics 
found in newborns with this syndrome and resembles the cry of cats.

Several patients have been described in the literature since the first publication 
presenting varying degrees of clinical involvement, but the great majority had the 
unique cat-like cry. The deletions can vary in size from extremely small, involving 
only band 5p15.2, to the entire short arm [50]. Using different methodologies, the 
critical region for the cat-like cry was mapped to a specific candidate gene, 
FLJ25076, which encodes an ubiquitin-conjugating enzyme (UBE2QL1) involved 
in protein degradation [51].

The critical region for severe intellectual disability was attributed to the CTNND2 
gene, which encodes a neuron-specific protein expressed early in development and 
involved in cell motility [50].
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9.4.4  CNVs and Neurodevelopmental Disorders

Autism spectrum disorder (ASD) refers to a group of developmental disorders char-
acterized by difficulties with social interaction, impairments of communication and 
engagement in repetitive, compulsive or ritualistic behaviors [52, 53]. ASD affects 
1% to 2% of children globally and presents a great challenge for families, society 
and health policy. Symptoms in children with ASD arise early in the first years of 
life, generally manifesting as less attention to social stimuli, delayed or even absent 
smile, little interest in looking at others and difficulties in responding to their own 
name. Severity may vary from person to person, but almost one-third of these indi-
viduals will not develop enough speech to meet communication needs for indepen-
dence, and their lifelong disability may require substantial social and educational 
support [53].

It is known that ASD has a strong genetic basis, although complex and still 
unknown for most patients [52]. This complexity may be partially explained by 
interactions among  multiple genes, the environment and epigenetic factors that 
influence gene expression. Therefore, ASD corresponds to a group of conditions 
with different genetic backgrounds and inheritance patterns: while some cases pres-
ent with classical Mendelian inheritance and are caused by single-gene mutation or 
pathogenic CNV, others may derive from chromosome abnormalities, oligogenic 
interactions or multifactorial inheritance; and yet many cases may arise exclusively 
from environmental exposure (such as exposure during pregnancy to infection, alco-
hol or illicit drugs).

Cytogenetic abnormalities visible through light microscopy can be found in up 
to 7% of children with ASD [54], while submicroscopic CNVs are the underlying 
etiology in almost 15% of these patients [55]. The majority of CNVs associated 
with ASD occur de novo (i.e., are not inherited from parents), but there are some 
CNVs that may be inherited in either autosomal dominant, X-linked or even autoso-
mal recessive patterns. Considering the increased power of CNV analysis for detect-
ing underlying etiologies in ASD patients, since it can detect not only most 
alterations observed by classical cytogenetics but also submicroscopic alterations, it 
has been recommended as a first-tier testing method in expert guidelines [56]. The 
etiology determination of ASD may improve patient care, clinical management and 
genetic counseling for the family.

More than 100 different CNVs have been associated with ASD. Several of these 
alterations occur in “ASD hot spots”, which are regions containing important neu-
rodevelopmental genes, more prone to undergo rearrangements. Some CNVs may 
determine additional manifestations, such as other neurological symptoms (e.g., 
seizures), intellectual disability, dysmorphisms, growth anomalies, organ malfor-
mations, and metabolic alterations. The mechanism by which CNVs determine 
ASD varies widely. Two mechanisms will be discussed more deeply: dosage sensi-
tivity, when a CNV involves a dosage-sensitive gene, and participation of CNVs in 
recessive disorders.

A good example of dosage sensitivity in ASD is the MECP2 gene, which is 
located on the long arm of the  X-chromosome (Xq28), is crucial for the 
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development of neural circuitry at embryonic stages and sensitive to copy number 
gains or losses. Most alterations involving MECP2 occur de novo, although a small 
percentage is inherited maternally.

Hemizygous loss of MECP2 (such as a microdeletion or pathogenic sequence 
variant involving the single copy of this gene in males) is associated with a very 
severe and often lethal form of encephalopathy. Heterozygous losses (microdele-
tions or pathogenic sequence variants involving one copy of this gene in females) 
are associated with Rett syndrome (OMIM#312750), which is one of the most 
common causes of ASD in females and is generally associated with other symp-
toms, including microcephaly, epilepsy, short stature, and unsteady gait, 
among others.

Copy-number gain of MECP2 in males and females is also associated with neu-
rodevelopmental anomalies. Patients harboring a microduplication or even a micro-
triplication of this gene present Lubs X-linked mental retardation syndrome 
(OMIM#300260), which generally manifests with hypotonia, feeding difficulties, 
gastroesophageal reflux, constipation, severe intellectual disability, and recurrent 
respiratory infections. Lubs syndrome presents incomplete penetrance in females 
and complete penetrance in males.

Several autosomal recessive metabolic abnormalities have been reported in ASD, 
generally presenting early in life and associated with other neurological symptoms, 
such as seizures, neurodegeneration, parkinsonism, and failure to thrive. CNV anal-
ysis plays an important role in the diagnosis of such conditions because it may 
reveal X-linked or recessive disorders, wherein a deletion of one allele of the gene 
unmasks a point mutation on the other allele, resulting in the disease. Although rare, 
CNVs involving genes associated with metabolic diseases have been described [57]. 
This subject is particularly important because several metabolic diseases can be 
prevented with proper treatment, and early diagnosis and treatment may prevent 
further neurological deterioration.

In summary, we have studied several examples of the relationship between CNVs 
and human diseases and their main molecular mechanisms of pathogenicity. 
Alteration in the copy number in dosage-sensitive genes results in altered expres-
sion of the corresponding gene product. Intragenic CNV may have the same effect 
as a disruptive point mutation, effectively inactivating the gene and leading to hap-
loinsufficiency. CNVs may also alter the expression of genes that are upstream or 
downstream of the CNV by disrupting regulatory elements such as enhancers or 
promoters. Finally, CNVs may reveal recessive disorders, wherein a deletion of one 
allele of the gene unmasks a point mutation on the other allele, resulting in disease.

9.5  Clinical Application of CNV Study in Human Disease

In this section, we will discuss three practical examples of CNV study in the clinical 
setting, exploring the process from the evaluation of the patients by clinicians to the 
ordering of genetic testing and then to the laboratory interpretation of CNV results.
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9.5.1  Clinical Case 1

A three-year-old boy was referred to a genetics clinic for evaluation of neurodevel-
opmental delay and some signs of ASD. Clinicians use the term neurodevelopmen-
tal delay when a child presents a delay in achieving certain development milestones. 
In this case, the boy started to walk at 1 y 6 mo and said his first words at 2 y, while 
both of these milestones are expected around the age of 1 y. Except for an increased 
height for his age and mildly decreased muscle tone (hypotonia), his physical exam-
ination was unremarkable: his face had no signs of dysmorphism, and extremities, 
genitals, skin, joints, heart, abdomen and spine were all normal.

His first set of exams included an echocardiogram to properly analyze the heart, 
brain MRI for the presence of abnormal superior structures, spine radiography, 
abdominal ultrasonography and thorough metabolic workup including thyroid func-
tion tests, liver enzymes, complete blood count, glucose, lactate, urinalysis, and 
muscle markers. These sets of tests are recommended for all individuals with neu-
rodevelopmental disorders to investigate the presence of malformations in internal 
organs and any metabolic alterations that might aid in the diagnosis. This patient 
had normal results for all exams requested.

Following experts’ guidelines, the clinician ordered a chromosomal microarray 
for copy number analysis across the genome. This approach is routinely recom-
mended as a first-tier clinical practice for the evaluation of disease-causing altera-
tions in patients with developmental delay, ASD, intellectual disability or congenital 
anomalies [58].

Chromosomal microarray was performed using the Agilent CGH  +  SNP 
Microarray 400 K platform. This platform usually calls approximately 60 CNVs per 
sample. Most of them are known to be benign and are considered common polymor-
phisms (i.e., they occur in more than 1% of the population). One very useful and 
continuously updated tool to investigate the frequency of a specific CNV in general 
populations is the Database of Genomic Variants (DGV), which provides a catalog 
of control data for studies and analyses aiming to correlate genomic variation with 
phenotypic data [2]. Although this tool can be accessed through the website (http://
dgv.tcag.ca/dgv/app/home), DGV has already been integrated into several genome 
browsers, such as the UCSC Genome Browser, which facilitates the exclusion of 
CNVs found at high frequency in controls, keeping the focus on those rare CNVs.

In this specific case, only one CNV was absent among controls from DGV. This 
rare CNV was a full duplication of chromosome X, spanning from chromosomal 
positions 1 to 150,858,234 in the hg19 version of the genome, representing more 
than 150 Mb (Fig. 9.1a). In other words, this patient presented a whole extra copy 
of chromosome X, which is the characteristic finding of Klinefelter syndrome. This 
aneuploidy could have been detected by a classic microscopic cytogenetic analysis 
(e.g., G-band karyotype), which would also have detected the extra X chromosome; 
the karyotype would have been 47,XXY instead of the normal 46,XY for males.

Klinefelter syndrome is one of the classical sex chromosome syndromes in 
humans and is clinically characterized by varying degrees of tall stature, infertility, 
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gynecomastia, hypotonia and anomalies of neurodevelopment (see Chap. 2) [59]. 
Though relatively common, Klinefelter syndrome is not cataloged in OMIM 
because it is not an example of Mendelian inheritance.

9.5.2  Clinical Case 2

A three-month-old girl was referred for investigation of multiple congenital anoma-
lies, dysmorphisms and neurodevelopmental delay. Her medical issues arose prena-
tally, when obstetric ultrasound revealed abnormal growth, heart malformation 
(ventricular septal defect), brain malformation with enlarged ventricles and agene-
sis of the corpus callosum and deformity of the feet (club feet). After birth, she 
required multidisciplinary care in the neonatal intensive care unit and received 
emergency surgical correction of her heart defect in her first month of life.

Her physical examination indicated several facial characteristics that differed 
from those of her parents and standards expected for her age, overall suggestive of 
syndromic origin. These abnormalities of facial features are often referred to as 
facial dysmorphisms. Her dysmorphisms included diminished head circumference 
(microcephaly), asymmetric ears, deep-set eyes, straight eyebrows and pointed chin.

Chromosomal microarray was performed using the Agilent CGH  +  SNP 
Microarray 400 K platform. Again, several CNVs were found, and the first step 
consisted of eliminating those known to be benign. Some CNVs are not polymor-
phic (<1% frequency in controls) but are considered benign. Other important char-
acteristics [58] are often considered to classify a CNV as benign, such as the 
following:

 1. the CNV does not span protein-coding genes or any known functionally impor-
tant elements;

 2. the CNV overlaps completely or partially with established benign genes or 
genomic regions curated by experts, independently of the frequency of the CNV 
in controls;

 3. for inherited CNVs, if the CNV does not segregate with the disease in one or 
several families, there are two possible scenarios that point to benign impact:

 (a) the CNV is found in an affected proband, but not in another individual in the 
proband’s family who is also affected with a consistent, specific, well- 
defined phenotype;

 (b) the CNV is found in the affected proband and is also found in another indi-
vidual in the proband’s family who is unaffected with the specific, well- 
defined phenotype observed in the proband;

 4. Population studies show no statistically significant difference in the frequency of 
the CNV between cases and controls.

After eliminating irrelevant CNVs, a microdeletion in the short arm of chromo-
some 1, located at subtelomeric band 1p36 and spanning from chromosome 
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positions 1 to 4,310,992, according to genome version hg19, remained (Fig. 9.1b). 
In total, this microdeletion segment spanned slightly more than 4.3  Mb, which 
would not be visible by standard microscopic cytogenetics analysis.

As a 4.3-Mb microdeletion was identified in 1p36, it was advisable to explore 
details of this region in a genome browser, such as the UCSC Genome Browser 
(Fig. 9.1b). Deeper analysis of this region demonstrated that it included a consider-
ably high number of important genes. The next question was: could a microdeletion 
within this region alter the function of any gene? To answer that question, we inves-
tigated whether the region included any genes sensitive to haploinsufficiency.

The Clinical Genome Resource (ClinGen) consortium has generated the ClinGen 
Dosage Sensitivity Map by curating genes and regions of the genome to assess 
whether there is evidence to support the dosage sensitivity of these genes/regions. 
This tool is also integrated into several genome browsers and can be accessed 
through the website dosage.clinicalgenome.org. When using ClinGen to explore the 
microdeletion region found in this patient, we observed that the 1p36 region is 
clearly sensitive to haploinsufficiency and that microdeletions involving it are asso-
ciated with a known contiguous gene deletion syndrome: chromosome 1p36 dele-
tion syndrome (OMIM#607872). Chromosome 1p36 deletion syndrome is a widely 
known syndrome associated with multiple congenital anomalies and intellectual 
disability [60].

When a CNV completely overlaps with a dosage sensitivity region, whether a 
microdeletion completely overlaps with an established haploinsufficiency gene/
genomic region or a microduplication overlaps with an established triplosensitivity 
gene/genomic region, it classifies as disease-causing or pathogenic [58]. As the 
microdeletion identified completely overlaps with a region sensitive to haploinsuf-
ficiency associated with a known human disease, we could conclude that the clinical 
findings of our patient were due to the 4.3-Mb deletion, and the final diagnosis was 
chromosome 1p36 deletion syndrome.

9.5.3  Clinical Case 3

Clinical information, although critically important for proper genotype-phenotype 
correlations when analyzing genetic tests, is not always provided to diagnostic labo-
ratories. The lack of clinical information increases the challenges of CNV analysis. 
In this case of a four-year-old girl, the only clinical information provided was “mul-
tiple congenital malformations”, and therefore the analysis was focused on CNVs 
associated with a malformative syndrome.

Again, we performed a chromosomal microarray using the Agilent CGH + SNP 
Microarray 400 K platform and eliminated those CNVs found to be benign from the 
analysis. After these initial steps, we found a relevant CNV not present in the con-
trol databases: a gain of genomic material at the end of the long arm of chromosome 
3, spanning approximately 22.8 Mb from chromosomal positions 175,175,935 to 
199,033,185 (Fig. 9.1c). However, instead of a duplication (e.g., three copies) of 
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Fig. 9.1 Examples of three clinical cases. For each patient we show the description of the major 
clinical characteristics, the laboratory results and the final diagnosis. For all cases, a CNV was 
identified using CGH + SNP Microarray platform (Agilent Technologies). The genes involved in 
the CNV were investigated using the Genome Browser from Santa Cruz California University. The 
Clingen calculator was also used in the third case. (a) Clinical case 1. (b) Clinical case 2. (c) 
Clinical case 3
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this chromosomal region, our patient presented a triplication; in other words, our 
patient presented four copies of that segment—a total gain of 45.6 Mb (2 x 22.8 Mb) 
(Fig. 9.1c).

This chromosomal region is rich in regulatory elements and genes. Exploring the 
region with the UCSC Genome Browser revealed that it contains 359 genes curated 
by RefSeq. Therefore, this patient presented a triplication of genomic material that 
was remarkable not only in the extent of the genomic regions but also in its high 
density of important coding elements. One possible question raised is as follows: is 
there any triplo- or tetrasensitive element? The ClinGen Dosage Sensitivity Map 
may help to answer this question since, as already discussed in Case 2, when a 
microduplication overlaps an established triplosensitivity gene/genomic region, this 
situation is sufficient to classify the CNV as disease-causing or pathogenic [58].

However, when studying this region in the ClinGen Dosage Sensitivity Map, we 
did not find any gene or region curated for triplosensitivity. This means that there is 
no consensus among ClinGen specialists regarding whether any elements of this 
region present triplosensitivity. This finding highlights the need for continuous 
research to reveal novel disease-associated regions of the human genome. In these 
cases, other criteria must be considered to analyze and classify CNVs, especially 
when there is no consensus about their impact.

ClinGen, in conjunction with the American College of Medical Genetics and 
Genomics, has developed a point-based scoring metric for CNV classification. This 
approach assigns points for different parameters observed, including the number of 
genes involved, the genomic content, dosage sensitivity predictions and curations, 
literature support, isolated case reports with the same alteration, clinical phenotype 
presented by the patient, and inheritance pattern [58]. An online, publicly available 
CNV classification calculator based on these scoring metrics is available (cnvcalc.
clinicalgenome.org/cnvcalc) to facilitate the analysis (Fig.  9.1c). This structural 
approach helps to classify CNVs even if the chromosomal region they involve is not 
clearly known to be associated with a genetic disease.

Using the proposed scoring system and considering the number of genes 
involved, absence of CNV in controls, presence of affected individuals in the 
DECIPHER database and reports in the literature, the triplication of chromosome 3 
presented by this patient was classified as pathogenic, and her final diagnosis was 
established.

9.6  Closing Remarks

It is currently well established that CNVs are a major source of genetic diversity in 
humans. Despite numerous technological advances and initiatives to produce CNV 
maps of the human genome, there are still many unanswered questions on the 
impact of CNVs and their involvement in human disease. Clinical investigation of 
CNVs is an essential tool for the accurate diagnosis of several diseases and has a 
significant impact on the management of patients with complex diseases.

E. N. Ferreira and C. R. D’Angioli Costa Quaio
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Chapter 10
The Human Mitochondrial DNA

Regina Célia Mingroni-Netto

10.1  The Origin and the Structure of the Human 
Mitochondrial DNA (mtDNA)

Mitochondria are cell organelles present in almost all eukaryotic cells and are cov-
ered by a double layer of membranes. Structurally, they have four compartments: 
the outer membrane, the inner membrane, the intermembrane space and the matrix, 
the region inside the inner membrane. They are the only structures of the animal 
cells, besides the nucleus, that contain DNA, the mtDNA. In addition, they have 
their own machinery for the synthesis of RNA and proteins. In plant cells and algae 
cells, chloroplasts are organelles that also have their own DNA molecules  [1]. 
Mitochondria are dynamic structures, since they are frequently observed as chang-
ing their size and shape, or undergoing processes of fusion or fission. The number 
of mitochondria is also variable among different cell types and tissues, and this 
number can vary as a response to certain stimuli, for example, frequent muscle con-
tractions [2, 3].

Mitochondria perform many tasks such as pyruvate oxidation, the Krebs cycle 
and the metabolism of amino acids. Mitochondria also harbor the fatty acid (FA) 
oxidation machinery, producing acetyl-coenzyme A (acetyl-CoA). They are also 
key components in calcium signaling, steroid synthesis and apoptosis (programmed 
cell death), but their outstanding role is certainly the generation of energy as ade-
nosine triphosphate (ATP), by means of the oxidative phosphorylation system 
(OXPHOS), which occurs via the electron transport chain (ETC).This process 
requires five protein complexes, four of which make up the mitochondrial 
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respiratory chain (complexes I, II, III and IV) and they are involved in the transport 
of electrons through the complexes until their final acceptor, molecular oxygen. The 
four complexes are organized within the inner mitochondrial membrane. The trans-
fer of electrons generates a proton gradient across the inner mitochondrial mem-
brane, where the complex V is also embedded. Complex V is also known as ATP 
synthase, since it synthesizes ATP via chemiosmotic coupling with the ETC [reviews 
in [2, 4].

One of the most outstanding ideas about eukaryotic cell evolution was the 
proposal that mitochondria originated from endosymbiotic bacteria that were 
incorporated into the eukaryotic cells. Bacteria colonized primordial eukaryotic 
cells that lacked the ability to use oxygen in energy production. A symbiotic rela-
tionship must have become permanent and engulfed bacteria evolved into the 
present mitochondria. Although the idea was firstly proposed near 1890, the 
hypothesis was reintroduced and strongly diffused by Lynn Margulis in 1967 [5]. 
This proposal is referred in the literature as the “endosymbiotic theory for the 
origin of mitochondria” or “endosymbiotic hypothesis”. In accordance, all pres-
ent genomic evidence points to all mitochondrial genomes, present in all living 
organisms, as originating from one single endosymbiotic event, probably involv-
ing an aerobic alpha- proteobacterium, and they share only one common ancestor, 
a circular bacterial genome [6–8]. This cell fusion event was estimated to have 
occurred around 1.5–2 billion years ago. Many aspects of the structure and func-
tioning of mtDNA reinforce the theory of its bacterial origin, such as its circular 
organization, its presence in multiple copies within the cell, and gene expression 
mediated by the transcription of large polycistronic RNAs. The same hypothesis 
of origin from endosymbiotic organisms was applied to explain the origin of 
chloroplasts in photosynthesizing organisms, organelles that also have their own 
DNA molecules.

Presently, mtDNA molecules in different species have different sizes and coding 
capacities, since all of them lost substantial amounts of genetic information, when 
compared to the coding capacity of the genomes of presently existing bacteria. Most 
of the genetic information within the ancestral mtDNA was transferred to nuclear 
chromosomes at different rates and amounts in different species, reducing the 
genetic independence of mitochondria [9].

In addition to such ancient transfer of sequences from mtDNA to nuclear DNA, 
there has also been documented the evolutionarily recent transfer of mitochondrial 
sequences to the nuclear genome. Analysis of the human reference genome sequence 
shows hundreds of nuclear sequences that are imperfect copies of mtDNA sequences, 
with varied sizes and locations. These transferred mtDNA sequences usually show 
inactivating mutations, which pose restrictions to their genetic expression, and are 
described as nuclear mtDNA sequences, or NUMTs. Some NUMT sequences are 
present in some individuals, but not in others, thus constituting insertion/deletion 
polymorphisms in human populations [9].

The first human complete “genome” sequenced was that of the mitochondria in 
1981 [10], by Fred Sanger and colleagues at Cambridge, many years before the 
Human Genome Project began. It was subsequently referred as the Cambridge 
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Reference Sequence (CRS). The nucleotide numbering of mtDNA sequence pres-
ently in use is based on a revised and corrected version of this reference, the 
rCRS [10, 11]. The human mtDNA comprises 16,569 bp. It is a double-stranded 
DNA molecule, that resembles bacterial genomes because it is densely packed with 
genes, and circular. One of the strands is called the heavy strand (HS) because it is 
guanine-rich compared to the light strand (LS), which is cytosine-rich.

MtDNA has a small non-coding region, the 1.1 kb displacement loop (D loop), 
also named as control region, which includes elements that regulate transcription 
and replication: the two major transcription initiation sites that are required to gen-
erate polycistronic transcripts (HSP1 and HSP2) and one of the origins of mtDNA 
replication, the one of the heavy strand (OH). Parts of the control region are variable 
in sequence and are referred as hypervariable segments (HVS) I, II and III. The 
second origin of replication, on the light strand (OL), is outside the control region 
and is located near 11 kb away from OH. The structure of human mtDNA is sche-
matically represented in Fig. 10.1.

The circular molecular also comprises a larger coding region containing 37 
genes. Thirteen genes encode 13 different proteins synthesized by mitochondrial 
ribosomes, and related to the ETC. All 13 proteins act as subunits of the mitochon-
drial enzyme complexes involved in oxidative phosphorylation (OXPHOS). Twenty- 
two genes are templates for the transcription of 22 transfer RNAs (tRNA) which act 
exclusively in the translation of mitochondrial peptides. Finally, two genes are for 
two ribosomal RNA (rRNA) molecules, 12S and 16S, components of mitochondrial 
ribosomes.

The mitochondrial ribosomes have a sedimentation coefficient of 55S and are 
constituted by two subunits, 39S and 28S, in which are present the ribosomal RNA 
molecules of 16S (expressed by MT-RNR2) and 12S (expressed by MT-RNR1), 
respectively. There are no introns in the human mtDNA and more than 90% of the 
mitochondrial ‘genome’ specifies a protein or a functional RNA. The sequences of 
neighboring genes are continuous or separated by only a few non-coding bases, and 
there is extensive overlap of coding sequences between the two strands of the circle, 
the heavy (H) strand and the light strand (L).

It is important to highlight that there are estimates that, in human mitochondria, 
a proteome of 1100–1700 different proteins with varied functions is acting. Thus, 
the capacity of mtDNA of coding only 13 mitochondrial peptides reveals that, pres-
ently, mitochondrial functions are largely dependent on proteins encoded by nuclear 
genes, translated in cytoplasmic ribosomes, and imported by mitochondria. In 
accordance, only 13 of the 80 proteins required for oxydative phosphorylation are 
coded by the mitochondrial genome. Crucial proteins needed for replication, tran-
scription and repair of mtDNA are encoded by nuclear genes. As a consequence, 
mitochondria are under dual genetic control, by its own DNA and the nuclear genome.

The mtDNA is comparatively protein-free, as are bacterial genomes, because it 
is not condensed with histones as nuclear chromosomes are. Nevertheless, it is 
packed with some proteins to form nucleoids, nucleoprotein structures that are asso-
ciated with the inner mitochondrial membrane. The mitochondria nucleoids contain 
the protein machinery required for DNA replication, transcription, repair and 
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Fig. 10.1 The mtDNA, containing 37 genes (Figure adapted from Picard et al. [3]). OH = Origin 
of replication of the heavy strain; OL = Origin of replication of light chain; PL = promoter of the 
light strain; PH1 = Promoter 1 of heavy strain; PH2 = Promoter 2 of the heavy strain; List of genes 
and their products: Cyt b Mitochondrially encoded cytochrome b (MT-CYB), ND6 Mitochondrially 
encoded NADH:ubiquinone oxidoreductase core subunit 6 (MT-ND6), ND5 Mitochondrially 
encoded NADH:ubiquinone oxidoreductase core subunit 5 (MT-ND5), ND4 Mitochondrially 
encoded NADH:ubiquinone oxidoreductase core subunit 4 (MT-ND4), ND4L Mitochondrially 
encoded NADH:ubiquinone oxidoreductase core subunit 4 L (MT-ND4L), ND3 Mitochondrially 
encoded NADH:ubiquinone oxidoreductase core subunit 3 (MT-ND3), ND2 Mitochondrially 
encoded NADH:ubiquinone oxidoreductase core subunit 2 (MT-ND2), ND1 Mitochondrially 
encoded NADH:ubiquinone oxidoreductase core subunit 1 (MT-ND1), COIII Mitochondrially 
encoded cytochrome c oxidase III (MT-CO3), ATP6 Mitochondrially encoded ATP synthase mem-
brane subunit 6 (MT-ATP6), ATP-8 Mitochondrially encoded ATP synthase membrane subunit 8 
(MT-ATP8), COII Mitochondrially encoded cytochrome c oxidase II (MT-CO2), COI 
Mitochondrially encoded cytochrome c oxidase I (MT-CO1), 16S Mitochondrially encoded 16S 
rRNA (MT-RNR2), 12S Mitochondrially encoded 12S rRNA (MT-RNR1), P Mitochondrially 
encoded tRNA-Pro (CCN) (MT-TP), T Mitochondrially encoded tRNA-Thr (ACN) (MT-TT), E 
Mitochondrially encoded tRNA-Glu (GAA/G) (MT-TE), L (CUM): Mitochondrially encoded 
tRNA-Leu (CUN) 2 (MT-TL2), S (AGY): Mitochondrially encoded tRNA-Ser (AGU/C) 2 (MT- 
TS2), H Mitochondrially encoded tRNA-His (CAU/C) (MT-TH), R Mitochondrially encoded 
tRNA-Arg (CGN) (MT-TR), G Mitochondrially encoded tRNA-Gly (GGN) (MT-TG), K 
Mitochondrially encoded tRNA-Lys (AAA/G) (MT-TK), D Mitochondrially encoded tRNA-Asp 
(GAU/C) (MT-TD), S (UCN): Mitochondrially encoded tRNA-Ser (UCN)1 (MT-TS1), Y 
Mitochondrially encoded tRNA-Tyr (UAU/C) (MT-TSY), C Mitochondrially encoded tRNA-Cys 
(UGU/C) (MT-TC), N Mitochondrially encoded tRNA-Asn (AAU/C) (MT-TN), A Mitochondrially 
encoded tRNA-Ala (GCN) (MT-TA), W Mitochondrially encoded tRNA-Trp (UGA/G) (MT-TW), 
M Mitochondrially encoded tRNA-Met (AUA/G) (MT-TM), Q Mitochondrially encoded tRNA- 
Gln (CAA/G) (MT-TQ), I Mitochondrially encoded tRNA-Ile (AUU/C) (MT-TI), L (UUR) 
Mitochondrially encoded tRNA-Leu (UUA/G) 1 (MT-TL1), V Mitochondrially encoded tRNA-Val 
(GUN) (MT-TV), F Mitochondrially encoded tRNA-Phe (UUU/C) (MT-TF)
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packaging of mtDNA, including the mtDNA polymerase, POLG (or POL gamma) 
and the main mtDNA transcription factor (TFAM; mitochondrial transcription fac-
tor A), as well as mtDNA helicases (TWINKLE) and other proteins, such as single 
strand DNA binding proteins. The major structural component of mitochondrial 
nucleoids is TFAM, an abundant protein involved in mtDNA transcription, acting as 
a mitochondrial transcription factor besides its function of packing the mtDNA into 
nucleoids. Some microscopy experiments suggested that each nucleoid is 100 nm in 
diameter and comprises one copy of mtDNA packaged with multiple TFAM mole-
cules, but there are references to one nucleoid containing more than one copy of the 
mtDNA molecule [2].

The replication of both strands of the human mtDNA, heavy (H) and light (L) 
chains, is unidirectional and starts at specific origins, OH and OL, respectively. 
Although mtDNA is generally double-stranded, the repeated replication of a small 
segment of the H strand results in the production of a shorter third strand called 
7SDNA. The 7S DNA can pair with the L-strand, displacing the H strand, which 
then forms a small loop, called displacement loop or D-loop. As shown in Fig. 10.1, 
this region also contains the major promoter regions and the origin of replication for 
the H-strand (OH), and this explains why it is referred as the CR/D-loop region, or 
the control Region. The three main factors in mtDNA replication are DNA poly-
merase gamma (POLG), the mitochondrial helicase (TWINKLE) and the mitochon-
drial single-strand DNA binding protein (mtSSB). The POLG holoenzyme is a 
heterotrimer that consists of two identical subunits (PolG-B) and one catalytic sub-
unit named PolG-A. The DNA helicase forms a hexameric structure and is required 
at the replication fork where it unwinds the double-stranded DNA ahead of POLG 
to expose the template for replication. POLG was thought to be the sole DNA poly-
merase in mitochondria, being involved in replication and repair, but at least four 
other mitochondrial polymerases were found to be related to mtDNA maintenance 
and repair.

The exact mechanism of mtDNA replication is unknown and there are conflict-
ing theories to explain the process. According to one of the models of mtDNA rep-
lication, only after about 2/3 of the H strand is replicated from the OH, the replication 
machinery reaches the origin of replication of the L strand (OL), starting the repli-
cation of this strand in the opposite direction. This model of replication was the first 
to be proposed, but evidence for an alternate model of replication was also obtained, 
in which leading-lagging strand DNA replication is coordinated, suggesting simul-
taneous replication of both strands, similar to the replication strategy observed in 
linear nuclear chromosomes. The controversy about the two possible modes of 
DNA replication remains unsolved [2, 4].

MtDNA replication does not seem to be subject to a strict control of copy num-
ber. The replication rates are flexible and seem to vary. Between 100 and 10,000 
mtDNA copies may be found in the inner mitochondrial compartment (matrix) in 
different cell types, and oocytes are estimated to have 100,000 mtDNA copies. The 
mitochondrial genome is frequently renewed and replication does not occur in a 
specific phase of cell cycle, as it happens with nuclear DNA. The number of copies 
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of mtDNA is observed to vary with cell type and within the same cell type, and it 
can change in accordance to energy demands.

Mitochondria are also equipped with mechanisms to repair damaged DNA, but 
not all components of nuclear DNA repair have their counterparts in mitochondria. 
Base excision repair (BER) is active within mitochondria and repairs small lesions 
such as alkylated and oxidized bases. There are seven different glycosylases that 
initiate BER in mtDNA and there is evidence that DNA synthesis after damage 
removal is performed by polymerase beta. Proteins involved in recombination and 
translesion DNA synthesis were also identified within mitochondria, as well as 
some proteins related to nucleotide excision repair (NER), although the existence of 
this repair pathway remains uncertain.

The expression of mtDNA is widely different from nuclear genes. The two 
strands of mtDNA are transcribed to give two long polycistronic transcripts that 
resemble bacterial polycistronic RNAs. The long transcripts are cleaved to generate 
individual mRNAs or functional RNAs such as tRNAs and rRNAs. Transcription 
initiates from three possible promoters: one located in the light-strand (LSP) and 
two located on the heavy strand (HSP1 and HSP2). The HSP1 enables the transcrip-
tion of the 12S and 16S rRNA genes while the HSP2 enables the transcription of the 
entire H-strand as a polycistronic transcript. The L-strand is transcribed from the 
light strand promoters (LSP). Transcription is, thus, bidirectional and requires 
TFAM, the mitochondrial transcription factor B2 (TFB2M) and mitochondrial RNA 
polymerase. The transcription factors assemble at the promoters to initiate the syn-
thesis of the polycistronic RNAs that are later processed into smaller RNAs. TFAM 
appears to be regulated via post-translational modifications and these modifications 
may be related to epigenetic mechanisms of regulation of mitochondrial transcrip-
tion. It seems that RNA transcription in mitochondria is also regulated by control of 
the number of copies of mtDNA. An increase in energy need is usually followed by 
an increase of copy number of mtDNA in tissues, resulting in enhanced expression 
of mitochondrial genes [2].

The mitochondrial ribosomes exclusively translate peptides coded by mtDNA 
genes and do not translate nuclear derived mRNAs. As a result, the mitochondrial 
genetic code could drift in evolution from the “Universal Genetic Code”. The mito-
chondrial code is slightly different from the genetic code that is used in cytoplas-
mic ribosomes of almost all living organisms. According to the “Universal Genetic 
Code”, 61 codons specify amino acids and three are stop codons: UAA, UAG and 
UGA. In the human mitochondrial code, 60 codons specify amino acids and there 
are four stop codons: UAA, UAG (also stop codons in the nuclear code) and AGA 
and AGG (which would specify arginine in the nuclear code). UGA, which is a 
stop codon in the universal code, encodes tryptophan in mitochondria. AUA 
encodes methionine in mitochondria, instead of isoleucine, as in the conven-
tional code.

The mitochondrial genome shows unique genetic characteristics, such as matri-
lineal inheritance, lack of recombination, and high sequence variability, which 
make it distinct from the nuclear genome in many genetic features detailed in the 
next topics of this review.
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10.2  The Mutation Rates in mtDNA are Elevated When 
Compared to Nuclear DNA

A 10–1000 fold higher mutation rate was estimated in mtDNA when compared to 
the substitutional mutation rate in nuclear DNA, depending on the portion of the 
mtDNA evaluated. The mutational rate in the control region is the highest, leading 
to a large number of different mtDNA sequences in human populations. The esti-
mated mutation rates are not uniform, ranging from 2  ×  10−7 in some tRNA 
sequences to 5 × 10−6 in the HVS-I and HVS-II [12].

Several facts account for the observation of elevated rates of mutations. First, 
mtDNA is constantly attacked by reactive oxygen species (ROS) generated by oxi-
dative phosphorylation, because of its close proximity to the components of the 
respiratory chain. ROS are potent genotoxic agents and they are responsible for 
higher nucleotide instability. In spite of being packed in mitochondrial nucleoids, 
with some DNA-associated proteins such as TFAM and polymerases, mtDNA is not 
as tightly packed with proteins as nuclear chromosomes. Nuclear DNA exists in a 
complex chromatin structure mainly organized by histones (see Chap. 2), and his-
tones are not present in mitochondria. Thus, it is assumed that mtDNA is less pro-
tected than nuclear DNA from genotoxic agents. Some DNA repair pathways that 
can partly cope with oxidative damage are present in mitochondria, but they are not 
as complex as those acting in nuclear DNA. Besides, given that the number of cop-
ies of mtDNA in each cell is usually much higher than sequences in the nucleus (in 
which a specific sequence is replicated only once every cell cycle), the replication 
history of any mtDNA molecule will be longer than a nuclear sequence, since there 
are more replication events per unit of time. This increases the probability of repli-
cation errors. It has also been pointed that mtDNA, because of its unusual mode of 
replication, spends more of its time in single-stranded form and more exposed to 
damage, and this is especially true for the D-loop region [2, 12].

10.3  Rare mtDNA Variants Lead to Hereditary Diseases 
with Maternal Transmission

Mitochondrial diseases is a term used to describe a clinically heterogeneous group 
of genetic disorders characterized by defective oxidative phosphorylation. They 
result from dysfunction of mitochondria and may lead to a variety of symptoms that 
can be detected in neonatal phase, childhood or adulthood. The dysfunction of mito-
chondria results in a chronic loss of cellular energy or incapacity to meet cellular 
energy demands. As a consequence, the resulting symptoms can be present in iso-
lated organs, but they often cause multiple system impairment. They are either a 
consequence of pathogenic variants in nuclear genes encoding protein products that 
are relevant to mitochondria, or result from pathogenic alterations in mitochondrial 
genes that code mitochondrial proteins or RNA molecules. Given an estimated 
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proteome of 1100–1700 different proteins, in fact, most proteins involved in mito-
chondrial metabolism are nuclearly encoded. Nevertheless, a number of human 
genetic diseases is due to pathogenic alterations in mtDNA and these are exclu-
sively maternally inherited  [14]. A woman carrying a mutated mtDNA sequence 
passes it to all children, but men will not transmit mtDNA to their progeny. We will 
only review in this chapter diseases that result from pathogenic variants in 
the mtDNA.

Mutations in mtDNA may affect specific proteins of the respiratory chain, when 
they occur in protein coding genes, or they may affect the synthesis of mitochon-
drial proteins as a whole, if they occur in tRNA or rRNA genes. These variants in 
mtDNA may result in many clinical features and syndromes with overlapping clini-
cal symptoms, variable expressivity and penetrance, thus representing a real chal-
lenge for their clinical recognition and accurate classification. Mitochondria are 
ubiquitous and every tissue can be affected by a mtDNA pathogenic variant, and this 
is why mitochondrial diseases are usually multisystemic. However, there are some 
clinical features that are recurrent in many of the mitochondria-related syndromes, 
since the basic biological defect underlying many of these diseases is impairment of 
energy production. Thus, mtDNA alterations usually impair more severely organs 
or tissues with high energy needs, such as the brain, skeletal muscles and heart, and 
those that have to respond quickly to abrupt changes in the environment, at the 
expenses of consuming more ATP [4]. Impairment of neurologic functions and of 
sensorial systems as hearing and vision, muscle weakness, diabetes and other endo-
crine diseases are frequent features of mitochondrially inherited diseases.

The first report of inherited disease resulting from mutation in the mtDNA was 
that of Wallace et al. in [13], who reported that mtDNA point mutations and dele-
tions caused MERFF (Myoclonus, Epilepsy and Ragged-red Fibers mitochondrial 
encephalomyopathy) and this finding was considered a breakthrough for molecular 
medicine. Since then, it has been established that many inherited and acquired 
mtDNA defects are at the roots of many pediatric and adult diseases. Many different 
disorders were described as resulting from mtDNA alterations, which range from 
single nucleotide substitutions to large mtDNA deletions. Genetic mitochondrial 
disorders have initially remained in the domain of neurology, but the discovery of a 
broader range of diseases, with clinically complex phenotypes, have placed mito-
chondrial diseases in many different medical specialties, such as cardiology, endo-
crinology, immunology, oncology, and others.

Large-scale mtDNA deletions are usually associated to three main phenotypes: 
chronic progressive, external opthalmoplegia (PEO), Kearns-Sayre syndrome 
(KSS) and Pearson syndrome. Pearson syndrome shows the most severe clinical 
presentation: patients present sideroblastic anemia and pancreatic dysfunction early 
in life, and the condition may be fatal. KSS patients present with ptosis, PEO and 
pigmentary retinopathy and may have multisystem impairment including myopa-
thy, ataxia and cardiac conduction defects. Deletions were also described in cases of 
MELAS, with severe neurological symptoms including encephalopathy and stroke- 
like episodes. Although large deletions often arise sporadically, they result in devas-
tating syndromes [14, 15].
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In contrast to many mitochondrial diseases that are multisystemic, it is puzzling 
that some mitochondrial variants result only in tissue-specific effects. This is the 
case of m.1555A > G in the 12S rRNA gene (MT-RN1), causative to non-syndromic 
hearing loss. This and some other hearing loss-associated mtDNA variants located 
mainly in the MT-TRN1 and MT-TS1 genes are rarely accompanied by other clinical 
features. Many variants in the MT-TRN1 gene are related to hearing loss, which is 
anticipated or intensified after administration of aminoglycoside antibiotics, because 
they increase susceptibility to aminoglycoside-induced hearing loss. This example 
is iconic in the demonstration of the interaction of mitochondrial functions with 
environment, and how this interaction affects age of onset, severity and progression 
of the disease phenotypes. It is widely recognized that the most frequent mtDNA 
variant associated with non-syndromic hearing loss is m.1555A > G and it was also 
the first to be described, in 1993 [16]. The penetrance of hearing loss is estimated 
near 40–50%, in pedigrees that show exclusively maternal inheritance. The age at 
onset and severity of hearing loss are variable within pedigrees, and besides being 
correlated to aminoglycoside treatment, it is possibly influenced by other factors, 
such as nuclear modifier genes  [17]. It was speculated by some authors that the 
m.1555A > G substitution makes the mitochondrial ribosome RNA more similar to 
the bacterial counterpart, increasing the affinity of the human mitochondrial ribo-
some to aminoglycosides, and mitochondrial translation is consequently 
compromised.

A summary of the clinical characteristics of the most frequent mitochondrially 
inherited diseases, with the corresponding mtDNA variants associated, is presented 
in Table 10.1. There are no straightforward correlations between genotypes and 
phenotypes regarding mtDNA variants [14, 18]. In other words, no clear correla-
tions are seen between the site of the mutation and the clinical phenotype, even 
within the same gene, except for some variants. For instance, variants in the 
tRNALeu gene MT-TL1 (UUA/G) may be associated with mitochondrial encepha-
lopathy, lactic acidosis and stroke like episodes (MELAS) syndrome, but they can 
be causative to other syndromes. On the other hand, mutations in different genes 
can cause the same syndrome, and MELAS is one of the examples (Table 10.1). 
Moreover, it is striking that some small size variants (substitutions) relate to differ-
ent clinical findings. An estimate based on a cohort study in England pointed to a 
prevalence of diseases caused by mtDNA pathogenic alterations near 9.6 cases per 
100,000.

Given the difficulty in clinical classification of mitochondrial inherited dis-
eases and the lack of clear correlation between specific variants and clinics, the 
molecular diagnosis of mitochondrial diseases has always been troublesome and 
expensive. Sanger sequencing of many mitochondrial genes was needed until 
the causative variant was found [4]. Besides, heteroplasmy, as explained in the 
next section, has always been a challenge to molecular analysis since, in many 
patients, the mutated mtDNA lineage is present in very low frequencies in cir-
culating blood or it is detected only in the mostly affected tissues, such as skel-
etal muscle.
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Table 10.1 Some genetic diseases caused by mtDNA variants (based in [18, 35, 37, 46])

Disease Main clinical features Mutated genes
Most frequent 
causative variants

Chronic 
progressive 
external 
opthalmoplegia 
(CPEO)

Ptosis, ophthalmoparesis, 
proximal myopathy, exercise 
intolerance, lactic acidosis and 
ragged-red fibers on muscle 
biopsy

Several
MT-TL1
MT-TI
MT-TI
MT-TN
MT-TN
MT-TK
MT-TL2
MT-TL2
MT-TL2

mtDNA deletions
m.3243A > G; A > T
m.4298G > A
m.4308G > A
m.5690A > G
m.5703G > A
m.8344A > G
m.12276G > A
m.12294G > A
m.12315G > A
m.12316G > A

Kearns-Sayre 
syndrome (KSS)

Progressive external 
opthalmoplegia, ptosis, 
pigmentary retinopathy, cardiac 
conduction abnormalities, ataxia, 
diabetes mellitus, sensorineural 
hearing loss, myopathy, lactic 
acidosis and ragged-red fibers on 
muscle biopsy

Several
MT-TL2

mtDNA deletions
m.12315G > A

Leber hereditary 
optic 
neuropathy 
(LHON)

Bilateral visual failure with optic 
atrophy, dystonia, cardiac 
pre-excitation syndromes

MT-ND1
MT-ND1
MT-ND1
MT-ND1
MT-ND1
MT-ND4L
MT-ND4
MT-ND5
MT-ND5
MT-ND5
MT-ND6
MT-ND6
MT-ND6
MT-ND6

m.3460A > G
m.3635G > A
m.3700G > A
m.3733G > A
m.4171C > A
m.10663 T > C
m.11778G > A
m.13051G > A
m.13094 T > C
m.13379A > C
m.14482C > A;C > G
m.14484 T > C
m.14495A > G
m.14568C > T

Mitochondrial 
encephalopathy, 
lactic acidosis, 
stroke -like 
episodes 
(MELAS)

Stroke-like episodes, 
encephalopathy, migraine, 
seizures, myopathy, 
cardiomyopathy, hearing loss, 
endocrinopathy including 
diabetes, ataxia, hemiparesis, 
cortical blindness, lactic acidosis 
and ragged-red fibers on muscle 
biopsy

MT-TF
MT-TV
MT-TV
MT-TL1
MT-TL1
MT-TL1
MT-TL1
MT-TL1
MT-ND1
MT-TQ
MT-TM
MT-ND3
MT-TH
MT-ND5
MT-ND5
MT-ND5MT-ND5

m.583G > A
m.1630G > A
m.1644G > A
m.3243A > G
m.3256C > T
m.3258 T > C
m.3260A > G
m.3271 T > C
m.3697G > A
m.4332G > A
m.4450G > A
m.10158 T > C
m.12147G > A
m.13094 T > C
m.13379A > C
m.13513G > A
m.13514A > G
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Table 10.1 (continued)

Disease Main clinical features Mutated genes
Most frequent 
causative variants

Myoclonus, 
epilepsy and 
ragged-red 
fibers (MERRF)

Stimulus-sensitive myoclonus, 
seizures, ataxia, cardiomyopathy, 
lactic acidosis and ragged-red 
fibers on muscle biopsy

MT-TK
MT-TK
MT-TK
MT-TK
MT-TH

m.8340G > A
m.8344A > G
m.8356 T > C
m.8363G > A
m.12147G > A

Neurogenic 
weakness with 
ataxia and 
retinitis 
pigmentosa 
(NARP)

Ataxia, peripheral neuropathy, 
pigmentary retinopathy, weakness.

MT-ATP6 m.8993 T > C;
m.8993 T > G

MILS 
maternally 
inherited 
Leigh’s 
syndrome

Seizures, ataxia, psychomotor 
delay, dystonia, muscle weakness, 
occasional pigmentary 
retinopathy, optic atrophy and 
lactic acidosis

MT-TV
MT-ND1
MT-ND1
MT-TM
MT-TW
MT-TK
MT-ATP6
MT-ATP6
MT-ATP6
MP-ATP6
MT-ND3
MT-ND3
MT-ND3
MT-ND4
MT-ND5
MT-ND5
MT-ND5
MT-ND6
MT-ND6

m.1644G > A
m.3697G > A
m.3890G > A
m.4450G > A
m.5537_5538insT
m.8363G > A
m.8851 T > C
m.8993 T > C; T > G
m.9176 T > C
m.9185 T > C
m.10158 T > C
m.10191 T > C
m.10197G > A
m.11777C > A
m.12706 T > C
m.13379A > C
m.13514A > G
m.14459G > A
m.14487 T > C

Non-syndromic 
hearing loss

Sensorineural hearing loss
(some related to aminoglycoside
Induced hearing loss)

MT-RNR1
MT-RNR1
MT-RNR1
MT-RNR1
MT-TL1
MT-TS1
MT-TS1
MT-TS1
MT-TS1
MT-TS1
MT-TS1
MT-TS1
MT-TH

m.1027 A > G
m.1291 T > C
m.1494C > T
m.1555A > G
m.3243A > G
m.7445A > C;A > G
m.7465A > C
m.7497G > A
m7505T > C
m.7510 T > C
m.7511 T > C
m.7512 T > C
m.12201 T > C

The variants highlighted in gray are the most frequently found among patients with the disease
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The introduction of next generation sequencing (NGS or massive parallel 
sequencing) to the study of mtDNA and its rapid transfer to clinical practice speeded 
up and increased the precision in the molecular diagnosis of mitochondrial diseases 
(see below). Besides allowing detection of heteroplasmic mtDNA sequences in low 
frequencies considerably better than previously possible with conventional tech-
niques (e.g. Sanger sequencing), NGS allowed simultaneous sequencing of all mito-
chondrial genes and many nuclear genes related to mitochondrial diseases in only 
one experiment, for instance, after their capture and selection for NGS, constituting 
a panel including mitochondrial genes and nuclear mitochondrial-disease related 
genes [19]. Nevertheless, challenges still remain in the clinical recognition of mito-
chondrial diseases.

10.4  Heteroplasmy Is a Generalized Phenomenon in mtDNA 
Inheritance and Relates to the Clinical Expression 
of Diseases

Each cell, depending on the type, may contain hundreds of mitochondria, and each 
mitochondrion harbors some copies of its genome. Thus, thousands of mtDNA mol-
ecules may be present in each cell and pathogenic mtDNA variants may be present 
in some, but not all of these molecules.

Alterations in the mtDNA sequence occur very frequently, and they can exist, at 
least transiently, as two or more different molecules with distinct nucleotide 
sequences within a single mitochondrion, cell, tissue or organism. The multicopy 
nature of mtDNA thus allows the phenomenon of heteroplasmy, a unique aspect of 
mitochondrial inheritance. Heteroplasmy is defined as the co-existence, in cells, 
tissues, organs or individuals, of mtDNA molecules with different nucleotide 
sequences. Heteroplasmy was firstly recognized as frequent, and clinically relevant, 
in patients from pedigrees in which mitochondrially inherited diseases were segre-
gating (review in [4]).

The existence of multiple mtDNA copies within a cell greatly affects the impact 
of pathogenic variants of mtDNA. Wild-type copies of mtDNA encode normal cop-
ies of mitochondrial proteins or RNA molecules, while mutated mtDNA encode 
abnormal products. Besides, mitochondria are continuously involved in fusion and 
fission, which allow exchange of proteins, RNA and other components between 
mitochondria located within the same cell. Variability in clinical expression and age 
at onset, or lack of penetrance, are features of many diseases with classical 
Mendelian transmission. However, these features are enormously enhanced in 
hereditary diseases that result from mtDNA mutations, partly because of hetero-
plasmy. The clinical expression of a pathogenic variant in mtDNA correlates with 
the proportion of wild-type and mutant copies. In many of the diseases, a minimum 
amount of mutated mtDNA must be present before any kind of cellular dysfunction 
occurs and clinical signs of disease become apparent, in a threshold effect. The 

R. C. Mingroni-Netto



313

threshold seems to be lower in tissues that are largely dependent on oxidative 
metabolism, such as brain, heart, muscle, retina, endocrine glands and kidney, 
thus explaining why these are frequently compromised in mitochondrial diseases 
(review in [18]).

The random distribution of mitochondria at the time of cell divisions can lead to 
fluctuations in the proportion of mutated mtDNA that is received by daughter cells. 
Whenever a pathogenic threshold is surpassed, the cell phenotype can change. This 
explains some age-related and some tissue-related variability of clinical symptoms 
in individuals with mtDNA disorders. The investigation of families in which mtDNA 
pathogenic variants are segregating has shown that onset of clinical manifestation 
and severity of disease may be correlated to the frequency of heteroplasmy. For 
instance, different mutation proportions explain the different degrees of severity of 
neuropathy, ataxia and retinitis pigmentosa in Leigh’s syndrome. Heteroplasmy is 
probably one of the major explanations for the wide variation of phenotypes between 
maternally related individuals sharing a mtDNA variant that leads to inherited dis-
ease, and it has been investigated for decades in the context of mitochondrial 
diseases.

On theoretical grounds, heteroplasmy should be expected to be a very common 
event, since each oocyte contains many mitochondria, each one with many mtDNA 
copies, and mutation rates are elevated in mitochondria. Indeed, all presently exist-
ing inherited mtDNA variants must have existed transiently in heteroplasmic states 
when they first rose after mutation, before their fixation in the germ cells. However, 
conventional strategies of molecular assessment of heteroplasmy, for instance, 
Sanger sequencing, had shown severe sensitivity limitations to detect alternative 
sequences present in low number of copies.

More recently, the NGS technology provided excellent opportunities to reassess 
the matter of heteroplasmy, allowing more precise and quantitative approaches of 
investigation of mutated mtDNA in healthy and abnormal tissues, because of its 
deep coverage. This has largely confirmed that heteroplasmy is a generalized phe-
nomenon, much more frequent than initially suspected [20–22].

The observation that individuals from the same sibship or pedigree may have 
different proportions of heteroplasmy always puzzled geneticists. Furthermore, 
large shifts in the frequency of heteroplasmy can be observed in only one transmis-
sion, from mother to child. This also contributes to explain why individuals in the 
same pedigree show different clinical presentations of the mitochondrial disease, 
with striking differences in severity, and some hypothesis were proposed to explain 
the findings. It is now widely recognized that heteroplasmy frequency shifts can be 
explained by a so-called mitochondrial “bottleneck” [2, 4]. In oogenesis, the popu-
lation of mitochondria that is present in a mammalian oocyte (near 100,000) results 
from the amplification of a reduced initial number of mitochondria, containing a 
small number of mtDNA copies. During female embryogenesis, the primordial 
germ cells (oogonia) develop and early in this process there is a bottleneck of a few 
hundred mtDNA copies and, by chance or selection, some mtDNA lineages con-
taining variants may be eliminated. Thus, the rapid amplification of mtDNA from a 
reduced pool of molecules may result in different oocytes bearing widely different 
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proportions of mutated and wild-type mtDNA, leading to abrupt changes of the 
frequency of heteroplasmy in one generation. It has also been pointed that, in mice, 
a subsequent bottleneck occurs in the early postnatal period. Fertilized oocytes 
develop into blastocysts by day 4.5 after conception and this step is known as pre-
implantation development. The mtDNA copy number remains constant during the 
preimplantation period while cells divide. It was proposed that, in this period, there 
is a reduced number of mtDNA molecules per cell and unequal segregation mtDNA 
molecules in the following cell divisions, widening differences in the frequency of 
heteroplasmic variants.

Nevertheless, one must always bear in mind thaty is far from being the sole 
explanation for differences in expressivity of mitochondrial disorders. Some 
mtDNA variants, for instance, m.1555A > G that is causative of hearing loss, has 
been detected in  in most of the pedigrees in which it was found. Age of onset and 
severity of hearing loss are extremely variable within these pedigrees and pene-
trance of hearing loss hardly exceeds 50% [17]. In other diseases, clinical and phe-
notypic variability may exist among patients with similar levels of heteroplasmy. 
Many other factors may affect clinical variability and progression of mitochondrial 
diseases and these are probably environmental factors. As previously mentioned in 
the case of m.1555A > G, the penetrance of hearing loss is known to be strongly 
influenced by the administration of aminoglycosides. Lifestyle, exercise, smoking, 
exposure to oxidant molecules and aging are the most likely environmental modi-
fiers of the progression of mitochondrial disease. Besides, since the majority of 
mitochondria proteome is coded by nuclear genes, variability in genotypes in 
nuclear genes that code mitochondrial components must have a role in phenotypic 
expression of mitochondrial dysfunction. In fact, attempts were made to map 
nuclear modifiers of expression of mtDNA related diseases. It also remains plausi-
ble that single nucleotide polymorphisms (SNPs) in the mitochondrial genome, for 
instance, polymorphic sites associated to the definition of haplogroups, may have a 
subtle effect on manifestation of mitochondrial diseases.

Although molecular diagnosis has recently improved its accuracy, genetic coun-
seling of families with mtDNA pathogenic variants remains a complex task, since it 
is almost impossible to predict precisely the recurrence risk or severity of a disease 
in the following generation, given the many uncertainties regarding the prediction 
of heteroplasmy levels and other factors that affect the clinical outcome [18, 19].

10.5  Human mtDNA Is Maternally Transmitted, 
But Striking Exceptions Have Been Described

The transmission of human mtDNA is strictly maternal. All mtDNA in the zygote 
derive from the ovum. Therefore, a mother carrying a mtDNA variant in homo-
plasmy passes it to all her children, but only their daughters will transmit it to prog-
eny. In other words, no one is expected to inherit mtDNA from the father. Although 
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maternal inheritance was long ago assumed as a dogma in Biology, the cellular 
mechanisms underlying this assumption came to light more recently.

Although some basic facts about the biology of human and mammalian fertil-
ization are known since the decade of 1930, unfortunately, many biology textbooks 
still replicate a wrong concept to explain the exclusively maternal inheritance of 
mtDNA: that sperm midpiece and tail do not enter oocytes in mammalian fertiliza-
tion, thus excluding paternal mitochondria from the zygote. Although this happens 
in some exceptional cases, such as in the Chinese hamster, this was equivocally 
extrapolated to other mammals and humans. This is clearly a misconception and 
it is surprising that it has survived so long, since it has been long demonstrated that 
sperm fully enters the oocytes in fertilization, and sperm mitochondria are indeed 
observed within the oocytes after fertilization. In mammalian fertilization, the 
mitochondria- rich midpiece of the sperm tail enters the oocyte and it is a fact that 
sperm contributes to the fertilized oocyte’s pool of mitochondria. Tail and mid-
piece can be traced within the zygote for several division cycles after 
fertilization [23].

The number of mtDNA molecules within a single spermatozoon is certainly 
much lower than the copy number in oocytes. It was estimated that a human sper-
matozoon may contain something in between 100 and 1200 mtDNA copies, while a 
human oocyte contains between 100,000 and 250,000 molecules. This effect of 
“dilution” of paternal mtDNA allows to predict a reduced contribution of paternal 
mtDNA in offspring  [25]. However, even under such scenario, one occasionally 
would see transmission of paternal mtDNA, but these exceptions are extremely rare. 
Thus, additional mechanisms that halt paternal mtDNA transmission were expected 
to be revealed.

Near the 1960s, it was already known that in rat, all sperm structures penetrate 
the oocyte, but in the first cell divisions after fertilization, paternal mitochondria 
swell, lose their cristae and disintegrate, being completely eliminated in the preim-
plantation embryos. In a remarkable contribution, Sutovsky and co-workers [24] 
provided the first evidence of the molecular mechanisms acting on the elimination 
of paternal mitochondria after fertilization in mammals. They demonstrated that 
ubiquitination of sperm mitochondria during mammalian spermatogenesis is a key 
factor that leads to elimination of sperm mitochondria by means of proteolysis in 
the oocyte cytoplasm. Poly-ubiquitination is one of the cellular processes in which 
a protein is tagged to proteolysis. This is achieved by a covalent binding of the ubiq-
uitin peptide to lysine residues of the targeted proteins. Mammalian mitochondria 
are ubiquitinated probably in the male reproductive tract and ubiquitin tagging of 
the sperm mitochondrial membranes culminates in their recognition by the ubiquitin- 
proteasome- dependent proteolytic machinery. According to Sutovsky and co- 
workers [25], the mitochondria inner membrane protein prohibitin would be the 
best candidate as an ubiquitin substrate. This serves as a death sentence for paternal 
mitochondria after fertilization, since it triggers their elimination. During mamma-
lian spermatogenesis, mitochondrial ubiquitination is already detected at the sec-
ondary spermatocyte phase. It is not clear whether, besides degradation by the 
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ubiquitin proteasome system, autophagy also plays a role in the elimination of 
sperm mitochondria [26–28]. Sutovsky and collaborators also showed that the elim-
ination of ubiquinated sperm mitochondria could be prevented by injection of anti-
ubiquitin antibodies. In parallel to mitochondria elimination, paternal mtDNA 
degradation probably involves a mitochondrial endonuclease that degrades mtDNA 
within paternal mitochondria after fertilization. However, there are reports suggest-
ing that elimination or reduction of number of copies of paternal mtDNA molecules 
in mammalian sperm may have happened before fertilization  [29]. As a conse-
quence, it is nowadays largely recognized that reduction or elimination of mtDNA 
copies in sperm mitochondria, followed by elimination of sperm mitochondria after 
fertilization is the most plausible biological explanation for the strictly maternal 
inheritance of mammalian mtDNA [27].

Nevertheless, some striking exceptions to maternal inheritance in humans were 
reported. In 2002, a patient with mitochondrial myopathy, due to a deletion of 2 bp 
in the MT-ND2 gene was described. The patient, born from an unaffected couple, 
showed mutated mtDNA in high frequency of heteroplasmy in muscle. Molecular 
analysis revealed that, besides heteroplasmy regarding the 2 bp deletion, the patient 
also showed other heteroplasmic sites, in nucleotide positions known for harboring 
SNPs that allowed to define mtDNA haplogroups. This indicated that he had mtDNA 
molecules from two different haplogroups, one inherited from the mother and the 
second, from the father. Haplotype analysis also allowed the conclusion that the 
deletion was present in the paternally derived mtDNA haplogroup, although it was 
not detected in the father, at least in blood. It was demonstrated in that study that the 
paternally derived mtDNA contributed with 90% to the mtDNA pool in skeletal 
muscle. The deletion probably arose de novo in early embryogenesis or, more likely, 
in the paternal germ line [30]. After this report, many other series of patients with 
mitochondrial diseases were investigated and no other paternally inherited cases of 
mtDNA were reported [31].

The recognized capacity of NGS in detecting DNA sequences even if they are 
present in very low frequencies in biological samples gave opportunity of reapprais-
ing the issue of the escape of paternal mtDNA after fertilization in humans. Studies 
demonstrated that low frequency heteroplasmy is a generalized phenomenon in 
human cells, both in normal and cancer tissues  [20, 21, 32]. The comparison of 
heteroplasmic variants present in trios (father, mother and child) allowed the con-
clusion that low frequency heteroplasmic variants in children do not result from 
inheritance of variants present in paternal mtDNA molecules, but they raise proba-
bly due to chance, from post-zygotic changes, leading to somatic mosaicism [33].

In 2018, Luo et al. [34] reported three unrelated Chinese pedigrees in which 
high levels of mtDNA heteroplasmy were detected in more than one generation. 
Investigation of mtDNA in the three pedigrees showed evidence of biparental 
mtDNA transmission, and the capacity of transmitting male mtDNA seemed to be 
inherited as an autosomal dominant character. One of the hypothesis to explain 
the findings was an inherited disruption of normal cell processes related to the 
prevention of inheritance of paternal mtDNA. Nevertheless, these findings were 
recently contested by other authors that highlighted that the transmission of 
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NUMTs can lead to the false conclusion that paternal mtDNA is transmitted, and 
this would provide a more likely explanation for the recent reports of paternal 
transmission of mtDNA [35]. Meanwhile, while the controversy remains, it seems 
that paternal transmission of mtDNA must be considered as an extremely rare 
event and it does not change the fact that, for genetic counseling purposes, dis-
eases that result from pathogenic variations in the mtDNA are maternally trans-
mitted as a rule and the risk of transmission of paternal DNA is negligible [17]. 
Furthermore, no theoretical premises in studies about human evolution and dis-
persion must change to account for paternal transmission of mtDNA, because of 
its rarity.

10.6  Frequent mtDNA Variants Define Haplogroups 
Correlated to the Geographical Patterns of Dispersion 
of Modern Humans

The elevated variability of sequences within the mtDNA and the lack of recombina-
tion between paternal and maternal genomes allowed maternal lines in mtDNA, in 
all different human populations, to be transmitted as haplotype blocks. Diversity 
within mtDNA has been investigated all over the world by sequencing the most vari-
able parts of the control region, the hypervariable segments I and II (HVS-I and 
HVS-II), often complemented by genotyping some informative SNPs from the cod-
ing region. Commonly inherited mtDNA variants have thus created stable popula-
tion subgroups sharing maternal lines that can be identified according to the presence 
or absence of some polymorphic sequence variants. The classification of maternal 
lines in groups sharing some ancestral variants resulted in what we call mtDNA 
haplogroups [12, 36, 37].

Mitochondrial haplogroups are groups of mitochondrial sequences sharing some 
nucleotide variants, which indicate common ancestors. Since some variants origi-
nated in specific geographical regions and were spread with human populations’ 
dispersal, a mitochondrial haplogroup can be a marker of geographical or even con-
tinental ancestry, on the maternal side. Most of the mtDNA of Europeans belong to 
one of 10 major (top level) haplogroups: H, I, J, K, R, U, T, V, W and X. A, B, C, D, 
E, F, G, M, N, O, P, Q, S, Z and Y are the haplogroups found originally in Asia. All 
L* lineages are African: L0, L1, L2, L3, L4, L5, L6. In Native American popula-
tions, only the haplogroups A, B, C, and D, which originally rose in Asia, are usu-
ally present. Each major (top level) haplogroup can be divided into many 
sub-haplogroups or lineages, when detailed information about mtDNA sequence is 
available. This has offered valuable opportunities for investigating human origins, 
the dispersal of human populations in the continents, its timing, and to assess genetic 
diversity and admixture of human populations. In addition, when coupled to Y chro-
mosome variation studies, mtDNA allows investigation of sex-biased admixture. In 
other words, genetic admixture estimates based on uniparental markers, such as the 
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Y chromosomes and mtDNA, allow the identification of sex bias in the makeup of 
an admixed population. For instance, admixed populations in South America result 
from recent colonial admixture from European colonizers. While high frequency of 
Y chromosome of European ancestry indicate male-biased transfer of European 
DNA, mtDNA in South America comparatively reveals low frequencies of European 
mtDNA haplogroups. On the other hand, Native American and African mtDNA lin-
eages are more abundant. This reveals that in South America, the European genetic 
contribution originated mainly from males, and that Native American and African 
women, and not European women, were prominent in the origin of the admixed 
populations [12].

MtDNA is frequently used in evolutionary studies as a genetic marker of diver-
sity, since the rate of substitution of nucleotides is increased when compared to 
nuclear DNA. Remarkable variability of sequences is found mainly in the “hyper-
variable regions”, HVS-1, HVS-2 and HVS-3, located in the D-loop region, where 
the rates of mutation were estimated to be the highest. Since mtDNA is present in 
cells in high number of copies, when compared to nuclear genes, it can be easily 
amplified by PCR (polymerase chain reaction). In forensic science and practice, 
amplification of mtDNA followed by genotyping or sequencing is possible even 
when samples are obtained from poorly conserved biological material, in situations 
when very little DNA is available or it is partially degraded. These properties of 
mtDNA allowed the investigation of samples obtained from ancient human remains, 
including bones of thousands of years of age, resulting in interesting academic out-
comes to archeology and to studies of human evolution.

10.7  Frequent mtDNA Variants Correlate with Increased 
Susceptibility to Complex Disorders

Some mtDNA variants were clearly correlated with the origin of known maternally 
inherited diseases, being causative of dysfunctions with profound effects on quality 
of life, as already reviewed in this chapter. However, some mtDNA variants, includ-
ing single nucleotide substitutions with milder effects on mitochondria functioning, 
can confer increased susceptibility to disease. Many mtDNA SNPs have historically 
segregated in haplogroups, in human evolution and migrations. Although they were 
often treated as “neutral” from the point of view of evolution, there are examples in 
which they have been found to be important in adaptation of human populations to 
new environments and in modulating risk of developing disease  [38, 39]. Many 
studies correlated mitochondrial haplogroups with longevity, athletic performance, 
adaptation to high altitude, and risks for diabetes, Alzheimer and Parkinson dis-
eases, some psychiatric disorders and cancer. The mtDNA haplogroups may also 
influence the penetrance of autosomal genetic defects or even mtDNA defects [17]. 
The same rare mtDNA variant can cause different degrees of severity of disease, 
depending on the mtDNA haplogroup on which is present. Modest but relevant 
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differences in respiratory chain and mtDNA copy number may be present in indi-
viduals with different haplogroups. In one study, different patterns of gene expres-
sion were found in stem cells harboring different haplogroups. ROS and metabolic 
intermediates derived from mitochondrial metabolism act as signals that convey 
information between mitochondria and the nucleus. These metabolites act as sub-
strates and co-factors for chromatin remodeling complexes, resulting in epigenetic 
marks that may alterate nuclear gene expression. Thus, mito-nuclear crosstalk and 
its link to the epigenomes may provide a way to explain why common variation in 
mtDNA may influence susceptibility to diseases and physiological responses to 
environment [40].

10.8  Somatic Variation Accumulated in the mtDNA is 
Related to Aging and Diseases

Accumulation of mutations in the mitochondrial genome seems to be a natural fea-
ture of aging. In a set of postulates, known in the literature as the “mitochondrial 
theory of aging”, it was proposed that the progressive accumulation of somatic 
mutations in the mtDNA during lifetime leads to mitochondrial abnormalities and 
decline in mitochondrial function. Mitochondrial abnormalities and mtDNA muta-
tions are instigators of multisystem degeneration and energy deficits, and one of the 
most important factors in this process is supposed to be the production of ROS dur-
ing normal functioning of the respiratory chain taking place within mitochondria. 
The accumulated somatic mtDNA mutations due to ROS production can impair the 
function of the respiratory chain and lead to increased ROS production. As a result, 
more mutations are accumulated, in a vicious cycle. This cycle is believed to account 
for increase in oxidative damage during aging. The consequence of this cycle is loss 
of cellular functions, increasing energy insufficiency, cell senescence and apopto-
sis [4, 41, 42].

Some studies have consistently shown that mitochondrial respiration decreases 
with age, attributed to reduced activity in each of the four OXPHOS complexes of 
the mitochondrial electron transport chain (ETC). The detection of human cells 
deficient in COX (Cytochrome C oxidase) in aging post-mitotic tissues was the first 
biochemical evidence of the mitochondrial theory of aging. Loss of structure in 
cristae, alteration of mitochondrial morphology and dysregulation of mitochondrial 
metabolism are considered senescence markers, placing mitochondria as a senes-
cence gatekeeper. Reduced mitochondrial quality and content in tissues is indeed 
implicated in several aging conditions such as cancer, type 2 diabetes, osteoporosis, 
dementia, neurologic and neurometabolic syndromes. Sustained mitochondrial dys-
function leads to activation of the caspase cascade culminating in DNA fragmenta-
tion, a characteristic of apoptosis, observed in aged tissues and in many disorders. 
Morphological changes in mitochondria with aging correlate with increased level of 
oxidative mtDNA damage, for instance, 8-oxoguanine, as well as the presence of 
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mtDNA deletions and point mutations. Hence, mtDNA replication errors accumu-
lating during the lifespan were proposed to be the driving force of mitochondrial 
metabolic failure and aging.

Aging cells show some mitochondrial properties similar  to those of patients 
with inherited mitochondrial diseases. Not surprisingly, many of the frequent 
characteristics present in individuals with advanced age, such as diabetes, hearing 
loss, cataract, neurologic alterations and muscle weakness, are present in inher-
ited diseases due to mtDNA pathogenic variants. This reinforces the biological 
connection between mutated mtDNA molecules and aging. Some mutated mtDNA 
variants can clonally expand to high levels in individual cells and the question 
remains whether this happens because abnormal copies of mtDNA are selectively 
replicated, but it seems that drift could also explain the findings [4].

Many studies performed with aging humans and animal models confirm the con-
nection between age and the frequency of mtDNA mutations, which is in accor-
dance to some of the steps of the “mitochondrial theory of aging”. A remarkable 
advance in the field was the development, by two different groups, of mouse models 
expressing a defective version of the PolG mtDNA polymerase, lacking its proof- 
reading exonuclease activity. These mice acquired mtDNA mutations at a higher 
rate than controls, thus being called “mutators”. They showed remarkable marks of 
premature aging such as osteoporosis, hunched appearance, weight loss, reduced 
adipose tissue and muscle mass [43]. These studies confirmed that somatic mtDNA 
alterations contribute to aging phenotypes. In spite of this compelling evidence, still 
many questions remain unanswered. A lot is still required to confirm that mtDNA 
mutations per se are causal of the aging process or if they represent collateral find-
ings of this process. Mitochondrial gene expression, in particular, efficiency in 
mitochondrial translation, is likely another important issue in aging. Damage to 
mitochondrial components other than DNA may be also key factors in this 
vicious cycle.

Modern chronic diseases are boosted by excessive food intake and sedentary 
lifestyle, and mitochondrial biology can be the conceptual link to explain many 
of the epidemiological observations in the field. Oversupply, which is the excess 
supply of energy substrates, mainly glucose and lipids, was correlated to bio-
chemical mitochondrial overload, which leads to increased ROS production, 
mitochondrial fission, oxidative stress and these culminate in mtDNA damage, 
possibly increasing cellular aging, with shortening of telomeres (see Chap. 7) 
[3, 39].

It has already been shown that ROS is an important factor in telomere damage 
and mitochondria are the source of ROS. Aging in primary cells is known to be 
associated with a gradual increase in ROS production due to progressive mitochon-
drial failure and is concomitant to telomere shortening. The neutralization of ROS 
does not restore the mitochondrial function but inhibits telomere shortening thus 
establishing ROS as probably causative of telomere shortening. In addition, in 
human syndromes with excess of ROS production, such as some mitochondriopa-
thies, a decrease in telomere length was observed. It is remarkable the recent 
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increase in the number of studies aiming to connect mitochondrial processes related 
to senescence and aging to telomere biology [44].

Many epidemiological studies in humans demonstrate that exercise reduces the 
risk of several chronic diseases and contributes to increased life expectancy. Safdar 
and collaborators, in 2011 [45], demonstrated that endurance training was able to 
rescue mitochondrial biogenesis, increase mitochondria oxidative capacity, restore 
mitochondrial morphology, and reduce apoptosis in many tissues of the mtDNA 
mutator mice. Exercise attenuated the decline in mtDNA copy number and decreased 
the frequency of point mutations in the mtDNA, which appeared as related to the 
progeroid phenotype in the mutator mice. Endurance training also contributed to 
mitigate apoptosis, and the premature mortality was also prevented. They hypothe-
sized that exercise may impose selective mitochondrial biogenesis of healthy mito-
chondria via modulation of mitochondrial dynamics, by promotion of fusion and 
fission and by destruction of mitochondria carrying high levels of mutated 
mtDNA.  Their findings support exercise as an approach to improving systemic 
mitochondrial dysfunction caused by aging or diseases.

Exercise has been also shown to positively affect the brain and reverse age- 
related brain atrophy. Exercise increases whole-body oxygen consumption and 
accelerates mitochondrial energy production. Increased energy demand engages 
adaptive signaling pathways that increase mitochondrial content and optimize their 
function via mitochondrial biogenesis, inducing the expression of genes that restrict 
inflammation and may therefore counteract pro-aging mitochondrial signaling. 
There is also evidence that exercise stimulates mitochondrial biogenesis in the 
brain. In accordance, sedentary behavior is a known major risk for Alzheimer’s 
disease. This might be explained by the fact that physical inactivity promotes meta-
bolic stress, possibly through disruption of mitochondrial dynamics and accumula-
tion of mtDNA damage [3].

It can be predicted that advances in understanding mitochondrial biology will 
soon help to develop strategies to prevent the adverse effects of aging and to treat 
mitochondrial diseases.

10.9   mtDNA Disorders

Current treatment strategies for conditions related to mitochondrial dysfunction are 
limited, since they address some of the symptoms but do not mitigate the reduced 
mitochondrial oxidative capacity in aged tissues. The research of novel strategies to 
mitigate mitochondrial dysfunction is desirable to improve the quality of life of 
aging subjects or of the ones affected by mitochondrial disorders. Some studies 
have attempted to address mitochondrial diseases focusing on different strategies of 
treatment: promotion of increase the oxidizing capacity of mitochondria; adminis-
tration of lacking substances or adding substances that increase the energy capacity 
of mitochondria; reduction of the quantity of mutated mtDNA and induction of 
mitochondrial biogenesis. For instance, vitamins and co-factors, such as vitamins C 
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and E, coenzyme Q10 and folic acid were tried. Some of these substances provided 
some beneficial effects, depending on the type of disease. However, there is remark-
able interest in academic research related to the fourth strategy, the stimulation of 
mitochondrial biogenesis as a consequence of exercise, as mentioned in the previ-
ous paragraphs.

The most effective strategy presently available is the prevention through appro-
priate genetic counseling. There are empiric recurrence risks available in the case of 
transmission of the most common , if they are in homoplasmy. However, whenever 
the causative variants are in heteroplasmic state, the genetic bottleneck is a barrier 
to the precise prediction of disease risk in the following generations.

Pre-implantation genetic diagnosis (PGD) was shown to be of utility to some 
women with pathogenic variants in heteroplasmy. Embryos obtained after in vitro 
fertilization can be genetically analyzed, through biopsy of one or few blastomeres, 
and those embryos which are mutation-free or show the lowest mutation levels can 
be selected to be transferred to the uterus. Such strategy can minimize the probabil-
ity of severe disease, but it may not be able to eliminate completely the risk of 
disease [46].

Some advances were also made in the field of pro-nuclear transfer with the 
aim of correcting mitochondrial disease. This involves the transfer of nuclear 
DNA from the donor zygote (obtained from a donor couple in which the mother 
has mtDNA disease) to an enucleated recipient zygote, by means of fusion. The 
zygote retains nuclear DNA from the parents, but the mtDNA, with wild-type 
sequence, comes from the recipient zygote. Other groups used a similar tech-
nique but they utilized spindle transfer, instead of pro-nuclear transfer, with 
equivalent results. These advances are far from being a routine in the clinical 
setting and they create debate because of potential long-term effects and ethical 
issues. Legalization of these procedures is not world spread and will be an ongo-
ing debate [19, 46].

In parallel to investigations aiming at treating genetic disorders caused by vari-
ants in nuclear DNA, there is hope that, in the next years, research in gene therapy 
and genomic edition will bring some relief to carriers of mitochondrial dysfunctions 
caused by mtDNA alterations.

10.10  mtDNA is Related to Inflammation and Immunity

In mammalian cells, mitochondria contribute to immune and inflammation pro-
cesses in different ways. Following mitochondrial damage due to oxidative 
stress, circular mtDNA can leak out into the cytoplasm. As a result, the NLRP3 
(leucine- rich repeat (LRR)-containing proteins (NLR) family member 3) 
inflammasome is triggered by mtDNA outside the mitochondria. Mitochondria 
also act in immune signaling affecting anti-viral responses. Third, mtDNA can 
also leak into the systemic circulation where it is recognized by TLR9 (Toll-like 
receptor 9) and this leads to tissue lesion in heart, vascular system and may 
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cause neurological degenerative states. Circulating cell-free mtDNA (ccf-
mtDNA) and other molecules that are free in the blood are thus putative markers 
of early stages of diseases related to mitochondrial stress. Some studies sug-
gested that ccf-mtDNA increases with age, contributing to the overall trend of 
increasing inflammation that happens with age [3]. There is an emerging notion 
that mitochondria is related to factors that can trigger inflammatory and patho-
logical processes that underlie many common chronic diseases that increase 
with age, such as diabetes.

10.11  mtDNA and Epigenetics

Epigenetics is an important layer of information on DNA sequences and is a key 
factor for establishing profiles of gene expression. DNA can be epigenetically mod-
ified via methylation of citosines, a process that frequently leads to transcriptional 
silencing of genes if it occurs near promoter regions. Histones, key proteins in the 
assembly of nuclear chromatin, can also be epigenetically altered by post- 
translational modification such as acetylation, phosphorylation, methylation, 
sumoylation and ubiquitination of their N-terminal tails. Non-coding RNAs also 
play key roles in the definition of epigenetic landscapes, regulating gene expres-
sion. Histone modifications, DNA methylation and non-coding RNA expression are 
epigenetic modifications that explain differential nuclear gene expression in differ-
ent cells types and in different stages of development, because they induce changes 
in chromatin states that affect initiation of transcription [47]. It has only recently been 
recognized that gene expression in mitochondria may also be regulated via epigen-
etic mechanisms, as it happens to nuclear gene expression. In parallel to epigenetic 
processes that regulate gene expression in nucleus, DNA methylation, non-coding 
RNAs and post-translational modification of proteins associated to the nucleoid, 
were identified within mitochondria and they are probably linked to the regulation 
of gene expression, although the matter is still the subject of ongoing debate [38].

The mechanisms of methylation and demethylation in mtDNA are not clearly 
understood. Several studies identified mtDNA methylation in cell lines and tissue 
samples, including of human origins. Methylation was reported in mtDNA many 
decades ago and it is a matter of controversy ever since. Some methodological 
issues complicate the estimates of overall methylation in mtDNA, such as contami-
nation with NUMTs. The first studies focused on methylation of CpG sites, with 
heterogeneous and conflicting results. In the nucleus, cytosine methylation fre-
quently occurs within CpG nucleotides clustered in CpG islands (see Chap. 4), but 
it may also occur in other sites. However, CpG islands are absent in mtDNA and 
methylation occurs within dispersed CpGs sites. Besides, non-CpG methylation, 
such as CpC, CpA and CpT, and adenine methylation were also observed. The stud-
ies altogether point that methylation indeed occurs within mtDNA. The endosymbi-
otic theory of mitochondrial origin combined with the findings of abundant adenine 
methylation in mtDNA suggest that adenine methylation in mitochondria may be 

10 The Human Mitochondrial DNA



324

more relevant than cytosine methylation, as seen in nuclear DNA. A mitochondrial 
localized DNA methyltransferase 1 (mtDNMT1) was identified in 2011, raising the 
debate on the role of methylation in gene regulation within mitochondria.

The mitochondrial D-loop is one of the most important regions to the expression 
of the mtDNA due to its role in controlling transcription and replication. Differential 
methylation within the D-loop, especially in cytosine nucleotides, has been 
described in many studies, but its precise function is unknown; it is tempting to 
speculate that different methylation profiles in the D-loop region would be related 
to mtDNA gene expression. Apart from D-loop, gene bodies also have regions in 
which methylation may have an effect on gene expression. Changes in methylation 
of mitochondrial genes were shown to correlate with changes in gene 
expression [38].

With the ongoing recognition that epigenetic modifications may play a role in 
mtDNA expression, the role of several factors on levels of mtDNA methylation was 
investigated. Several external factors such as air pollutants, smoking, diet and drugs 
were demonstrated as affecting mtDNA methylation. Some air pollutants and smok-
ing were associated to D-loop and gene methylation in mtDNA, with important 
correlations to human diseases. In pigs, maternal diet was shown to alter mtDNA 
methylation levels in newborns, affecting their OXPHOS capacity. Differential 
mtDNA methyation was also correlated to many frequent human diseases such as 
Alzheimer, Parkinson, cancer and metabolic disorders, including obesity [38, 47].

In mitochondria, histone proteins are absent but modifications of nucleoid pro-
teins were shown to play a role in the regulation of gene expression. Many proteins 
localized within mitochondria contain potential acetylation sites. TFAM, the main 
structural component of mitochondrial nucleoids, is a protein that promotes replica-
tion, transcription and general maintenance of mtDNA. TFAM can be modified by 
acetylation, glycosylation and phosphorylation. Acetylation and phosphorylation 
alter the affinity of TFAM to DNA, thus affecting mtDNA compaction; mtDNA 
compaction, as consequence, probably affects mtDNA replication and transcription. 
Furthermore, it has been shown that levels of TFAM occupancy in mtDNA affect 
the access of DNMTs to methylate DNA, showing that TFAM plays a role in the 
pattern of mtDNA methylation.

Acetylation and phosphorylation sites were identified in other nucleoid- 
associated proteins, including mtSSB and DNA polG, but their role in the regulation 
of gene expression is unknown.

Different classes of non-coding RNAs (ncRNAs) involved in the epigenetic reg-
ulation of gene expression in mitochondria are known, but it is not clear in some 
cases if they are transcribed inside the mitochondria or if they are derived from 
NUMTs. Several long non-coding RNAs (lncRNA) encoded by the mtDNA have 
been identified and there is evidence that they participate in the regulation of mito-
chondrial gene expression. Some of these lncRNAs are transported into the nucleus 
and act as retrograde signaling molecules, and they are believed to act in mito- 
nuclear crosstalk. Moreover, significant changes in their levels were observed in 
cancer, suggesting they function in cell cycle progression. There are also lncRNA 
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molecules encoded by nuclear genes and transported into the mitochondria, where 
they regulate mitochondrial processes of metabolism and apoptosis.

MicroRNAs were also identified within mitochondria and they were termed 
mitochondrial microRNAs (mitomiRs). They are short (17–25 bp) single-stranded 
RNA molecules that are transcribed in nucleus from nuclear templates and are 
transported to mitochondria, but some of them are transcribed using mtDNA as 
template. They regulate expression of nuclear-encoded and mtDNA-encoded pro-
teins. There is evidence that they can enhance or repress gene expression, at tran-
scriptional and translational levels, modulating metabolic activities [38, 47].

There is compelling evidence that there are many pathways allowing exchange 
of information between mitochondria and nucleus, and this exchange may affect 
gene expression in the nucleus. The signals that convey information between mito-
chondria and nucleus are ROS and other metabolic intermediates from mitochon-
drial metabolism. Some of these metabolites are required substrates and co-factors 
in chromatin remodeling complexes, influencing post-translation histone tail modi-
fications by histone acetylases, histone deacetylases, for instance, or leading to 
DNA modifications via DNA methyltransferases or demethylases. The resulting 
biochemical changes influence the epigenetic state of nuclear genes, resulting in 
changes in gene expression. It can be concluded that epigenetic communication 
between nuclear and mitochondrial genomes occurs at multiple levels, ensuring a 
coordinated gene expression between these two different genetic compartments. 
Metabolic changes stimulated, for example, by environment factors, such as diet or 
physical activity, alter the relative abundances of various metabolites, directly 
affecting the epigenetic machinery, both in mitochondria and nucleus [3, 47].
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Chapter 11
Population Variation of the Human 
Genome

Fabrício R. Santos, Thomaz Pinotti, and Ricardo Fujita

11.1  What Is Genomic Variation?

The human genome is a dynamic storage of information whose inherited DNA 
changes are created by mutation and recombination (chromosomal segregation and 
crossing-over) during meiosis to produce gametes. These DNA changes or geno-
typic variants are accumulated and reshaped in subsequent generations of popula-
tions under influence of random (drift) and deterministic (selection) evolutionary 
mechanisms. However, only genotypic variants affecting phenotypes are potentially 
related to health and clinical conditions and we still know relatively little about the 
direct relationship between genotypes and phenotypes. Moreover, the distinction 
between neutral (not expressed at phenotype level) and functional variation is not 
straightforward, as well as their association to environmental factors. A major cause 
of this uncertainty today is related to our poor knowledge about gene expression, 
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epistasis and epigenetics throughout all developmental stages from zygote to adult-
hood, when phenotypes are differentially expressed in human cells, tissues, struc-
tures and organs. Thus, the association between genes, genotypes (variants) and 
their phenotypes is also currently investigated by comparative and ontogenetic 
methods of the Evolutionary Developmental Biology field, or simply Evo-Devo.

The technological breakthroughs in genome sequencing in the last three 
decades allowed the description of genetic variation in an unprecedented pace. 
In 1994, a pioneering work by Cavalli-Sforza and colleagues described a “high 
resolution” tree of human populations using a “large number of loci”: 30  in 
total [1]. In 2020, a study analyzing the immortalized cell lines from the same 
samples as Cavalli-Sforza’s work described a total of 76.1 million variants [2]. 
This several- fold difference in 26 years was made possible by large collaborat-
ing efforts, as the sequencing of the Human Genome [3], the SNP Consortium 
[4] and the HapMap project [5], that collectively described around ten million 
variants. The 1000 Genomes Project (1KGP) was responsible for another great 
leap forward that, despite the name, ended up with 2504 individuals from 26 
populations [6–8]. The 1KGP described 88 million variants, combining low-
coverage shotgun sequencing, exome capture and microarray techniques, and 
created a free and easily available database for studying human variation, 
allowing to demonstrate many genotype- phenotype associations confidently 
[9]. As an example, there are currently 6721 clinically relevant phenotypes 
with known DNA variants distributed in 4316 human genes reported only in 
one database, the Online Mendelian Inheritance in Man (omim.org—accessed 
in August 27, 2020).

The databases of genetic variants allowed the comparison of human genomes 
revealing that variation occurs mostly as Single Nucleotide Polymorphisms (SNPs 
or SNVs), small insertions and deletions (indels, <50 bp), and structural variations 
(SVs). In general, SVs comprise different classes of polymorphisms: mobile ele-
ment insertions (transposons), copy number variants (CNVs), indels, duplications 
and inversions of different sizes, as well as inter- and intrachromosomal transloca-
tions and other complex rearrangements. Furthermore, SVs are also known to affect 
several different phenotypes and are associated to many diseases and syndromes 
[10]. A typical human genome is estimated to contain 2100—2500 SVs: 1000 large 
deletions, 160 CNVs, 915 Alu insertions, 128 L1 insertions, 51 complex rearrange-
ments, four nuclear mitochondrial DNA (NUMT) insertions and 10 inversions [8]. 
However, 99.9% of the genomic variation is composed of SNPs, i.e. ~5 million 
variable nucleotide sites in a typical human genome. Even though SNPs are the 
most common type of variation, SVs affect larger segments of the genome (˜20 mil-
lion base pairs) and are much more difficult to analyze with current technology [10].

Despite the large genomic diversity found in modern humans, it pales in com-
parison to other great apes. A preliminary study [11] sequenced only 24 common 
chimpanzees (Pan troglodytes) to describe more than 27 million SNPs, while 
sequencing 1092 humans added up 38 million SNPs [7]. Again, this is an important 
reminder of how recent (in an evolutionary timescale in comparison to other apes) 
is our species and its global expansion out of Africa (see below).
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11.2  An Evolutionary Perspective on Human Diversity

Every one of the 8 billion humans alive today carry two chromosome sets in their 
diploid genome, but none of those chromosomes are identical and that makes each 
individual unique and unrepeatable in history. The sum of all these genomic differ-
ences is what is called human genetic diversity. While this seems, and indeed it is, 
dazzling, this heritable variation also bears witness to the natural history of modern 
humans, and therefore is properly understood and studied under an evolutionary 
framework. Although modern human populations result from a long evolutionary 
history since anatomically modern Homo sapiens arose in Africa at least 
200,000 years ago—ya [12], the history of our genome is much older than this. In 
fact, a large part of the human genome still retains a vast legacy of our primate 
ancestry. For example, a major part of our genomic architecture is shared practically 
unchanged with the two chimpanzee species Pan paniscus (bonobo) and P. troglo-
dytes (common chimpanzee), our closest extant relatives. Indeed, there is almost a 
complete synteny of genes between human and chimpanzee chromosomes, and 
about 83% of the assembled genomes of all great apes (humans, chimpanzees, 
gorillas and orangutans) are found in multiple sequence alignments of syntenic 
blocks [13].

Besides explaining how genes are organized, our recent common ancestry with 
chimpanzees and gorillas explains also many alleles in many loci influenced by 
balancing selection, particularly in the Major Histocompatibility Complex (MHC) 
genes (see below), which are named trans-species polymorphisms [14]. Balancing 
natural selection favors multiple alleles in MHC genes, an adaptive diversity that 
increases immune response to an immense number of antigens constantly affecting 
primate populations over 80 million years of evolution of this mammal order. It also 
explains many identical MHC alleles conserved between humans, bonobos and 
common chimpanzees, even though they share a common ancestor at about six mil-
lion ya [15] or 240,000 human generations (~25 years per generation). Otherwise, 
variants found in genes known to be functionally different between Homo and Pan 
were suggested to explain some exclusive characteristics of the modern humans. 
For example, the human FOXP2 gene was initially associated to inner speech and 
speech fluency, and the human ASPM and MCPH1 genes were correlated with 
enlarged brain size, even though no conclusive signs of positive selection were 
found for these genes so far [16, 17]. Other genomic comparisons included also 
ancient DNA data of extinct hominins like Neanderthals and Denisovans (see 
below), which generated a comprehensive list of potential SNPs associated to dis-
tinctive characteristics of modern humans [18].

Taking into account the dynamics of intergenerational accumulation of variation 
in the human genome, the last 8000 generations or 200,000 years of Homo sapiens 
history since its African origin can be roughly divided in two very distinctive peri-
ods: (1) the indigenous settlement of the world, an (2) the formation of the cosmo-
politan civilization.
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The Indigenous World was colonized by descendants of the first African popula-
tions of Homo sapiens that were already established in all continental landmasses at 
about 18,000 ya, when America was finally settled [19]. By this time, all population 
dispersals mainly took place by humans travelling on foot or eventually using small 
rudimentary boats. In this long period of our history, populations accumulated most 
of our neutral and adaptive variation according to the different inhabited environ-
ments, which explains also some of the few characteristic phenotypes commonly 
found in indigenous peoples of each continent. The first continental settlers were all 
hunter-gatherers, like some currently isolated indigenous tribes in the Amazon 
Forest, Andaman Islands (Indian Ocean), Africa and Southeast Asia are today, 
including few contemporaneous societies with no contact with modern urban soci-
ety (https://www.survivalinternational.org). This period was accompanied by many 
cultural revolutions in human societies, with the first symbolic representations in art 
starting at about 100,000 ya in Africa [20].

Undoubtedly, however, the most dramatic revolution of all was probably the sed-
entarism and urbanization promoted by farming and pastoralism starting at about 
12,000 ya, when the warmer and more humid climate of the Holocene began. With 
the transition from gathering to agriculture and the concomitant domestication of 
plants and animals [21, 22], many hunter-gatherers were dominated by or became 
farmers and/or pastoralists in most parts of the world, a scenario also supported by 
linguistic evidence [23]. After the initial settlement of continents, they have also 
expanded to previously uninhabited lands with the help of important technical 
advances in navigation, occupying for example many remote oceanic islands in 
Micronesia and Polynesia. As a whole, this period was marked by a long period of 
dispersal towards new lands and short-range intermarriages, i.e., parents were usu-
ally born in nearby places. It means that most of gene flow occurred regionally, in 
an intracontinental level [24, 25].

Many recent advances on the studies of human variation come from the analyses 
of ancient genomes. The technology of extracting and sequencing DNA of ancient 
human remains, often called archaeogenetics or just ancient DNA [26], has made 
clear how big was the contribution of agriculturalist populations to the present-day 
gene pool. Modern Europeans, for example, descend almost entirely from farming 
and pastoralist populations from the Near East and the Eurasian Steppe [27–29], 
with almost all of the paternal lineages in Iberia today being of Steppe origin [30]. 
A similar scenario seems to have occurred in Southeast Asia, where past farming 
populations also contributed disproportionately to present-day populations [31]. In 
short, in this initial period, several indigenous (native) societies flourished in Africa, 
Europe, Asia, Oceania and Americas, with a small or negligible contact with popu-
lations from other continents until the XV century (Fig. 11.1).

Overall, a very important insight from ancient genomes is that every popula-
tion—not rarely treated as a static unit in human genetics research—is, in fact, the 
result of a heavily admixed story of past indigenous groups, that oftentimes were 
also genetically differentiated [32–34]. In other words, the indigenous past is much 
more complex and has to be recognized by every human geneticist interested in his-
tory or diseases [35, 36].
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Nevertheless, prior knowledge of ancient and recent population history is of 
paramount importance for epidemiological issues related to human variation, and to 
be considered in many genetic analyses, including genome-wide association studies 
(GWAS), as hidden patterns of shared ancestry are known to be confounding factors 
that can both drive false positives or lower the statistical significance of true posi-
tives [37, 38].

In the subsequent period of human history there was a complete rearrangement 
of the human societies towards a Cosmopolitan World, when the first intercontinen-
tal human assemblages were formed, enabled by the transcontinental navigations 
beginning in the XV century, particularly on the way to the New World. Since then, 
human societies worldwide have been experiencing an increasing admixture of gene 
pools previously restricted to indigenous groups of each continent, further amplified 
by wars, migration and the cultural revolutions of the XIX and XX centuries that 
allowed the current globalization, towards a “single” Cosmopolitan Civilization. 
This period was (and still is) marked by intercontinental intermarriages, with par-
ents coming from birthplaces increasingly farther away, generating children with 
admixed genomes derived from many ancestors originally belonging to different 
indigenous populations relatively isolated in their continents until the XV century.

Although this is beyond the topic of this chapter, it must be noted that the first 
intercontinental contacts were far from peaceful, and were marked by wars of exter-
mination, enslavement, rape, forced migrations, epidemics and destruction of tradi-
tional modes of subsistence, languages and cultural practices. This colonial 
dominance can be seen also in the genetic data, with a strong sex bias towards 
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Fig. 11.1 The indigenous peopling of the world. Anatomically modern humans originated in 
Africa 200,000 ya and peopled all other continents during the last 70,000 years (black arrows), 
acquiring also some genomic variation from our close extinct cousins: Neanderthals (N) and 
Denisovans (D)
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European paternal lineages in contrast with African and Native American lineages 
throughout all of the American continent [39–42]. In addition, there is evidence of 
a huge loss of Native American genetic diversity in contemporary Americas com-
pared with the much higher diversity found in pre-Columbian populations [43, 44]. 
This is further supported by historical and archaeological evidence showing that all 
indigenous populations in the Americas were severely reduced during European 
colonization [45].

In conclusion, these two periods of human evolution were shaped by remarkably 
different cultural stages related to the connectivity of human societies, which 
explain the worldwide human genome variation observed in the XXI century.

11.3  Archaic Hominin Introgression as an Unexpected 
Source of Variation

The aforementioned insights brought by ancient DNA on the diversity and com-
plexity of the history of populations in the Indigenous period drew a more detailed 
view of our past. Even more surprising was the discovery that our closest extinct 
relatives, the Neanderthals, contributed to a small part of the genome of all indig-
enous peoples outside Sub-Saharan Africa (Fig. 11.2, [46, 47]), likely admixing 
with anatomically modern humans on their range expansion out of Africa 
(Fig. 11.1). This biological phenomenon is named introgression and is observed 
after past hybridization events that allowed some DNA variants from one species 
to be incorporated in the genomic background of another species. It happens also 
in natural and captive populations of many vertebrates, such as the observed in the 
common chimpanzee that shows an introgression sign derived from the 
bonobo [48].

More surprisingly, Neanderthals were not the only hominin species contributing 
to our genome. Another archaic population named ‘Denisovans’, known only from 
sequencing data from few bone pieces, has also admixed in a distant past with 
ancient populations (Fig.  11.1) giving rise to indigenous East Asians, Southeast 
Asians, Native Americans and Polynesians, but also contributing to around 4% of 
the genetic make-up of indigenous Australians and Melanesians [49, 50]. However, 
recent estimates place the Denisovan contribution in Melanesians to similar levels 
as Neanderthals in non-Africans (Fig. 11.2 [2]). While those discoveries were only 
made when the genetic data of ancient individuals were available, it is also possible 
to infer old admixture events based on sequenced variants of modern humans with-
out the use of an ancient DNA reference. For example, there is relative confidence 
of one or multiple events of archaic hominin introgression taking place also in Sub- 
Saharan Africa [51, 52], even though no ancient hominin from Africa has been 
sequenced so far. However, due to current inherent difficulty of accessing the spe-
cific genomic variants involved in this inferred admixture, they will not be further 
discussed here.
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An interesting theoretical consequence of introgression is that some Neanderthal 
and Denisovan variants found in modern humans would be positively selected [53]. 
Accordingly, when investigating the phenotypic legacy (inferred from genomes) of 
Neanderthal and Denisovan hominins in modern humans, there is a wide range of 
phenotypes correlated to archaic ancestry, as lipid metabolism [54], immune 
response [55–60], reaction to UV light [60, 61], and even high-altitude adaptation 
in Tibetans [62, 63] and cold weather adaptation in Greenlandic Inuits [64]. Several 
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Fig. 11.2 Distribution of variants of archaic hominins in modern human genomes. Continental 
(non-admixed) populations averages of total haplotype length (in base pairs per diploid genome) 
with an ancestral source of Neanderthal, Denisovan or either. The 54 different populations ana-
lyzed in Bergström et al. [2] were plotted in an equal-area elliptical Mollweide map projection 
using QGIS, and the two red stars represent the location of the sequenced Neanderthal (Vindija 
Cave, Croatia) and Denisovan (Denisova Cave, Russia)
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of those phenotypes are peculiar in which they are both in high-frequency and popu-
lation specific (Fig. 11.2), hinting at introgression playing an important role in mod-
ern human adaptation to environments very different from the sub-Saharan Africa 
homeland [65]. However, some variants described initially as derived alleles from 
archaic hominins were recently suggested to be ancestral variants of Homo sapiens 
lost in many populations during the out of Africa bottlenecks [66]. Other pheno-
types inferred to be derived from archaic species include also unfavored conditions 
like higher risk for some diseases as Parkinson’s, Chron’s, diabetes, lupus, 
COVID-19, hypercoagulation, celiac disease, neurological disorders, depression 
and even tobacco usage [61, 65, 67–69]. However, some of these disease-associated 
variants likely derived from archaic hominins were recently evaluated in an exten-
sive Icelandic pedigree taking flanking variants and African diversity into account 
[70], which failed to confirm most of the previous disease associations.

In conclusion, while archaic hominin introgression is possibly ubiquitous among 
all world populations (Fig. 11.2) and taking it into account is necessary to under-
stand modern-day human variation, more methods and ancient genomes are needed 
to fully comprehend its impact and functional consequences [71]. However, particu-
larly due the higher divergence between archaic and modern human segments, their 
population specific distribution and high correlation with immune-related genes, 
archaic derived variants may be key for developing and evaluating the efficacy of 
some therapeutic strategies in different human groups.

11.4  The Origin and Diversity of Indigenous Populations 
in Pre-Columbian Times

Since the origin of anatomically modern Homo sapiens in Africa at about 200,000 
ya, human populations have expanded and settled all remaining continents in the 
last 70,000  years, giving rise to many indigenous (aborigines, natives) societies 
distributed worldwide (Fig. 11.1). Indigenous communities can be broadly defined 
biologically, and genealogically as human populations composed mainly by descen-
dants from ancestors who arrived in the same continental region some few thousand 
years ago. Thus, all past human populations before the XV century transoceanic 
navigation enterprises could be called biologically indigenous, whether they were 
located in Europe, Asia, Africa, Oceania and Americas. Besides, many “relatively” 
isolated populations (as they were in the XV century) can be still genealogically 
referred today as indigenous, aborigines, tribal groups or minorities, although other 
anthropological concepts can be equally—and probably more adequately—applied 
to define indigenous populations. In the current Cosmopolitan society, indigenous is 
who is considered and considers itself indigenous [72, 73].

The indigenous societies in every continent were originally resulted from long- 
term ongoing dispersal events of small hunter-gatherer groups [24, 25], which also 
retained particular phenotypes under distinctive environmental pressures along 
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many generations submitted to a slight (if not completely isolated) long-distance 
gene-flow [74]. During their long history of differentiation and adaptation, indige-
nous groups were also influenced by major cultural changes that impacted the varia-
tion at the human genome. For example, since the agricultural beginnings 12,000 
ya, human groups started to ingest different types of food that further selected 
genetic variants throughout many generations of human populations as an adaptive 
response. For instance, a major impact is found among pastoralist societies who 
used milk as an important food supply, and substantial changes promoted by natural 
selection are observed in their genomes [75]. Genomic studies revealed that the LCT 
gene that codes for the lactase enzyme shows the strongest signals of selection in the 
human genome. In the majority of individuals, LCT switches off around the age of 
7 years old, which is the ancestral pattern found in all hominids. The variants that 
allow the persistence of lactase onto adulthood of lactose tolerant individuals are 
fixed in some populations [74, 76, 77]. Interestingly, while milk was accessible to 
most populations in Western Eurasia at around 9000 ya, the allele for lactase persis-
tence was still very rare until 4000 ya, reaching high frequency from Portugal to 
Kazakhstan more recently [27, 78]. While a single LCT allele was selected in Europe 
and Central Asia, other five different LCT alleles allow lactase persistence in African 
and Middle Eastern populations, while displaying a more complex soft selective 
sweep [79–81].

Because the indigenous period comprised 99.7% of the human history, a large 
part of the genetic variation of current human societies are derived from this long 
period of change and adaptation to the environment, food, toxins and pathogens in 
the history of each particular human population worldwide. For example, among 
variants accumulated during human prehistory it includes the sickle cell anemia 
allele (βS) in Africa, the PDE10A gene variant found in diving populations of Bajau 
in Southeast Asia [82], and several variants in genes related to the adaptation to high 
altitude occurring independently in three highland populations from Tibet, Ethiopia 
and Andes [83, 84]. The local adaptation of indigenous ancestors also explains why 
genomic ancestry in modern individuals (in relation to continental/indigenous 
descent) can be indicative of some health conditions and disease risk [85], and can 
be also used to map some genes associated to clinically related phenotypes [74, 86].

11.5  Genomic Variation of Contemporaneous 
Human Societies

The formation of contemporaneous populations, particularly the cosmopolitan 
urban societies, comprises a complex intermingling of populations that started in 
the XVI century. Since then, genetic pools have been increasingly admixed and new 
variants arisen by mutation and recombination accumulated in these last 25 genera-
tions or five centuries (Fig.  11.3). Moreover, a hypothesis called the Columbian 
Exchange [87] raises ideas about an adaptive introgression effect in modern human 
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populations due to the increasing cultural and biological admixture in the post- 
Columbian era.

Because of the minor importance of long-distance gene flow in the worldwide 
populations until the XV century, large blocks of haplotypes with particular variants 
were usually restricted to continental groups [85]. The intercontinental admixture 
starting in the post-Columbian age allowed new recombinant chromosomes with an 
increasing rupture of previously linked variants. Contemporaneous populations are 
thus composed by individuals with mixed ancestry components, with different 
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Fig. 11.3 Schematic chromosome architecture in Indigenous and Cosmopolitan societies. 
Variation (horizontal lines) was heterogeneously distributed between continental indigenous popu-
lations until the XV century (different background colors). Modern Cosmopolitan chromosomes 
are composed by recombinant chromatins with different continental ancestries
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combinations of alleles and recombinant segments (Fig. 11.3). Built on this evi-
dence, an admixture-based method has been devised to map diseases or traits using 
differential risk or susceptibility linked to ancestry [88].

11.6  Variation in Simple and Complex Phenotypes 
and Inherited Diseases

Huntington’s disease was the first clinically relevant phenotype mapped to a human 
chromosome locus using DNA variation [89]. Since then, millions of DNA variants 
have been associated to clinical phenotypes by linkage disequilibrium or directly as 
disease-causing alleles [90].

High throughput genome sequencing techniques are allowing a rapid discovery 
of causal and susceptibility related variants of many diseases, particularly when one 
or few candidate genes are involved. However, the majority of common and rare 
diseases are complex phenotypic traits with multifactorial causes, influenced by 
genetic (nature) and environment (nurture) variables. Besides, epigenetic variation 
is also associated with many simple and complex traits, and epistatic effects due to 
a complex interaction of functional (and variable) molecules are still poorly 
understood.

Simple, complex, common and rare diseases affected by hereditary traits have 
been deeply investigated with human population studies using genomic approaches 
[90, 91], which can be also understood in an evolutionary context [86]. Complex 
traits associated to human diseases have been successfully mapped using GWAS, 
which were largely empowered by the use of whole-genome sequencing (WGS) of 
human populations [92]. Many genes involved in disease etiology are being mapped 
by the identification of candidate disease-causing or susceptibility-related variants 
using WGS, GWAS and large-scale bioinformatics analysis [91].

11.7  Variation and Rare Genetic Diseases

Rare disorders affect about 350 million people worldwide and most of them have no 
formal treatment approved in health agencies like the FDA/USA (https://raredis-
eases.info.nih.gov). Actually, when treatment is available it is usually too expensive, 
and drug development is not pursued by pharmaceutical companies for economic 
reasons. More than 80% of rare disorders has a genetic origin, but no genes can be 
clearly associated to most of the disease phenotypes. However, rare genetic disor-
ders (or orphan diseases) diagnostics is becoming less expensive with current 
genomic technologies, which can contribute to prognosis determination of patients 
and relatives, as well as to indicate an appropriate disease treatment [93].
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It has been assumed for many years that rare genetic diseases are usually caused 
by variants recently originated by mutation events, also called de novo mutations. 
Indeed, it seems to be the case for many rare and common complex neurodevelop-
mental diseases, including some forms of intellectual disability, autism and schizo-
phrenia [94]. However, many rare disorders are found in different families and 
sometimes associated to the same genetic variants, which sometimes show a remote 
origin in the past. Anyway, rare and uncommon genetic disorders can be investi-
gated with help of several databases and bioinformatics tools [93].

11.8  Human Variation in the Prognosis 
of Pathogenic Diseases

Since our origins in Africa, modern humans have been exposed to very different 
environmental conditions and a plentiful panoply of exo- and endo pathogens. In 
some extent, the health and disease of modern populations are consequence of the 
natural history of different human populations encountering pathogens in newly 
colonized habitats [86]. As a result of these encounters, selection on human popula-
tions exposed to specific pathogens for many generations have favored some alleles 
associated to pathogenic resistance. For example, some hemoglobin variants, even 
though causing inherited diseases like sickle cell anemia and thalassemia, are clas-
sical paradigms of human genetic traits associated to resistance to Malaria caused 
by the parasite Plasmodium falciparum in Africa and Asia [86]. Many variants 
associated with susceptibility or resistance to infectious diseases can be traced back 
to a long history of human contact with specific pathogens [95, 96].

Other pathologies are very recent in human history (less than 100 years), but few 
variants have also been identified to promote resistance. For example, the Δ32- 
deletion of the CCR5 receptor gene precludes the entrance of the HIV virus, which 
causes AIDS, a zoonotic disease that was “transmitted” (spillover) from African 
chimpanzees to humans in the XX century [97]. Curiously, this variant has a rela-
tively high prevalence in Europe (5–16.4%), but it is absent in indigenous popula-
tions from Africa, Asia and the Americas [98]. Even though Δ32/CCR5 heterozygous 
and homozygous individuals have not shown signs of resistance to any other known 
pathogen, recent studies found a protective action against diabetes type 1, an auto-
immune disease injuring the pancreas [99]. Anyway, the example of Δ32/CCR5 
variant promoting individual resistance to AIDS shows how natural selection can 
change through time (new pathogens), causing alleles that were previously drifting 
away to become now positively selected (advantageous) in a new environment (HIV 
infection).

Another viral zoonosis is currently pandemic. The sudden appearance of the 
SARS-CoV-2 virus causing COVID-19 (Coronavirus Disease 2019) has prompted 
a global response of scientists to its characterization and to search for its cure or 
vaccine. This is a new and highly contagious disease in humans that spreads very 
fast and has arrived in all continents in just few months [100]. The manifestation of 
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COVID-19 is very variable in the population with a range from asymptomatic indi-
viduals to  high severity cases  leading to death. Severity is associated with age 
greater than 60 years old, and some comorbidities like obesity, hypertension, diabe-
tes, etc. However, there are rare cases of previously healthy young individuals who 
presented severe disease and death; in contrast there are elders with comorbidities 
who remain unaffected despite being heavily exposed to SARS-CoV-2 [100]. This 
indicates an existence of innate susceptibility or resistance to COVID-19 due to 
genetic variation, which is being investigated since the beginning of the pandemic 
[101]. The first candidate genes suspected in human innate response to COVID-19 
encode proteins used for SARS-CoV-2 entry into human cells, like ACE2 and 
TMPRSS2. Indeed, recent studies indicated that ACE2 and TMPRSS2 variants may 
modulate viral infectivity in humans, making some individuals more vulnerable 
than others [102, 103]. Another host gene named FURIN codes for a proprotein 
convertase that acts together  with TMPRSS2 to cleave the spike protein of the 
SARS-CoV-2 capsid, enabling attachment and a high affinity association with ACE2 
at the surface of cells. Indeed, specific FURIN gene variants have been also linked 
to an increased risk of contagion by facilitating the entry of the virus in the cells of 
the respiratory tract [104]. In addition, lower expressions of ACE2 and TMPRSS2 
genes in African populations have been also associated with protective effects to 
COVID-19 [102]. Other studies also suggest  a relationship between ACE  dele-
tion allele and reduced ACE2 expression, thus theoretically it should decrease the 
probability to be infected by SARS-CoV-2 [105]. Moreover, COVID-19 and other 
infectious diseases are potentially modulated by genetic variants of the immunity 
genes (see below), and, for instance, some in silico analyses indicated different vari-
ants likely associated to protection or vulnerability to SARS-CoV-2 infection [106]. 
However, patients affected with COVID-19 develop fever, “cytokine storm” and 
respiratory distress, i.e., a series of complex metabolic responses involving dozens 
of genes, thus identifying genomic variants associated to predisposal or resistance 
would be very difficult. More recently, a genome-wide association study analyzing 
8,582,968 SNPs in 1980 COVID-19 patients with respiratory failure from Italy and 
Spain identified variants associated to risk factors in two gene clusters at 3p21.31 
and 9q34 [107]. Interestingly, the predisposing variants in the gene cluster at 
3p21.31 have been recently suggested to be inherited from Neanderthals [69].

11.9  Human Variation in the Immune Response

The human body presents two defense systems against pathogens that are highly 
conserved among all vertebrates: innate and adaptive immunity. The innate system 
is the first line of defense that detects specific molecules (and molecular patterns) 
associated to pathogens like viruses, bacteria, protozoans, fungus, toxins, etc. [108]. 
The response of the innate system eliminates pathogens and also prepares the body 
for the adaptive immunity, the second line of defense. Many genetic variants in the 
protein genes of the innate systems are potentially associated to predisposition or 
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resistance to infectious diseases. The innate system proteins include Toll-like recep-
tors (TLRs), nucleotide-binding oligomerization domain (Nod), leucine-rich repeat–
containing receptors (NLRs), RIG-I like receptors (RLRs), C-type lectin receptors 
(CLRs) and AIM-2 like receptors, as well as a family of enzymes that function as 
intracellular sensors of nucleic acids, including cGAS and OAS proteins [108]. 
Genetic variants of the innate system have been tested for association with many 
infectious diseases. For example, the pathogenesis of bacterial meningitis has been 
linked to variation in many genes involved in innate immunity [109]. Furthermore, 
two genes related to innate immunity have shown to be consistent with tuberculosis 
predisposition: IL12RB1 and TYK2 [110]. For example, homozygosity of the TYK2 
P1104A variant accounts for 1% of tuberculosis cases in Europeans [111].

The adaptive immune system is mainly composed by proteins encoded by the 
MHC locus producing the glycoproteins HLA (Human Leukocyte Antigen) and 
other proteins [112]. MHC loci include around 200 genes grouped mainly in two 
classes: MHC class I with three main genes HLA-A, -B and -C with about two hun-
dred common alleles (>0.001) in these genes; and MHC class II with HLA-DR, 
-DQ, -DP, -DM, and -DO with other two hundred common alleles. In addition, 
MHC class I and class II have shown around 15,000 minor alleles, which in typical 
heterozygous individual for each of these MHC genes, about 1012 different pep-
tides are expressed, increasing the immune defense against any emerging infection. 
The nature of these proteins is to display the highest panoply of combinations to 
identify the largest number of antigens [113]. The combination of alleles at MHC of 
any individual is so high that exists a unique set of alleles in every human, except in 
monozygotic twins. Within the high MHC diversity, many genetic variants in par-
ticular MHC loci have been associated to increased susceptibility or protection to 
some infectious and autoimmune diseases [112]. For example, aspartic acid at posi-
tion 57 of the HLA-DQ beta chain is protective [114] against future development of 
insulin dependent diabetes mellitus (IDDM), and any other aminoacid in this same 
position, particularly alanine, can predispose to IDDM [115].

The genetic variants of the innate and adaptive systems are still poorly under-
stood, mainly because of the high complexity of genes and variation of the human 
immune systems. However, new studies suggest that about 20–40% of interindi-
vidual variance of the immune response can be explained by genetic variants, known 
to drive the differential susceptibility to diseases and the vaccine response related 
particularly to pathogen-caused diseases [116]. Besides, because in much of the 
human history the indigenous populations experienced different sort of pathogens 
and environments, part of the variation in immune genes is also expected to differ-
entiate among populations, particularly isolated ones. It seems to be the case of 
indigenous peoples of Americas, which have a long history of viral epidemics dis-
seminating whole populations since European colonization as discussed above [45]. 
Indeed, during the H1N1 pandemic of 2009, indigenous peoples in Brazil presented 
a 4.5-fold higher death rate compared to the country’s general population [117]. 
Furthermore, another study focused in an outbreak of acute respiratory disease in a 
Guarani indigenous population from southeast Brazil indicated that they display a 
higher vulnerability to acute respiratory infections and H1N1 vaccination was not 

F. R. Santos et al.



343

effective [118]. A disproportionate impact of influenza was also reported in 
Australian aborigines [119], Torres Strait islanders [120] and Native Canadians 
[121]. Even though no specific human variants can be directly associated to vulner-
ability of these indigenous populations, other studies have characterized the low 
diversity (and likely low immune response) of indigenous populations from Oceania 
and Americas as a result of serial founder effects during the initial settlement of the 
continents out of Africa [122].

11.10  Epigenetic Variation

Human genomic variation is largely connected to epigenetics, influencing gene 
transcription, chromatin states, genome stability and mutability. Indeed, genotypi-
cally identical inherited variation is associated to different disease manifestations 
because of gender-related epigenetic effects, like Prader-Willi (paternal inheritance) 
and Angelman (maternal inheritance) syndromes [123]. Besides, many SVs like 
transposable element insertions are usual targets of epigenetic silencing that can 
influence gene expression and genome integrity and associated to genetic disor-
ders [124].

The joint investigation of epigenetic components associated to genotypic varia-
tion identified by WGS approaches can be used to develop prognostic and diagnos-
tic markers of some human disorders, as well as future targets for therapy [123, 
124]. This new discipline, sometimes called epigenomics, is currently using new 
approaches like CRISPR-based technologies to understand health and disease phe-
notypes likely caused by epigenetic variants across cell types, tissues and individu-
als [125].
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