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Preface

Combinatorial optimization is one of the main research areas in the context of algo-
rithmic problem solving. A combinatorial optimization problem is solved when one or
several solutions optimizing one or several objective functions are found from a large
finite set of candidate solutions. This ubiquitous approach is successful in many
real-world applications such as applications in the domains of transportation, energy,
planning, resource management, scheduling, system design, and many more. With new
challenges from these domains, the complexity and size of combinatorial optimization
problems increase, and therefore, new research questions arise in order to understand
and design more efficient search algorithms. Evolutionary algorithms and related
methods, which can be more or less bio-inspired, are intuitive, flexible, and powerful
approaches able to solve such problems. They are also capable of dealing with the
trade-off between solution quality and running time, which makes such approaches
very attractive. Thus, the task for the scientific community and practitioners is to
develop efficient evolutionary algorithms able to reach high-quality solutions within the
available computation resources according to the properties of the combinatorial
problem under consideration. The following papers show the most recent theoretical
and experimental research in this area.

This volume contains the proceedings of EvoCOP 2021, the 21th European Con-
ference on Evolutionary Computation in Combinatorial Optimisation. Originally
planned as a hybrid conference with on-site participation in Seville, Spain, the con-
ference was later turned into an online-only event due to the COVID-19 pandemic.

The EvoCOP conference series started in 2001, with the first workshop specifically
devoted to evolutionary computation in combinatorial optimization. It became an
annual conference in 2004. EvoCOP 2021 was organized together with EuroGP (the
24th European Conference on Genetic Programming), EvoMUSART (the 10th Inter-
national Conference on Artificial Intelligence in Music, Sound, Art and Design), and
EvoApplications (the 24th International Conference on the Applications of Evolu-
tionary Computation, formerly known as EvoWorkshops), in a joint event collectively
known as EvoStar 2021. Previous EvoCOP proceedings were published by Springer in
the Lecture Notes in Computer Science series (LNCS volumes 2037, 2279, 2611, 3004,
3448, 3906, 4446, 4972, 5482, 6022, 6622, 7245, 7832, 8600, 9026, 9595, 10197,
10782, 11452, and 12102). The table on the next page reports the statistics for each
of the previous conferences.

This year, 14 out of 42 papers were accepted after a rigorous double-blind reviewing
process, resulting in a 33% acceptance rate. We would like to acknowledge the
high-quality and timely work of our diverse Program Committee members, who each
year donate their time and expertise to maintain the high standards of EvoCOP and
provide constructive feedback to help authors improve their papers. Decisions con-
sidered both the reviewers’ report and the evaluation of the program chairs. The 14
accepted papers cover a wide spectrum of topics, ranging from the foundations of



evolutionary algorithms and other search heuristics to their accurate design and
application to combinatorial optimization problems. Fundamental and methodological
aspects deal with runtime analysis, the structural properties of fitness landscapes, the
study of core components of metaheuristics, the clever design of their search principles,
and their careful selection and configuration. Applications cover problem domains such
as scheduling, routing, search-based software engineering, and general graph problems.
We believe that the range of topics covered in this volume of EvoCOP proceedings
reflects the current state of research in the fields of evolutionary computation and
combinatorial optimization.

EvoCOP LNCS vol. Submitted Accepted Acceptance (%)

2021 12692 42 14 33.3
2020 12102 37 14 37.8
2019 11452 37 14 37.8
2018 10782 37 12 32.4
2017 10197 39 16 41.0
2016 9595 44 17 38.6
2015 9026 46 19 41.3
2014 8600 42 20 47.6
2013 7832 50 23 46.0
2012 7245 48 22 45.8
2011 6622 42 22 52.4
2010 6022 69 24 34.8
2009 5482 53 21 39.6
2008 4972 69 24 34.8
2007 4446 81 21 25.9
2006 3906 77 24 31.2
2005 3448 66 24 36.4
2004 3004 86 23 26.7
2003 2611 39 19 48.7
2002 2279 32 18 56.3
2001 2037 31 23 74.2

We would like to express our appreciation to the various people and institutions
making EvoCOP 2021 a successful event. First, we thank SPECIES, the Society for the
Promotion of Evolutionary Computation in Europe and its Surroundings, which aims to
promote evolutionary algorithmic thinking within Europe and wider, and more gen-
erally to promote inspiration of parallel algorithms derived from natural processes. We
extend our acknowledgments to Nuno Lourenço from the University of Coimbra,
Portugal, for his dedicated work with the submission and registration system, to João
Correia from the University of Coimbra, Portugal, and Francisco Chicano from the
University of Málaga, Spain, for EvoStar publicity, social media, and website, and to
Sérgio Rebelo from the University of Coimbra, Portugal, for his important graphic
design work. We wish to thank our prominent keynote speakers, Darrell Whitley from
Colorado State University, USA, and Susanna Manrubia from the Spanish National
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Centre for Biotechnology (CSIC), Madrid, Spain. Finally, we express our continued
appreciation to Anna I. Esparcia-Alcázar from SPECIES, Europe, whose considerable
efforts in managing and coordinating EvoStar helped towards building a unique,
vibrant, and friendly atmosphere.

Special thanks go to the members of the EvoCOP Steering Committee (Christian
Blum, Francisco Chicano, Carlos Cotta, Peter Cowling, Jens Gottlieb, Jin-Kao Hao,
Jano van Hemert, Bin Hu, Arnaud Liefooghe, Manuel Lopéz-Ibáñez, Peter Merz,
Martin Middendorf, Gabriela Ochoa, Luís Paquete, and Günther Raidl) for their hard
work at and dedication to past editions of EvoCOP, making it one of the reference
international events in evolutionary computation and metaheuristics for combinatorial
optimization.

April 2021 Christine Zarges
Sébastien Verel
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A Novel Ant Colony Optimization
Strategy for the Quantum Circuit

Compilation Problem

Marco Baioletti1(B) , Riccardo Rasconi2 , and Angelo Oddi2

1 University of Perugia, Perugia, Italy
marco.baioletti@unipg.it

2 Institute of Cognitive Sciences and Technologies (ISTC-CNR), Rome, Italy
{riccardo.rasconi,angelo.oddi}@istc.cnr.it

Abstract. Quantum Computing represents the most promising technol-
ogy towards speed boost in computation, opening the possibility of major
breakthroughs in several disciplines including Artificial Intelligence. This
paper investigates the performance of a novel Ant Colony Optimization
(ACO) algorithm for the realization (compilation) of nearest-neighbor
compliant quantum circuits of minimum duration. In fact, current tech-
nological limitations (e.g., decoherence effect) impose that the overall
duration (makespan) of the quantum circuit realization be minimized,
and therefore the production of minimum-makespan compiled circuits
for present and future quantum machines is of paramount importance.
In our ACO algorithm (QCC-ACO), we introduce a novel pheromone
model, and we leverage a heuristic-based Priority Rule to control the
iterative selection of the quantum gates to be inserted in the solution.

The proposed QCC-ACO algorithm has been tested on a set of quan-
tum circuit benchmark instances of increasing sizes available from the
recent literature. We demonstrate that the QCC-ACO obtains results
that outperform the current best solutions in the literature against the
same benchmark, succeeding in significantly improving the makespan
values for a great number of instances and demonstrating the scalability
of the approach.

Keywords: Ant Colony Optimization · Quantum circuit compilation ·
Planning · Scheduling

1 Introduction

Quantum Computing explores the implications of using quantum mechanics to
model information and its processing. The impact of quantum computing tech-
nology on theoretical/applicative aspects of computation as well as on the society
in the next decades is considered to be immensely beneficial [16]. While classical
computing revolves around the execution of logical gates based on two-valued
bits, quantum computing uses quantum gates that manipulate multi-valued bits
c© Springer Nature Switzerland AG 2021
C. Zarges and S. Verel (Eds.): EvoCOP 2021, LNCS 12692, pp. 1–16, 2021.
https://doi.org/10.1007/978-3-030-72904-2_1
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(qubits) that can represent as many logical states (qstates) as are the obtainable
linear combinations of a set of basis states (state superpositions). A quantum
circuit is composed of a number of qubits and by a series of quantum gates
that operate on those qubits, and whose execution realizes a specific quantum
algorithm.

Executing a quantum circuit entails the chronological evaluation of each gate
and the modification of the involved qstates according to the gate logic. Current
quantum computing technologies like ion-traps, quantum dots, super-conducting
qubits, etc. limit the qubit interaction distance to the extent of allowing the exe-
cution of gates between adjacent (i.e., nearest-neighbor) qubits only [6,13,23].
This has opened the way to the exploration of possible techniques and/or heuris-
tics aimed at guaranteeing nearest-neighbor (NN) compliance in any quantum
circuit through the addition of a number of so-called swap gates between adja-
cent qubits. The effect of a swap gate is to mutually exchange the qstates of
the involved qubits, thus allowing the execution of the gates that require those
qstates to rest on adjacent qubits. However, adding swap gates also introduces
a time overhead in the circuit execution [4] that generally depends on the quan-
tum hardware’s topology; on the other hand, it is highly desirable to minimize
the circuit’s execution time (i.e., makespan), in order to mitigate the negative
effects of decoherence and guarantee more stability to the quantum computa-
tion. The Quantum Circuit Compilation Problem (QCCP) can be described as
the synthesis of a real quantum circuit to be executed on a specific quantum
hardware.

The QCCP benchmarks used in this work1 have been initially introduced
and solved in [22] as a temporal planning problem. Subsequently, the same
benchmark was tackled in [3,17], respectively through a hybrid approach that
integrates Temporal Planning with Constraint Programming, and a heuristically-
based Greedy Randomized Search (GRS) technique [12,19]. The results obtained
in [17] have been further improved in [18] by means of a genetic algorithm. More
recently, a similar version of the priority rule introduced in [17] has been used
in [5] within a rollout procedure to further improve the best results, thus repre-
senting the benchmark’s current bests.

In this work, we use a slightly modified version of the priority rule proposed
in [5] within an Ant Colony Optimization (ACO) algorithm [9], and compare
our results with those obtained in the same paper, significantly improving the
makespan values for a considerable number of instances, and demonstrating the
scalability of the approach.

ACO is a powerful metaheuristic, inspired by the foraging behaviour of
colonies of ants that has been applied to many combinatorial optimization
problems [9], and particularly to scheduling and permutation problems [2,14];
indeed, the QCC problem tackled here has in fact a strong scheduling component.

1 A set of benchmark instances of different size belonging to the Quantum Approxi-
mate Optimization Algorithm (QAOA) class [10,11] tailored for the MaxCut problem
and devised to be executed on top of a hardware architecture proposed by Rigetti
Computing Inc. [20].
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Among the evolutionary and swarm intelligence based algorithms, ACO seems
to be well suited for the QCC problem because of its constructive nature. In
fact, feasible solutions in ACO are built by means of an iterative process that
starts from an empty solution and adds a component at a time consistently with
the problem constraints, hence maintaining the feasibility of the solution at all
times during the building process.

The paper is organized as follows. The next section proposes a formal state-
ment of the tackled problem, whereas the subsequent section describes the novel
ant colony optimization strategy proposed for its resolution. Finally, an empiri-
cal evaluation based on the benchmark proposed in [22] is performed, and some
conclusions end the paper.

2 The QCC Problem

Formally, the Quantum Circuit Compilation Problem (QCCP) [17] is a tuple
P = 〈C0, L0, QM〉, where: (i) C0 is the input quantum circuit representing the
execution of the algorithm of interest, (ii) L0 is the initial assignment of qubits
to qstates, and (iii) QM is a representation of the quantum hardware.

– C0 is the input quantum circuit expressed as a tuple 〈Q,P-S,MIX, P, TC0〉,
where: (i) Q = {q1, q2, . . . , qN} is the set of qstates which, from a plan-
ning & scheduling perspective represent the resources necessary for each
gate’s execution (see for example [15], Chap. 15); (ii) P-S and MIX respec-
tively represent the set of p-s and mix gates that have to be scheduled,
such that every p-s(qi, qj) gate requires two qstates for execution, and every
mix(qi) gate requires one qstate only; (iii) P = {1, ..., p} is the number of
times (i.e., passes) the gates in the P-S and MIX must be executed; (iv) TC0

is a set of simple precedence constraints imposed on the P-S and MIX such
that: (1) all the p-s gates belonging to the k-th pass (P-Sk) that involve a
specific qstate qi must be executed before all the mix gates belonging to the
same pass (MIXk) that involve the same qstate qi, for k = 1, 2, . . . , p, and (2)
all the mix gates belonging to the k-th pass (MIXk) that involve a specific
qstate qi must be executed before all the p-s gates belonging to the (k+1)-th
pass (P-Sk+1) that involve the same qstate qi, for k = 1, 2, . . . , (p−1). Lastly,
the execution of every quantum gate requires the uninterrupted use of the
involved qstates during its processing time, and each qstate qi can process at
most one quantum gate at a time.

– L0 is the initial assignment at the time origin t = 0 of qstates qi to qubits ni.
In this work, the i-th qstate qi is assigned to the i-th qubit ni.

– QM is a representation of the quantum hardware as an undirected
multi-graph QM = 〈VN , Ep-s, Eswap, τmix, τp-s, τswap〉, where VN =
{n1, n2, . . . , nN} is the set of qubits (nodes), Ep-s (Eswap) is a set of undi-
rected edges (ni, nj) representing the set of adjacent locations the qstates qi

and qj of the gates p-s(qi, qj) (swap(qi, qj)) can potentially be allocated to.
In addition, the labelling functions τp-s : Ep-s → Z

+ and τswap : Eswap → Z
+

respectively represent the durations of the gate operations p-s(qi, qj) and
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swap(qi, qj) when the qstates qi and qj are assigned to the corresponding
adjacent locations. Similarly, the labelling function τmix : V → Z

+ represents
the durations of the mix gate (which can be executed at any node ni). Figure 1
shows an example of quantum hardware designs, with gate durations.

Fig. 1. Three quantum chip designs characterized by an increasing number of qubits
(N = 8, 21, 40) inspired by Rigetti Computing Inc. Every qubit is located at a different
location (node), and the integers at each node represent the qubit’s identifier. Two
qubits connected by an edge are adjacent, and each edge represents a 2-qubit gate (p-s
or swap) that can be executed between those qubits. p-s gates executed on continuous
edges have duration τp-s = 3, while p-s gates executed on dashed edges have duration
τp-s = 4. Swap gates have duration τswap = 2.

A feasible solution is a tuple S = 〈SWAP, TC〉, which extends the ini-
tial circuit C0 to a circuit CS = 〈Q,P-S,MIX,SWAP, P, TCS〉, such that
TCS = TC0 ∪ TC, where SWAP is a set of additional swap(qi, qj) gates added
to guarantee the adjacency constraints for the set of P-S gates, and TC is a
set of additional simple precedence constraints such that: (i) for each qstate qi,
a total order �i is imposed among the set Qi of operations requiring qi, with
Qi = {op ∈ P-S ∪ MIX ∪ SWAP : op requires qi}; (ii) all the p-s(qi, qj) and
swap(qi, qj) gate operations are allocated on adjacent qubits in QM , and (iii)
the graph 〈{P-S ∪ MIX ∪ SWAP}, TCS〉 does not contain cycles.

Given a solution S, the makespan mk(S) corresponds to the maximum com-
pletion time of the gate operations in S. An optimal solution S∗ is a feasible
solution characterized by the minimum makespan.
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3 A Novel Ant Colony Optimization Strategy

The solution pursued in this work to solve the QCCP exploits the Ant Colony
Optimization (ACO) paradigm [9]. The proposed algorithm is called QCC-ACO
and its main schema is depicted in Algorithm 1. The algorithm handles a colony
of na artificial ants, which indirectly communicate through the pheromone model
and create solutions of the QCC problem. The main loop is repeated for a certain
number of times, according to a given stop criterion, for instance, a computation
time budget. At each iteration, every artificial ant builds a solution by means
of a constructive procedure (BuildSolution()); then, pheromone values are
updated (UpdatePheromoneValues()) in order to select the best solutions.

Algorithm 1. QCC-ACO
Require: A problem P = 〈C0, L0, QM〉

InitializePheromoneValues()
while not termination criterion do

for i ← 1 to na do
BuildSolution(P)

end for
UpdatePheromoneValues()

end while
return BestSolution

Algorithm 2. BuildSolution

Require: A problem P = 〈C0, L0, QM〉
S ← InitSolution(P )
t ← 0
while not all the P-S and MIX operations are inserted in S do

op ← SelectExecutableOperation(P , S, t)
if op �= NULL then

S ← InsertOperation(op, S, t)
else

t ← t + 1
end if

end while
return S

In the next two subsections some details about the solution constructive
procedure and the pheromone update strategy will be respectively provided.

3.1 Solution Construction Algorithm

The solution construction procedure used in QCC-ACO is described in Algo-
rithm 2. The algorithm produces a complete solution S for the given QCC
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problem P by starting from an empty solution and by iteratively selecting
(SelectExecutableOperation) and adding (InsertOperation) one oper-
ation (i.e., a quantum gate) at a time among those that can scheduled at the
current instant t.

An operation op can be scheduled at t if the qstates required by op are not
used in t. If no operation can be scheduled at t, the time is increased to t + 1.

Clearly, one essential step of the BuildSolution() procedure is the
SelectExecutableOperation() method (shown in Algorithm 3) through
which a new operation is selected for insertion in the partial solution, at each
iteration. This method is based on a heuristic-based priority rule originally intro-
duced in [17] and slightly modified in [5], whose technical details will be described
in the following sections.

3.2 Gate Selection Procedure Based on Priority Rules

The priority rule used in our QCC-ACO exploits the distance between qstate
pairs measured on the quantum hardware; in the following, we describe in detail
the criteria upon which such distance is assessed.

Let op ∈ Qi be a general gate operation that involves qstate qi, we define a
chain chi = {op ∈ Qi : op ∈ S} as the set of gates involving qi and currently
present in the partial solution S, among which a total order is imposed (see
Fig. 2 for a graphical representation of a complete solution composed of a set of
chains, one for each qstate qi).

Let us also define last(chi) as the last operation in the chain chi according
to the imposed total order and n(last(chi)) as the QM node at which the last
operation in the chain chi terminates its execution. Given a partial solution S,
the state LS is the tuple LS = 〈n(last(ch1)), n(last(ch2)), . . . , n(last(chN ))〉 of
QM locations (nodes) where each last chain operation last(chi) terminates its
execution.

Given the multi-graph QM introduced in the QCC Problem section, we
consider the distance graph Gd(V,Ep-s), so as to contain an undirected edge
(ni, nj) ∈ Ep-s when QM can execute a p-s gate on the pair (ni, nj). In the
graph Gd, an undirected path pij between a node ni and a node nj is the list of
edges pij = ((ni, nj1), (nj1, nj2), . . . , (njk, nj)) connecting the two nodes ni and
nj and its length lij is the number of edges in the path pij . Let dij represent the
minimal length among the set of all the paths between ni and nj . The distance
dij between all nodes is computed only once at the beginning, by means of all-
pairs shortest path algorithm, whose complexity is O(|V |3) in the worst case [7].
The distance dLS associated to a given p-s(qi, qj) gate that requires two qstates
qi and qj w.r.t. the state LS of the partial solution S is defined as:

dLS (p-s(qi, qj)) = d(nlast(chi), nlast(chj)) (1)

Two qstates qi and qj are in adjacent locations in the state LS if
dLS (p-s(qi, qj)) = 1. Intuitively, given a p-s(qi, qj) gate and a partial solution
S, the value dLS (p-s(qi, qj)) yields the minimal number of swaps for moving the
two qstates qi and qj to adjacent locations on the machine QM .
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The concept of distance defined on a single gate operation p-s(qi, qj) can be
extended to a set of gate operations, as follows. Let S be a partial solution, P-S

S

is the set of p-s(qi, qj) gates that are not yet scheduled in S and such that all
predecessors gates according to the temporal order imposed by the set TC0 (the
set of simple precedences in the input circuit C0) have already been scheduled in
S. The authors in [17] proposed two different functions to measure the distance
separating the set P-S

S
from the adjacent state. The first sums the set of the

distances dLS (p-s(qi, qj)):

DS
sum(P-S

S
) =

∑

p-s∈P-S
S

dLS (p-s(qi, qj)) (2)

The second returns the minimal value of the distance dLS (p-s(qi, qj)) in the set
P-S

S
:

DS
min(P-S

S
) = MIN

p-s∈P-S
SdLS (p-s(qi, qj)) (3)

Given the functions (2) and (3), it is now possible to assess the priority of
each gate operation op to possibly insert in the partial solution as follows:

f(S, op,P-S
S
) =

⎧
⎪⎪⎨

⎪⎪⎩

(DS′
sum(P-S

S \ {op}), 1) (p-s)

(DS′
sum(P-S

S′
), 1) (mix)

(DS′
sum(P-S

S′
),DS′

min(P-S
S′

)) (swap)

(4)

where S′ is the new partial solution after the addition of the selected gate oper-
ation op. We are now in the position to describe in detail the SelectExe-
cutableOperation() procedure, which operates over three phases (see Algo-
rithm 3).

In the first phase (Phase1 ), a set Ω′ of operations (PS, MIX or SWAP)
that can be time and resource feasibly scheduled at the current instant t is
selected through the EligibleSet() procedure (eligible operations at time t).
Subsequently, the values of DS

sum and DS
min of the solution S (baseline values),

are computed using formulas 2 and 3, respectively. From this point, a new set
Ω of operations is built by further restricting Ω′, in a fashion inspired to the
Priority Rule described in [5]. Namely, Ω is built by immediately inserting all
the eligible P-S and MIX operations previously stored in Ω′ (if any), while the
SWAP operations will be considered only if their execution produces a partial
solution which is better than the current solution with respect to the Dsum

heuristic value or, being equal with respect to Dsum, it is better with respect to
Dmin.

The second phase (Phase2 ) is executed only if the first phase returns an
empty Ω set, in which case the algorithm collects all the SWAP operations
previously contained in Ω′ whose execution produces a partial solution which is
better than the current solution with respect to Dmin only.

The third phase (Phase3 ) chooses the operation to be returned by the pro-
cedure. If Ω is still empty, SelectExecutableOperation returns NULL and
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Algorithm 3. SelectExecutableOperation

Require: a problem P , a partial solution S, a time t
//Phase1:
Ω′ ← EligibleSet(S, t)
Ω ← ∅
Init DS

sum and DS
min) resp. according to (2) and (3)

for all op ∈ Ω′ do
(op.DS

sum, op.DS
min) ← f(S, op,P-S

S
)

if (op is a MIX or a PS) or (op.DS
sum < DS

sum) or (op.DS
sum = DS

sum and
op.DS

min < DS
min) then

Ω ← Ω ∪ {op}
end if

end for
//Phase2:
if Ω = ∅ then

for all op ∈ Ω′ do
if (op is a SWAP) and (op.DS

min < DS
min) then

Ω ← Ω ∪ {op}
end if

end for
end if
//Phase3: op selection
if Ω = ∅ then

return NULL
end if
Evaluate prob(op) for all op ∈ Ω according to (5)
return op chosen at random with probability prob(op)

the solution construction scheme continues by increasing the current value of
t. Otherwise, a selection probability value prob(op) is firstly computed for each
operation contained in Ω, according to the following formula:

prob(op) =
τ(op)αη(op)β

∑
op′∈Ω τ(op′)αη(op′)β

(5)

where τ(op) is the pheromone value associated to the choice of op, η(op) is the
desirability value of op, and the parameters α and β regulate the contribution
of the pheromone and the desirability values to the probability of component
selection.

The pheromone values will be described in the Pheromone Models section,
while the desirability value for an operation op is computed as:

η(op) = 1 − W × op.D̂S
sum + op.D̂S

min

W + 1

where op.D̂S
sum and op.D̂S

min are the normalized values of op.DS
sum of op.DS

min,
respectively, and W is a constant which enhances the contribution of DS

sum with
respect to DS

min.
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Finally, the SelectExecutableOperation() procedure selects an opera-
tion according to the probability distribution prob(op).

3.3 Pheromone Models

Pheromone values could be associated directly to the operations, however this
organization does not work well because P-S and MIX operations are present in
all the feasible solutions (hence their pheromone value would be not significant),
while SWAP operations can be used more times in the same solution. Therefore,
it is necessary to associate a pheromone value to contextualized operations, i.e.
to pairs (op, c), where c is a piece of information, denoting the context where op
is executed.

Using a technique similar to what is done in ACO approaches to scheduling
[14] and to planning [1], pheromone values can be associated to the pairs (op, t),
where op is the operation and t is the start time of op. Pheromone values are
organized as a matrix and the corresponding model is called Time Operation
(TO) model. Hence, in this model the (possible) start time of the operations is
taken into account both in the operation selection phase (Eq. 5), where τ(op) is
replaced with τ(op, t).

The pheromone values are updated with the following two steps procedure.
Firstly, an evaporation phase is performed, which lowers the value associated

to each operation op and each time step t with the formula

τ(op, t) ← (1 − ρ)τ(op, t) (6)

where ρ ∈ (0, 1] is a parameter called evaporation rate.
Secondly, the values associated to the best solutions are increased. In QCC-

ACO we decided to reward the best solution found so far (Sbs) or the best
solution found in the current iteration (Sib); the choice of which solution should
be rewarded is made at random, the probability of rewarding Sib is 0.8, while
Sbs is rewarded with probability 0.2.

Let S∗ the solution to reward, the pheromone value of all the operations
op ∈ S∗ is increased with the formula

τ(op, t) ← τ(op, t) +
L

mk(S∗)
(7)

where t is the time where op is executed in S∗ and L is constant (in the experi-
ments its value is fixed to 10).

Another pheromone model, based on the TO model, is the Fuzzy Time Opera-
tion (FTO) model. In this new model the value of pheromone of a given operation
op is spread around the time steps in the operation selection phase by fuzzyfing
the time step t when the pheromone model is queried. Internally, the pheromone
values are stored and updated in a matrix τ(op, t) as in the TO model. However,
in the the operation selection phase, instead of employing τ(op, t), the value
τw(op, t) is used in (5). This value is computed as the weighted average of the
pheromone values of op at times close to t: t − w, t − w + 1, . . . , t + w − 1, t + w.
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More in detail, τw(op, t) is computed with the following formula:

τw(op, t) =
w∑

h=−w

σ(h)τ(op, t + h)

where w is the width of the window and

σ(h) =
exp(−h2

2 )
∑w

k=−w exp(−k2

2 )

is the weight for the displacement h = −w, . . . , w. The width w is a parameter
of the model FTO, hence we will denote by FTOw the FTO model where the
width is w.

Fig. 2. Solution of the instance n.8 of the N = 8 benchmark set, with makespan
mk = 31. In the plot, PS gates are depicted in green, SWAP gates in yellow, and MIX
gates in blue. (Color figure online)

The difference between TO and FTO can be summarised as follows. Suppose
that the operation op is rewarded as a component of a good solution S∗ and that
op was executed at time t0 in S∗. In the TO model the pheromone value is only
affected at t0, while in FTO also the time steps near t0 can exploit of the value.
The strength of influence of the pheromone value at time t depends on the
difference |t − t0|: the smaller the distance, the higher the influence. A similar
way of using pheromone has already been introduced in [1] (called Fuzzy Level
Action model).
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4 Empirical Evaluation

The QCC-ACO algorithm has been implemented in Java standard (OpenJDK,
v.11.0.9.1), without using any external library. In particular, we have used the
Java built-in pseudo random generator. All the experiments were run on an Intel
Xeon E312 machine equipped with 16 GB of RAM.

4.1 Tuning

QCC-ACO has many parameters to be set: α, β, ρ, the model M of the
pheromone (the choice is among TO and FTOw, for some reasonable values
of w), the number of ants na, W , and L. Some of the parameters, namely na,
W , and L were chosen after some preliminary runs, resulting that QCC-ACO is
not affected in a sensitive way by the values of those parameters. The choice is
na = 20,W = 10, L = 10.

Hence, we have decided to perform an extensive tuning procedure to find the
best configuration for QCC-ACO in terms of α, β, ρ and M. We have created
5 new instances of the QCC problem for each value of N = 8, 21, 40 only for
the tuning phase, in order to avoid to use the same instances for the tuning
and for the test phases. Both the parameters α and β have been varied in the
set {0, 1, 2, 3, 4}, while the possible values of ρ were 0.1, 0.2, 0.3. Finally, TO
competed against FTO1, . . . , FTO5.

For each parameter configuration, QCC-ACO was run 10 times on the 15
tuning instances, using as termination criterion the time budget of 60 s for the
instances with N = 8 and 300 s for the other instances.

The results of the tuning phase clearly indicates that the combinations (α =
1, β = 0, ρ = 0.3,M = FTO3) outperformed the others in terms of the average
relative percentage difference. In line with the results obtained in [21], the best
value for β resulted to be 0, i.e. QCC-ACO works better without using the
heuristic function η in the probabilistic operation selection (formula 5). However,
the heuristic function still plays an important role because it is used to prune
the operations to select (see Algorithm 3) and therefore to reduce the branching
factor.

Some preliminary experiments showed that the pruning stage is important
because the performances of QCC-ACO greatly deteriorate if the operation selec-
tion works with Ω = Ω′, i.e. if all the eligible operations at the given time t can
be selected.

A second, smaller set of tuning experiments have been conducted in order
to see if some small value of β can improve the QCC-ACO performances. The
parameter β have been varied in the set {0, 1

4 , 1
3 , 1

2}, while the other parameters
have been fixed to the value of the best configuration. The second experiment
confirmed that β = 0 is the best choice. Among the pheromone values, all the
fuzzified versions of TO outperformed the crisp model TO, confirming that the
fuzzification of TO works better. In particular, the best value for the width w is
3, which is an intermediate value among all the possible value for that parameter.
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Hence, we decided to adopt in the test phase the configuration (α = 1, β = 0, ρ =
0.3,M = FTO3).

4.2 Results

QCC-ACO has been tested on the 150 instances of the QCC problem (50
instances for each size N = 8, 21, 40) with u = 1.0 and P = 2. The termi-
nation criterion used in our experiments is the same that has been used in [5]:
all runs for the N = 8 instances were limited to 60 s, while for the N = 21 and
N = 40 instances all runs were limited to 300 s. For each instance QCC-ACO
has been executed 10 times.

The results are depicted in Table 1, where the average value of the makespan,
the standard deviation and the best value obtained by QCC-ACO are listed. The
columns labelled Best RH contain the best values obtained in [5] through their
Rollout heuristic. The columns labelled Δ show the difference between our results
and those of our competitor. The best results obtained from either procedure
are shown in bold.

For N = 8, QCC-ACO outperformed the Rollout heuristic (RH) in 14/50
instances, obtained the same result in 18/50 instances, and was beaten in 18/50
instances. The Wilcoxon signed rank test on QCC-ACO results against the RH
results does not show any significant difference, because its p-value is large
(0.2031). Despite in the N = 8 benchmark there is no clear winner, it is inter-
esting to note that the average improvement obtained by ACO over RH on the
improved solutions (Δ column) is equal to 1.64, versus an average worsening of
1.11. It is also interesting to see that, in 44 instances, QCC-ACO produced the
same or equivalent solutions in all the 10 executions, as the standard deviation
is 0.

For N = 21, QCC-ACO outperformed the Rollout heuristic in 35 instances,
in only 7 instances QCC-ACO was outperformed by its competitor, while in
the remaining 8 instances there was a tie. The average improvement obtained
by ACO over RH on the improved solutions is equal to 2.60, versus an average
worsening of 1.85. In this case, the Wilcoxon signed rank test has a very small
p-value (3.887 · 10−9), hence the results of QCC-ACO are significantly better
than those of RH.

The most impressive results were obtained for N = 40: in all 50 instances
QCC-ACO found better solutions than the Rollout heuristic. In particular, the
largest value of Δ was −19, obtained in three instances; remarkably, the average
improvement obtained by ACO over RH is equal to 12.12. It is worth to notice
that in all the instances except the instance #9, also the average makespans
obtained by QCC-ACO are better than the best values obtained by the Rollout
heuristic. As expected, also the p-value of Wilcoxon signed rank test is even
smaller than the case of N = 21, i.e. 8.277 · 10−10.

Figure 2 shows the plot of the solution of problem instance n.8 belonging to
the N = 8 benchmark set, while Fig. 3 shows the plot of the solution of problem
instance n.24 belonging to the N = 40 benchmark set (left), together with a
graph of the average convergence times obtained on the 10 runs (right). Despite



A Novel ACO Strategy for the QCC Problem 13

F
ig
.
3
.

L
ef

t:
so

lu
ti

o
n

o
f

th
e

in
st

a
n
ce

n
.2

4
o
f

th
e

N
=

4
0

b
en

ch
m

a
rk

se
t,

w
it

h
m

a
k
es

p
a
n

m
k

=
6
1
.
R

ig
h
t:

av
er

a
g
e

p
lo

t
o
f

co
n
v
er

g
en

ce
ti

m
es

o
n

1
0

ru
n
s,

th
e

sh
a
d
ed

a
re

a
sh

ow
s

9
5
%

co
n
fi
d
en

ce
in

te
rv

a
l.



14 M. Baioletti et al.

Table 1. Experimental results for all benchmarks

N = 8 N = 21 N = 40

Inst Avg. SD Best Best Avg. SD Best Best Avg. SD Best Best

ACO ACO ACO RH Δ ACO ACO ACO RH Δ ACO ACO ACO RH Δ

1 35.0 0.0 35 35 0 48.2 0.4 48 49 −1 61.6 1.9 58 65 −7

2 34.0 0.0 34 36 −2 50.3 0.5 50 50 0 65.8 2.3 62 74 −12

3 32.0 0.0 32 31 1 44.1 1.7 41 42 −1 63.6 1.6 61 71 −10

4 33.0 0.0 33 32 1 43.2 0.6 42 44 −2 69.1 3.2 65 74 −9

5 27.0 0.0 27 27 0 47.4 0.7 46 52 −6 71.4 2.3 68 78 −10

6 34.0 0.0 34 35 −1 48.9 0.3 48 50 −2 72.4 1.9 69 81 −12

7 32.0 0.0 32 31 1 53.9 0.9 52 55 −3 73.2 3.4 66 79 −13

8 32.6 0.7 31 34 −3 48.5 0.8 47 49 −2 65.6 1.0 64 68 −4

9 35.0 0.0 35 35 0 50.4 0.8 49 54 −5 67.0 1.2 65 66 −1

10 38.0 0.0 38 38 0 53.5 1.4 50 54 −4 70.9 1.4 69 80 −11

11 38.0 0.0 38 38 0 44.6 0.8 44 47 −3 63.0 2.1 61 68 −7

12 35.0 0.0 35 33 2 53.3 0.5 53 56 −3 69.5 2.9 66 74 −8

13 32.0 0.0 32 32 0 44.0 0.0 44 43 1 60.2 3.2 56 62 −6

14 32.0 0.0 32 32 0 46.2 0.6 46 46 0 69.8 3.0 66 74 −8

15 34.0 0.0 34 35 −1 43.5 1.3 43 46 −3 68.7 2.8 64 78 −14

16 32.0 0.0 32 32 0 57.6 0.5 57 57 0 68.2 1.8 66 77 −11

17 37.0 0.0 37 36 1 51.6 0.5 51 50 1 71.7 1.9 68 78 −10

18 30.0 0.0 30 29 1 54.5 1.4 52 54 −2 75.9 3.1 71 79 −8

19 32.0 0.0 32 32 0 52.6 1.1 51 56 −5 62.8 2.1 60 70 −10

20 31.2 0.4 31 31 0 50.3 0.7 49 50 −1 73.1 1.4 71 78 −7

21 28.1 0.3 28 27 1 50.3 0.5 50 51 −1 66.3 1.1 64 77 −13

22 40.0 0.0 40 39 1 51.0 0.0 51 54 −3 65.1 1.8 62 76 −14

23 36.0 0.0 36 35 1 49.0 0.0 49 48 1 58.9 1.5 57 63 −6

24 33.0 0.0 33 32 1 49.3 1.1 48 50 −2 65.4 2.5 61 80 −19

25 37.2 0.4 37 38 −1 50.9 0.3 50 50 0 66.7 1.7 65 71 −6

26 29.0 0.0 29 29 0 44.0 0.0 44 46 −2 67.2 1.6 63 81 −18

27 34.0 0.0 34 34 0 59.7 1.3 58 61 −3 68.6 3.1 63 81 −18

28 32.0 0.0 32 32 0 45.8 0.8 45 47 −2 72.2 1.5 69 88 −19

29 36.0 0.0 36 35 1 46.5 0.5 46 47 −1 63.7 1.4 62 77 −15

30 31.0 0.0 31 31 0 52.9 1.0 51 53 −2 64.1 1.9 62 72 −10

31 33.0 1.1 32 32 0 51.0 0.7 50 52 −2 66.7 2.3 64 69 −5

32 36.0 0.0 36 35 1 46.3 0.5 46 52 −6 56.4 1.5 53 62 −9

33 40.0 0.0 40 42 −2 50.0 0.0 50 52 −2 64.6 1.3 63 73 −10

34 33.0 0.0 33 35 −2 53.1 1.3 51 51 0 62.2 1.6 59 68 −9

35 35.0 0.0 35 38 −3 46.6 0.8 45 45 0 64.1 2.4 59 70 −11

36 29.0 0.0 29 28 1 51.1 0.9 50 49 1 72.0 2.8 68 80 −12

37 36.0 0.0 36 35 1 51.2 0.4 51 51 0 65.2 2.4 62 73 −11

38 30.0 0.0 30 29 1 52.4 0.5 52 53 −1 60.7 1.5 58 72 −14

39 29.0 0.0 29 30 −1 48.8 1.0 47 50 −3 72.3 2.5 69 82 −13

40 38.0 0.0 38 37 1 51.3 0.5 51 48 3 65.7 2.0 64 69 −5

41 34.0 0.0 34 35 −1 49.0 1.6 47 49 −2 70.8 1.8 68 76 −8

42 33.0 0.0 33 33 0 49.9 0.7 49 50 −1 62.1 1.4 60 65 −5

43 32.0 0.0 32 32 0 45.2 1.0 44 47 −3 63.4 1.5 61 72 −11

44 39.0 0.0 39 39 0 48.2 0.9 47 47 0 65.6 2.8 62 68 −6

45 36.9 0.3 36 38 −2 45.6 0.7 44 40 4 68.4 2.5 64 69 −5

46 33.0 0.0 33 34 −1 41.4 0.7 40 42 −2 63.5 2.3 59 78 −19

47 36.0 0.0 36 38 −2 47.7 0.5 47 52 −5 72.1 3.3 66 78 −12

48 32.0 0.0 32 33 −1 45.0 0.0 45 43 2 66.4 2.4 63 75 −12

49 38.0 0.0 38 36 2 55.0 0.9 53 54 −1 69.3 2.3 67 73 −6

50 31.0 0.0 31 30 1 50.7 0.7 49 53 −4 69.6 1.4 67 74 −7
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the descending trend shows the first signs of a plateau, there is still some room
for a further solution improvement should the time limit of 300 s be increased.

5 Concluding Remarks and Future Work

In this work, we propose a novel Ant Colony Optimization (ACO) algorithm for
the realization (compilation) of nearest-neighbor compliant quantum circuits.
In particular, our ACO algorithm (QCC-ACO) introduces a novel pheromone
model and leverages a heuristic-based priority rule inspired by the priority rules
proposed by [5,17] in the recent literature to control the iterative selection of
quantum gates to be inserted in the solution.

Table 1 reports the overall and direct comparison of our ACO approach with
the state-of-the-art represented, to the best of our knowledge, by the experimen-
tal results proposed in [5]. According to our experimental results, QCC-ACO
scales quite well on the size of the QCC problem (N = 8, 21, 40): overall, QCC-
ACO was able to produce a total of 99 better solutions out of the considered
150 QCC instances; in particular, for N = 40, QCC-ACO improved over all the
given 50 instances.

The priority rule used in [5] extends the one proposed in [17], using a gate
selection strategy targeted at minimizing the insertion of SWAP gates, based on
(i) the DS

sum and DS
min values, and on (ii) an increasing value of start time t used

as a scheduling criterion for iteratively inserting the operations in the solution.
It is therefore reasonable to conjecture that the reasons of the better perfor-
mance of [5] with respect to those obtained in [17] may reside on both previous
components. In the future, it would be very interesting to perform an analysis
to determine which component plays the leading role in such improvement.

Three further possible directions of future work are also worth being pur-
sued: the first one is to apply our ACO algorithm to the case of QCC problems
with cross-talk constraints [3]; the second one is to explore the feasibility of our
evolutionary approach to the case of compilation of a quantum algorithms for
graph coloring [8]; finally, the current ACO version may be further improved
with local search procedures, though an efficient local search implementation for
the QCCP seems to require a careful and not straightforward design.
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Abstract. In many real-world optimization problems, like the traffic
light scheduling problem tackled here, the evaluation of candidate solu-
tions requires the simulation of a process under various scenarios. Thus,
good solutions should not only achieve good objective function values,
but they must be robust (low variance) across all different scenarios.
Previous work has revealed the effectiveness of IRACE for this task.
However, the operators used by IRACE to generate new solutions were
designed for configuring algorithmic parameters, that have various data
types (categorical, numerical, etc.). Meanwhile, evolutionary algorithms
have powerful operators for numerical optimization, which could help to
sample new solutions from the best ones found in the search. Therefore,
in this work, we propose a hybridization of the elitist iterated racing
mechanism of IRACE with evolutionary operators from differential evo-
lution and genetic algorithms. We consider a realistic case study derived
from the traffic network of Malaga (Spain) with 275 traffic lights that
should be scheduled optimally. After a meticulous study, we discovered
that the hybrid algorithm comprising IRACE plus differential evolution
offers statistically better results than conventional algorithms and also
improves travel times and reduces pollution.

Keywords: Hybrid algorithms · Evolutionary algorithms · Simulation
optimization · Uncertainty · Traffic light planning

1 Introduction

In many real-world optimization problems, the evaluation of candidate solu-
tions requires the simulation of a process under various scenarios that represent
uncertainty about the real-world. Good solutions should not only achieve good
objective function values but also show robustness, i.e., low variance across sce-
narios. To assess the robustness of solutions, it is often required to simulate each
solution a number of times using different data, starting conditions or random
numbers. For example, when planning the traffic light schedules within a city1,
1 Legal and technical limitations may make real-time traffic light control infeasible.
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it is desirable to find a schedule that works well under many different traffic
conditions [3,5,7,8,13,15–18,20,21]. A common approach is to simulate each
candidate solution under a number of scenarios generated from real traffic data.
However, there is a trade-off between the number of scenarios used for evaluating
each solution and the number of candidate solutions evaluated.

Previous work [6] has shown that IRACE [11] is able to find high-quality and
low-variance traffic light schedules by dynamically adjusting the number of simu-
lations performed per solution. The elitist iterated racing algorithm implemented
by IRACE has been traditionally used for the configuration of parameters in
machine learning and optimization algorithms, where each configuration must
be evaluated on a number of training instances of a problem and the algorithm
themselves are often stochastic. The algorithm implemented in IRACE uses a
learning mechanism inspired by reinforcement learning to sample new solutions
from the best ones previously found. Although this approach tends to work well
for configuring a mix of categorical and numerical parameters with dependen-
cies and constraints among them, other operators may perform better when the
problem consists only of numerical decision variables.

In this paper, we propose a hybridization of evolutionary operators from
evolutionary algorithms (EAs) and the elitist iterated racing of IRACE. We
evaluate its performance on the traffic light optimization problem and compare
it with previous results from the literature. The idea of previous approaches to
hybridizing EAs and racing was performing independent races to carry out the
evaluation step within an EA [9], whereas our proposal replaces the sampling
mechanism in IRACE, which is not simply a sequence of independent races,
with evolutionary operators.

Besides, in order to add value to our experimentation, we use an instance
based on real data from the city of Malaga, Spain. We also use a traffic simulator,
SUMO [1,10], to evaluate each of the traffic light schedules generated by the
algorithms. With this, we not only seek to analyze which algorithm is better but
also to solve a real problem of the city.

In summary, the main contributions of this work are:

– We propose new hybrid algorithms that combine racing strategies with evo-
lutionary operators. Thus obtaining powerful and robust algorithms.

– We optimize the traffic light plan of a real city like Malaga (Spain) using
detailed micro-simulations.

– We offer an in-depth analysis of our hybrid algorithms and compare them
with well-known EAs such as a genetic algorithm (GA) and a differential
evolution (DE).

– We study which algorithm presents the greatest improvement to the city
according to different measures about traffic quality and emission reduction.

The rest of this article is organized as follows: Sect. 2 presents a description of
the Traffic Light Scheduling Problem. Section 3 describes the main contribution
of this work, the hybridization between IRACE and EAs. Section 4 outlines the
main aspects of our experimentation. We discuss the results obtained in Sect. 5.
Finally, Sect. 6 presents conclusions and future work.
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2 Problem Description

Traffic flow in large smart cities has become one of the most severe problems
that large cities face. In some cases, this problem is further aggravated due to the
high amount of traffic jams, traffic accidents, or even injured people or deaths.
Therefore traffic must be regulated with some elements such as traffic lights.
The larger the metropolitan area, the higher the number of traffic lights needed
to regulate the traffic flow. Optimal management of traffic might be beneficial
to minimize journey times, reduce fuel consumption and harmful emissions.

Traffic lights are coordinated in phases: green, yellow and red. In this way,
when some traffic lights of the same intersection are in green, some others must be
in red. Besides, the different pre-defined phases for an intersection are sequences
repeated over time, we call traffic light program (TLP) to each of those sequences.

The large number of program combinations that appear in traffic light sched-
ules of large cities require automatic tools to generate optimal TLP, which moti-
vates the Traffic Light Scheduling Problem (TLSP) [8,15,16]. The main objective
in this problem is to find optimized TLP for all the traffic lights located in the
intersections of an urban area with the aim of reducing journey time, emissions,
and fuel consumption.

Let us define the TLSP as follows. Let P = {I1, . . . , In} be a candidate TLP,
where each Ii corresponds to a different intersection defined as a set of predefined
valid phases Ii = {ϕi1, . . . , ϕimi

}, where mi = |Ii| and each ϕij ∈ N
+ represents

the duration (in seconds) of phase j in intersection Ii, that is, the duration of
each valid phase of light colors (e.g., “rr yyg rr gyyy”). The objective is to find
a TLP P ′ that minimizes a fitness function f : Γ → R such that:

P ′ = arg min
P∈Γ

{f(P )} (1)

where Γ is the space of all possible TLPs.
In order to define the fitness function, we need to explain some previous

concepts used in the definition. The evaluation of a solution is performed using a
traffic simulator that provides information regarding the flow of vehicles. Vehicles
travel from a starting position to a destination position, then the travel time (tv)
of a vehicle v is the number of simulation steps (1 second per simulation step)
in which its speed was above 0.1 m/s, while its waiting time (wv) is the number
of simulation steps in which its speed was below 0.1 m/s.

Long phase duration may lead to a collapse of the intersection. TLPs should
prioritize those phases with more green lights on the directions with a high num-
ber of vehicles circulating. So, we should maximize the following ratio measure:

GR(P ) =
n∑

i=1

|Ii|∑

j=1

ϕij · Gij

Rij
(2)

where Gij is the number of traffic lights in green, and Rij is the number of traffic
lights in red in phase j of intersection i and ϕij is the duration of the phase.
The minimum value of Rij is 1 in order to avoid a division by 0.
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Finally, we define the following fitness function that should be minimized:

f(P ) =
V rem(P ) · tsim +

V (P )∑
v=1

tv(P ) + wv(P )

V (P )2 + GR(P )
(3)

where the presence of vehicles with incomplete journeys V rem(P ) penalizes the
fitness of a solution P proportionally to the simulation time tsim. The number
of vehicles that arrive at their destinations is squared (V (P )2) to prioritize this
criterion over the rest. This fitness function has been successfully used in [7,8].

3 Hybridization of IRACE and Evolutionary Algorithms

There are many definitions of hybrid algorithms, yet the general idea is to com-
bine components or concepts from different techniques to exploit desirable char-
acteristics of those components to tackle problems with particular features [2].
In this work, we combine the elitist iterated racing strategy from IRACE with
evolutionary operators to obtain an algorithm that performs well on numerical
optimization problems where the fitness of each solution is uncertain and must
be evaluated using multiple simulations. The elitist iterated racing strategy of
IRACE decides how many simulations should be performed per solution, how
solutions are compared, and which solutions should be discarded at each iter-
ation. The evolutionary operators are responsible for generating new solutions
from the surviving population of solutions. Next, we will briefly explain the base
algorithm, IRACE, and the different characteristics of the hybrid algorithm.

3.1 IRACE

IRACE [11] is a well-known tool for automatic (hyper-)parameter configuration
of optimization and machine learning algorithms. In the context of automatic
parameter configuration, decision variables correspond to algorithmic param-
eters, candidate solutions correspond to potential configurations of an algo-
rithm, and evaluating the fitness of a solution requires running the algorithm
with a particular parameter configuration on multiple training data or prob-
lem instances. However, IRACE can be seen as an optimization method for
mixed-integer black-box problem under uncertainty, and, hence, it may be used
to tackle simulation-optimization problems, such as the TLSP [6].

Algorithm 1 briefly presents IRACE applied to the TLSP. Initially, a set of
solutions are sampled uniformly at random. Then a race is performed to identify
the best solutions among the initial set. Within a race, each solution is simu-
lated multiple times on different traffic scenarios until there is enough evidence
to eliminate it because it is performing worse than the best solution found so
far. In the TLSP, we use the pairwise paired Student’s t-test as the elimination
test. The race stops once a minimum number of solutions remains alive in the
race, the budget assigned to the race is exhausted, or multiple elimination tests
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Algorithm 1. Pseudocode of IRACE

Input: Network data and training traffic scenarios.
Output: Best solution (TLP) found.
1: t ← 1
2: Θt ← SampleUniformRandomPopulation
3: Θelite ← Race(Θt)
4: while evals < totalEvals do
5: t ← t + 1
6: M ← Update(Θelite)
7: Θnew ← Sample(M)
8: Θt ← Θnew ∪ Θelite

9: Θelite ← Race(Θt)
10: end while
11: Output: best solution from Θelite

fail to eliminate any solution. The solutions that remain alive after the race are
called elite. These elite solutions are used to update a sampling model in a sim-
ilar fashion as reinforcement learning, from which new solutions are generated.
New and elite solutions together form a new population that is raced again. In
elitist racing, results from previous races are re-used in subsequent races and
elite solutions cannot be eliminated from the race until the contender has been
evaluated in as many scenarios as the elite solution. This process is iterated until
a maximum budget of simulations is exhausted. The main benefit of the racing
strategy is that poor solutions are discarded quickly to avoid wasting simula-
tions, while good solutions are simulated on many scenarios to provide a good
estimate of their fitness. Moreover, the elimination test takes into account not
only the mean value over multiple simulations but also the variance and the
number of simulations performed so far.

3.2 Hybrid Algorithms

Once we have described how IRACE works, let us analyze our hybrid algorithms.
In line 7 of Algorithm 1, the function Sample(M) generates a new set of candidate
solutions to the problem. In our hybrid algorithms, we replace that function
with operators taken from two EAs: Genetic Algorithm (GA) and Differential
Evolution (DE). We call IRACE+GA and IRACE+DE, respectively, to these
new hybrid algorithms. These EAs have already demonstrated their effectiveness
in solving the TLSP [6], so we consider them to hybridize with IRACE. In
this way, the racing step remains intact but the sampling of new solutions is
carried out by these EAs. In IRACE, the Sample(M) procedure is equivalent
to the mating selection and variation steps of an EA, i.e., selecting parents,
generating new individuals from them (crossover), making some modification to
the new solutions (mutation), and returning the new set of solutions. IRACE
works with both numerical and categorical parameters. TLSP only has numerical
parameters, so, in this paper, we do not have to deal with categorical parameters.
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The set of elite solutions Θelite contains the best solutions found by IRACE
after the race performed at each iteration (line 9). In our hybrid algorithm, the
parents used by the evolutionary operators are selected from Θelite. However,
the size of Θelite may vary each iteration and may be insufficient for the number
of parents required by the evolutionary operators. We handle this situation by
generating additional parents by random uniform sampling (as in line 2). This
mechanism also introduces more diversity to the set of parent solutions. Because
we use several evolutionary operators, the number of selected parents differs
from one algorithm to another. IRACE+GA needs two parents for the opera-
tor execution, while IRACE+DE needs four. The restriction in the number of
parents is given by the operators used by each algorithm, because each operator
requires a different number of solutions to generate a new one.

In this work, we have implemented two variants of the proposed hybrid algo-
rithm with the following operators:

– IRACE+GA: uniform crossover [19] and integer polynomial mutation [4]
– IRACE+DE: the “DE/best/1/bin” strategy [14].

The evaluation of the new solutions returned after the Sample(M) phase is
computed by performing several simulations, as carried out by IRACE. After
the evaluation phase, we merge this set of new solutions Θnew with set of elite
solutions Θelite to execute the racing. This returns a new set of elite solutions,
which will be used in the next iteration of the hybrid algorithms.

4 Experimental Setup

We describe here the experimental protocol followed in this work. First, we
describe the real-world case study of TLSP that is the main motivation of our
research. After that, we provide details about the experiments carried out. We
will analyze these experiments in the next section.

4.1 Real World Case Study

We consider a realistic scenario derived from the traffic network of Malaga [18],
which encompasses an area of about 3 km2 with 58 intersections controlled by
275 traffic lights (Fig. 1). Our network model was created from real data about
traffic rules, traffic element locations, road directions, streets, intersections, etc.

Once we have a realistic traffic network of a city, we need the routes and
vehicles circulating and their speeds. This information was collected from sen-
sorized points in certain streets measuring traffic density at various time inter-
vals. From the sensed data extracted, we have applied the Flow Generator Algo-
rithm (FGA) [18] to generate 60 different traffic scenarios with an average of
4,827 vehicles (or different vehicle routes) per scenario. In order to evaluate the
reliability of a candidate solution, we split the generated traffic scenarios into
two equal sets of 30 scenarios each. One (training) set is exclusively used for opti-
mization, that is, for identifying optimal TLSP solutions. The other (testing) set
of scenarios is used for comparing the solutions found during optimization.
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Fig. 1. Locations of traffic lights considered in the case of study. The colors show large
(red), medium (yellow) and small (green) differences between two different solutions.
(Color figure online)

4.2 Case Study Constraints

Real-world instances of the TLSP often present additional constraints. In our
case, we consider the constraints recommended by the City Council of Malaga
(Spain). Phases containing any yellow signals are called fixed phases because
they have a predetermined duration and the set of such phases will be denoted
by Y . These fixed phases correspond to pedestrian crosses, which last for a fixed
time of 4×number of lanes seconds. Non-fixed phases have a minimum duration
of ϕmin = 15 s. Moreover, the total program time (Tpi) within each intersection
Ii, which is computed as the sum of its phase durations:

Tpi =
|Ii|∑

ϕij∈Ii,j=1

ϕij (4)

is constrained within [Tpmin, Tpmax]. For the City Council of Malaga (Spain),
Tpmin = 60 and Tpmax = 120 s.

By default, the first programs of all intersections start at the same time.
However, we also optimize an offset time at each intersection (Toi) that repre-
sents a shift in seconds of the starting time of the program at the start of the
simulation. If the offset value of an intersection is negative, then program start
time is shifted back that number of seconds and the program actually starts on a
phase before the first one; whereas if the offset is positive, the program begins as
if that number of seconds has already passed, i.e., skipping those seconds from
the duration of the first phase and, maybe, of later phases. Offset times enable
the emergence of series of coordinated traffic lights that produce a continuous
traffic flow over several intersections in one main direction. Offset values are
constrained within the time interval Toi ∈ [Tomin, T omax] = [−30, 30].

4.3 Repair Procedure

The TLSP is subject to some constraints we have just explained in Sect. 4.2. To
ensure that candidate solutions are valid, we propose a repair procedure that is
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used by all the algorithms before the simulation. The value of each phase duration
ϕij is already constrained within a range that is larger than the minimum phase
duration ϕmin. However, we need to ensure that the total program time Tpi is
within [Tpmin, Tpmax]. Here we can distinguish two different cases.

In the first case, if the total program time for intersection Ii is smaller than
Tpmin, then we replace each non-fixed phase (those that do not contain a yellow
signal, i.e., ϕij /∈ Y ) with

ϕij =
⌈
ϕij · Tpmin − TpY

i

Tpi − TpY
i

⌉
(5)

where TpY
i =

∑
ϕij∈Ii∩Y ϕij is the sum of the fixed phase durations within

intersection Ii.
In the second case, if the total program time is larger than Tpmax, then we

replace each non-fixed phase (ϕij /∈ Y ) with

ϕij = ϕmin +
⌊
(ϕij − ϕmin) · Tpmax − TpY

i − ϕmin · |Ii \ Y |
Tpi − TpY

i − ϕmin · |Ii \ Y |
⌋

(6)

where |Ii \ Y | is the number of non-fixed phases within intersection Ii and TpY
i

is the total duration of the fixed phases within intersection Ii.

4.4 Simulator: SUMO

The quality of a solution (traffic light program) is evaluated through the Sim-
ulator of Urban Mobility (SUMO) [1,10], which is a microscopic road traffic
simulator that provides detailed information about vehicles like velocity, fuel
consumption, emissions, journey time, waiting time, etc. The study of realistic
scenarios according to real patterns of mobility of the target city is possible due
to the fine-grained realistic micro-simulations provided by SUMO.

All simulations were performed with SUMO version 0.22. Since we already
introduce variability by means of the different traffic scenarios, we fix the ran-
dom seed used by SUMO to zero in all simulations. This means that, given a
traffic scenario and a candidate solution, the simulation is deterministic. In all
experiments, we stop each run of an algorithm, either a variant of IRACE or
otherwise, after executing 30 000 calls to the SUMO simulator. Given that each
solution is simulated on a number of different scenarios, the number of solutions
evaluated per run is often much lower.

4.5 Algorithms

In our experiments we compare IRACE with the two hybrid variants described
above, namely, IRACE+GA and IRACE+DE. In addition, to assess the con-
tribution of the elitist racing mechanism, we also evaluate the classical GA and
DE algorithms. Here, we describe the implementation details of these algorithms.
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Following the conclusions from a previous work on the TLSP [6], we use
default settings for IRACE and the hybrids, except the following. The popula-
tion size is fixed to 10 individuals (also for GA and DE), the minimum number
of traffic scenarios simulated per candidate solution is set to two (T first = 2)
and we enable the deterministic option that tells IRACE that the only source
of uncertainty are the different scenarios and not the simulations themselves.
The evolutionary algorithms use a fixed number of simulations per candidate
solution. Each solution is simulated on five different training scenarios and its
fitness is computed as the mean fitness over the five simulations. In [6], the
authors already compared IRACE with differential evolution, genetic algorithm,
particle swarm optimization, and a random search; and showed that IRACE
obtained the best results with GA and DE being a close second, therefore, we
focus here in the comparison of IRACE, GA, DE, and the hybrids.

Our GA implementation uses a ranking method for parent selection and
elitist replacement for the next population, that is, the two best individuals of
the current population are included in the next one. The operators used are
uniform crossover and integer polynomial mutation with 1.0 of probability of
crossover and 0.1 of probability of mutation. These parameter settings were
found by additional experiments carried out in previous studies [3] to produce a
search behavior that is more exploitative rather than explorative, which is more
appropriate for the TLSP. Our DE implementation uses a “best/1/bin” strategy
with difference factor F = 0.5 and probability of crossover 0.5. These are the
default parameter values in jMetal [12]. Finally, IRACE+GA and IRACE+DE
use the same parameter settings as the GA and DE, respectively.

The GA and DE are implemented in Java using jMetal 5.0 [12]. IRACE and
the hybrids are implemented in R.2 We used IRACE version 2.3 as the baseline.3

4.6 Experimental Details

As mentioned above, we generated 60 traffic scenarios from real sensor data and
we split these scenarios into two sets of size 30. One set (training set) is used when
running the algorithms to find TLSP solutions, while the other set (testing set)
is used for evaluating the fitness and reliability of these solutions and comparing
the various strategies analyzed in this paper. During optimization, the traffic is
simulated up to a predefined time horizon (1 h plus 10 min of warm-up, in our
case) in order to simulate the peak period in our real-world case study. For the
constraints of the TLSP, we apply the same repair method as in [6].

The algorithms presented in this paper are non-deterministic algorithms, so
we performed 30 independent runs for a fair comparison between them. After
the executions, we applied the non-parametric Kruskal-Wallis test with a confi-
dence level of 95% (p-value < 0.05) with Holms’s p-value correction to check if
the observed differences are statistically significant. In the cases where Kruskal-
Wallis test rejects the null hypothesis, we run a single factor ANOVA post hoc

2 The source code is available at https://github.com/NEO-Research-Group/irace-ea.
3 Available at https://cran.r-project.org/package=irace.

https://github.com/NEO-Research-Group/irace-ea
https://cran.r-project.org/package=irace
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test for pairwise comparisons. To properly interpret the results of statistical
tests, it is always advisable to report effect size measures. For that purpose,
we have also used the non-parametric effect size measure Â12 statistic proposed
by Vargha and Delaney [22]. In the case of minimization problems, such as the
TLSP, higher Â12 values suggest that algorithm 2 has a higher probability of
obtaining a better result than algorithm 1, e.g., Â12 = 0.3 indicates that algo-
rithm 2 gets better values than algorithm 1 in 30% of the runs.

The experiments were run on a cluster of 16 machines with Intel Core2 Quad
processors Q9400 at 2.66GHz and 4GB memory and 3 machines equipped with
three Intel Xeon CPU (E5-2670 v3) at 2.30GHz and 64GB memory. The cluster
was managed by HTCondor 8.2.7, which allowed us to perform parallel indepen-
dent executions to reduce the overall experimentation time.

5 Results

To give an in-depth view of the performance of our hybrid algorithms against
the standard ones, we will analyze their performance in several sets of scenarios
(training and testing). With this, we want to present the competitiveness of our
proposal and give a solution to the TLSP.

5.1 Training Set

During the training phase, each algorithm performs a maximum of 30,000 simula-
tions. Figure 2 shows the best fitness obtained, over the number of simulations,
averaged over 30 runs of each algorithm. We can see that, in general, up to
10,000 simulations, all the algorithms improve significantly the quality of their
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Fig. 2. Mean fitness of the best solutions found so far within each run, as estimated by
each algorithm at each moment of its execution on traffic scenarios from the training
set. Results in the range [10,000, 30,000] are magnified.
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Table 1. Results of the ̂A12 test for the evaluation of the last solutions found over
training scenarios. Probability that the algorithm (column) is better than another
algorithm (row). We highlight in bold the values when the algorithm in the column is
better than the algorithm in the row.

IRACE IRACE+DE IRACE+GA GA DE

IRACE – 0.6711 0.6100 0.6067 0.4933

IRACE+DE 0.3289 – 0.3956 0.5122 0.3556

IRACE+GA 0.3900 0.6044 – 0.5478 0.4267

GA 0.3933 0.4878 0.4522 – 0.3811

DE 0.5067 0.6444 0.5733 0.6189 —

Table 2. Statistics of each algorithm from the best solutions obtained in the 30,000
simulation of the training. We mark in bold the lower value of each metric.

Algorithm Mean Median STD Dev.

IRACE+DE 0.1585 0.1563 0.0101

IRACE+GA 0.1597 0.1590 0.0076

IRACE 0.1621 0.1615 0.0064

GA 0.1684 0.1562 0.0364

DE 0.1689 0.1596 0.0215

solutions, but after this number of simulations, the improvement slows down.
Although the GA and DE obtain the best results up to 5,000 simulations, they
are quickly overtaken by IRACE and its hybrid variants. Figure 2 also shows in
more detail the differences, starting from 10,000 simulations, between IRACE,
IRACE+DE and IRACE+GA. We can notice that IRACE+DE consistently
obtains the lowest mean fitness, while IRACE and IRACE+GA show a simi-
lar result. The plot also shows that the fitness reported by the IRACE hybrids
sometimes increases due to the racing procedure performing additional simula-
tions to refine the estimation of the fitness.

We have performed an Â12 test at the end of the training execution (30,000
simulations) to check if IRACE+DE is indeed better than the other algorithms.
Table 1 shows the results of the Â12 test among the different algorithms, where
each value gives the probability of the algorithm in the column returning a better
solution than the one in the row. The test indicates that GA is better than the
rest of the algorithms. However, we also look at the other statistics shown in
Table 2. Although GA has better median than IRACE+DE’s only by 10−4, the
standard deviation of IRACE+DE is 3.6 times less than GA. Thus, we conclude
that IRACE+DE is more robust than GA. EAs obtain lower mean and median,
while IRACE reports solutions with smaller variability. These results support
our approach to hybridizing IRACE with EAs to obtain good quality robust
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solutions. Particularly, IRACE+DE looks like a good option if we want to
apply these features.

5.2 Testing Set

The above reported statistics were obtained after evaluating the final solutions on
the same scenarios used during optimization, but the training scenarios will never
arise exactly in the real-world. We evaluate again the solutions on the 30 testing
scenarios to properly assess their quality in unseen scenarios. Figure 3 shows the
boxplots of each independent execution in each algorithm. EAs have the highest
variability, while the other three algorithms have more robust boxplots.
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Fig. 3. Fitness of the solutions obtained by the 5 algorithms. Each boxplot shows the
distribution of fitness values of one solution on the 30 traffic scenarios in the test set.

Table 3. Statistics of each algo-
rithm from the best solutions
obtained in the testing phase. We
mark in bold the lower value of
each metric.

Algorithm Mean Median STD Dev

IRACE+DE 0.1607 0.1571 0.0175

IRACE+GA 0.1620 0.1577 0.0184

IRACE 0.1623 0.1581 0.0184

GA 0.1793 0.1630 0.0407

DE 0.1769 0.1676 0.0275

Table 4. Wilcoxon Test p-value of the test-
ing set with Holm correction.

IRACE DE IRACE+DE GA

DE <2e−16 — — —

IRACE+DE 0.0237 <2e−16 — —

GA 3.5e−11 0.0011 <2e−16 —

IRACE+GA 0.3284 <2e−16 0.2122 5.3e−13

To better compare the different algorithms, we summarize the mean, median
and standard deviation (see Table 3) between the different independent runs.
IRACE+DE gets the best results in each of these metrics, followed by IRACE
and IRACE+GA, which are very similar, and the last ones, the EAs. This is a
great result for IRACE+DE because, as it was proved in the training results,
remarks the competitiveness of the algorithm also in the testing phase.
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Anyway, the algorithms using IRACE obtain very similar results. This makes
us wonder if there are significant differences between them. To study this, we
perform a Wilcoxon rank-sum test between the algorithms to check if there
are significant differences. Table 4 shows the p-values reported by the test. As
we expected, IRACE+DE has significant differences compared to IRACE and
EAs. This result support our working hypothesis: including EAs (specifically a
DE) into IRACE can improve the performance. IRACE+GA and IRACE do
not offer significant differences between them, which is not a bad result either,
since at least the hybrid algorithm reaches a similar performance to IRACE.
Lastly, EAs have significant differences with the others algorithms.

Finally, we perform an Â12 test to see if our hybrid algorithms (espe-
cially IRACE+DE) effectively beat the other competitors. Table 5 shows the
results for the Â12 test. We observe that IRACE+DE is better than standard
IRACE 53.62% of the time, and 66.17% better than evolutionary ones. While
IRACE+GA is 51.33% of the time better than IRACE and 64.34% better than
the evolutionary ones. These differences are in favour of our approach. After this
experimentation, we can conclude that hybridizing IRACE with evolutionary
algorithms is a viable and competitive option. With this idea, we join the best
of both types of algorithms obtaining a powerful and robust algorithm, which
allows us to find better solutions for TLSP than the commonly used algorithms.

Table 5. Results of the ̂A12 test for testing. Probability that the algorithm (column)
is better than another algorithm (row). We highlight in bold the values when the
algorithm in the column is better than the algorithm in the row.

IRACE IRACE+DE IRACE+GA GA DE

IRACE — 0.5362 0.5133 0.4066 0.3198

IRACE+DE 0.4638 — 0.4780 0.3820 0.2946

IRACE+GA 0.4867 0.5220 — 0.3985 0.3147

GA 0.5934 0.6180 0.6015 — 0.4506

DE 0.6802 0.7054 0.6853 0.5494 —

5.3 Impact in Real World

The previous analysis has focused on the fitness function, an approximation
which encompasses some knowledge of traffic flow to guide the search, however, it
is quite complex to extract useful information for the domain’s expert. Therefore
in this section, we study the main traffic and environmental indicators which give
the domain’s expert more information about the solution.

In a real-world problem, it is desirable to analyze the impact that a repre-
sentative solution of the different algorithms would have in a real environment.
We choose one solution from each algorithm, as a typical traffic light plan as fol-
lows: (i) we calculate the mean of the fitness obtained in the 30 scenarios of the
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testing set by each of the 30 solutions of each algorithm, (ii) we order upwards
these mean fitness for each algorithm, (iii) we select, as the representative, the
solution whose fitness value is at the 16th position, that is, immediately follow-
ing the median solution. We cannot select the median because there are an even
number of solutions (30).

We simulate again each of the representative solutions in the test scenarios
but allowing all the vehicles to reach their destination. This means that the fit-
ness values are not penalized, hence, they are smaller than those reported in the
previous boxplots. With these new simulations, we obtain 34 different traffic and
environmental measures of the 30 testing scenarios. Figure 4 shows some of the
most important measures for each algorithm. In all measures, hybrid algorithms
get the best results. IRACE+DE obtains the best average values in MeanTrav-
elTime and MeanWaitingTime, while IRACE+GA has the lowest MaxTrav-
elTime and MaxWaitingTime. In practice, if we implement the IRACE+DE
solution, citizens would complete the journeys in less time (329.60 s) and with
less waiting time at intersections (88.84 s). If IRACE+GA solution were imple-
mented, the MeanTravelTime is higher than in IRACE+DE solution, but in
the worst case (MaxTravelTime and MaxWaitingTime), IRACE+GA obtains
the minimum values. On the complete opposite side, we have GA and DE, with
the worst results of the comparison.

Fitness 
non−penalized

MaxTravel
Time (s)

MaxWaiting
Time (s)

MeanCO2 (g) MeanFuel (ml)
MeanTravel

Time (s)
MeanWaiting

Time (s)

0.
08

0

0.
08

5

0.
09

0

0.
09

5

0.
10

0

60
0

80
0

10
00 20

0

40
0

60
0

32
0

33
0

34
0

12
9

13
2

13
5

13
8

30
0

32
0

34
0

36
0 80 10
0

12
0

DE

GA

IRACE

IRACE+DE

IRACE+GA

DE GA IRACE IRACE+DE IRACE+GA

Fig. 4. Traffic measures per vehicle. Mean values (and standard deviation) over 30 test
traffic scenarios of the median solutions for the five algorithms.

Regarding the environmental impact (fuel consumption and CO2 emissions),
IRACE+DE gives the most eco-friendly solutions. Nowadays, pollution is a
serious issue in many cities, so offering solutions that reduce emissions and fuel
is of vital importance in today’s cities.

With all these results, we can confirm that better TLPs result in less CO2
emissions, less fuel consumption, and less journey time for the citizen. Our hybrid
proposals, specially IRACE+DE, not only offer competitive solutions from a
scientific point of view, but it would also have a positive impact in the city at
multiple levels both environmental and for the quality of life of the citizens.
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6 Conclusions

In this article, we have proposed new hybrid algorithms combining IRACE with
two evolutionary algorithms: GA and DE. These new hybrid algorithms are ide-
ally suited for black-box numerical optimization problems under uncertainty,
by using evolutionary operators designed for numerical optimization to gener-
ate better solutions, while handling uncertainty by means of the elitist racing
strategy in IRACE. We have used these hybrid algorithms (IRACE+DE and
IRACE+GA), IRACE, a GA, and a DE, to solve the TLSP using the real
instance of Málaga, Spain, and the SUMO traffic simulator to evaluate the solu-
tions. The results obtained in the experiments confirm the competitiveness of the
hybridization strategy. Both hybrid algorithms offer better results than GA (60%
of the time) and DE (70% of the time) on realistic traffic scenarios. Particularly,
IRACE+DE returns the best results during the testing, being also competitive
during the training. Besides, we have seen the impact that the solutions would
have on the city. Our hybridization strategies obtain the best results in travel
times, fuel consumption, CO2 emissions, etc. These results reinforce our algo-
rithmic proposal and show the efficiency that IRACE+DE and IRACE+GA
obtain when solving a real-world problem.

As future work, we will consider other algorithms and operators that have
proven to be effective in numerical optimization problems for hybridization
with IRACE. Although preliminary experiments hybridizing IRACE with
JADE [23], a well-known variant of DE, did not improve the results over the
IRACE+DE proposed in this paper, we plan to perform a deeper analy-
sis of IRACE+JADE to extract any insights about the behavior of the new
hybrid algorithms. Also, we plan to test our hybrid algorithms on other black-
box numerical optimization problems under uncertainty to further validate our
results.

Acknowledgements. This research was partially funded by the University of Málaga,
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7. Garćıa-Nieto, J., Alba, E., Olivera, A.C.: Swarm intelligence for traffic light
scheduling: application to real urban areas. Eng. Appl. Artif. Intell. 25(2), 274–283
(2012)
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Abstract. Landscape analysis is of fundamental interest for improv-
ing our understanding on the behavior of evolutionary search, and for
developing general-purpose automated solvers based on techniques from
statistics and machine learning. In this paper, we push a step towards the
development of a landscape-aware approach by proposing a set of land-
scape features for multi-objective combinatorial optimization, by decom-
posing the original multi-objective problem into a set of single-objective
sub-problems. Based on a comprehensive set of bi-objective ρmnk-land-
scapes and three variants of the state-of-the-art Moea/d algorithm, we
study the association between the proposed features, the global proper-
ties of the considered landscapes, and algorithm performance. We also
show that decomposition-based features can be integrated into an auto-
mated approach for predicting algorithm performance and selecting the
most accurate one on blind instances. In particular, our study reveals
that such a landscape-aware approach is substantially better than the
single best solver computed over the three considered Moea/d variants.

1 Introduction

Context. Evolutionary algorithms have been proven extremely effective for
solving a broad range of optimization problems. In the last decades, the com-
munity has gained a deep understanding on the key components underlying the
design of a successful evolutionary approach for a given problem. However, one of
the main challenge remains to automate the process of choosing the most suitable
algorithm or configuration for the instance under consideration. In fact, it is well
known that the structural properties of an optimization problem highly impact
the dynamics and performance of search algorithms, leading to the requirement
of adopting a landscape-aware algorithm selection and configuration methodol-
ogy for the success of evolutionary problem solving. On the one hand, landscape
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analysis [15] provides a principled approach for studying and analyzing the rela-
tion between the underlying search space structure and algorithm behavior. On
the other hand, machine learning techniques can be leveraged to perform sophis-
ticated tasks, such as predicting algorithm performance, identifying the best
algorithm configuration, or selecting the best algorithm [7]. As a byproduct, and
since the pioneer work of Rice [14], landscape-aware algorithm configuration has
emerged as an appealing approach for increasing the effectiveness and efficiency
of evolutionary algorithms. In this paper, we contribute to the development of
such an approach when specifically dealing with multi-objective and combinato-
rial optimization problems.

Related Work. Independently of whether the target problems and algorithms
aim at optimizing a single or multiple objectives, and of whether they have a
combinatorial or continuous nature, every landscape-aware methodology needs
to address the following two research challenges: (i) the design of a set of infor-
mative and high-level landscape features, and (ii) the development of automated
recommendation systems integrating the so-designed features on the basis of
statistical or machine learning prediction models. Looking at the specialized lit-
erature, a large amount of work has been conducted for single-objective opti-
mization since pioneering works in the field [4]. For instance, in single-objective
continuous optimization, the exploratory landscape analysis (ELA) constitutes
one major achievement made by the community to collect and combine exist-
ing features under a common tool and methodology [7]. Similarly, a number
of features for single-objective combinatorial optimization have been developed
over the years, and recent studies integrate them into sophisticated automated
approaches for algorithm selection and configuration [1,9]. Those single-objective
features are either based on problem-specific characteristics such as the maxi-
mum cost between two cities in the traveling salesperson problem [13], or on
general descriptors from the underlying landscape. In the latter case, this is
achieved by relying on a neighborhood relation over the search space in order to
define a (combinatorial) landscape, and by studying its properties and charac-
teristics in terms of multimodality, ruggedness, or neutrality [15].

Despite the significant progress made in the last decades, the existing lit-
erature on the development of a unified landscape-aware approach targeting
multi-objective optimization problems is more scarce [6,8]. Although landscape
features can in principle be applied to the multi-objective case, the statisti-
cal and machine learning models considered in the single-objective case are
still to be studied and validated when turning into a multi-objective setting.
For multi-objective combinatorial optimization, one can refer to the recent
study in [8], providing a comprehensive analysis of problem-independent multi-
objective landscape features, and showing their effectiveness in predicting algo-
rithm performance and in selecting from an algorithm portfolio. The features
described there are mostly based on dominance and (hypervolume) indicator.
In fact, they were designed to grasp the landscape characteristics, but also to
capture the search behavior of dominance-based multi-objective algorithms. In
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a subsequent study [10], those previous features were shown to provide useful
information about the performance of different classes of multi-objective evolu-
tionary algorithms (MOEAs). However, their correlation with the performance
of decomposition-based MOEAs reveal to be less significant [10]. Getting inspira-
tion from the fact that successful MOEAs may rely on different search paradigms,
our work considers applying other mechanisms, such as decomposition, to design
new multi-objective landscape features, hence pushing one step further the devel-
opment of a landscape-aware automated evolutionary approach.

Methodology and Contribution. We rely on the concept of decomposi-
tion [16] to develop a new set of general-purpose multi-objective landscape fea-
tures and to study their effectiveness when integrated into an automated algo-
rithm selection task. Our interest in the concept of decomposition stems from the
fact that it provides a state-of-the-art framework, represented by the Moea/d
algorithm [18], by simply decomposing the multi-objective problem into a num-
ber of single-objective sub-problems. We view the decomposition paradigm as
an opportunity to leverage existing single-objective features for multi-objective
landscape analysis. Our contributions can be summarized as follows.

(i) We propose a new set of high-level multi-objective landscape features based
on decomposition. Intuitively, we attempt to capture the multi-objective
landscape by aggregating the characteristics from the single-objective sub-
problem landscapes obtained by decomposition. As such, the proposed fea-
tures are obtained by first defining single-objective features for each sub-
problem, and then aggregating them by means of descriptive statistics.

(ii) We consider the task of predicting performances of three variants of the
state-of-the-art Moea/d algorithm using a tree-based regression model to
study the effectiveness of a decomposition-based landscape-aware method-
ology for automatically selecting the best performing algorithm for a given
instance.

(iii) Throughout an extensive set of experiments using ρmnk-landscapes with
two objectives as a case study, we conduct a systematic analysis on the
association between the designed features and the benchmarked landscapes,
as well as the association between features and algorithm performance. Our
findings reveal that the designed features are able to capture the benchmark
parameters (ρ and k), and to substantially improve the so-called single best
solver when integrated into a landscape-aware algorithm selection approach.

Outline. In Sect. 2, we describe the proposed multi-objective landscape fea-
tures. In Sect. 3, we study the association of features with benchmark parame-
ters. In Sect. 4, we investigate the integration of the proposed features into an
automated landscape-aware approach. In Sect. 5, we conclude the paper.
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2 From Single- to Multi-objective Features Based on
Decomposition

2.1 Multi-objective Optimization

A multi-objective combinatorial optimization problem can be defined by a set
of m objective functions f = (f1, f2, . . . , fm), and a discrete set X of feasible
solutions in the decision space. Let Z = f(X) ⊆ IRm be the set of feasible
outcome vectors in the objective space. To each solution x ∈ X is assigned an
objective vector z ∈ Z, on the basis of the vector function f : X → Z. In
a maximization context, an objective vector z ∈ Z is dominated by a vector
z′ ∈ Z iff ∀m ∈ {1, . . . , m}, zm � z′

m and ∃m ∈ {1, . . . , m} s.t. zm < z′
m. A

solution x ∈ X is dominated by a solution x′ ∈ X iff f(x) is dominated by f(x′).
A solution x� ∈ X is Pareto optimal if there does not exist any other solution
x ∈ X such that x� is dominated by x. The set of all Pareto optimal solutions
is the Pareto set. Its mapping in the objective space is the Pareto front. Our
goal is to identify a good Pareto set approximation, for which multi-objective
evolutionary algorithms (MOEAs) constitute a popular effective option [3].

2.2 Rationale, Methodology and Features Overview

In this work, we get inspiration from the so-called MOEAs based on decom-
position [16] in order to design new high-level multi-objective features. This
algorithm class is based on searching for good-performing solutions in multiple
regions of the Pareto front by decomposing the original multi-objective prob-
lem into a number of scalarized single-objective sub-problems. Each sub-problem
is obtained by a different parameterization of the same underlying scalarizing
function. This is typically what the state-of-the-art Moea/d algorithm [18] per-
forms, while introducing a cooperation among sub-problem solving. In particular,
this offers much flexibility for integrating existing single-objective search oper-
ators and solvers, which is actually one of the main reasons for the success of
decomposition-based MOEAs. Let us however recall that our main goal is not to
design a new multi-objective algorithm, but to design new multi-objective fea-
tures that can feed the design of a general-purpose landscape-aware approach.

Therefore, we propose to rely on the simple observation that each of the
so-defined sub-problems also implies a single-objective landscape that we can
attempt to analyze and characterize. In other words, by studying the single-
objective landscape implied by the sub-problems, we should be able to extract
some knowledge about the original multi-objective problem. More precisely, the
methodology that we adopt in the reminder of this paper consists in: (i) defin-
ing a number of single-objective landscapes using decomposition, (ii) extracting
single-objective features for each sub-problem landscape, and (iii) aggregating
those single-objective features into new multi-objective features. These steps are
detailed below.



38 R. Cosson et al.

Sub-problem Landscape Definition. Firstly, we define μ scalarized single-
objective sub-problems, where both the scalarizing function and the μ value are
user-defined parameters. Among the different scalarizing functions that may be
used, the Chebyshev function is one of the most effective since it can be shown
that any Pareto optimal solution can be achieved by solving a well-parameterized
Chebyshev sub-problem. In the rest of this paper, we should hence use the Cheby-
shev scalarizing function: g(x|ω) = maxi∈{1,...,m} ωi ·

∣
∣z�

i −fi(x)
∣
∣, such that x ∈ X,

ω = (ω1, . . . , ωm) is a positive weight vector, and z� = (z�
1 , . . . , z�

m ) is a reference
point such that z�

i > fi(x) ∀x ∈ X, i ∈ {1, . . . , m}. It should be clear that μ
different sub-problems can be obtained by choosing μ different weight vectors,
denoted by ωj , j ∈ {1, . . . , μ}.

It is worth noticing that we do not make any assumption about the original
(black-box) multi-objective problem, so that we have no information about what
region every sub-problem is actually mapping to. Hence, the value of μ as well
as the procedure to generate the weight vector can be a critical issue. This is
studied in more details later when reporting our empirical results.

Single-Objective Landscape Features. Next, we define a landscape for every
single-objective sub-problem j ∈ {1, . . . , μ}, for which we compute a number of
underlying high-level single-objective features. Following the standard literature
on single-objective landscape analysis [15], the landscape of sub-problem j can
be defined as a triplet (X,N , g(·|ωj)), such that N : X −→ 2X is a neighborhood
relation defined among solutions for the considered problem; e.g., 1-bit-flips for
binary strings, or swaps for permutations.

The considered sub-problem features are based on sampling the so-defined
landscape to compute some statistics. Following the standard literature [5,15],
we consider two simple sampling strategies, namely random walks (rws) and
adaptive walks (aws). Generally speaking, a walk is an ordered sequence of solu-
tions (x0, x1, . . . , x�) such that x0 ∈ X, and xt ∈ N (xt−1) ∀t ∈ {1, . . . , �}. In a
random walk, xt being the current solution, the next solution xt+1 is simply a
random neighbor under N . The length of a random walk is a user-defined param-
eter. In an adaptive walk, the next solution xt+1 is selected to be an improving
neighbor with respect to the single-objective scalarizing function g(·|ωj). Con-
sequently, the length of an adaptive walk is the number of steps performed until
no further improvement is possible, x� is then a local optimum. Notice that the
reference point z∗ required for computing the scalar fitness values is updated on
the basis of the best objective values seen so far during the walk.

Given a sub-problem j ∈ {1, . . . , μ} and a walk (x0, x1, . . . , x�), we consider
the following four classes of single-objective features, as summarized in Table 1:

– Fitness value (fv *). In the first class, we compute some statistics inform-
ing about the distribution of fitness values observed along the walk. More
precisely, we consider the mean (avg) and standard deviation (sd) of the fit-
ness values of collected solutions. We also consider three additional statistics,
namely the first auto-correlation coefficient (r1), the kurtosis (kr), and the
skewness (sk) of fitness values. The kurtosis and the skewness are standard
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measures in statistical analysis, while the first auto-correlation coefficient is
mostly used in the landscape analysis literature. Denoting by ḡ(·|ωj) the aver-
age fitness value of solutions in the walk, the first auto-correlation coefficient
is defined as follows [5]:

r1 =
∑�−1

t=0

(

g(xt|ωj) − ḡ(·|ωj)
) · (

g(xt+1|ωj) − ḡ(·|ωj)
)

(
∑�−1

t=0 g(xt|ωj) − ḡ(·|ωj)
)2

– Fitness difference (fd *). In the second class, we compute the average fit-
ness difference with the neighboring solutions for every xi, i ∈ {1, . . . , �}:

1
|N (xi)|

∑

x∈N (xi)

(

g(xi|ωj) − g(x|ωj)
)

. Similarly, we consider the mean (avg),
standard deviation (sd), minimum (min) and maximum (max) fitness differ-
ence over solutions from the walk.

– Improving neighbors (in *). In the third class, we compute the propor-
tional number of improving neighbors for each solution xi, i ∈ {0, . . . , �}.
Then, we consider the mean, standard deviation, minimum, and maximum of
this measure. It is worth noticing that the second and third classes of features
require to evaluate the fitness value of neighbors from all solutions from the
walk.

– Length of the adaptive walk (law *). The fourth class only contains
features extracted from the adaptive walk. In particular, we consider the
length of the adaptive walk as a feature to characterize the sub-problem
landscape. This length was shown to provide an estimation of the number of
local optima in single-objective landscape analysis [5].

Table 1. A summary of the proposed landscape features.

Description Sub-problem features MO features

Random walk Adaptive walk

Fitness values fv rws s fv aws s fv rws s r; fv aws s r

s ∈ {avg, sd, r1, kr, sk} r ∈ {avg, sd, c1, c2}
Fitness differences fd rws s fd aws s fd rws s r; fd aws s r

s ∈ {avg, sd,min,max} r ∈ {avg, sd, c1, c2}
Improving neighbors in rws s in aws s in rws s r; in aws s r

s ∈ {avg, sd,min,max} r ∈ {avg, sd, c1, c2}
Walk length – law law r

r ∈ {avg, sd, c1, c2}

Aggregated Multi-objective Features. The features described above are
computed for each sub-problem j ∈ {1, . . . , μ}, and then have a dimension μ.
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For μ > 1, we need to aggregate these μ-dimensional single-objective features
into 1-dimensional multi-objective features. To do so, we use two standard statis-
tics, namely the mean (avg) and the standard deviation (sd). In addition, we use
a polynomial regression in order to fit each single-objective feature as a function
of the weight vector ωj of sub-problem j. The coefficient of the polynomial model
are then used as additional aggregated features. In this study, since we experi-
ment bi-objective optimization problems, we consider a second order polynomial
regression and propose to use the first (c1) and the second (c2) coefficients as
additional multi-objective features. As summarized in Table 1, we end up with
4 aggregation statistics over respectively 5, 4, and 4 fv, fd, and in features, in
addition to 4 aggregated features on the length of adaptive walk. This amounts
to a total of 108 decomposition-based multi-objective features.

3 A Preliminary Exploratory Analysis

As a first step, we analyze the relevance of the proposed features in capturing
the characteristics of multi-objective optimization problems regardless of any
particular evolutionary search algorithm. Therefore, we conduct a preliminary
exploratory analysis in order to highlight the association between the designed
features and the properties of well-established benchmark landscapes.

3.1 Experimental Setup

Following previous work [8], we consider ρmnk-landscapes [17] as a problem-
independent model used for constructing multi-objective multimodal landscapes
with objective correlation. Candidate solutions are binary strings of size n. The
objective function vector f = (f1, . . . , fi, . . . , fm) is defined as f : {0, 1}n �→ [0, 1]m

such that each objective fi is to be maximized. The objective value fi(x) of a
solution x = (x1, . . . , xj , . . . , xn) is an average value of the individual contribu-
tions associated with each variable xj . Given objective fi, and each variable xj ,
a component function fij : {0, 1}k+1 �→ [0, 1] assigns a real-valued contribution
for every combination of xj and its k epistatic interactions {xj1 , . . . , xjk}. These
fij-values are uniformly distributed in [0, 1]. The objective functions to be max-
imized can written as: fi(x) = 1

n

∑n
j=1 fij(xj , xj1 , . . . , xjk), ∀i ∈ {1, . . . , m}. In

this work, the k epistatic interactions are set uniformly at random among the
(n − 1) variables other than xj . By increasing the value of k from 0 to (n − 1),
problem instances can be gradually tuned from smooth to rugged. The fij-values
additionally follow a multivariate uniform distribution of dimension m, defined
by an m × m positive-definite symmetric covariance matrix (cpq) s.t. cpp = 1 and
cpq = ρ for all p �= q where ρ > −1

m−1 defines the correlation among the objectives.
In our work, we focus on bi-objective landscapes, i.e., m = 2. We use a

latin hypercube sampling to generate a set of 1 000 balanced instances spanning
parameters ranges: n ∈ {50, 51, . . . , 200}, k ∈ {0, 1, 2, . . . , 8} and ρ ∈]−1, 1]. The
random walk length is set to � = 1000 across all problem sizes. A unique random
walk is performed for all sub-problems, whereas one adaptive walk is performed
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for each sub-problem. The number of sub-problems is set to μ = 20 and weight
vectors are distributed uniformly; i.e., ωj = ((j −1)/(μ−1), 1− (j −1)/(μ−1)).
The neighborhood relation is the standard 1-bit-flip.

For our analysis, we first conduct an exploratory analysis to better visualize
and understand the proposed features. Next, we construct a regression model
to study the accuracy of features in grasping the global properties of ρmnk-
landscapes, and we analyze the correlation among features.

3.2 Visual Analysis of Single-Objective Features

In Fig. 1, we report the values of single-objective features as a function of sub-
problems. Due to space restriction, we report a single representative feature for
each of the four classes. The blue curves correspond to ρmnk-landscapes with
k = 0, the green ones to k = 2 and the red ones to k = 4. The color scales from
red to orange, green to cyan, and blue to purple, respectively, and correspond
to the objective correlation parameter ρ varying from 1 to −1; i.e., from highly
correlated to highly conflicting objectives. For example, the standard deviation
of fitness values from a random walk (fv rws sd, bottom left), the average fitness
difference from a random walk (fd rws avg, second line, second column) and the
standard deviation of improving neighbors (in rdw sd, second line, third column)
gives a clear differentiation between landscapes with different k-values. The lower
the benchmark parameter k, the lower the standard deviation of fitness values
and the average fitness difference. Similarly, the standard deviation of fitness
values from an adaptive walk (vf aws sd, top left) and the length of an adaptive
walk (law aws avg, top right) seems to be clearly associated with parameter ρ.
The flatter the curve rendering the evolution of these two features as a function
of weight vectors, the higher the objective correlation ρ.

From our visual inspection, we can conclude that the landscape features are
representative of the different global benchmark parameters, which are unknown
in a black-box optimization scenario. However, this first analysis considers the
single-objective features and not the aggregated 1-dimensional multi-objective
features, which are discussed next.

3.3 Correlation Analysis of Features and Landscape Parameters

Investigating the accuracy of the designed multi-objective features, we consider a
typical machine learning task consisting in predicting the value of the (unknown)
global benchmark parameters k and ρ. We respectively construct a random forest
classification model and a random forest regression model [2], using the whole set
of multi-objective features computed over all considered ρmnk-landscapes. Ran-
dom forest has the nice property of providing a measure of feature importance
for model fitting. In Fig. 2, we report the relative importance of each feature
extracted from the random forest models, using the Gini impurity as a measure
of quality. Values are averaged over 10 independent repetitions of model fitting.

The first notable observation is that feature importance is different depend-
ing on whether we aim at predicting benchmark parameter ρ or k. The objective
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Fig. 1. Feature values of ρmnk-landscapes decomposed into 20 sub-problems (n = 25,
each color correspond to a particular configuration of ρ and k). (Color figure online)

Fig. 2. Relative importance of features to predict ρ (left) and k (right). (Color figure
online)

correlation ρ appears mostly related to a single feature: the standard deviation of
the number of improving neighbors (in rws sd). By contrast, deciding on param-
eter k is related to multiple different features, that mostly correspond to the
fitness difference computed from adaptive walks, in particular the maximum fit-
ness difference (fd aws max). To push the analysis further, we show in Fig. 3 the
Spearman correlation matrix among a subset of features as well as benchmark
parameters ρ and k. It is worth noticing that we do not show all 108 features,
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but only a subset of 60 features with representative correlation values due to
space restriction. Interestingly, we can distinguish four clusters, denoted C1, C2,
C3 and C4 in the figure. The largest cluster C1 contains more than 30 features.
There is a positive correlation between the first auto-correlation coefficient of
fitness values vf r1 and k, of at least 0.25. This cluster also contains a small
subset of 2 features related to the number of improving neighbors in *, with a
particularly high correlation value (>0.8) (the 3 × 3 red points at the center of
the figure). In the second cluster C2, we observe a large subset of features being
negatively correlated with k (the dark blue columns/lines intersecting in a com-
pletely red square in the middle-right of the figure). For both clusters related to
k (C1 and C2), features are not extracted from a unique class. This means that
features from different classes can be used to characterize k.

The remaining 2 clusters (C3 and C4) are associated with the second bench-
mark parameter ρ. In particular, besides the average number of improving neigh-
bors (in rws avg), cluster C3 also contains the standard deviation (in rws sd),
both computed from a random walk. This latter feature, that was found to be
the most important to predict ρ in Fig. 2, has a nearly perfect negative corre-
lation with ρ, equals to −1. The last cluster C4 contains features based on the
fitness values computed over adaptive walks (fv aws), which appear to be the
most positively correlated with ρ (3 × 3 red points at the bottom right of the
figure), with a correlation higher than 0.7.

To summarize, we find that all feature classes are useful to characterize the
(unknown) global benchmark parameter k, rendering the degree of non-linearity
of the problem. However, the fitness distribution (fv) and the number of improv-
ing neighbors (in) classes have more importance than the fitness difference (fd)
and the length of adaptive walks (law) for characterizing the (unknown) global
benchmark parameter ρ, relating to objective correlation.

4 Landscape-Aware MOEA/D Selection

In this section, we conduct a second set of experiments in order to study the
accuracy of the designed features when integrated into an automated algorithm
selection approach. We consider the more sophisticated task of selecting the best
performing algorithm among an algorithm portfolio. More precisely, we consider
three variants of the well-established Moea/d algorithm [12,18] as a case study.
In the following, we start by briefly describing the considered portfolio before
addressing our main target task.
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Fig. 3. Pairwise correlation among a subset of features. (Color figure online)

4.1 Algorithm Portfolio

As mentioned earlier, the Moea/d algorithm is based on a flexible
decomposition-based framework that can be configured in different manners. In
its baseline variant [18], Moea/d first decomposes the problem into a number
of scalarized sub-problem, as discussed previously. Then, a solution is evolved
for each sub-problem in a cooperative way. The algorithm iterates over the sub-
problems and, at each iteration, an offspring is generated by means of crossover
and mutation on the basis of parent solutions selected from the so-called T -
neighborhood; i.e., the sub-problems corresponding to the T closest weights in
the objective space. The new offspring can then replace any of the sub-problem
solutions in the T -neighborhood of the current sub-problem. This corresponds
to a standard evolutionary process, where selection and replacement are per-
formed iteratively over sub-problems. In [12], it is shown that the selection and
replacement underlying the standard Moea/d framework are key algorithm
components that highly impact performance. Several generational variants are
proposed therein, allowing to tune the selection and replacement underlying the
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Moea/d framework from fully cooperative (i.e., among all sub-problems) to
fully selfish (i.e., independently of any other sub-problem).

Interestingly, it was found that no variant outperforms the other indepen-
dently of the global benchmark parameter values ρ and k for the considered
ρmnk-landscapes. Since such parameters are unknown in a black-box optimiza-
tion scenario, the study presented in [12] leaves open the challenging question of
which variant to choose in an automated manner. In addition, this constitutes
a perfect and typical setting for the main automated algorithm selection task
addressed in this paper. We consider, in the following, three representative vari-
ants of the Moea/d framework, exposing different degrees of cooperation among
sub-problem solving. For reproducibility, and in order to be consistent with the
notations from [12], these variants are denoted as follows: (i) Moea/d, referring
to the standard variant [18], (ii) Moea/d-sc, a generational variant where selec-
tion is performed in a selfish manner for every sub-problem whereas replacement
is performed in a cooperative manner, and (iii) Moea/d-ss, a (selfish) gener-
ational variant exposing the lower degree of cooperation among sub-problems.
Besides population size, the three variants have the same set of parameters:
δ = 1, nr = 2, pmut = 1

n and pcr = 1. Due to space restriction, we refer to [12]
for a full description of these Moea/d variants.

In order to highlight the relevance of this portfolio in studying the accuracy
of our features when integrated into a landscape-aware algorithm selection app-
roach, we briefly report their relative performance using exactly the same set
of ρmnk-landscapes as in the previous section. Every algorithm is executed 20
times on each instance, using a population size equals to n, and a budget of 106

evaluations. The performance of an algorithm is computed as its hypervolume
relative deviation w.r.t. the best-found approximation set for each instance. The
hypervolume measures the area covered by an approximation set and enclosed
by a reference point [19]. For a given instance, the reference point is set to the
best value seen across all runs for each objective. We then count the number
of times an algorithm is statistically outperformed using a two-sided Mann-
Whitney test with a p-value of 0.05 and a Bonferroni correction. Results are
reported in Table 2.

Table 2. Performance matrix of the three Moea/d variants. The diagonal reports
the number of times where the corresponding algorithm is statistically outperformed by
another one (the lower the better). The other cells report how many instances (out of
1000) the algorithm in the corresponding line is statistically better than the algorithm
in the corresponding column (the higher the better).

Moea/d-sc Moea/d Moea/d-ss

Moea/d-sc 205 18 310

Moea/d 85 137 312

Moea/d-ss 120 119 622
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We clearly see that each algorithm is outperformed by another one on a
subset of instances. The basic Moea/d variant seems to have a reasonably
good behavior, since it is less-often outperformed than the two other variants
overall (see diagonal). A more detailed analysis, omitted due to space restriction,
shows that there is a complex interaction between algorithm performance and
the benchmark parameters ρ and k which can be summarized as follows: (i) the
smaller k and ρ, the better Moea/d and Moea/d-sc against Moea/d-ss, (ii)
the larger ρ (highly correlated), the better Moea/d-ss, and (iii) the larger k and
the smaller ρ, the better Moea/d-sc. Of course, this general trend has some
exceptions, but it shows the impact of the unknown benchmark parameters on
the relative performance of algorithms.

4.2 Automated Algorithm Selection

Task and Experimental Methodology. We study the accuracy of the pro-
posed features by investigating the selection of the best performing Moea/d
variant. For this purpose, we adopt the following standard supervised-learning
approach. We first train three models in order to predict the performance of
every considered Moea/d variant. We use the average hypervolume deviation as
defined in the previous section as a measure of algorithm performance on a given
instance, which then corresponds to our output prediction variable. Considering
an unseen test instance, the landscape features are first computed, the perfor-
mance of each algorithm is then predicted on the basis of the trained models, and
the algorithm having the best prediction is selected as the recommended one. We
consider the same set of ρmnk-landscapes described in the previous section. We
adopt a standard validation methodology where an instance is selected for train-
ing with probability 0.9 and for testing with probability 0.1. We use a set of 100
random regression trees to learn and predict the expected relative hypervolume
deviation. Reported values are computed over 50 independent runs.

We recall that the proposed multi-objective features rely on some weight
vectors μ. We consider a variable number of weight vectors in the range
μ ∈ {1, 2, 3, 4, 5, 6, 10, 20}. Additionally, we consider two alternatives for gener-
ating weight vectors, namely uniform or random. In a random setting, a weight
vector is generated uniformly at random. In a uniform setting, the weight vec-
tor are evenly distributed in the objective space. In particular, for μ = 1, the
weight vector selected in the uniform setting is (0.5, 0.5); i.e., the “middle” of
the objective space. In this case, the multi-objective features are simply the
same than the corresponding single-objective features from the single scalar-
ized sub-problem. For μ = 2, our uniform setting corresponds to weight vector
(1, 0) and (0, 1). This means that our features are obtained by aggregating the
single-objective features computed independently for each objective of the orig-
inal multi-objective problem. The impact of this setting is carefully analyzed in
our experiments.
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Prediction Accuracy. In order to assess the prediction accuracy, we com-
pute three complementary measures. The first two directly relate to the pre-
diction error: the percentage of times the selected algorithm does not have
the best hypervolume deviation in average, and the percentage of times the
selected algorithm is statistically outperformed by at least one other algo-
rithm. The third indicator, which is a straightforward adaptation from [11],
measures the gap between: (i) the performance of the single best solver (SBS)
having the best performance in average over the training set (without model
training), and (ii) the performance of the virtual best solver (VBS), obtained
by a model that would make perfect predictions. More precisely, let Itrain

and Itest be the set of training and testing instances, respectively, and let
rhf(A, i) be the average relative hypervolume deviation of a given algorithm
A ∈ A = {Moea/d,Moea/d-ss,Moea/d-sc} on instance i ∈ Itrain ∪Itest. For
every algorithm A ∈ A and instance subset J , let rhf(A, J) = 1

|J|
∑

i∈J rhf(A, i).
We define SBS as the algorithm having the best rhf value on the training set
Itrain, i.e., SBS = arg minA∈A

{

rhf(A, Itrain)
}

. We define VBS as the virtual
‘algorithm’ obtained by a perfect prediction model (an oracle); i.e., the algo-
rithm with the best rhf(·, i) value for each i ∈ Itest. Finally, let Recommended
Solver (RS) be the algorithm predicted by the actual trained model. The merit
indicator is:

M =
rhf(RS, Itest) − rhf(V BS, Itest)
rhf(SBS, Itest) − rhf(V BS, Itest)

It should be clear that: (i) A merit of 0 indicates that the model does not make
any error, (ii) A merit in the range [0, 1[ indicates that the model is more efficient
than the SBS but worse than the VBS, (iii) a merit greater than 1 indicates that
the model is worse than the SBS. Achieving a merit value of 0 is clearly a very
challenging task and one seeks for a merit value below 1 (better than the SBS)
and as close as possible to 0 (the VBS).

Experimental Results and Discussion. Our main results are summarized
in Fig. 4 showing the accuracy indicators as a function of the number of weight
vectors μ and their type (random or uniform). For completeness, we also show
the R2 coefficient obtained by the training models.

We first clearly see that the choice of the weight vector distribution is of
critical importance. In fact, a random choice does not obtain a good accuracy,
except when the number of weights μ is substantially large. By contrast, a uni-
form strategy appears to perform reasonably well, even when the number of
weights is low. Interestingly, for uniform weights, the worst accuracy is obtained
with μ = 2. Notice that such a setting is even substantially outperformed by a
random choice of weight vectors. This indicates that computing single-objective
features independently for each objective is not a recommended strategy. By con-
trast, computing features for decomposed sub-problems is effective even when
using a very low number of weights. This indicates that a decomposition-based
approach for multi-objective landscape analysis contains a valuable information
about algorithm performance. Surprisingly, we found that a uniform choice of
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Fig. 4. R2 (top left), merit (top right) and error rates (bottom) according to the number
of weights μ and their distribution. (Color figure online)

few weight vectors with μ ∈ {1, 3} performs reasonably well, although increasing
μ > 3 allows to obtain a better accuracy. The relatively good results achieved
with μ = 1 are however to be interpreted very carefully, taking into account that
the shape of the Pareto front for ρmnk-landscapes, although having different mag-
nitude in the objective space, is convex, symmetric and centered in the middle
of the objective space, regardless of the values of ρ and k [17]. Although this is a
recurrent observation for many multi-objective combinatorial optimization prob-
lems, one might need to carefully choose μ when tackling problems with different
Pareto front shapes. Such considerations are left for future investigations.

At last, in order to further show the accuracy of the proposed multi-objective
landscape features, we experiment a baseline random forest model using the
(unknown) global benchmark parameters ρ and k as input variables to predict
algorithm performance. Contrary to a black-box scenario where the knowledge
about ρ and k is not available, the accuracy of such a ‘white-box’ model should
highlight the relevance and reliability of the proposed black-box features. We
found that such a model trained with ρ and k obtains an average merit of 0.41.
Comparatively, black-box features obtain an average merit of 0.31, 0.37 and 0.29
respectively, for μ ∈ {1, 3, 20} uniform weight vectors. This once again indicates
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that the proposed approach is very effective, and that the designed high-level
black-box features seem to provide more accurate prediction models than the
global benchmark parameters, hence allowing to substantially improve over the
single best solver, and also to get closer to the ideal virtual best solver.

5 Conclusion and Open Issues

In this paper, we push a step towards the development of automated landscape-
aware selection and configuration approaches by proposing a set of multi-
objective landscape features and analyzing their effectiveness in grasping the
global properties of black-box multi-objective combinatorial optimization prob-
lems, together with their efficiency in selecting the best performing algorithm
among three variants of the Moea/d state-of-the art algorithm. The proposed
features are based on the simple idea of aggregating the single-objective fea-
tures extracted from a number of sub-problems obtained by decomposition. Our
empirical analysis on a wide range of ρmnk-landscapes provides insights into
the accuracy of the proposed approach. However, it also raises some interesting
research questions.

For instance, problems with more than two objectives, where the distribu-
tion of weight vector is expected to play an even more important role, as well
as other real-like problems, are to be studied. Moreover, we excluded the cost
of feature computation from our analysis, which can be an issue when the total
affordable budget for the optimization task is restricted. An interesting obser-
vation is that we only need to extract features from a relatively low number of
sub-problems, as considering a single sub-problem is already shown to provide a
reasonably good performance. Additionally, solely one random walk is required
to compute the considered single-objective features, so that one can eventu-
ally end up with negligible cost features. In this respect, a more fine-grained
analysis of the cost-vs-importance of features is to be conducted in our future
investigations. Finally, an interesting question is to conduct a systematic analy-
sis of the proposed decomposition-based features w.r.t. existing dominance- and
indicator-based features, and to analyze their relative cost and accuracy. Given
that decomposition-based features were shown to be effective and does not need
any (costly) dominance- and indicator-based computations, it is our hope that
unifying the two classes of features would allow us to end up with efficient high-
level state-of-the-art features for landscape-aware multi-objective optimization.

References

1. Beham, A., Wagner, S., Affenzeller, M.: Algorithm selection on generalized
quadratic assignment problem landscapes. In: GECCO 2018, pp. 253–260 (2018)

2. Breiman, L.: Random forests. Mach. Learn. 45(1), 5–32 (2001). https://doi.org/
10.1023/A:1010933404324

3. Deb, K.: Multi-Objective Optimization Using Evolutionary Algorithms. Wiley,
Hoboken (2001)

https://doi.org/10.1023/A:1010933404324
https://doi.org/10.1023/A:1010933404324


50 R. Cosson et al.

4. Grefenstette, J.J.: Predictive models using fitness distributions of genetic opera-
tors. Found. Genet. Algorithms 3, 139–161 (1995)

5. Kauffman, S.A.: The Origins of Order. Oxford University Press, Oxford (1993)
6. Kerschke, P., Trautmann, H.: The R-package FLACCO for exploratory landscape

analysis with applications to multi-objective optimization problems. In: CEC, pp.
5262–5269 (2016)

7. Kerschke, P., Hoos, H.H., Neumann, F., Trautmann, H.: Automated algorithm
selection: survey and perspectives. Evol. Comput. 27(1), 3–45 (2019)

8. Liefooghe, A., Daolio, F., Verel, S., Derbel, B., Aguirre, H., Tanaka, K.: Landscape-
aware performance prediction for evolutionary multi-objective optimization. IEEE
Trans. Evol. Comput. 24(6), 1063–1077 (2020)

9. Liefooghe, A., Derbel, B., Verel, S., Aguirre, H., Tanaka, K.: Towards landscape-
aware automatic algorithm configuration: preliminary experiments on neutral and
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Abstract. In this paper, we introduce a Model-based Algorithm Tuning
Engine, namely MATE, where the parameters of an algorithm are repre-
sented as expressions of the features of a target optimisation problem. In
contrast to most static (feature-independent) algorithm tuning engines
such as irace and SPOT, our approach aims to derive the best parameter
configuration of a given algorithm for a specific problem, exploiting the
relationships between the algorithm parameters and the features of the
problem. We formulate the problem of finding the relationships between
the parameters and the problem features as a symbolic regression prob-
lem and we use genetic programming to extract these expressions in a
human-readable form. For the evaluation, we apply our approach to the
configuration of the (1 + 1) EA and RLS algorithms for the OneMax,
LeadingOnes, BinValue and Jump optimisation problems, where the the-
oretically optimal algorithm parameters to the problems are available as
functions of the features of the problems. Our study shows that the
found relationships typically comply with known theoretical results –
this demonstrates (1) the potential of model-based parameter tuning as
an alternative to existing static algorithm tuning engines, and (2) its
potential to discover relationships between algorithm performance and
instance features in human-readable form.

Keywords: Parameter tuning · Model-based tuning · Genetic
programming

1 Motivation

The performance of many algorithms is highly dependent on tuned parameter
configurations made with regards to the user’s preferences or performance cri-
teria [4], such as the quality of the solution obtained in a given CPU cost, the
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smallest CPU cost to reach a given solution quality, the probability to reach
a given quality, with given thresholds, and so on. This configuration task can
be considered as a second layer optimisation problem [19] relevant in the fields
of optimisation, machine learning and AI in general. It is a field of study that
is increasingly critical as the prevalence of the application of such methods is
expanded. Over the years, a range of automatic parameter tuners have been
proposed, thus leaving the configuration to a computer rather than manually
searching for performance-optimised settings across a set of problem instances.
These tuning environments can save time and achieve better results [2].

Among such automated algorithm configuration (AAC) tools, we cite
GGA [2], ParamILS [23], SPOT [3] and irace [30]. These methods have been
successfully applied to (pre-tuned) state-of-the-art solvers of various problem
domains, such as mixed integer programming [21], AI planning [16], machine
learning [33], or propositional satisfiability solving [24]. Figure 1 illustrates the
abstract standard architecture adopted by these tools.

Fig. 1. Standard architecture of tuning frameworks.

However, the outcomes of these tools are static (or feature-independent),
which means an algorithm configuration derived by any of these tools is not
changed depending on an instance of a target optimisation problem. This leads
to a significant issue as theoretical and empirical studies on various algorithms
and problems have shown that parameters of an algorithm are highly dependent
on features of a specific instance of a target problem [12] such as the problem
size [6,35].

A possible solution to this issue is to cluster problem instances into multiple
sub-groups by their size (and other potential features), then use curve fitting to
map features to parameters [15,31]. A similar approach is also found in [29] that
first partitions problem instances based the values of their landscape features
and selects an appropriate configuration of a new problem instance based on its
closeness to the partitions. However, the former approach does not scale well to
multiple features and parameters, and the latter faces over-fitting issues due to
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the nature of the partitioning approach, making it difficult to assign an unseen
instance to a specific group.

Some works have incorporated problem features in the parameter tuning
process. SMAC [22] and PIAC [28] are examples of model-based tools that con-
sider instance features to define parameter values by applying machine learning
techniques to build the model. However, an issue of these approaches is the low
explainability of the outcome. For instance, while machine learning techniques
such as random forest and neural networks can be used to map the parameters to
problem features with a high accuracy, they are considered as black-boxes, i.e.,
the outcome is virtually impossible to understand or interpret. Explainability is
an important concept, as not only it allows us to understand the relationships
between input and output [32], but in the context of parameter tuning, it can
provide an outcome that can be used to inspire fundamental research [17,18].

To tackle these issues, we propose an offline algorithm tuning approach that
extracts relationships between problem features and algorithm parameters using
a genetic programming algorithm framework. We will refer to this approach
as MATE, which stands for Model-based Algorithm Tuning Engine. The main
contributions in this work are as follows:

1. We formulate the model-based parameter tuning problem as a symbolic
regression problem, where knowledge about the problem is taken into account
in the form of problem features;

2. We implement an efficient Genetic Programming (GP) algorithm that con-
figures parameters in terms of problem features; and

3. In our empirical investigation, we rediscover asymptotically-correct theoret-
ical results for two algorithms (1+1-EA and RLS) and four problems (One-
Max, LeadingOnes, BinValue, and Jump). In these experiments, MATE shows
its potential in algorithm parameter configuration to produce models based
on instance features.

2 Background

Several methods have tried to tackle the dependence between the problem
features and the algorithm parameters. The Per Instance Algorithm Configu-
ration (PIAC) [28], for example, can learn a mapping between features and
best parameter configuration, building an Empirical Performance Model (EPM)
that predicts the performance of the algorithm for sample (instance, algo-
rithm/configuration) pairs. PIAC methodology has been applied to several com-
binatorial problems [20,25,36] and continuous domains [5].

Sequential Model-based Algorithm Configuration (SMAC) [22] is also an
automated algorithm configuration tool which considers a model, usually a ran-
dom forest, to design the relationship between a performance metric (e.g. the
algorithm runtime) and algorithm parameter values. SMAC can also include
problem features within the tuning process as a subset of input variables.

Table 1 presents a summary for some state-of-the-art methods including the
approach proposed in this paper. The term ‘feature-independent’ means that
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Table 1. Summary of the state-of-the-art related works

Approach name Algorithm Characteristics Ref

GGA Genetic algorithm Feature-independent,
model-free

[2]

ParamILS Iterated Local Search Feature-independent,
model-free

[23]

irace Racing procedure Feature-independent,
model-free

[30]

SPOT Classical regression,
tree-based, random forest
and Gaussian process

Feature-independent,
model-based

[3]

PIAC Regression methods Feature-dependent,
model-based

[28]

SMAC Random forest Feature-dependent,
model-based

[22]

MATE Genetic programming Feature-dependent,
model-based, explainable

the corresponding approach does not consider instance features. ‘Model-based’
approaches use a trained model (e.g. machine learning, regression, etc.) to design
parameter configurations. Model-free approaches generally rely on an experimen-
tal design methodology or optimisation method to find parameter settings of an
algorithm that optimise a cost metric on a given instance set.

The main differences between MATE and the other related approaches are:

1. A transparent machine learning method (GP) is utilised to enable human-
readable configurations (in contrast to, e.g., random forests, neural networks,
etc.).

2. The training phase is done on one specific algorithm and one specific problem
in our approach – the model is less instance-focused but more problem-domain
focused by abstracting via the use of features. For example, the AAC exper-
iments behind [17,18] have guided the creation of new heavy-tailed muta-
tion operators that were beating the state-of-the-art. Similarly, the AAC and
PIAC experiments in [34] showed model dependencies on easily-deducible
instance features.

Lastly, our present paper is much aligned with the recently founded research
field “Data Mining Algorithms Using/Used-by Optimisers (DUO)” [1]. There,
data miners can generate models explored by optimisers; and optimisers can
adjust the control parameters of a data miner.
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3 The MATE Framework

3.1 Problem Formulation and Notation

Let us denote an optimisation problem by B whose instances are characterised
by the problem-specific features F = {f1, . . . , fM}. A target algorithm A with
its parameters P = {p1, . . . , pN} is given to address the problem B. A set of
instances I = {i1, . . . , iL} of the problem B and a L × M matrix V, whose
element value vi,j represents the jth feature value of the ith problem instance,
are given.

Under this setting, we define the model-based parameter tuning problem
as the problem of deriving a list of mappings M = {m1, . . . ,mN} where each
mapping mj : RM → R, which we will refer to as a parameter expression, returns
a value for the parameter pj given feature values of an instance of the problem
B. Specifically, the objective of the problem is to find a parameter expression
set M∗, such that the performance of the algorithm A across all the problem
instances in I is optimised.

3.2 Architecture Overview

In this section, we introduce our approach for parameter tuning based on the
problem features. Figure 2 illustrates the architecture of the MATE tuning
engine. In contrast to static methods, we consider the features of the problem.
These feature are to be used in the training phase in addition to the instances,
the target algorithm and the parameter specifications. Once the training is fin-
ished, the model can be used on unseen instances to find the parameters of the
algorithm in terms of the problem feature values of the instance.

Fig. 2. Architecture of the proposed MATE framework

For example, a desired outcome of applying the MATE framework can be:

– Mutation probability of an evolutionary algorithm in terms of the problem
size;
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– Perturbation strength in an iterated local search algorithm in terms of the
ruggedness of the instance and the problem size; and

– Population size of an evolutionary algorithm in terms of the problem size.

Note that all the examples include the problem size as a problem feature. In
both theory and practice, the problem size is among the most important problem
features, and it is usually known prior to the optimisation, without any need
for a pre-processing step. More importantly, an extensive number of theoretical
studies showed that the optimal choice of parameters is usually expressed in
terms of the problem size (see, e.g. [6,12,35]).

3.3 The Tuning Algorithm

We use a tree-based Genetic Programming system as the tuning algorithm. It
starts with a random population of trees, where each tree represents a potential
parameter expression. Without loss of generality, we assume that the target
problem is always a maximisation problem1.

The Score Function and Bias Reduction. The score function is expressed
as the weighted sum of the obtained objective values on each instance in the
training set I. Using the notations previously introduced, the score is defined in
Eq. (1):

S(t) =
1
L

Σi∈I
zA(m1(vi,1, . . . , vi,M ), . . . ,mN (vi,1, . . . , vi,M ), i)

Ri
(1)

where:

– S(.) is the GP score function,
– zA(ϕ1, . . . , ϕN , i) is a function measuring the goodness of applying the algo-

rithm A with the parameter values ϕ1, . . . , ϕN to instance i,
– Ri is the best known objective value for instance i.

The weights are used as a form of normalisation to reduce the bias some
instances might induce. A solution to address this issue would be to use the
optimal value or a tight upper bound. However, since we assume the such val-
ues are unknown (the problem itself can be unknown), we use the best known
objective value (Ri) as a reference instead. In order to always ensure that score
is well contained, the reference values are constantly updated whenever possible
during the tuning process.

1 The current MATE implementation is publicly available at https://gitlab.com/
yafrani/mate.

https://gitlab.com/yafrani/mate
https://gitlab.com/yafrani/mate
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Table 2. Summary of problems

Problem Features Training set

OneMax(n) n: number of bits n = 10, 20, 50, 100, 200, 500

BinValue(n) n: number of bits n = 10, 20, 50, 100, 200, 500

LeadingOnes(n) n: number of bits n = 10, 20, 50, 100, 200, 500

Jump(m,n) m: width of region with
bad fitness values

(m,n)=(2,10), (3,10), (4,10), (5,10),

n: number of bits (2,20), (3,20), (4,20),

(2,50), (3,50),

(2,100), (3,100),

(2,200)

Table 3. MATE setup

Attribute/Parameter Value/Content

Terminals {1, 2,−1,−2}⋃F
Functions Arithmetic operators

Number of GP generations 100

Population size 20

Tournament size 5

Replacement rate <75%

Initialisation Grow (50%) and full (50%) methods

Mutation operator Random mutations

Mutation probability 0.2

Crossover operator Sub-tree gluing

Crossover rate 80%

Number of independent runs
of target algorithm

10

p-value for the Wilcoxon
ranksum test

0.02

Replacement Strategy – Statistical Significance and Bloat Control. As
the target algorithm can be stochastic, it is mandatory to perform multiple runs
to ensure statistical significance (refer to Table 3). Thus, the replacement of trees
is done based on the Wilcoxon rank-sum test.

Another aspect to take into account during the replacement process is bloat
control. In our implementation, we use a simple bloat minimisation method based
on the size of tree (number of nodes).

Given a newly generated tree (Y ), we compare it against each tree (X) in
the current population starting from the ones with the lowest scores using the
following rules:
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– If Y is deemed to be significantly better than X (using the Wilcoxon test).
then we replace X with Y irrespective of the sizes.

– If there is no statistical significance between X and Y , but Y has a smaller
size than X, then we replace X with Y .

– Otherwise, we do not perform the replacement.

4 Computational Study

4.1 Experimental Setting

To evaluate our framework, we consider two target algorithms, the (1 + 1) EA(μ)
and RLS(k). The (1 + 1) EA(μ) is a simple hill-climber which uses standard bit
mutation with mutation rate μ. RLS(k) differs from the (1 + 1) EA(μ) only in
that it uses the mutation operator that always flips k uniformly chosen, pairwise
different bits. That is, the mutation strength k is deterministic in RLS, whereas
it is binomially distributed in case of the (1 + 1) EA(μ), Bin(n, μ), where n is
the number of bits.

We use MATE to configure the two algorithms for the four different problems
with different time budgets as summarised in Table 2. In the table, the features
of the problems used to tune the algorithm parameters and the different feature
values chosen to generate problem instances of the problems are also presented.
These problems have been chosen because they are among the best studied
benchmark problems in the theory of evolutionary algorithms [13]. The details
of our GP implementation for the experiments are presented in Table 3. Based
on Table 3 and the set of features, our GP method uses a minimalistic set of 6
terminals at most: m, n and {1, 2,−1,−2}.

It is worth noting that we are focusing in this paper on tuning algorithms with
a single parameter. This is done to deliver a first prototype that is validated on
algorithms and problems extensively studied by the EA theory community. An
extension to tuning several algorithm parameters forms an important direction
for future work.

For example, given a budget of (1 + o(1))en ln(n), it is known that the
(1+1)EA(1/n) optimises the OneMax function as well as any other linear func-
tions with a decent probability. It is also known that the 1/n is asymptotically
optimal [27]. Note, though, that such fixed-budget results are still very sparse [26],
since the theory of EA community largely focuses on expected optimisation
times. Since these can nevertheless give some insight into the optimal parameter
settings, we note the following:

– OneMax and BinValue: the (1+1)EA(1/n) optimises every linear function in
expected time en ln(n), and no parameter configuration has smaller expected
running time, apart from possible lower order terms [35]. For RLS, it is
not difficult to see that k = 1 yields an expected optimisation time of
(1 + o(1))n ln(n), and that this is the optimal (static) mutation strength;
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– LeadingOnes: on average, RLS(1) needs n2/2 steps to optimise LeadingOnes.
This choise also minimises the expected optimisation time. For the (1+1) EA,
μ ≈ 1.59/n minimises the expected optimisation time, which is around 0.77n2

for this setting [6]. The standard mutation rate μ = 1/n requires 0.86n2

evaluations, on average, to locate the optimum, of the LeadingOnes function.
For LeadingOnes, it is known that the optimal parameter setting drastically
depends on the available budget. This can be inferred from the proofs in [6,9];
and

– Jump: mutation rate m/n minimises the expected optimisation time of the
(1+1) EA on Jump(m,n), which is nevertheless Θ((e/m)mnm) [12].

4.2 Performance Analysis

Training Phase. The experimental study is conducted by running MATE ten
times on each algorithm, problem and budget combination (refer to Table 4 for
the list of budgets). This results in an elite population of 20 individuals for each
setting, from which we select the top 5 expressions in terms of the score. These
results are then merged and the 3 most frequent expressions are selected. For
instance, the expression 2/n for OneMax with 0.5enln(n) appears 92 times over
the 200 individuals (population size (20) × runs (10)).

In the current implementation, expression types (integers and non-integers)
are not taken into account during the evolution. Therefore, the resulting expres-
sions are converted into integers in the case of RLS by merging all real numbers
r using �r� (e.g. k = 3/2 will be replaced by k = 1). On the other hand, expres-
sions are simplified for EA by eliminating additive constants (e.g. μ = 1/(n + 1)
is replaced by μ = 1/n).

Evaluation Phase I. To assess the performance of MATE, we evaluate for
each problem-budget combination each of the top 3 most frequent expressions,
by running them 100 independent times on each training dimension. We then
normalise the outputs as in Eq. (1). The results are shown in the box plots in
Table 4.

Comparison Amongst the Top 3 Configurations. When comparing the top 3
ranked configurations, we observe the following from Table 4 while we compare
medians.

– OneMax: For (1+1) EA, μ = 1/n, which ranked second for budgets 0.5en ln n
and en ln n and first for budget 2en ln n performs better than μ = 1/2 ∗ n;
while for RLS, the expression k = 1 appears at least on 94%, providing the
best results;

– BinValue: μ = 1/n represents 18% on en ln n for (1+1) EA experiments, and
a similar performance with μ = 2/n and μ = 3/n; while on 0.5en ln n case
the μ = 1/n expression provides better results than μ = 1/2 and μ = 1/3; on
the same way the expression k = 1 corresponds to 60% of the cases on RLS
with the budget of 2n ln n with a better performance than k = 2 and k = n;



60 M. El. Yafrani et al.

Table 4. Results for 20 settings.

1+1-EA RLS
Budget Result Budget Result

O
ne

M
ax

0.5en ln(n) n ln(n)*

en ln(n)* 2n ln(n)**

2en ln(n)**

B
in

V
al
ue

0.5en ln(n) 0.5n ln(n)

en ln(n)* n ln(n)*

2en ln(n)** 2n ln(n)**

L
ea
di
ng

O
ne

s

0.5n2 0.5n2*

0.8n2** 0.75n2**

0.9n2**

Ju
m
p nm nm

enm** 2nm

† The y-axis show the best found expressions with its frequency between square brackets,
and the x-axis represents the normalised fitness.
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– LeadingOnes: μ = 1/n is the most frequent expression among all considered
budgets on (1+1) EA and μ = 2/n presents the best performance amongst
the top 3 expressions for all budget cases; k = 1 represents 88% on RLS cases
with 0.75n2 iterations and performs better than k = 2 and k = 3 for both
considered budgets.

– Jump: μ = 2/n and μ = m/n present similar results for both budget cases;
μ = 1/n appears on 36% and 68% of the cases on (1+1) EA on the considered
budgets respectively, and performs worse than the other two μ configurations;
for RLS experiments k = m is the most frequent expression and performs
better than k = 2 ∗ m and k = 3.

Comparison of Top 3 Configurations Against Other Parameter Settings. For a
fair assessment of our results, we add to this comparison some expressions that
were not ranked in the top 3. These are μ = i/n with i ∈ {1, 3/2, 2, 5/2, 3, 4}
for (1+1) EA(μ) for OneMax and LeadingOnes. For readability purposes, the
top 3 expressions are complemented with 3 of these additional expressions in
the same order they are shown. We can observe in Table 4 that these additional
expressions present low frequencies, μ = 3/n being the highest case with 12%
with the budget en ln n, while expressions μ = 3/(2n) and μ = 5/(2n) are the
lowest cases among the considered budgets. Note that the frequencies do not
necessarily sum up to 100% as other expressions not reported here might have
occurred.

Comparison with Theoretical Results. As we have mentioned in the beginning
of this section, one should be careful when comparing theoretical results that
have been derived either in terms of running time or in terms of asymptotic
convergence analysis, as typically done in runtime analysis. It is well known that
optimal parameter settings for concrete (typically, comparatively small) dimen-
sions can be different from the asymptotically optimal ones [7,8]. We nevertheless
see that the configurations that minimise the expected running times (again, in
the classical, asymptotic sense) also show up in the top 3 ranked configurations.
In Table 4, we highlight the asymptotically optimal best possible running time
by an asterisk*. Budgets exceeding this bound are marked by two asterisks**.
As for the individual problems, we note the following:

– OneMax: It is interesting to note here that the performance is not monotonic
in k, i.e., k = 2 performs worse than k = 1 and k = 3. This is caused by a
phenomenon described in [11, Section 4.3.1], which states that, regardless of
the starting point, the expected progress is always maximised by an uneven
mutation strength. MATE correctly identifies this and suggests uneven muta-
tion strengths in almost all cases.

– BinValue: We observe that it is very difficult here to distinguish the perfor-
mance of the different configurations. This is in the nature of BinValues, as
setting the first bit correctly already ensures 50% of the optimal fitness values.
We very drastically see this effect in the recommendation to use k = n for the
RLS cases. With this configuration, the algorithm evaluates only two points:
the random initial point x and its pairwise complement x̄, regardless of the
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Table 5. Results for larger OneMax and LeadingOnes instances

1+1-EA RLS
Budget Result Budget Result

O
ne

M
ax

0.5en ln(n) n ln(n)*

en ln(n)* 2n ln(n)**

2en ln(n)**

L
ea
di
ng

O
ne

s

0.5n2 0.5n2*

0.8n2** 0.75n2**

0.9n2**

budget. As can be seen in Table 4, the performance of this simple strategy is
quite efficient, and hard to beat

– LeadingOnes: As mentioned earlier, for the (1+1) EA, the optimal mutation
rate in terms of minimising the expected running time is around μ = 1.59/n.
We see that μ = 3/(2n), which did not show in the top 3 ranked configurations
performs better than any of the suggestions by MATE.

– Jump: as discussed, mutation rate μ = m/n minimises the expected optimi-
sation time. MATE recognises it as a good configuration in some of the runs.
However, we see that μ = 2/n, which equals μ = m/n for 5 out of our 12
training sets, shows comparable performance, and in the enm budget case
even slightly better performance.
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Evaluation Phase II. To properly assess the performance of MATE, we con-
ducted experiments for OneMax and LeadingOnes instances of larger sizes that
were not considered in the training phase. The goal of this experiment is to
empirically demonstrate that our approach generalises well for large and unseen
instances. These results are presented in Table 5 where 100 runs were performed
for OneMax with n ∈ {1000, 2000, 5000} and LeadingOnes with n ∈ {750, 1000}.
We can observe the following:

– There is less overlap amongst the confidence intervals especially for smaller
budgets, which means there is a higher level of separability amongst the
performances of the different expressions.

– By comparing these results with the ones from Table 4, we can observe that
the results of the top 3 expressions on large instances are statistically better
in the majority of cases.

– OneMax: For (1+1) EA, in contrast to the results in Table 4 where μ = 1/n
and μ = 3/(2n) show a similar performance, here μ = 1/n performs better
than the other expressions. For RLS, the best performing expression is k = 1,
which was ranked first.

– LeadingOnes: For (1+1) EA the best expressions are μ = 2/n, which was
ranked second, and μ = 3/(2n), which was not ranked among the top 3
expressions. For RLS, k = 1, ranked first and second, is the best performing
expression.

4.3 Comparative Study

Herein, we compare the performance of MATE with irace and SMAC. The goal
is to investigate the sensitivity of the obtained parameters on unseen instances.
For a fair comparison, we run irace and SMAC with 2000 maximum experiments
(which we believe is equivalent to the 100 GP generations with a population size
of 20 individuals in MATE) considering the training instances presented in Table
2. We report the best elite parameter values returned by irace (2 candidates),
SMAC (1 candidate) and MATE (most frequent expressions) in the columns μ
and k in Table 6, while the score (Eq. 1) is shown in column Score with the
standard deviation as a subscript. These parameter values are then applied over
100 runs performed for OneMax with n ∈ {1000, 2000, 5000} and LeadingOnes
with n ∈ {750, 1000}.

Table 6 shows that MATE significantly outperforms irace and SMAC for
(1+1) EA. On the other hand, the three methods show a similar performance on
RLS. This is due to the fact that the parameter μ in (1+1) EA is highly sensitive
to the problem feature n. In contrast, the parameter k in RLS is independent
from n and its best value (k = 1) was identified by the three methods for both
OneMax and LeadingOnes.
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Table 6. Results for MATE, irace and SMAC for OneMax and LeadingOnes instances.

1+1-EA RLS

MATE irace SMAC MATE irace SMAC

Budget µ Score µ Score µ Score Budget k Score k Score k Score

OneMax
enln(n)

2
2
n

0.990.001 0.258 0.570.002 0.009 0.80.003 nln(n) 1 10 1 10 1 10
1
n

0.990.001 0.216 0.580.002 3 0.960.002
1
2n 0.980.002 2 0.940.003

enln(n) 1
n

10 0.009 0.820.002 0.016 0.760.003 2nln(n) 1 10 1 10 1 10
2
n

10 0.013 0.790.003 3 0.980.001
1
2n 10 2 0.970.002

2enln(n) 2
n

10 0.594 0.540.002 0.008 0.860.002
1
n

10 0.589 0.540.002
1
2n 10

LeadingOnes 0.5n2 1
n

0.70.025 0.430 0.030.002 0.024 0.290.007 0.5n2 2 0.860.014 1 0.980.026 1 0.980.02
2
n

0.80.021 0.409 0.030.002 1 0.970.027 5 0.610.01
4
n

0.710.015 3 0.750.013

0.8n2 1
n

0.950.023 0.255 0.050.002 0.005 0.830.017 0.75n2 1 10 1 10 1 10
2
n

0.990.012 0.258 0.050.002 2 0.950.009
3
n

0.910.018 3 0.820.01

0.9n2 1
n

0.990.011 0.158 0.070.003 0.006 0.750.013
2
n

10 0.153 0.070.006
3
n

0.950.014

5 Conclusions and Future Directions

With this article, we have presented MATE as a model-based algorithm tuning
engine: its human-readable models map instance features to algorithm parame-
ters. Our experiments showed that MATE can find known asymptotic relation-
ships between the feature values and algorithm parameters. We also compared
the performance of MATE with iRace and SMAC investigating the sensitivity
of the obtained parameters on unseen instances of larger size. With its scalable
models, MATE performed best. It is worth noting that MATE can be a useful
guideline tool for theory researchers due to its white-box nature, similarly to
how results in [14] inspired the analysis of a generalised one-fifth success rule
in [10]. But MATE can also be extended to be used as a practical toolbox for
feature-based algorithm configuration.

In the future, we intend to explore, among other, the following three avenues.
First, the design of MATE itself will be subject to extensions, e.g. to better
handle performance differences between instances via ranks or racing. Second,
while our proof-of-concept study here was motivated by theoretical insights, we
will investigate more realistic problems for which instance features are readily
available, such as the travelling salesperson problem and the assignment prob-
lem. Third, we will investigate approaches to extend MATE to handle multiple
parameters to demonstrate its ability to tune more sophisticated algorithms.
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Abstract. The Dynamic Orienteering Problem (DOP) is studied where
nodes change their value over time. An improvement heuristic that is
based on Variable Neighborhood Search is proposed for the DOP. The
new heuristic is experimentally compared with two heuristics that are
based on state-of-the-art algorithms for the static Orienteering Prob-
lem. For the experiments several benchmark instances are used as well
as instances that are generated from existing road networks. The results
show that the new heuristic outperforms the other heuristics with respect
to several evaluation criteria and different measures for run time. An
additional experiment shows that the new heuristic can be easily adapted
to become a standalone algorithm that does not need given initial solu-
tions. The standalone version obtains better results than two state-of-
the-art algorithms.

Keywords: Dynamic optimization · Neighborhood search · Anytime
algorithms · Routing problems

1 Introduction

The Orienteering Problem (OP) is to find a simple cycle in a given undirected
graph with edge weights and node values such the total edge weight of the cycle
does not exceed a given threshold and the total value of all nodes in the cycle is
maximal. The name of the problem comes from a corresponding sport [31]. The
OP has applications in many areas, e.g., in the planning of city trips [32] and fuel
delivery routes [10], in agriculture [23] or for surveillance activities in military
scenarios [33]. The OP commonly occurs in applications where the nodes are
locations in a city or a region and the cycle corresponds to a route on a road
network.

This paper considers a dynamic version of the Orienteering Problem (DOP)
where the nodes to be visited can change their value (measuring, e.g., their
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attractiveness or urgency) during the optimization process. This is interesting
because in each of the above mentioned application areas it might be possible
that unexpected changes of node values occur after which a planned route has to
be revised without exceeding the time limit (or violating other problem-specific
constraints). For example, customers might change their order and thus their
payment value, tourist spots might change their attractiveness over the course
of a day or emergencies might occur that change the urgency with which locations
have to be visited.

The DOP necessitates the development of algorithms that are able to quickly
adapt existing solutions. For this reason, we focus on improvement heuristics
that try to improve or adapt a given cycle (path) as opposed to heuristics that
independently construct a new solution (in the following the latter are referred
to as standalone algorithms). Improvement heuristics can be easily integrated
into existing tour planning systems in order to improve precalculated solutions
and adapt them if changes occur.

In particular, an improvement heuristic (VNSDOP) is proposed that is based
on Variable Neighborhood Search. This heuristic is experimentally compared
with two other heuristics that use state-of-the-art algorithms for the Static Ori-
enteering Problem. The performance of the heuristics is compared using bench-
mark instances [19] as well as instances that are generated from existing road
networks. In addition, it is evaluated whether the proposed heuristic VNSDOP is
also suited as a standalone algorithm that does not need given initial solutions.

The remaining sections are structured as follows. A short overview of existing
works on Orienteering Problems and their dynamic variants is given in Sect. 2. A
formal description of the Dynamic Orienteering Problems is presented in Sect. 3.
The heuristic VNSDOP is introduced in Sect. 4. Experimental results are pre-
sented in Sect. 5. Conclusions are given in Sect. 6.

2 Related Work

In one of the earliest works on the “Orienteering Problem” (OP) [31] the name
of the problem was chosen because the problem occurs in a sport with the same
name. However, the OP is also known as the Selective TSP [21], the Maximum
Collection Problem [17] or, due to the structural similarities to Vehicle Routing
Problems, as a Vehicle Routing Problem with Profits [4]. There exist several
possible formulations of the OP as a linear program (see, e.g., [15,21]).

The OP is known to be NP-hard [10] and numerous heuristics have been
developed for this problem. One of them is the Greedy Randomized Adap-
tive Search Procedure (GRASP) which has multiple variants, such as Memetic
GRASP [24] or GRASP with path relinking [5]. The latter is outperformed by a
newer GRASP variant that removes path segments [18] as well as by an Evolu-
tionary Algorithm [19]. Other heuristics include an Ant Colony Optimization for
a multi-objective version of the OP [29], an Evolution-inspired algorithm with
Hill Climbing [28] or an approximation algorithm for the case of an OP with a
directed graph and unit values for the nodes [25].
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Regarding dynamic versions of the OP, there are several OP variants which
contain probabilistic elements. These problems are known as Stochastic OPs
and can be interpreted as a specific type of dynamic OP. In one variant [2] it is
possible that nodes randomly become unavailable after a path has been chosen
so that some of the nodes have to be skipped. In this problem, the difference
between the expected total value of the path and the expected length of the
path is to be maximized. To solve the problem a Mixed-Integer Linear model
and a Matheuristic have been proposed. In another variant the node values are
normally distributed so that the probability is to be maximized that the total
value of a path exceeds a given target value. For this problem an exact algorithm
as well as a Genetic Algorithm have been presented in [13]. In [36] the sale of
books on a university campus is presented as a Stochastic OP. It is modelled as a
Markov Decision Process and solved using Approximate Dynamic Programming
allowing for the route to dynamically change while the path is traversed.

There also exist (true) dynamic OP variants where the problem instance
changes over time. One example is the OP with Time Windows which, e.g.,
represent business hours, at which certain nodes have to be visited (see, e.g.,
the surveys in [9,11] or the application to the city of Tehran in [1]). Another
example is studied in [8] where the weights of the edges, i.e., the travel times
along the edges, change depending on the departure time from the starting node.
The case where the value of a node decreases linearly depending on when it is
visited is studied in [7]. However, in these works the edge weights or node values
depend on the time at which a given node is visited which mostly depends on
the distance previously traveled on a given path. To the best of our knowledge,
there exist no works that have considered a (time-)dynamic OP in which the
changes of an instance occur during the optimization process.

3 Problem Description

The Orienteering Problem (OP) studied in this work is specified by a tuple
(G, d,B, T, v0, s) which consists of an undirected, connected, simple graph G =
(V,E) with node set V , edge set E ⊂ {{u, v} | u, v ∈ V }, a function d : E → R≥0

that assigns to each edge e ∈ E a length d(e) > 0 which can be interpreted as the
distance to traverse that edge, a positive value B (“budget”), a time interval T
(“time horizon”), a node v0 ∈ V (“depot”), and a value function s that assigns
to each node v ∈ V a non-negative value s(v) (“score”, “profit”). It is assumed
that the function d satisfies the triangle inequality.

In this work, a closed path P is a sequence (v0, v1, . . . , vn, v0) of nodes of G
where each node occurs at most once except the depot v0 which occurs exactly
twice and forms the start and the end of the path. The length of a closed path
P is defined as the sum of the distances between the nodes vi and vi+1 (i ∈
{0, 1, 2, . . . , n − 1}) plus the distance between the nodes vn and v0 where the
distance between two nodes u and v is defined as the length of a shortest path
between u and v. The length of a path is the sum of the lengths of its edges.
Since the triangle inequality holds for d it follows that if {u, v} ∈ E, the length
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of a shortest path between u and v equals d({u, v}). The length of a closed path
P is denoted by Length(P ). The value of a closed path P is the sum of the values
s(vi) for all nodes vi (i ∈ {0, 1, 2, . . . , n}). The value of P is denoted by Value(P ).
The objective of the DOP is to find a closed path P in G with Length(P ) ≤ B
that maximizes Value(P ).

For the dynamic version of the OP which is called Dynamic Orienteering
Problem (DOP), we consider the case where the values of the nodes can change
over time, i.e., the value function s is a (time-)dynamic function s : V ×T → R≥0

where T is a time interval. The term “time” in this work refers to the time during
the run of an optimization algorithm. This is to be distinguished from the “time”
at which a node is visited (which, for the most part, depends on the distance
travelled so far on a given path P as, e.g., in [7,8]). Note, that OPs where only
the node values can change have the property that a valid solution P whose
length does not exceed the budget B cannot become invalid over time. How s is
defined for the experiments is described in Sect. 5.3. We assume that the changes
in s are not known in advance to an optimization algorithm.

Since the static OP is known to be NP -complete [10], the NP -completeness
of the DOP immediately follows. Algorithms for the OP need to consider two
sub-problems: 1) A suitable subset V ′ ⊆ V with a preferably high sum of node
values has to be selected; 2) For the nodes in V ′, a closed path P has to be
calculated with preferably small values for Length(P ). The latter sub-problem is
similar to the well-studied Traveling Salesperson Problem (TSP). If the solution
for the second sub-problem exceeds the available budget B with respect to path
length, the first sub-problem might need to be solved again. Due to the budget
constraint, the first sub-problem is similar to the well-known Knapsack Problem
(KP) such that the OP can be considered to contain an interplay of these two
combinatorial optimization problems.

4 Variable Neighborhood Search

The principle of Neighborhood Search algorithms is to modify a given solu-
tion Pold by selecting a new solution Pnew from a set of similar solutions (the
“neighborhood” of Pold) that minimizes or maximizes an objective function f .
Variable Neighborhood Search algorithms are based on the observation that a
local extremum, i.e., a local maximum or local minimum of f within one neigh-
borhood is not necessarily a local extremum within a different neighborhood [12].
Therefore, Variable Neighborhood Search algorithms change the neighbourhood
function, i.e., the set of solutions considered “similar to Pold” over the course of
the algorithm. In the following, this is written as Pnew = arg minP∈Nk(Pold ) f(P )
(for the case of a minimization problem) where Nk(Pold) denotes the neighbor-
hood of the solution Pold that changes depending on an index k. As an example,
the neighborhood Nremove(P ) with the index k = remove indicates the set of
paths that can be obtained by removing a non-depot node from P .

Since solving OP problems is considered here to entail the solution of two
sub-problems with different objectives, the heuristic that is proposed in this work
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is based on a generalization of this principle: Given a path Pold , the algorithm
selects a new solution Pnew from a neighborhood Nk that maximizes or minimizes
an objective function f� which also changes during the run of the algorithm
depending on an index �:

Pnew =

{
arg maxP∈Nk(Pold ) f�(P, Pold) if f� is to be maximized
arg minP∈Nk(Pold ) f�(P, Pold) if f� is to be minimized

(1)

The combination of different neighborhoods with varying objective
functions—which can also be interpreted in the sense that the structure of the
neighborhood is now determined by the pair (Nk, f�)—allows for a finer adjust-
ment of the algorithm’s behavior. In particular, using different functions f� allows
the algorithm to focus on specific aspects of the given optimization problem. In
this work, we consider the following functions:

flength(P, P ′) = 1/|Length(P ) − Length(P ′)| (2)
fvalue(P, P ′) = |Value(P ) − Value(P ′)| (3)

fratio(P, P ′) =
∣∣∣∣ Value(P ) − Value(P ′)
Length(P ) − Length(P ′)

∣∣∣∣ = flength(P, P ′) · fvalue(P, P ′) (4)

frandom(P, P ′) = r (5)

In frandom the number r is drawn randomly with uniform probability from the
interval [0, 1]. For this case it can be shown that Eq. (1) is equivalent to choosing
Pnew as a random element from Nk(Pold). In the following, we define F =
{flength, fvalue, fratio, frandom} as the set of considered functions and if Length(P ) =
Length(P ′), we define flength(P, P ′) = ∞ and fratio(P, P ′) = ∞.

As for neighborhoods, we consider two sets Nadd(P ) and Nremove(P ) for a
path P defined as follows. Nadd(P ) is the set of paths P ′ that can be obtained
by inserting an unvisited node with positive value into P (regardless of whether
Length(P ′) exceeds the budget B) and Nremove(P ) is the set of paths that can
be obtained by removing a node that is unequal to the depot v0 from P . Search
steps with respect to these two neighborhoods thus allow the algorithm to add
and remove nodes from a path.

The choice of the objective functions is motivated by the structure of the
OP. The objective function flength focuses on the path length and prefers solu-
tions of short length. This is relevant for the aforementioned sub-problem that
corresponds to the TSP. The objective function fvalue primarily considers the
total value of a path without taking its length into account. This can be inter-
preted as solely focusing on the KP sub-problem. A third objective function
fratio combines flength and fvalue such that the selection of new paths takes both
sub-problems into account. Function frandom corresponds to a random selection
of paths which is used to perturb solutions adding an exploration mechanism to
the algorithm. Note that the absolute values in F allow the algorithm to select
solutions with high total values and/or short length by appropriately choosing
whether to maximize or minimize all functions in F when adding or removing
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Algorithm 1. VNSDOP

Parameters: initial iterations kinit , initial insertion probability p, initial solution P0

1: P ← P0
2: for it = 1, . . . , kinit do � initial exploration phase
3: for each node v not in P do
4: with probability p, insert v into P at a random position
5: end for
6: optimize the order of nodes in P using the Chained Lin-Kernighan heuristic
7: while Length(P ) > B do
8: P ← argminP ′∈Nremove(P ) fratio(P

′, P )
9: end while
10: end for
11: while termination criterion not satisfied do � main iterations
12: f1, f2 ← random elements from the set F
13: repeat
14: P ← argmaxP ′∈Nadd(P ) f1(P

′, P )

15: until Length(P ) > B ∨ Nadd(P ) = ∅

16: optimize the order of nodes in P using the Chained Lin-Kernighan heuristic
17: while Length(P ) > B do
18: P ← argminP ′∈Nremove(P ) f2(P

′, P )
19: end while
20: end while
21: return best solution found so far

nodes. For the neighborhoods that are considered in this work, two neighboring
paths differ by a single node. Hence, the evaluation of these functions can be
performed efficiently by only considering the differing nodes.

The proposed algorithm (VNSDOP) is shown in Algorithm 1. It starts with a
short, exploration-focused initial phase containing a randomized procedure that
for a path P and a parameter p ∈ [0, 1] iterates over all unvisited nodes with a
positive value and with probability p inserts them into P at a random position
regardless of whether the length of the resulting path exceeds the budget B.
This exploration-focused procedure aims to do a quick, cursory scan of different
areas of the solution space (that also includes paths which do not contain all
nodes in V ) in order to find a promising subset of nodes from which solutions
are then improved using the Chained-Lin-Kernighan heuristic [3] based on the
implementation provided by the Concorde TSP solver [6]. The computation time
for the Chained-Lin-Kernighan heuristic is included in the run time measurement
that is described in Sect. 5.1. Afterwards and if necessary, nodes are removed
based on the minimization of the function fratio which provides a balanced view
on both sub-problems without using a large amount of time. The initial phase
lasts for kinit iterations where kinit is given as a parameter.

Afterwards, the main iterations begin where the algorithm repeats three
steps until a termination criterion is satisfied. First, it performs multiple search
steps with respect to the neighborhood Nadd that maximize a randomly chosen
function from F starting with a given initial solution P0 until the resulting
path exceeds the budget B after which the path is now potentially infeasible.
Next, the calculated path P is improved with respect to Length(P ) by applying
the Chained-Lin-Kernighan heuristic In the third step, if the improved path P
still exceeds the budget B, the algorithm removes nodes from P by performing
search steps with respect to Nremove(P ). In the VNS framework, this can also
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be interpreted as a change in neighborhood since a local optimum with respect
to Nadd(P ) was reached where it is not possible to feasibly improve the path
by adding nodes. The search steps minimize a randomly chosen function from
F until the resulting path P satisfies Length(P ) ≤ B. The random selection of
functions aims to provide a proper degree of variation in each iteration of the
algorithm, which in combination with frandom strengthens the exploration and
allows the algorithm to flexibly adapt to changes in the problem as it constantly
tests a variety of paths based on the current solution.

5 Computational Evaluation

In this section we describe the experiments that have been done to evaluate the
proposed heuristic VNSDOP and their results.

5.1 Measurement of Algorithm Performance

In the DOP it is possible that the quality of a path P as well as the optimal solu-
tion, i.e., the optimal path P ∗, changes during the time interval T . Thus it is not
sufficient to only consider an algorithm’s performance at a certain point in time,
e.g., when it terminates. Instead, it is necessary to take the algorithm’s opti-
mization behavior over the entirety of its run time into account. For this reason
a measurement framework with extensive logging functionalities has been imple-
mented (the source code is available at [22]). In order to measure an algorithm’s
performance over time, this work uses progress curves as described in [34], which
plot over time the quality Value(Pbest) of the best solution Pbest found so far.
Similar to [34], the progress curves are recorded with respect to different time
measures to evaluate different aspects of an algorithm. The general formulation
of progress curves allows them to be easily applied to other optimization prob-
lems if appropriate problem-specific time measures are chosen. In this work, the
following two time measures are used:

1. Function evaluations (FE) count how often the total length Length(P ) or
the total value Value(P ) of P has been calculated. This measure can show
how an algorithm deals with the TSP sub-problem since for a given subset of
nodes V ′ ⊆ V typically multiple paths with different lengths exist.

2. Subsets (SS) count how many different subsets V ′ ⊆ V of nodes have been
used for the calculation of paths. This time measure shows the effort of an
algorithm to select a suitable subset of V and thus the effort for solving the
sub-problem that is similar to the KP.

Observe that these time measures do not depend on the hardware that is used
to run an algorithm.

Since the quality criterion Value(P ) is to be maximized, it is preferable for
the resulting progress curve to quickly reach high values as opposed to progress
curves for minimization problems such as the TSP where low values are desirable.
This allows us to use the sum UB t =

∑
v∈V s(v, t) of all node values at a
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time t ∈ T as a trivial upper bound for normalizing the solution quality such
that for every time point t we have that Value(P )/UB t ∈ [0, 1], similar to the
“optimization accuracy” measure used for dynamic optimization problems [26].
It should be noted that besides UB t the value Value(Pbest) of the best solution
Pbest found so far might also change over time due to the dynamics of the problem
(which are described in Sect. 5.3). Taking these factors into account, an example
for such a resulting progress curve is shown in Fig. 1 left.

Fig. 1. Left: Example of a progress curve with respect to time measure SS (VNS
is used as an abbreviation for VNSDOP). Right: Visualization of the OP instance
Leipzig-100-80000-3 generated on basis of OpenStreetMap data for Leipzig. The blue
node is the depot v0 and the other colored nodes correspond to nodes with assigned
values where a bright color indicates a high value. (Color figure online)

5.2 Choice of Algorithms for Comparison

Based on the literature review presented in Sect. 2, we selected the Evolutionary
Algorithm from [19] and the Greedy Randomized Adaptive Search Procedure
with Segment Remove from [18] as algorithms for comparison with our algorithm
VNSDOP. Both comparison algorithms are fairly recent algorithms that obtained
favorable results when experimentally compared to other modern heuristics for
the OP in the respective studies. In the following, they are abbreviated as EA
and GSR, respectively. The authors of EA provide their source code on GitHub,
but for the experiments in this work the algorithm has been reimplemented
based on the source code and the description in [19] in order to fit and utilize
our measurement framework for the DOP mentioned in Sect. 5.1. The algorithm
GSR [18] has also been reimplemented as its source code is not available.

Since EA and GSR are both originally used as standalone algorithms, we also
implemented an improvement heuristic variant of each algorithm, denoted as EA′
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and GSR′ respectively. For a given initial solution P0, algorithm EA′ initializes
half of its population with mutated variants of P0 that have been obtained with
its mutation operator, after which EA′ is identical to the original EA. As for
GSR′, the algorithm skips the construction phase for an initial solution if P0 does
not just contain the depot v0 and immediately proceeds to the local search phase
using P0 (otherwise the algorithm is run as GSR). If the local search phase ends
before the termination criterion is satisfied, the path obtained so far is modified
using the Segment Remove operator proposed in [18] and algorithm GSR′ is
repeated. The source code (in C++) for the proposed algorithm VNSDOP, both
reimplemented algorithms EA and GSR, and the variants EA′ and GSR′ is
available on [22].

5.3 Problem Instances

The DOP instances that are used in this work are based on two sets of (static)
OP instances. The first set is based on OPLib [20], a benchmark for Orienteer-
ing Problems. There we chose the instances brazil58, brazil48, gr48, gr120
from the gen4-subset since it contains the most difficult instances [20]. The 4
instances from the subset were chosen because they specify the distance function
d by a distance matrix whereas most of the other instances specify distances by
using point coordinates and euclidean distances between them. However, in road
networks it is not uncommon that the travel distance between two nodes differs
from their euclidean distance which is why we did not consider these instances.

The second set of instances (in the following referred to as city) is intended
to contain properties of road networks in cities and was generated as follows: We
used map data from OpenStreetMap [27] from which extracts for two German
cities, Leipzig and Berlin (as examples for a smaller and a larger city) were
downloaded by using the download server from [30]. We then applied a parser
[16] to extract the roads and processed the resulting files to obtain the road
network as a graph. On these two graphs, we randomly selected 50, 100 and 150
nodes three times each and assigned to them a random initial value s(v, 0) ∈
{1, 2, . . . , 10} excluding one random node which was set as a depot node v0
with value 0 (default value). In addition, distance matrices for these nodes were
calculated so that the instance data is given in the same form as in the OPLib
instances.

Regarding the budget B for the city instances, we chose the value B = 80 000
based on the following reasoning: A survey [14] measured that the average speed
in the two aforementioned cities is 11 mph (≈17.70 km/h). Since road transport
drivers in the European Union are not allowed to drive for more than 4.5 h
without a break [35], it is potentially possible to drive 49.5 miles during that time
frame which, after rounding, corresponds to approximately 80 km or 80 000 m
since the generated graphs measure distances in meters. Using the Concorde
TSP Solver [6], it has been verified that for none of the generated instances
all nodes can be reached within this budget. This set of instances contains 18
Orienteering Problems of which an example is shown in Fig. 1 right.
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Based on the (static) OP instances described above, dynamic OP instances
where the value function s changes over time were generated as follows. For each
node v ∈ V in the graph of the problem instance, let s(v, 0) be the initial value
that was given beforehand (for the OPLib instances) or assigned in the procedure
above (for the city instances). Let V1 = {v ∈ V | s(v, 0) > 0 ∨ v = v0} be the
subset of nodes that are the depot or have a positive initial value (also called
“points of interest” [9]). In the following, these nodes are set to be nodes for
which the value function s can potentially change its value. Additionally, since
it is also desirable to generate instances where changes occur with different
frequencies, we consider two dynamic levels: Formally, let the dynamic level be
L ∈ {|V1|, 
|V1|/2�} where L = |V1| (or L = 
|V1|/2�) indicates that a dynamic
instance with a high (or low) dynamic level is generated. The value L = |V1| was
chosen since it allows for each node in V1 to potentially change its value once.

Then for each time measure tm ∈ {FE, SS}, we consider the discrete time
interval T = {1 tm, 2 tm, . . . , 1 000 000 tm} and L evenly distributed time points
ti = 
i · |T |/(L + 1)� tm with i ∈ {1, 2, . . . , L}. These time points form a set
T ′ = {t0, t1, t2, . . . , tL} where t0 = 0 denotes the start time for all time measures.
The time-dynamic function s is now defined as follows. For each ti with i ∈
{1, 2, . . . , L}, a node v∗

i ∈ V1\{v0} is randomly chosen from all non-depot nodes
in V1 and we set

s(v, ti) =

{
max{0, s(v, ti−1) + q} if v = v∗

i

s(v, ti−1) if v �= v∗
i

(6)

for all v ∈ V where q is a nonzero integer randomly drawn from the interval
[−5, 5]. In other words, at each ti a random node in V1 undergoes an absolute
change in value by a nonzero integer between −5 and 5, (i.e., by 50% of the
highest number that can be randomly drawn for s(v, 0) as described above). For
all other t ∈ T\T ′, the function s is set to be constant: s(v, t) = s(v, t − 1 tm)
for all v ∈ V . Applying this procedure to the 22 static instances described above
for each value of L and tm led to 88 DOP instances, which are uploaded to [22].

5.4 Initial Solutions for the Improvement Heuristics

Improvement heuristics require an initial solution P0 that is to be improved. In
order to investigate how the compared algorithms deal with initial solutions of
varying quality, the following five initial solutions were generated for each of the
22 (static) OP instances used in this work: two random paths Prand1, Prand2 gen-
erated by randomly selecting and inserting nodes without exceeding the budget
B (two paths in order to reduce the variance), a path Pgreedy constructed by a
simple greedy heuristic which, based on the path P = (v0), repeatedly appends
nodes that increase its length the least until the path length exceeds B, the best
solution PEA of the EA [19] from Sect. 5.2 after a run time of 10 min and the
solution PGSR calculated by the algorithm GSR [18]. The solutions Prand1, Prand2

and Pgreedy represent solutions of low and medium quality, respectively, whereas
the solutions PEA and PGSR correspond to high-quality solutions generated by
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state-of-the-art algorithms for the OP. In total, 110 initial solutions were cre-
ated which are available at [22]. For the dynamic OP instances, the same initial
solution is used that was generated for the static instance it is based on.

5.5 Parameter Values

The proposed algorithm VNSDOP from Sect. 4 contains two parameters: The
number of iterations in the initial phase kinit and the probability p for random
insertions in the initial phase. Regarding the former, since the number of possible
paths grows rapidly with increasing number of nodes in the graph, we consider
it reasonable to scale the length of the initial exploration phase with the size of
the instance. However, if the algorithm focuses too strongly on exploration, then
there might not be enough time to refine the discovered solutions. We thus chose
kinit =

√|V1|, i.e., the square root of the number of nodes with positive value
including the depot as a compromise between these two conflicting aspects.

As for the parameter p, it is desirable that p approximates the fraction of
nodes that are contained in an optimal solution so that the insertion and sub-
sequent optimization of the path length leads to a solution of high quality. The
authors of the EA presented in [19] dealt with a similar problem by utilizing the
formula

√
B/Length(PLK) which in the following is also used for the parameter

p. This formula, which incorporates the budget B and the length of the path
PLK obtained by applying the Chained-Lin-Kernighan heuristic on all nodes in
V1, provides an efficiently calculable approximation for the number of nodes in
an optimal solution (in relation to all nodes). The parameters from the other
algorithms EA and GSR are set as described in their respective studies [18,19].

5.6 Comparison of VNSDOP as an Improvement Heuristic with
Other Metaheuristics

Each of the compared improvement heuristics was executed on each of the 110
instances described in Sect. 5.3 with each of the initial solutions and 10 repeti-
tions over which the progress curves were averaged. The runs were performed on
a cluster with 4 computers that each have eight 3.4-GHz-cores (each run being
executed on one core) and 32 GB RAM. For the dynamic instances, the com-
pared algorithms were set to terminate when the time horizon T expires, i.e.,
after 1 000 000 function evaluations or 1 000 000 subsets are calculated, depend-
ing on the time measure tm by which the value function s changes. Runs on the
static instances were set to terminate after 1 000 000 time units have passed for
both of the time measures.

Plotting the progress curves for each instance and initial solution leads to 660
diagrams so that an individual evaluation of each diagram is not feasible. For this
reason, we calculate the percentage that the area under the progress curve (“area
under curve”, AUC ) occupies from the area of a theoretical curve with constant
value 1. This value, denoted AUC rel (“relative AUC”), satisfies AUC rel ∈ [0, 1]
and provides an aggregate quality measure for the progress curves similar to [34].
These values allow us to quantify the performance on a given instance where a
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high value indicates that an algorithm quickly obtains solutions of high quality
with respect to the time horizon T .

In order to compare the AUC values over different instances (similar to [26]),
we normalize them with respect to the best attained value. Formally, if AUC rel

I,A

denotes the relative AUC for algorithm A on an instance I, the normalized value
AUC norm

I,A ∈ [0, 1] is calculated as AUC norm
I,A = AUC rel

I,A/maxA′ AUC rel
I,A′ with

A′ ∈ {VNSDOP, EA, GSR} where a value close to 1 can be interpreted as the
algorithm A reaching a performance similar to the best performing algorithm
for instance I. This type of evaluation measure can be seen as an extension of
an evaluation measure also known as “collective mean fitness” that is commonly
used for dynamic optimization problems [26] where instead of the best values
per iteration/generation the optimization behavior over the entire run time is
taken into account.

Table 1. Average values for AUC norm
I,A for the improvement heuristics, aggregated

by different criteria, time measures and truncated to 3 decimal places. Values in bold
indicate the best average value for each aggregation criterion and time measure. The left
half of the table shows the AUC values calculated over the entire time horizon, whereas
the right half of the table shows the values when the calculation of AUC values is
restricted to the final 500 000 time units. Here “VNS” is used as an abbreviation for
VNSDOP and the notation P0 = Prand indicates the aggregation over all instances with
random initial solutions (P0 ∈ {Prand1, Prand2}).

Aggregation over instances with AUC over all 1 000 000 time units AUC over the last 500 000 time units

tm = FE tm = SS tm = FE tm = SS

EA′ GSR′ VNS EA′ GSR′ VNS EA′ GSR′ VNS EA′ GSR′ VNS

Initial solution

P0 = Prand 0.938 0.821 1.000 0.960 0.890 1.000 0.943 0.872 1.000 0.959 0.918 0.999

P0 = Pgreedy 0.944 0.899 1.000 0.963 0.940 1.000 0.950 0.923 1.000 0.964 0.949 0.999

P0 = PEA 0.957 0.940 1.000 0.972 0.963 0.999 0.963 0.946 0.999 0.973 0.960 0.999

P0 = PGSR 0.958 0.918 1.000 0.972 0.937 0.999 0.964 0.920 0.999 0.973 0.934 0.999

Instance set

OPLib 0.986 0.934 1.000 0.990 0.967 1.000 0.988 0.956 1.000 0.991 0.973 0.999

city 0.938 0.868 1.000 0.960 0.919 0.999 0.945 0.896 0.999 0.960 0.927 0.999

Dynamic level

L = |V1| 0.947 0.881 1.000 0.966 0.926 0.999 0.953 0.907 0.999 0.966 0.934 0.999

L = �|V1|/2� 0.947 0.880 1.000 0.966 0.930 0.999 0.954 0.907 0.999 0.966 0.938 0.999

Static OPs 0.946 0.879 1.000 0.964 0.927 0.999 0.952 0.907 1.000 0.965 0.935 0.999

All instances 0.947 0.880 1.000 0.965 0.928 0.999 0.953 0.907 0.999 0.966 0.936 0.999

Table 1 shows the average AUC norm
I,A aggregated over different subsets of the

instances. The AUC norm
I,A and AUC rel

I,A values for all instances and algorithms
as well as the data used for plotting the progress curves are available at [22] so
that future works can be compared with these algorithms. The aggregation crite-
ria were chosen to investigate how the different improvement heuristics perform
with initial solutions of varying quality on both sets of instances with different
dynamic levels. Here a high value indicates that on average the curves for the
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respective algorithm are highly similar to the best performing algorithm on the
considered instances. In order to specifically investigate the steady-state perfor-
mance of the algorithms without effects that are caused by differences during
the initialization, an additional evaluation that only considers the AUC values
after 500 000 time units has been performed. This evaluation shows the opti-
mization behavior for the case that a heuristic is used long-term in a dynamic
environment. The results are shown in the right half of Table 1.

It can be seen that in both sets of evaluations VNSDOP obtains the best
results for the considered time measures and aggregation criteria. Especially for
time measure FE and when all time units are taken into account, its aver-
age value over all instances is 1.000 which means that it obtained the best
AUC norm

I,A value on all instances showing a high performance for different ini-
tial solutions and levels of dynamic changes in the score function s, including
static OP instances. In addition, the high values for VNSDOP in the right half
of Table 1 also indicate that the algorithm maintains a high performance over
time. Algorithm EA′ obtains slightly higher values in the right half of Table 1
than in the left half, whereas for GSR′ this is true in all but 2 cases. However,
in general it can be seen that the values for EA′ are higher than the AUC values
for GSR′ indicating that EA′ outperforms GSR′, but not VNSDOP.

5.7 Comparison of VNSDOP as a Standalone Algorithm with Other
Metaheuristics

In this section it is investigated whether VNSDOP is also suited as a standalone
heuristic algorithm for the Dynamic OP that does not utilize a starting solution
P0. For this, the same setup and instances as in the previous section are used and
the VNSDOP algorithm from Sect. 4 is called with the same parameters as in the
previous experiment, with the exception of the initial path P0 which is set as the
path P0 = (v0) that only contains the depot. The other algorithms are used in
their original version, i.e., as EA and GSR which do not use user-defined initial
solutions. However, since GSR in its original formulation [18] terminates after
the local search phase (whereas EA allows for user-defined termination criteria),
comparisons with EA and GSR are performed with two separate sets of runs.
More precisely, for the comparison with EA the same termination criteria as in
the previous experiment in Sect. 5.6 are used, whereas for the comparison with
GSR, we first run GSR on each instance and measure the number of required
time units for FE and SS. Afterwards, the evaluation of VNSDOP and GSR is
restricted to the same number of time units that GSR used.

The results, shown in Table 2, show that VNSDOP as a standalone algorithm
reaches the best performance for all aggregation criteria and time measures.
Similar to Sect. 5.6, it can be seen that the gap between EA and VNSDOP is
smaller than between GSR and VNSDOP which indicates that EA reaches a
higher performance than GSR. As for GSR, even though it obtains good results
for the time measure SS when compared to FE (indicating that it carefully
selects a subset V ′ ⊆ V and thoroughly tests it before changing the subset) it is
still outperformed by VNSDOP in all criteria and both time measures.
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Table 2. Average values for AUC norm
I,A for the runs with standalone algorithms, aggre-

gated by different criteria, time measures and truncated to 3 decimal places. Values
in bold indicate the best average value for each aggregation criterion and time mea-
sure. Note that the results between EA and VNSDOP are separate from the runs with
GSR and VNSDOP due to the different termination criteria between EA and GSR.

Aggregation over instances with Comparison with EA Comparison with GSR

tm = FE tm = SS tm = FE tm = SS

EA VNSDOP EA VNSDOP GSR VNSDOP GSR VNSDOP

Instance set

OPLib 0.936 0.999 0.956 0.999 0.772 1.000 0.868 0.995

city 0.990 0.999 0.992 0.999 0.886 1.000 0.943 1.000

Dynamic level

L = |V1| 0.951 0.999 0.963 0.998 0.808 1.000 0.898 0.990

L = 	|V1|/2
 0.943 1.000 0.966 0.999 0.782 1.000 0.880 1.000

Static OPs 0.944 0.999 0.958 0.999 0.787 1.000 0.866 0.997

All instances 0.946 0.999 0.962 0.999 0.793 1.000 0.882 0.996

In addition, since both [19] and [18] measure algorithm performance using
the final solution quality at the time of termination, statistical tests for the static
OP instances were performed comparing the average quality of the best solution
found at the end. In particular, we used the sign test for paired samples which
is a non-parametric test and compared VNSDOP with the other two algorithms
pairing by the static OP instances. Performing the test showed that VNSDOP

obtained better results than EA and GSR on both time measures FE and SS
with a highly significant difference (n = 22, p < 0.001 for each of these tests).

6 Conclusion

This work considered a Dynamic Orienteering Problem (DOP) where the value
function s for the nodes changes over time during the optimization process. Since
dynamic problems necessitate the development of algorithms that can quickly
adapt existing solutions, an improvement heuristic based on Variable Neighbor-
hood Search (VNSDOP) has been proposed that optimizes a given initial solution.
The main idea of VNSDOP is to take the two interacting sub-problems of the
OP into account by using different functions and neighborhoods by which new
solutions are selected, but this concept can also be applied to other combina-
torial optimization problems by choosing the functions and neighborhoods in
accordance with their characteristics and structure.

The heuristic VNSDOP was compared with two improvement heuristics based
on existing state-of-the-art methods for the static OP. The experimental evalu-
ation of the algorithms, which considered the performance over the entire time
horizon, showed that VNSDOP is able to deal with several types of instances
with differing dynamic levels (including static OPs) and with initial solutions of
varying quality outperforming the other algorithms with respect to several time
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measures. An additional experiment showed that VNSDOP is also suited as a
standalone heuristic not requiring initial solutions as it obtained better results
over time than the two aforementioned state-of-the-art methods for the consid-
ered criteria. For future research, dynamic Orienteering Problems with other
dynamic levels L and DOPs where other factors, such as the budget B or the
distances d between nodes dynamically change, potentially affecting the validity
of existing solutions are to be investigated.
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http://www.math.uwaterloo.ca/tsp/concorde/downloads/downloads.htm

7. Erkut, E., Zhang, J.: The maximum collection problem with time-dependent
rewards. Naval Res. Logist. 43(5), 749–763 (1996)

8. Fomin, F.V., Lingas, A.: Approximation algorithms for time-dependent orienteer-
ing. Inf. Process. Lett. 83(2), 57–62 (2002)

9. Gavalas, D., Konstantopoulos, C., Pantziou, G.: A survey on algorithmic
approaches for solving tourist trip design problems. J. Heuristics 20(3), 291–328
(2014)

10. Golden, B., Levy, L., Vohra, R.: The orienteering problem. Naval Res. Logist. 34,
307–318 (1987)

11. Gunawan, A., Lau, H.C., Vansteenwegen, P.: Orienteering problem: a survey of
recent variants, solution approaches and applications. Eur. J. Oper. Res. 255(2),
315–332 (2016)
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Abstract. We study evolutionary algorithms in a dynamic setting,
where for each generation a different fitness function is chosen, and selec-
tion is performed with respect to the current fitness function. Specifically,
we consider Dynamic BinVal, in which the fitness functions for each gen-
eration is given by the linear function BinVal, but in each generation the
order of bits is randomly permuted. For the (1+1)-EA it was known that
there is an efficiency threshold c0 for the mutation parameter, at which
the runtime switches from quasilinear to exponential. Previous empiri-
cal evidence suggested that for larger population size μ, the threshold
may increase. We prove rigorously that this is at least the case in an
ε-neighborhood around the optimum: the threshold of the (μ + 1)-EA
becomes arbitrarily large if the μ is chosen large enough.

However, the most surprising result is obtained by a second order
analysis for μ = 2: the threshold increases with increasing proximity to
the optimum. In particular, the hardest region for optimization is not
around the optimum. (Extended Abstract. A full version is available on
arxiv at [17].)

1 Introduction

An important aspect of population-based optimization heuristics like evolution-
ary algorithms is their incremental nature. At any point in time the population
represents a set of solutions. This makes population-based optimization heuris-
tics very flexible. For example, the heuristic can be stopped after any time bud-
get (predefined or chosen during execution), or when some desired quality of the
solutions is reached. For the same reason, population-based algorithms are nat-
urally suited for dynamic environments, in which the optimization goal (“fitness
function”) may change over the course of optimization.1 In such a setting, it is
not necessary to restart the algorithm from scratch when the fitness function
changes, but rather we can use the current population as starting point for the
new optimization environment. If the fitness function changes slowly enough,

1 By this we mean that selection is performed according to the current fitness function
as in [8]. I.e., all individuals from parent and offspring population are compared with
respect to the same fitness function. Other versions exist, e.g. [4] studies the same
problem as [8] without re-evaluations.

c© Springer Nature Switzerland AG 2021
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then population-based optimization heuristics may still find the optimum, or
track the optimum over time [2,7,10,11,20–22,24–26]. We refrain from giving a
detailed overview over the literature since an excellent review has recently been
given by Neumann, Pourhassan, and Roostapour [23]. All the settings have in
common that either the fitness function changes with very low frequency, or it
changes only by some small local differences, or both.

Recently, a new setting called dynamic linear functions was proposed by
Lengler and Schaller [18].2 A class of dynamic linear functions is determined
by a distribution D on the positive reals R

+. For the k-th generation, n weights
W k

1 , . . . ,W k
n are chosen independently identically distributed (i.i.d.) from D, and

the fitness function for this generation is given by fk : {0, 1}n → R
+; fk(x) =∑n

i=1 W k
i xi. So the fitness in each generation is given by a linear function with

positive weights, but the weights are drawn randomly in each generation. Note
that for any fitness function, a one-bit in the i-th position will always yield a
better fitness than a zero-bit. In particular, all fitness functions share a common
global maximum, which is the string OPT = (1...1). Hence, the fitness function
may change rapidly and strongly from generation to generation, but the direction
of the signal remains unchanged: one-bits are preferred over zero-bits.

Several applications are discussed in [18]. One of them is a chess engine that
can switch databases for different openings ON or OFF. The databases strictly
improve performance in all situations, but if the engine is trained against varying
opponents, then an opening may be used more or less frequently; so the weight
of the corresponding bit my be high or low. Obviously, it is desirable that an
optimization heuristic manages to switch all databases ON in such a situation.
However, as we will see, this is not automatically achieved by many simple
optimization heuristics. Rather, it depends on the parameter settings whether
the optimal configuration (all databases ON) is found.

In [18], the runtime (measured as the number of generated search points)
of the well-known (1 + 1)-EA on dynamic linear functions was studied. The
authors gave a full characterization of the optimization behavior in terms of
the mutation parameter c. In the (1 + 1)-EA, standard bit mutation is used for
generating offspring, which flips each bit independently with probability c/n.
It was shown that there is a threshold c∗ = c∗(D) ∈ R

+ ∪ {∞} such that
for c < c∗ the (1 + 1)-EA optimizes the dynamic linear function with weight
distribution D in time O(n log n). On the other hand, for c > c∗, the algorithm
needs exponential time to find the optimum. The threshold c∗(D) was given by an
explicit formula. For example, if D is an exponential distribution then c∗(D) = 2,
if it is a geometric distribution D = Geom(p) then c∗ = (2−p)/(1−p). Moreover,
the authors in [18] showed that there is c0 ≈ 1.59.. such that c∗(D) > c0 for every
distribution D, but for any ε > 0 there is a distribution D with c∗(D) < c0 + ε.
As a consequence, if c < c0 then the (1 + 1)-EA with mutation parameter c/n
needs time O(n log n) to optimize any dynamic linear functions, while for c > c0
there are dynamic linear functions on which it needs exponential time.

2 They argued that it might either be called noisy linear functions or dynamic linear
functions, but we prefer the term dynamic.
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In the mostly experimental paper [15,16], Lengler and Meier defined the
dynamic binary value function DynBV as a limiting case of dynamic linear
functions. In DynBV, in each generation a uniformly random permutation πk :
{1, . . . , n} → {1, . . . , n} of the bits is drawn, and the fitness function is then
given by fk(x) =

∑n
i=1 2n−ixπk(i). So in each generation, DynBV evaluates the

BinVal function with respect to a permutation of the search space. Lengler and
Meier observed that the proof in [18] for the (1 + 1)-EA extends to DynBV
with threshold c∗ = c0, i.e., the (1 + 1)-EA needs time O(n log n) for mutation
parameter c < c0, and exponential time for c > c0. In this sense, DynBV is the
hardest dynamic linear function.

The papers [15,16] studied the (μ + 1)-EA (using only mutation) and
(μ+1)-GA (using randomly mutation or crossover) for μ ∈ {1, 2, 3, 5} on DynBV
by runtime simulations and found two main results. As they increased the popu-
lation size μ from 1 to 5, the efficiency threshold c0 increased moderately for the
(μ + 1)-EA (from 1.6 to 3.4, and strongly for the (μ + 1)-GA (from 1.6 to more
than 20). So with larger population size, the algorithms have a larger range of
feasible parameter settings, and even more so when crossover is used.

Moreover, they studied which range of the search space was hardest for the
algorithms, by estimating the drift towards the optimum with Monte Carlo sim-
ulations. For the (μ + 1)-GA, they found that the hardest region was around
the optimum, as one would expect. Surprisingly, for the (μ + 1)-EA, this did
not seem to be the case. They gave empirical evidence that the hardest regime
was bounded away from the optimum. I.e., there were parameters c for which
the (μ + 1)-EA had positive drift (towards the optimum) in a region around the
optimum. But it had negative drift in an intermediate region that was further
away from the optimum. This finding is remarkable since it contradicts the com-
monplace that optimization gets harder closer to the optimum. Notably, a very
similar phenomenon was proven by Lengler and Zou [19] for the (μ + 1)-EA on
certain monotone functions (“HotTopic”), see the discussion below. Strikingly,
such an effect was neither built into the fitness environments (not for HotTopic,
and not for DynBV) nor into the algorithms. Rather, it seems to originate in a
complex (and detrimental!) population dynamics that unfolds only in a regime of
weak selective pressure. If selective pressure is strong, then the population often
degenerates into copies of the same search point. As a consequence, diversity
is lost, and the (μ + 1)-EA degenerates into the (1 + 1)-EA. In these regimes,
diversity decreases the ability of the algorithm to make progress. For HotTopic
functions, these dynamics are well-understood [13,19]. For dynamic linear func-
tions, even though we can prove this behavior in this paper for the (2 + 1)-EA
(see below), we are still far from a real understanding of these dynamics. Most
likely, they are different from the dynamics for HotTopic functions.

Our Results. We study the degenerate population drift (see Sect. 2) for the
(μ + 1)-EA with mutation parameter c > 0 on DynBV in an ε-neighbourhood
of the optimum. I.e., we assume that the search points in the current population
have at least (1 − ε)n one-bits, for some sufficiently small constant ε > 0. We
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find that for every constant c > 0 there is a constant μ0 such that for μ ≥ μ0 the
drift is positive (towards the optimum). This means that with high probability
the algorithm needs time O(n log n) to improve from (1 − ε)n one-bits to the
optimum. Hence, larger population sizes are helpful, as the drift of the (1+1)-EA
around the optimum is negative for all c > c0 ≈ 1.59.. (which implies expo-
nential optimization time). So for any c > c0, increasing the population size to a
large constant will decrease the runtime from exponential to quasi-linear. This is
consistent with the experimental findings in [15] for μ = {1, 2, 3, 5}, and it proves
that population size can compensate for arbitrarily large mutation parameters.

For the (2 + 1)-EA, we perform a second-order analysis of the drift (i.e., we
also analyze the lower order terms) and prove that in an ε-neighborhood of the
optimum, the drift increases with the distance from the optimum. In particular,
there are some values of c for which the drift is positive around the optimum,
but negative in an intermediate distance. It follows from standard arguments
that there are ε, c > 0 such that the runtime is O(n log n) if the algorithm
is started in an ε-neighborhood of the optimum, but that it takes exponential
time to reach this ε-neighborhood. Thus we formally prove that the hardest
part of optimization is not around the optimum, as was already experimentally
concluded from Monte Carlo simulations in [15].

Related Work. Jansen [9] introduced a pessimistic model for analyzing linear
functions, later extended in [1], which is also a pessimistic model for dynamic
linear functions and DynBV and for monotone functions. The similarities with
monotone functions go surprisingly far. It was shown in [5] that the (1 + 1)-EA
needs exponential time on some monotone functions if the mutation parameter c
is too large. The construction of hard monotone instances was simplified in [12]
and later called HotTopic functions. HotTopic functions were analyzed for
a large set of algorithms in [13]. For the (1 + λ)-EA, the (1 + (λ, λ))-GA, the
(μ + 1)-EA, and the (1 + λ)-fEA, thresholds for the mutation parameter c or
related quantities were determined such that a larger mutation rate leads to
exponential runtime, and a smaller mutation rate leads to runtime O(n log n).
The population size μ and offspring population size λ of the algorithms had no
impact on the threshold. Crucially, all these results were obtained for parameters
of HotTopic functions in which only the behavior in an ε-neighborhood around
the optimum mattered. This dichotomy between quasilinear and exponential
runtime is very similar to the situation for DynBV. However, for the (μ+1)-EA
on HotTopic functions the threshold c0 was independent of μ, while we show
that on DynBV it becomes arbitrarily large as μ grows. Thus large population
sizes help for DynBV, but not for HotTopic.

As we prove, for the (2 + 1)-EA the region around the optimum is not the
hardest region for optimization, and there are values of c for which there is
a positive drift around the optimum, but a negative drift in an intermediate
region. As Lengler and Zou showed [19], the same phenomenon occurs for the
(μ+1)-EA on HotTopic functions. In fact, they showed that larger population
size even hurts: for any c > 0 there is a μ0 such that the (μ+1)-EA with μ ≥ μ0
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has negative drift in some intermediate region (and thus exponential runtime),
even if c is much smaller than one! This surprising effect is due to population
dynamics in which it is not the genes of the fittest individuals who survive in
the long terms. Rather, individuals which are strictly dominated by others (and
substantially less fit) serve as the seeds for new generations. Importantly, the
analysis of this dynamics relies on the fact that for HotTopic functions, the
weight of the positions stay fixed for a rather long period of time (as long as the
algorithm stays in the same region/level of the search space). Thus, the results do
not transfer to DynBV functions. Nevertheless, the picture looks similar insofar
as the hardest region for optimization is not around the optimum in both cases.
Since our analysis for DynBV is only for μ = 2, we can’t say whether the
efficiency threshold in c is increasing or decreasing with μ. The experiments
in [15,16] find increasing thresholds (so the opposite effect as for HotTopic),
but are only for μ ≤ 5.

2 Preliminaries

Notation and Setup. The general setting of a (μ + λ) algorithm in dynamic
environments on the hypercube {0, 1}n is as follows. A population P k of μ search
points is maintained. In each generation k, λ offspring are generated. Then a
selection operator selects the next population P k+1 from the μ+λ search points
according to the fitness function fk.

In this paper, we will study the (μ+1)-Evolutionary Algorithm ((μ+1)-EA)
with standard bit mutation and elitist selection. So for offspring generation, a
parent x is chosen uniformly at random from P k, and the offspring is generated
by flipping each bit of x independently with probability c/n, where c is the
mutation parameter. For selection, we simply select the μ individuals with largest
fk-values to form population P k+1.

For the dynamic binary value function DynBV, for each k ≥ 0 a uniformly
random permutation πk : {1, . . . , n} → {1, . . . , n} is drawn, and the fitness
function for generation k is then given by fk(x) =

∑n
i=1 2n−ixπk(i).

Throughout the paper, we assume that the population size μ and the muta-
tion parameter c are constants, whereas n tends to ∞. We use the expression
“with high probability” or whp for events En such that Pr(En) → 1 for n → ∞.
For two bit-strings x, y ∈ {0, 1}n, x dominates y if xi ≥ yi for all i ∈ {1..n}.

Our main tool will be drift theory. In order to apply this, we need to identify
states that we can adequately describe by a single real value. Following the
approach in [13] and [15], we call a population degenerate if it consists of μ
copies of the same individual. If the algorithm is in a degenerate population, we
will study how the next degenerate population looks like, so we define

Φt := {# of zero-bits in an individual in the t-th degenerate population}. (1)

Our main object of study will be the degenerate population drift (or simply drift
if the context is clear), defined as

Δ(ε) := Δt(ε) := E[Φt − Φt+1 | Φt = εn]. (2)
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The expression is independent of t since the considered algorithms are time-
homogeneous. If we want to stress that Δ(ε) depends on the parameters μ and c,
we also write Δ(μ, c, ε). Note that the number of generations to reach the (t+1)-
st degenerate population is itself a random variable. So the number of generations
to go from Φt to Φt+1 is random. As in [13], its expectation is O(1) if μ and c are
constants, and it has an exponentially decaying tail bound, see Lemma1 below.
In particular, the probability that during the transition from one degenerate
population to another the same bit is touched by two different mutations is O(ε2),
and likewise the contribution of this case to the drift is O(ε2), see Lemma 2.

To compute the degenerate population drift, we will frequently need to com-
pute the expected change of the potential provided that we visit an intermediate
state S. Here, a state S is simply given by a population of μ search points. We
will call this change the drift from state S, and denote it by Δ(S, ε). Formally,
if E(S, t) is the event that the algorithm visits state S between the t-th and
(t + 1)-st degenerate population,

Δ(S, ε) := E[Φt − Φt+1 | Φt = εn and E(S, t)]. (3)

This term is closely related to the contribution to the degenerate population drift
from state S, which also contains the probability to reach S as a factor:

Δcon(S, ε) := Pr[E(S, t) | Φt = εn] · Δ(S, ε). (4)

We will study DynBV around the optimum, i.e., we consider any ε = ε(n) →
0 for n → ∞, and we compute the asymptotic expansion of Δ(ε) for n → ∞.
As we will see, the drift is of the form Δ(ε) = aε ± O(ε2) ± o(1) for some
constant a.3 Analogously to [13] and [19], if a is positive (multiplicative drift),
then the algorithm starting with at most ε0n zero-bits for some suitable constant
ε0 whp needs O(n log n) generations to find the optimum. On the other hand, if a
is negative (negative drift/updrift), then whp the algorithm needs exponentially
many generations to find the optimum (regardless of whether it is initialized
randomly or with ε0n zero-bits). These two cases are typical. There is no constant
term in the drift since for a degenerate population P k we have P k+1 = P k with
probability 1−O(ε). This happens whenever mutation does not touch any zero-
bit, since then the offspring is rejected.

We will prove that, as long as we are only interested in the first order expan-
sion (i.e., in a results of the form aε±O(ε2)±o(1)), we may assume that between
two degenerate populations, the mutation operators always flip different bits. In
this case, we use the following naming convention for search points. The individ-
uals of the t-th degenerate population are all called x0. We call other individuals
x(m1−m2), where m1 stands for the extra number of ones and m2 for the extra
number of zeros compared to x0. Hence, if x0 has m zero-bits then x(m1−m2) has
m + m2 − m1 zero-bits. Following the same convention, we will denote by Xz

k a
set of k copies of xz, where the string z may be 0 or (m1 − m2). In particular,
X0

μ denotes the t-th degenerate population.

3 The o(1) term is needed since we do not make assumptions about ε. If we assumed
that ε = ε(n) goes to zero sufficiently slowly, we could swallow the o(1) into O(ε2).
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Duration Between Degenerate Populations. We formalize the above asser-
tion that the number of steps between two degenerate populations satisfies expo-
nential tail bounds, and that it is unlikely to touch a bit by two different muta-
tions as we transition from one degenerate population to the next. We omit the
proofs of the following two lemmas due to space restrictions. The first one holds
as any population can degenerate in μ generations by creating copies.

Lemma 1. For all constant μ, c there is a constant a > 0 such that the following
holds for the (μ + 1)-EA with mutation parameter c in any population X on
DynBV. Let K be the number of generations until the algorithm reaches the
next degenerate population. Then for all k ∈ N0,

Pr(K ≥ k · μ) ≤ e−a·k.

Lemma 2. Consider the (μ+1)-EA with mutation parameter c on DynBV. Let
Xt and Xt+1 denote the t-th and (t + 1)-st degenerate population respectively.
Let ε > 0, and let X be a degenerate population with at most εn zero-bits.

(a) Let E2 be the event that the mutations during the transition from Xt to
Xt+1 flip at least two zero-bits. Then Pr[E2 | Xt = X] = O(ε2). Moreover,
the contribution of this case to the degenerate population drift Δ is

Δ∗(ε) := Pr[E2 | Xt = X] · E[Δt(ε) | E2 ∧ Xt = X] = O(ε2).

(b) Let S be a non-degenerate state such that there is at most one position which
is a one-bit in some individuals in S, but a zero-bit in X. Let E(S, t) be the
event that state S is visited during the transition from Xt to Xt+1, and let
E1 be the event that a zero-bit is flipped in the transition from S to Xt+1.
Then Pr[E1 | E(S, t) ∧ Xt = X] = O(ε), and the contribution to Δ(S, ε) is

Δ∗(S, ε) := Pr[E1 | E(S, t)∧Xt = X] ·E[Δt(ε) | E1∧E(S, t)∧Xt = X] = O(ε).
(5)

The contribution of the case E(S, t)∧E1 to the degenerate population drift is

Δ∗
con(S, ε) := Pr[E(S, t)] · Δ∗(S, ε) = O(ε2).

The next lemma classifies how the population can degenerate if no zero-bit
is flipped. By Lemmas 1 and 2, this assumption holds with high probability.

Lemma 3. Consider the (μ+1)-EA on the DynBV problem in any population
X. Let x1, x2, ..., xk be search points in X such that every search point of X
it dominated by one of x1, x2, ..., xk. Then either at least one zero-bit is flipped
until the next degenerate population, or the next degenerate population consists
of copies of one of the search points x1, x2, ..., xk.

Proof. Note that the transitivity holds for the domination property, in particu-
lar, if x dominates y and y dominates z, we have that x dominates z. Assume
that, starting from X, the algorithm doesn’t flip any additional zero-bits. We
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start by inductively showing that for all subsequent time steps, every individual
in the population is still dominated by one of the search points x1, x2, ..., xk. Sup-
pose, for the sake of contradiction, that eventually there are individuals which
are not dominated by any of the search points in {x1, x2, ..., xk}, and let x∗ be
the first such individual. Since we assumed that the algorithm doesn’t flip any
additional zero-bits, x∗ must have been generated by mutating an individual x̄
and only flipping one-bits. So x̄ dominates x∗. On the other hand, x̄ is dom-
inated by one of the search points x1, x2, ..., xk by our choice of x∗. This is a
contradiction since domination is transitive. Therefore, using transitivity, the
algorithm will not generate any individual that is not dominated by any search
point in {x1, x2, ..., xk}. Furthermore, the population will never degenerate to
any other individual x̃ /∈ {x1, x2, ..., xk}. In fact, let xi be the search point in
{x1, x2, ..., xk} that dominates x̃. We have that f(x̃) < f(xi) in all iterations
and for all permutations, therefore xi will never be discarded before x̃, which
concludes the proof. 
�

3 Analysis of the Degenerate Population Drift

In this section, we will find a lower bound for the drift Δ(ε) = Δ(μ, c, ε) of the
(μ + 1)-EA close to the optimum, when n → ∞. The main result, proven later
in this section, is the following.

Theorem 4. For all c > 0 there
exist δ, ε0 > 0 such that for all
ε < ε0 and μ ≥ μ0 := ec + 2, if n
is sufficiently large,

Δ(c, μ, ε) ≥ δ · ε.

Fig. 1. Transition Diagram for the (μ + 1)-EA

Lemma 3 allows us to describe
the transition from one degen-
erate population to the next
by a relatively simple Markov
chain, provided that at most
one zero-bit is flipped dur-
ing the transition. This zero-
bit needs to be flipped in order
to leave the starting state, so
we assume for this chain that
no zero-bit is flipped afterwards.
This assumptions is justified by
Lemma 2. The Markov chain is
shown in Fig. 1. The states of
the Markov chain do not cor-
respond one-to-one to the gen-
erations. For example, following
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the first arrow to the left we reach a state in which one individual x(1) (the
offspring) dominates all other individuals. By Lemma3, such a situation must
degenerate into μ copies of x(1), so we immediately mark this state as a degen-
erate state with Φt+1 − Φt = 1.

The key step will be to give a lower bound for the contribution to the drift
from state Fμ(r). Once we have a bound on this, it is straightforward to compute
a bound on the degenerate population drift. Before we turn to the computations,
we first introduce a bit more notation.

Definition 5. Consider the (μ + 1)-EA in state Fμ(r) in generation k − 1. We
re-sort the n positions of the search points descendingly according to the next
fitness function fk. So by the “first” position we refer to the position which has
highest weight according to fk, and the j-th bit of a bitstring z is given by zi

such that πk(i) = j. Then we define:

– Bk
z := position of the first zero-bit in z;

– Bk
0 := position of the first flipped bit in the k-th mutation;

– zk
1 := arg min{fk(z) | z ∈ {X0

μ−1,X
(1−r)
1 }};

– zk
2 := arg max{fk(z) | z ∈ {X0

μ−1,X
(1−r)
1 }}.

In particular, the search point to be discarded in generation k is either zk
1 or it

is the offspring generated by the k-th mutation. We define Bk
0 to be ∞ if no bits

are flipped in the k-th mutation.

Now we are ready to bound the drift of state Fμ(r). We remark that the
statement for μ = 2 was also proven in [16], but the proof there was much longer,
since it did not make use of the hidden symmetry of the selection process.

Lemma 6. Consider the (μ+1)-EA on the DynBV function in the state Fμ(r)
for some r ≥ 1, and let ε > 0. Then the drift from Fμ(r) is

Δ(Fμ(r), ε) ≥ 1 − r

1 + (μ − 1) · r
+ O(ε).

For μ = 2 the bound holds with equality, i.e. Δ(F 2(r), ε) = (1−r)/(1+r)+O(ε).

Proof. Let us assume that the algorithm will not flip an additional zero-bit
through mutation before it reaches the next degenerate population. In fact, the
contribution to the drift in case it does flip another zero-bit can be summa-
rized by O(ε) due to Eq. (5) in Lemma 2. So from now on, we assume that the
algorithm doesn’t flip an additional zero-bit until it reaches the next degenerate
population.

The idea is to follow the Markov chain as shown in Fig. 1. We will compute
the conditional probabilities of reaching different states from Fμ(r), conditional
on actually leaving Fμ(r). More precisely, we will condition on the event that
an offspring x̄ is generated and accepted into the population.4 Recall that Fμ(r)
4 Here we use the convention that if an offspring is identical to the parent, and they

have lowest fitness in the population, then the offspring is rejected. Since the outcome
of ejecting offspring or parent is the same, this convention does not change the course
of the algorithm.
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corresponds to the population of {X0
μ−1,X

(1−r)
1 }, i.e., μ−1 copies of x0 and one

copy of x(1−r). So if the offspring is accepted, one of these search points must be
ejected from the population. Let us first consider the case that x(1−r) is ejected
from the population. Then the population is dominated by x0 afterwards, and
will degenerate into X0

μ again by Lemma 3. The other case is that one of the x0

individuals is ejected, which is described by state Sμ(r, k). It is complicated to
compute the contribution of this state precisely, but by Lemma 3 we know that
this population will degenerate either to copies of x0 or of x(1−r). Hence, we
can use the pessimistic bound Δ(Sμ(r, k), ε) ≥ (1 − r) for the drift of Sμ(r, k).
Summarizing, once a new offspring is accepted, if a copy of x0 is discarded we
get a contribution of at most 1−r to the drift and if x(1−r) is discarded we get a
contribution of 0. It only remains to compute the conditional probabilities with
which these cases occur.

To compute the probabilities is not straightforward, but we can use a rather
surprising symmetry, using the terminology from Definition 5. Assume that
the algorithm is in iteration k. We make the following observation: an off-
spring is accepted if and only if it is mutated from zk

2 and Bk
0 > Bk

min :=
min{Bk

x0 , Bk
x(1−r)}. Hence, we need to compute the probability

p̂ := Pr
(
fk(x(1−r)) ≥ fk(x0) | {mutated zk

2} ∧ {Bk
0 > Bk

min}
)
,

since then we can bound Δ(Fμ(r), ε) ≥ (1 − r)p̂ + O(ε) by Lemma 2.
Clearly, the events {fk(x(1−r)) ≥ fk(x0)} and {B0 > Bk

min} are independent.
We emphasize that this is a rather subtle symmetry of the selection process.
Using conditional probability, p̂ simplifies to:

p̂ =
Pr

(
f(x(1−r)) ≥ f(x0) ∧ {mutated zk

2})

Pr
({mutated zk

2}) . (6)

To compute the remaining probabilities, we remind the reader that x(1−r) has
exactly r more zero-bits and 1 more one-bit, than x0. Hence, in order to compare
them, we only need to look at the relative positions of these r + 1 bits in which
they differ. In particular, x(1−r) = zk

2 holds if and only if the permutation πk

places the one-bit from x(r−1) before the r one-bits of x0, and this happens with
probability 1/(r +1). Moreover, recall that there are μ− 1 copies of x0 and only
one x(1−r), so the probability of picking them as parents is (μ − 1)/μ and 1/μ,
respectively. Therefore, by using the law of total probability,

Pr
({mutated zk

2})
= Pr

({mutated zk
2} | x(1−r) = zk

2

) · Pr
(
x(1−r) = zk

2

)

+ Pr
({mutated zk

2} | x0 = zk
2

) · Pr
(
x0 = zk

2

)

=
1
μ

· 1
r + 1

+
μ − 1

μ
· r

r + 1

Plugging this into (6) yields

p̂ =
(

1
r + 1

· 1
μ

) / (
1
μ

· 1
r + 1

+
μ − 1

μ
· r

r + 1

)

=
1

1 + (μ − 1)r
.
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Together with Lemma 2 and the lower bound Δ(Sμ(r, k), ε) ≥ 1 − r on the
contribution to the drift from Sμ(r, k), this concludes the proof for general μ.
For μ = 2, the bound 1 − r is tight since x(1−r) dominates the only other search
point in Sμ(r, k). 
�
Now we are ready to bound the degenerate population drift and prove Theorem4.

Proof (of Theorem 4). To prove this theorem, we refer to Fig. 1. By Lemma 2, the
contribution of all states that involve flipping more than one zero-bit is O(ε2). If
we flip no zero-bits at all, then the population degenerates to X0

μ again, which
contributes zero to the drift. So we only need to consider the case where we flip
exactly one zero-bit in the transition from the t-th to the (t + 1)-st degenerate
population. This zero-bit needs to be flipped in the first mutation, since otherwise
the population does not change. We denote by pr the probability to flip exactly
one zero-bit and r one-bits in x0, thus obtaining x(1−r). If fk(x(1−r)) > fk(x0)
then x(1−r) is accepted into the population and we reach state Fμ(r). This
happens if and only if among the r + 1 bits in which x(1−r) and x0 differ, the
zero-bit of x0 is the most relevant one. So Pr[fk(x(1−r)) > fk(x0)] = 1/(r + 1)
Finally, by Lemma 6, the drift from Fμ(r) is at least −(r−1)/(1+(μ−1)r)+O(ε).
Summarizing all this into a single formula, we obtain

Δ(ε) ≥ O(ε2) + p0 +
(1−ε)n∑

r=1

pr ·
[
Pr[fk(x(1−r)) > fk(x0)] · Δ(Fμ(r), ε)

]

≥ O(ε2) + p0 −
(1−ε)n∑

r=1

pr · 1
r + 1

·
(

r − 1
1 + (μ − 1)r

+ O(ε)
)

. (7)

For pr, we use the following standard estimate, which holds for all r = o(n).

pr = (1 + o(1)) · cr+1/r! · e−c · ε · (1 − ε)r.

The summands for r = Ω(n) (or r = ω(1), actually) in (7) are negligible since
pr decays exponentially in r. Plugging p0 and pr into (7), we obtain

Δ(ε) ≥ O(ε2) + (1 + o(1))εce−c

[

1 −
(1−ε)n∑

r=1

cr

(r + 1)!
· (1 − ε)r(r − 1)

(1 + (μ − 1)r)
︸ ︷︷ ︸

=:f(r,c,μ)

]

. (8)

To bound the inner sum, we use (r − 1)/(r + 1) ≤ 1 and obtain

f(r, c, μ) ≤ cr

(r + 1)!
· r − 1
(1 + (μ − 1) · r)

≤ cr

r!
· 1
1 + (μ − 1) · r

≤ cr

r!
· 1
μ − 1

.

We plug this bound into (8). Moreover, summing to ∞ instead of (1 − ε)n
only makes the expression in (8) smaller, and allows us to use the identity∑∞

r=1 cr/r! = ec − 1 ≤ ec, yielding

Δ(ε) ≥ O(ε2) + (1 + o(1))εce−c
(
1 − ec/(μ − 1)

)
.
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If n is large enough and ε so small that the O(ε2) term can be neglected, then
by picking μ0 = 2 + ec we get Δ(ε) � εce−c/(ec + 1) > 0 and therefore we can
set for example δ = 1

2ce−c/(ec + 1), which concludes the proof. 
�
We conclude this section by giving a formal statement on the runtime.

Theorem 7. Assume that the (μ + 1)-EA runs on the DynBV function with
constant parameters c > 0 and μ ≥ ec + 2. Let ε0 be as in Theorem4 and let
ε < ε0. If the (μ + 1)-EA is started with a population in which all individuals
have at most εn zero-bits, then whp it finds the optimum in O(n log n) steps.

Proof. We only sketch the proof since the argument is mostly standard, e.g. [13].
First we note that the number of generations between two degenerate populations
satisfies a exponential tail bound by Lemma1. As an easy consequence, the
total number of flipped bits between two degenerate populations also satisfies
an exponential tail bound, and so does the difference |Φt − Φt+1|. This allows
us to conclude from the negative drift theorem [3,14] that whp Φt < ε0n for an
exponential number of steps. However, in the range Φt ∈ [0, ε0n], by Theorem 4
the drift is positive and multiplicative, E[Φt − Φt+1 | Φt] ≥ δΦt/n. Therefore, by
the multiplicative drift theorem [6,14] whp the optimum shows up among the first
O(n log n) degenerate populations. Again by Lemma1, whp this corresponds to
O(n log n) generations. 
�

4 Second-Order Analysis of the Drift of the (2 + 1)-EA

In this section we investigate the (2+1)-EA. We compute a second order approx-
imation of E[Φt − Φt+1 | Φt = εn], that is we compute the drift up to O(ε3)
error terms. This analysis is rather similar to the proof of Theorem4, but more
involved. Due to space restrictions, we only give the final result. The derivation
can be found in the full version [17]. The drift is

Δ(c, ε) = ε(1 + o(1))f0(c) + ε2(1 + o(1))f1(c) + O(ε3), (9)

where

f0(c) = ce−c ·
(
1 +

∑∞
r=1

cr

(r+1)! · 1−r
r+1

)
, and

f1(c) = c2e−c +
∞∑

r=1

(r + 1)(4 − 2r)
r + 2

e−c cr+2

(r + 2)!
(10)

+
e−2c

2

∞∑

r=1

cr+2

(r + 1)!
·

6+6r−3r2

(r+1)(r+2) +
∑∞

k=0
ck

k! (ΔA(k) + ΔB(k))
∑∞

k=0
ck

k! e
−c r+1

r+k+1

.

Here, ΔA and ΔB are the drifts from certain intermediate states, which we don’t
specify exactly for space reasons (see the full version [17] for details), and

ΔA = O(ε) + r(r+2)(1−k)+k(k+2)(1−r)+2−2rk
(r+1)(k+1)(r+k+2) ,

ΔB = O(ε) + −2r2k−rk2−3r2−4rk+k2+4r+k+4
(r+1)(k+1)(k+r+2) .
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As a sanity check, we note that εf0(c) is essentially the same as (8) from the
proof of Theorem 4 after setting μ = 2 and ignoring all lower order terms. The
formulas are complicated, but allow us to prove the following main result.

Theorem 8. There are c∗ > 0 and ε∗ > 0 such that the (2 + 1)-EA with muta-
tion parameter c∗ has positive drift Δ(c∗, ε) = Ω(ε) for all ε ∈ (0, 1

2ε∗) and has
negative drift Δ(c∗, ε) = −Ω(1) for all ε ∈ ( 32ε∗, 2ε∗).

In a nutshell, Theorem 8 shows that the hardest part for optimization is not
around the optimum. In other words, it shows that the range of efficient param-
eters settings is larger close to the optimum. We remark that we “only” state the
result for one concrete parameter c∗, but the same argument could be extended
to show that the “range of efficient parameter settings” becomes larger. More-
over, with standard arguments similar to the proof of Theorem7, which we omit
here, it would be possible to translate positive and negative drift into optimiza-
tion times. I.e., one could show that whp the algorithm has optimization time
O(n log n) if the algorithm is started in the range ε ∈ (0, ε∗/4), but that the
optimization time is exponential if it is started in the range ε > 2ε∗.

Proof (of Theorem 8). Inspecting f0 in (10), we see that the sum goes over
negative terms, if we omit the zero term for r = 1. Thus the factor in the bracket
is strictly decreasing in c, ranging from 1 (for c = 0) to −∞ (for c → ∞). In
particular, there is exactly one c0 > 0 such that f0(c0) = 0. Numerically we find
c0 = 2.4931 . . . and f1(c0) = −0.4845 . . . < 0.

In the following, we will fix some c∗ < c0 and set ε∗ := −f0(c∗)/f1(c∗). Note
that by choosing c∗ sufficiently close to c0 we can assume that f1(c∗) < 0, since
f1 is a continuous function. Due to the discussion of f0 above, the choice c∗ < c0
also implies f0(c∗) > 0. Thus ε∗ > 0. Moreover, since f0(c) → 0 for c → c0, if we
choose c∗ close enough to c0 then we can make ε∗ as close to zero as we wish.

To add some intuition to these definitions, note that Δ(c, ε) = ε(f0(c) +
εf1(c)+O(ε2)), so the condition ε = −f0(c)/f1(c) is a choice for ε for which the
drift is approximately zero, up to the error term. We will indeed prove that for
fixed c∗, the sign of the drift switches around ε ≈ ε∗. More precisely, we will show
that the sign switches from positive to negative as we go from Δ(c∗, ε∗ − ε′) to
Δ(c∗, ε∗ + ε′), for ε′ ∈ (0, ε∗). Actually, we need to constrict to ε′ ∈ (ε∗/2, ε∗) so
that we can handle the error terms. This implies that the value c∗ yields positive
drift close to the optimum (in the range ε ∈ (0, 1

2ε∗)), but yields negative drift
further away from the optimum (in the range ε ∈ (32ε∗, 2ε∗)). This will imply
Theorem 8.

To study the sign of the drift, we define

Δ∗(c, ε) :=
Δ(c, ε)

ε
= (1 + o(1)) · (

f0(c) + ε · f1(c) + O(ε2)
)
.

It is slightly more convenient to consider Δ∗ instead of Δ, but note that both
terms have the same sign. So it remains to investigate the sign of Δ∗(c∗, ε∗ − ε′)
and Δ∗(c∗, ε∗ + ε′) for ε′ ∈ (ε∗/2, ε∗). We will only study the first term, the
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second one can be analyzed analogously. Recalling the definition of ε∗ and that
f1(c∗) < 0, we have

Δ∗(c∗, ε∗ − ε′) = (1 + o(1))
(
f0(c

∗) + (ε∗ − ε′)f1(c∗)
)
+O((ε∗)2)

= (1 + o(1))
(
f0(c

∗) + ε∗f1(c
∗)

︸ ︷︷ ︸
=0

) − (1 + o(1))
(
ε′f1(c∗)

)

︸ ︷︷ ︸
<ε∗f1(c∗)/2

+O((ε∗)2)

> −(1 + o(1)) 1
2
ε∗f1(c

∗) +O((ε∗)2).

Recall that we may choose ε∗ as small as we want. In particular, we can choose
it so small that the above term has the same sign as the main term, which is
positive due to f1(c∗) < 0. Hence Δ∗(c∗, ε∗ − ε′) > 0, as desired. The inequality
Δ∗(c∗, ε∗ + ε′) < 0 follows analogously. This concludes the proof. 
�

5 Conclusion

We have explored the DynBV function, and we have found that the (μ+1)-EA
profits from large population size, close to the optimum. In particular, for all
choices of the mutation parameter c, the (μ + 1)-EA is efficient around the opti-
mum if μ is large enough. However, surprisingly the region around the optimum
may not be the most difficult region. For μ = 2, we have proven that it is not.

This surprising result, in line with the experiments in [15], raises much more
questions than it answers. Does the (μ+1)-EA with increasing μ turn efficient for
a larger and larger ranges of c, as the behavior around the optimum suggests? Or
is the opposite true, that the range of efficient c shrinks to zero as the population
grows, as it is the case for the (μ + 1)-EA on HotTopic functions? Where is
the hardest region for larger μ? Around the optimum or elsewhere?

For the (μ + 1)-GA, the picture is even less complete. Experiments in [15]
indicated that the hardest region of DynBV for the (μ + 1)-GA is around the
optimum, and that the range of efficient c increases with μ. But the experiments
were only run for μ ≤ 5, and formal proofs are missing. Should we expect
that the discrepancy between (μ+ 1)-GA (hardest region around optimum) and
(μ+1)-EA (hardest region elsewhere) remains if we increase the population size,
and possible becomes stronger? Or does it disappear? For HotTopic functions,
we know that around the optimum, the range of efficient c becomes arbitrarily
large as μ grows (similarly as we have shown for the (μ + 1)-EA on DynBV),
but we have no idea what the situation away from the optimum is.

The similarities of results between DynBV and HotTopic functions are
striking, and we are pretty clueless where they come from. For example, the anal-
ysis of the (μ+1)-EA on HotTopic away from the optimum in [19] clearly does
not generalize to DynBV since the very heart of the proof is that the weights do
not change over long periods. In DynBV, they change every round. Neverthe-
less, experiments and theoretical results indicate that the outcome is similar in
both cases. Perhaps one could gain insight from “interpolating” between DynBV
and HotTopic by re-drawing the weights not every round, but only every k-th
round.
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In general, the situation away from the optimum is governed by complex pop-
ulation dynamics, which is why the (μ+1)-EA and the (μ+1)-GA might behave
very differently. Currently, we lack the theoretic means to understand population
dynamics in which the internal population structure is complex and essential.
The authors believe that developing tools for understanding such dynamics is one
of the most important projects for improving our understanding of population-
based search heuristics.
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Abstract. Combinatorial optimization is an important application tar-
geted by quantum computing. However, near-term hardware constraints
make quantum algorithms unlikely to be competitive when compared
to high-performing classical heuristics on large practical problems. One
option to achieve advantages with near-term devices is to use them in
combination with classical heuristics. In particular, we propose using
quantum methods to sample from classically intractable distributions –
which is the most probable approach to attain a true provable quantum
separation in the near-term – which are used to solve optimization prob-
lems faster. We numerically study this enhancement by an adaptation of
Tabu Search using the Quantum Approximate Optimization Algorithm
(QAOA) as a neighborhood sampler. We show that QAOA provides a
flexible tool for exploration-exploitation in such hybrid settings and can
provide evidence that it can help in solving problems faster by saving
many tabu iterations and achieving better solutions.

Keywords: Quantum computing · Combinatorial optimization · Tabu
search

1 Introduction

In the Noisy Intermediate-Scale Quantum (NISQ) era [39], hardware is limited in
many aspects (e.g., the number of qubits, decoherence, etc.), which prevent the
execution of fault-tolerant implementations of quantum algorithms. Therefore,
hybrid quantum-classical algorithms were designed for near-term applications.
Examples include algorithms for quantum chemistry problems [26,33], quantum
machine learning [7] and combinatorial optimization [19]. They generally consist
of one or many so-called parameterized quantum circuits (or variational quantum
circuits), where the circuit architecture is fixed but the parameters of individual
gates are adapted in a classical loop to achieve a computational objective.

Designed for combinatorial optimization, the Quantum Approximate Opti-
mization Algorithm (QAOA) [19] consists of a quantum circuit of a user-specified
depth p, involving 2p real parameters. To the limit of infinite depth, it converges
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to the optimum. While numerous works have been studying various theoretical
and empirical properties of QAOA [10,13,34,42,46], many practical challenges
remain. Indeed, only small-sized problems and very limited p can be run on
real hardware, which severely limits the quality of solution obtained empirically
[2,4,30]. Lastly, many open questions still remain, e.g., regarding the comparison
of QAOA with other heuristic methods on various cases of instances which stem
from particular problem domains, with different optimizers, and with varying
levels of experimental (or simulated) noise. One reason of why so many uncer-
tainties remain is that classical simulation is computationally very expensive,
and quantum devices are still scarce to prevent large real world tests [2,32].

In contrast to optimization problems, quantum advantage has been demon-
strated in sampling [1]. Indeed, theoretical results establish quantum advantage
in producing samples according to certain distributions of constant-depth quan-
tum circuits [11]. In this direction, it has been demonstrated that the sampling
of the QAOA circuit, even at p = 1, cannot be efficiently simulated classically
[20]. The above considerations point to a possibility of utilizing sampling fea-
tures of QAOA for neighborhood explorations with the added benefit that, since
the neighbourhood may be limited to fewer variables, a smaller quantum device
may already lead to improved performance of a large instance.

It is interesting to delve into sampling aspects in the domain of classical local
search algorithms, where we seek the optimum in the vicinity of the current
solution with respect to either the original optimization problem or a subprob-
lem thereof, using a deterministic or stochastic sampling strategy [3]. Such a
sampling-based local procedure is typically realized by the combination of some
parametric distribution family for drawing local trial points (e.g., the binomial
or a power-law distribution [15]) and a selection method for choosing good trial
points, and hence the overall outcome of this procedure results in the family of
sampling distributions [14,29,44].

In this work, we propose to use QAOA circuits as local neighborhood sam-
plers, having a malleable support in (many) good local optima but still allowing
a level of exploration (which is desirable since local optima may not lead to global
optima). This introduces the topics of sampling and multiobjective aspects of
QAOA that allow balancing between exploration and exploitation. To this end,
we study its combination with tabu search (TS), a metaheuristic that has been
successfully applied in practice for combinatorial optimization by local search.
Moreover, to control the trade-off between exploration and exploitation, we add
this critical component in TS to the specification of the standard QAOA circuit.

Contributions - In this work, we construct an algorithm incorporating
QAOA in TS with the usual attribute-based short-term memory structure (a.k.a
the tabu list). With our approach, we kill two birds with one stone: we gain
quantum enhancements, while the local properties of tabu search can make the
required quantum computations naturally economic in terms of needed qubit
numbers, which is vital in the near-term quantum era. We analyse and bench-
mark this incorporation with small QAOA depths against a classical TS pro-
cedure on Quadratic Unconstrained Binary Optimization (QUBO) problems of
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up to 500 variables. We also propose a penalized version of QAOA incorporat-
ing knowledge from a current solution. We find that QAOA is often beneficial
in terms of saved iterations, and can exceptionally find shorter paths towards
better solutions. The structure of the paper is as follows. Section 2 provides
the necessary background on QUBOs, TS and QAOA. In Sect. 3, we detail the
TS procedure incorporating a short-term memory structure with QAOA. The
results of our simulations are presented in Sect. 4. We conclude our paper with
a discussion in Sect. 5.

2 Background

The QUBO formulation can express an exceptional variety of combinatorial opti-
mization (CO) problems such as Quadratic Assignment, Constraint Satisfaction
Problems, Graph Coloring, Maximum Cut [28]. It is specified by the optimization
problem minx∈{0,1}n

∑
i≤j xiQijxj where n is the dimensionality of the prob-

lem and Q ∈ R
n×n. This formulation is connected to the task of finding so

called “ground states”, i.e., configurations of binary labels {1,−1} minimising
the energy of spin Hamiltonians, commonly tackled in statistical physics and
quantum computing, i.e.,:

mins∈{−1,1}n

∑
i hisi +

∑
j>i Jijsisj , (1)

where hi are the biases and Jij the interactions between spins.
The QAOA approach has been designed to tackle CO problems and was

inspired from adiabatic quantum computing [19]. Firstly, the classical cost func-
tion is encoded in a quantum Hamiltonian defined on N qubits by replacing each
variable si in Eq. (1) by the single-qubit operator σz

i :

HC =
∑

i hiσ
z
i +

∑
j>i Jijσ

z
i σz

j . (2)

Here, HC corresponds to the target Hamiltonian and the bitstring corresponding
to the ground state of HC also minimizes the cost function. Secondly, a so-
called mixer Hamiltonian HB =

∑N
j=1 σx

j is leveraged during the procedure.
These hamiltonians are then used to build a layer of a quantum circuit with
real parameters. This circuit is initialized in the |+〉⊗N state, corresponding to
all bitstrings in superposition with equal probability of being measured. Then,
applying the layer p times sequentially yields the following quantum state:

|γ, β〉 = e−iβpHBe−iγpHC · · · e−iβ1HBe−iγ1HC |+〉⊗N
,

defined by 2p real parameters γi, βi, i = 1...p or QAOA angles as they corre-
spond to angles of parameterized quantum gates. Such output corresponds to
a probability distribution over all possible bitstrings. The classical optimization
challenge of QAOA is to identify the sequence of parameters γ and β so as to
minimize the expected value of the cost function from the measurement outcome.
In the limit of infinite depth, the distribution will converge to the optima.
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Tabu Search (TS) [23] is a meta-heuristic that guides a local heuristic search
procedure to explore the search space beyond local optimality. One of the main
components of TS is its use of adaptive memory, which creates a more flexible
search behavior. Such framework allows using a quantum algorithm as a local
search search tool, for solving large instances with limited-sized quantum devices.
Various works leveraged TS for solving QUBOs [22,24,27,36,37] using short-
term and long-term strategies used during the search. We note also different
hybrid settings that combine a basic TS procedure with another framework
such as genetic search [31] and Path Relinking [43]. TS was also incorporated
with quantum computers to tackle larger problems beyond their limitations.
Indeed, finding methods to leverage smaller devices is of main importance. Many
divide and conquer approaches have been designed for quantum circuits and
algorithms [12,17,38,40]. In this paper, the size of the QC comes into play more
naturally as a hyperparameter defining the «radius» of the search space.

With respect to the interplay between TS and quantum techniques, to our
knowlege TS has only been considered from the perspective of D-Wave quantum
annealers. The first approach of this kind is an algorithm called qbsolv [9]. It
starts with an initial TS run on the whole QUBO. Then the problem is parti-
tioned into several subproblems solved independently with the annealer. Sub-
problems are created randomly, by selecting variables. Non-selected ones have
their values fixed (clamping values) from the TS solution. The subsolutions are
then merged and a new TS is run as an improvement method. The second app-
roach is an iterative solver designed in [41]. At each iteration, a subproblem is
submitted to the annealer. The subproblem is obtained by clamping values from
a current solution. A tabu list is used in which each element is a list of variables
of length k. Each element is kept tabu for a user-defined number of iterations.
In contrast in this work, we consider using QAOA in combination with TS.

3 Tabu-Driven QAOA Sampling

Inspired by the above-mentioned works, we use a simple TS procedure where
QAOA is added in the neighborhood generation phase to solve QUBO problems.
Note that we could also apply QAOA in more sophisticated frameworks, but a
simpler approach is easier for understanding the benefits of QAOA with TS.

Local search algorithms explore a search space by generating sequences of
possible solutions which are refined. At each step we generate so-called neigh-
borhood from a current solution. In particular, if we denote the current solution
x, a generated neighborhood corresponds to candidates x′ that differ by at most
k bits. We denote this set as Nk(x) = {x′ ∈ {0, 1}n|δH(x′, x) ≤ k}, where δH

denotes the Hamming distance. For a simple one bit-flip generation strategy, this
corresponds to k = 1 and TS uses a modified neighborhood due to tabu condi-
tions. Although increasing k could help exploration, the neighborhood generation
comes at exponential cost. But this could mean finding better solutions in fewer
TS iterations, and thus also in principle overall faster if a fast good method for
neighborhood exploration is devised.
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This motivates the use of a quantum algorithm as a proxy for exploring
Nk(x). Specifically, we will use QAOA which 2p real parameters are tweaked in
a continuous optimization scheme resulting in a probability distribution on Nk.
Increasing p (assuming the optima are found over the parameters) will improve
the quality of the output (likelihood of returning an actual global optimum).

However, in the case of local search, a greedy strategy that tends to select
the best point in the neighborhood would not only lead to potential stagnation,
but also result in longer optimization time (unless the neighborhoods are already
the size of the overall problem) [8]. Indeed, one may also consider modifications
which impose (various) notions of locality, which are usually not considered in
standard QAOA uses where it is used for the entire instance, with the sole goal
of finding optima. To this end, we first outline the basic TS procedure generally
used to solve QUBO problems [24,31,43]. Then, we show how QAOA can be
combined with the latter. Finally, we propose a modification of QAOA that bal-
ances between going for the global optimum, and prioritizing local improvements
relative to the current TS solution.

3.1 The Basic TS Algorithm

The basic TS procedure for solving a QUBO with objective function f(x) is
described in Algorithm 1, for k = 1 excluding the green-highlighted part. It uses
a simple tabu list recording the number of iterations a variable remains tabu
during the search. A variable can be set tabu for a fixed number of iterations
(denoted Tabu tenure TT) but also with a random tenure. Each iteration can
be considered as updating a current solution denoted x, exploring a modified
neighborhood N ′

1 due to the tabu considerations. Generally, x is chosen greedily
when evaluating the objective function over candidates x ∈ N ′

1.
For large problem instances, there exists an efficient evaluation technique for

QUBO solvers leveraging one-bit flip move [21]. Let Δx = f(x′)−f(x) be a move
value, that is the effect in objective of going to x′ from x. For one-bit flip moves,
we denote as Δx(i) the move value upon flipping the i-th variable, which can
be computed using only the QUBO coefficients. The procedure records a data
structure storing those move values, which is updated after each TS iteration.

Initially, all variables can be flipped (line 5). At each iteration, the tabu
solution x is updated by flipping the variable that minimizes the objective over
the neighborhood obtained by one-bit flip moves over non-tabu variables (lines
6–8). If the new tabu solution improves over the best recorded solution, the
aspiration is activated. In this case, the tabu attribute of the flipped variable is
removed. The tabu list is finally updated (lines 18–23) and iterations continue
until the stopping criterion is reached. This can be either a maximum number
of TS iterations, and/or a maximum number of TS iterations allowed without
improvement of the best solution (improvement cutoff ).
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3.2 QAOA Neighborhood Sampling

In the usual TS algorithms, the neighborhood consists of candidates with Ham-
ming distance one relative to the current tabu solution x. We note that sometimes
considering also neighbors that are at most k-Hamming distance away from x
helps in finding better solutions. The number k can be set in our case as large
as the (limited) number of available qubits in a quantum hardware.

To study the exploration of such neighborhoods, a brute-force generation
approach is initially tested, thereafter replaced by QAOA. As stated before,
getting the optimum for subproblems in TS may lead to getting stuck dur-
ing the search. QAOA, by definition, is a flexible framework as an exploration-
exploitation tool. On the one hand, QAOA generates better solutions the deeper
the circuit (p), and the better the classical optimization procedure within QAOA
is. It is known it can have advantages over various standard algorithms, e.g. Simu-
lated and Quantum Annealing [42]. To extract all advantages from the capacities
of QAOA, we can further modulate the distribution over outputs it produces by
limited depth or, as we present next, modifications to the QAOA objective to
prioritize a more local behaviour. Such flexibility is important, not only for the
exploration-exploitation trade-off as it provides interesting ways fine-tune the
algorithm depending on the instance to solve.

First, the choice of variables to run QAOA on needs to be adressed. Con-
sidering the

(
N
k

)
possibilities would be intractable. Variables can be chosen ran-

domly but an approach incorporating one-bit flip move values can help in guiding
towards an optimum. The k variables can be chosen amongst the non-tabu ones
at each step. Plus, this means QAOA is an attempt at improving over the solu-
tion one would get with the one-bit flip strategy outlined previously. One can
either select the k variables greedily or add randomness by using the one-flip
gains as weights for defining a probability to be chosen. For simplification, we
consider the greedy selection based on one-bit flip move values. If we consider
the chosen variables that were flipped, the update step of the incremental eval-
uation strategy can be applied. Let l ≤ k be the number of different bits. The
newly generated candidate can be considered as a result of l sequential one-bit
flips. Thus, l calls to the above-mentioned efficient procedure are required.

A second consideration concerns the tabu strategy for updating the tabu
list. We choose to set as tabu the variables amongst the k chosen ones that were
flipped. Choosing to flip all chosen ones could be problematic as it could lead
to all variables being tabu very early during TS. An aspiration criterion can be
used if the new candidate gives the best evaluation found during the search.

Finally, the question of how to run QAOA is of main importance. In our
first scenario, QAOA will be run as a proxy for brute-force (with exploration
properties) to optimize the subproblem defined over the k chosen variables. This
is done by fixing in the QUBO the non chosen ones from the current tabu solution
x. The depth p of QAOA can be user-defined. In this work, we limit p to 2 to
showcase sampling aspects of QAOA at small depth.
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Algorithm 1: QAOA-featured Tabu Search for solving QUBO.
Input: An initial solution x0, Cost function f(x)
Parameter : Tabu tenure TT, Random tabu tenure rTT, subproblem size k
Output: The best solution achieved x∗

1 x∗ ← x ← x0;
2 Tabu(i) ← 0, Δx(i) ← 0 for i ∈ [1..N ];
3 while stopping criterion not reached do
4 xpre ← x;
5 for i ∈ [1..N ] ∩ Tabu(i) = 0 do
6 x

(i)
i ← 1 − xi, x

(i) ← x;
7 one bit-flip gain: Δx(i) = f(x(i)) − f(x);

8 x1-bit ← x(j), j ← argminΔx(i);
9 Select greedily or randomly a subset of variables K ⊆ I s.t. |K| = k;

10 Get a new QUBO by fixing the N − k other variables in x;
11 Run QAOA and get the best sample x̂ minimizing the new QUBO;
12 xk-bit

i ← xi for i ∈ I\K and xk-bit
i ← x̂i for i ∈ K;

13 x ← the better out of x1-bit and xk-bit;
14 Update move values Δx(i) for i ∈ [1..N ] ∩ xpre

i �= xi;
15 aspiration ← False;
16 if f(x) < f(x∗) then
17 x∗ ← x, aspiration ← True;

18 Tabu(i) ← Tabu(i) − 1 for i ∈ [1..N ] ∩ Tabu(i) > 0;
19 for j ∈ [1..N ] ∩ xpre

j �= xj do
20 if aspiration then
21 Tabu(j) ← 0;
22 else
23 Tabu(j) ← TT+Random(rTT);

Our QAOA-featured TS is outlined in Algorithm 1 where QAOA addition
is indicated in green shades. It starts with the same steps as with the standard
Tabu search algorithm until line 8. The QAOA part kicks in from line 9 by firstly
choosing a subset of k variables, and executing QAOA on the sub-QUBO problem
where we optimize over the chosen k variables while keeping the remaining bits
the same with the current point x. After obtaining the best point from QAOA
(lines 11–13), we select the better one from the QAOA outcome xk-bit and the
best one-bit flip point x1-bit and use it to update the current search point. The
move values are then updated by l calls of the fast incremental method (line
14). Finally, if the best-so-far point is improved by the updated search point, we
drop the accepted bit flips from the tabu list (line 21). Otherwise, we reset their
tabu value to the sum of tabu tenure and a random tenure (line 23).
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3.3 Enforcing Locality with Penalized QAOA

As a tool in local search algorithms, QAOA may be useful with modifications
which impose notions of locality. We incorporate these notions in the cost hamil-
tonian so that they are captured during the QAOA evolution. This can be done
through the cost function by adding a penalty term. A possibility is to consider
the Hamming distance with a current tabu solution x. Hence, the objective for
QAOA becomes:

minx′ [f(x′) + AδH(x′, x)], (3)

where δH corresponds to the Hamming distance and A is a constant. The right-
hand side additive term of Eq. (3) aims to encourage the output of candidates
that differ by few bits from the current solution if A > 0, and vice-versa. As
a neighborhood sampler, the penalty may help in enforcing locality. However,
setting the parameter A is non trivial for activating the effect of the extra term.

There is also a possibility to add information about the fitness gain in differing
from x. If switching a bit is an improving move, it would be prioritized. Our
algorithm uses the one-bit flip move values Δx in order to select the variables
to run QAOA on, from which we can construct a weighted penalty term:

− 1
2

∑N
j=1 Δx(j)(−1)xjx′

j . (4)

For a minimization problem, Δx(j) < 0 characterizes encouraging flipping the j-
th variable in new candidates. For a candidate in this case, Δx(j) is added to the
cost. Conversely, Δx(j) > 0 would result in penalizing candidates with the j-th
bit value flipped. One can also multiply by a positive constant A for enforcing
more the locality effects. The penalty translates in an additional operator term
Hpenalty, following an application of a usual cost operator in QAOA, where:

Hpenalty = − 1
2

∑N
j=1 Δx(j)(−1)xjσj

z (5)

The corresponding quantum circuit of depth one is very simple and given by⊗
i RZ((−1)xiγΔx(i)), γ ∈ R.

4 Simulations

We performed extensive simulations over instances of QUBO problems publicly
available in the well-know OR-Library [5,6,22]. In designing them, our objectives
are 1) investigating whether exploring larger neighborhood can facilitate faster
convergence (in terms of TS iterations), 2) elucidating the effect of locality on
QAOA output given by the introduced penalty in Eq. (5), and 3) studying the
utility of QAOA as a proxy for brute-force.
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4.1 Larger Neighborhood Exploration Benefits

To study the first objective we replaced QAOA by brute-force search in Algo-
rithm 1. Starting from the all-zero initial solution, we first run the basic TS
with different constant tabu tenures (rTT = 0). Then, we do the same with
brute-force TS for different values of k up to 20. We study two regimes that
differ in how TS search results, namely when k is not comparatively small to N
on instances where N = 20, and when it is on instances of 100, 200, and 500
variables.

k/N Relatively Large. In the first regime, we assume that we can explore
a large percentage (more than 25%) of the instance size greedily. As instances,
we take the first eight instances of bqpgka (named 1a–8a consisting of 30–100
variables), for which we solve by TS. Then we select randomly 20 variables out
of N and clamp values of the non-selected ones from the solutions. We do so five
times per instance, resulting in 40 instances of size 20. Then TS with different
k/N values for subproblems (0.9, 0.75, 0.5, 0.25) were tried on this suite. When
using brute-force, we set TT = 2 and tried many values for the basic TS.

Figure 1 shows the proportion of (run, target value) pairs aggregated over all
functions for 10 targets generated by linear spacing using the benchmarking and
profiling tool IOHprofiler [16] for iterative optimization heuristics. The target
values were normalized by the optimum of the problems. We observed that for
k/N ≥ 0.5, these instances are straightforward to solve (in 3 iterations). The case
k = 5 required 8 iterations on one instance but managed to achieve optimality
on all of them. However, the basic TS, run for 20000 iterations, failed to solve
the same instance. Letting this instance aside, 5 iterations would be required
for k = 5, and 22 for the classical TS procedure. Hence, we clearly observe, as
expected, degrading performances as k/N decreases. This also enabled us to con-
firm numerically that a flip-gain based approach when considering subproblems
is in general beneficial towards solving QUBOs.

Fig. 1. Empirical cumulative distribution function (ECDFs) of tabu iterations for each
algorithm aggregated over all 20-variable problems with 10 target values evenly span-
ning the range of all observed function values.
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Table 1. Best values of tabu tenure (ranging from 2 to 10, adding 15) achieving the
optimum obtained with the first TS iteration(s) to reach the corresponding maximum
given in [22]. The best performances per instance are highlighted in bold. The mention
All means all TT values reached the same solution. The NA mention means no run
returns the optimum, with the best value obtained in parenthesis.

Algo. 1d (6333) 2d (6579) 3d (9261) 4d (10727) 5d (11626)

Basic 15 / 300 All / 71 <9 / 90 2 / 67 6 / 171

k = 10 All / 13 >2 / 61 6 / 39 2 / 31 All / 19

k = 15 All / 10 2+5 / 26 All / 8 3 / 18 5 / 42

k = 20 All / 7 5 / 37 All / 5 All / 11 2 / 18

Algo 1e (16464) 2e (23395) 3e (25243) 4e (35594) 5e (35154)

Basic 9 / 419 6 / 493 10 / 190 15 / 170 6 / 238

k = 10 8 / 485 7 / 111 All / 21 6 / 55 All / 25

k = 15 All / 13 6+7 / 31 All / 13 3 / 41 2 / 20

k = 20 2 / 35 NA (23370)/ 82 3 / 44 3 / 25 4 / 31

Algo 1f (61194) 2f (100161) 3f (138035) 4f (172771) 5f (190507)

Basic 8 / 970 7 / 795 4 / 449 NA (172734) / 1148 NA (190502) / 647

k = 10 15 / 213 7 / 337 15 / 77 NA (172449) / 110 NA (190502) / 126

k = 15 8 / 225 8 / 173 15 / 139 NA (172734) / 46 NA (190502) / 383

k = 20 NA (61087) / 184 NA (100158) / 101 4 / 57 4 / 57 9 / 150

k/N Relatively Small. In this regime, we study the case when k/N is relatively
small (less than 20%). The simulations are carried out on 15 QUBO instances
from bqpgka: 100-variable (named 1d–5d), 200-variable (1e–5e) and 500-variable
problems (1f–5f). Algorithms are run until the best objective value found in [22]
is reached or a maximum number of TS iterations is reached.

We run the algorithms with different TT values ranging from 2 to 10 and
adding 15, and for k = 10, 15, 20. We limit the number of iterations to 20000
for the basic version, 1000 for the brute-force approach (200 for k = 20 though).
Table 1 shows for the different values of TT , which ones achieved the best per-
formances in terms of target only. In these cases, we observe that we can find
a k such that better solutions are found using less iterations, especially on the
most dense instances 4f and 5f. These instances, when considering the underly-
ing graph given by the coefficients connecting different variables, have a density
of respectively 0.75 and 1 (a non-zero coefficient for each pair of variables). For
k = 20 the proposed approach achieved optimality where the basic TS failed.
Again, we observe performances, in terms of target achieved, depend on set-
ting well the tabu tenure in accordance with k. Intuitively, one could think that
the larger k, the smaller TT has to be to save iterations and achieve a better
objective value. But we clearly observe counter-examples.

Larger k exploration, in this regime, turns out to not always be benefi-
cial. This seems conter-intuitive when considering a target objective only, on
an instance to instance basis comparison. Figure 2 shows the proportion of (run,
target value) pairs aggregated over all functions for 1000 targets generated by lin-
ear spacing. The target values were normalized by the optimum of the problems.
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Fig. 2. Empirical cumulative distribution function (ECDFs) of tabu iterations for each
algorithm aggregated over all dimensions, all problems, and 1000 target values evenly
spanning the range of all observed function values.

Again, we observe that, with larger k, the proportion of successes is higher, when
measured at the same number of iterations. Note that this can only be observed
for k = 20 up to 200 iterations. The proportion for the basic TS was close to 0.9
while the brute-force approach was superior to 0.99. Hence, we can reach very
good solutions with less iterations as k increases.

In summary, as opposed to the previous regime, the structure of the problems
becomes very important that we have to look at performances in an aggregated
way to witness the benefits of exploring larger neighborhood. Having outlined
some performances given by the brute-force approach on subproblems, we switch
to QAOA, and study its sampling effect as a proxy.

4.2 QAOA as a Proxy for Brute-Force

The second part of our simulations studies the output of QAOA as a proxy for
brute-force. To this end, we first study an example TS run from our previous
simulations. We take the subproblem QUBOs obtained at each step (except the
first one), and run QAOA at p = 1 and 2, and we study the distribution of the
energy given by |γ, β〉, after optimization, with and without the penalty term.

Having outlined the properties of the QAOA output, we run Algorithm 1, and
study its performances in comparison to the basic TS. From the optimized angles,
we try different sampling strategies to generate a candidate per iteration: just
sampling once, sampling 10 times and choosing a candidate greedily, and finally
consider all samples (even during optimization) greedily. The latter corresponds
to a quasi brute-force (BF) approach.
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Fig. 3. QUBO evaluation distribution given by sampling 105 times from the QAOA
quantum state, and by running simulated annealing 1000 times (bottom), for the last
TS iteration done on instance 1e.

Energy Distribution of QAOA. As a first step, we study how the QAOA
output distribution looks like at small depth, with the purpose of elucidating
how it can help avoiding detrimental greedy search behavior. We consider, as
an example, instance 1e for which k = 15, TT = 5 used 13 iterations greedily.
The subproblem QUBOs are kept and we run QAOA on them as previously
stated. The third and last iteration are interesting when considering the penalty
term. The former is a case where the optimum is obtained by flipping all bits
except one and where all flip moves are favorable. The last iteration has flip
moves from the current tabu solution discourage flipping all bits. Plus, very few
candidates (0.2%) improve over the tabu solution. For these iterations, we look
at the quantum state given by QAOA and analyse the distribution of the QUBO
evaluation (or energy in an Ising context).

Figure 3 shows the distribution given by 105 samples from the last iteration’s
quantum state at p = 1 and 2. At p = 1, we observe a homogeneous spread with
two major humps on the left and right side of the tabu solution evaluation. There
is a probability of 23.9% of improving from it by the quantum state. At p = 2,
we see the distribution being shifted to lower energies, yielding an improvement
probability of 75%. The average energy is 16350 for QAOA p = 1 and 16428 for
p = 2. Moreover, the standard deviation of the output decreases from 79.2 to
42. This is expected as to the limit of infinite depth, QAOA converges to the
optimum with less variance.
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When running simulated annealing 1000 times with a temperature of 17.5
using 100 steps, we observed that unlike QAOA, the energy spread is restrained
to a few points, the optimum being most present. Decreasing slightly the tem-
perature or the number of steps would always yield the optimum. However, in
terms of exploration opportunities, QAOA could allow visiting different paths
that may lead to fewer iterations required towards improved solutions.

Theory shows that increasing the depth would permit QAOA to find the
optimum assuming optimal parameters are found. But by limiting the depth, we
can control how other good candidates are spread from the optimum. This could
engender new paths to solve a problem differently, where a suboptimal solution
on a subproblem leads to an easier one for QAOA towards better candidates.
Note this can be done in different ways. One way would be using brute-force and
perturbating or mixing the solution, which is not efficient. We could also have the
same effect with simulated annealing. But in many cases, we can fail finding the
optimum, and even less finding a bunch of candidates around it. Finally, due to its
flexibility, QAOA permits to leverage modifications to introduce locality notions
in a multiobjective scheme for local search, such as the previously mentioned
penalty. In the following, we study its effect on the QAOA distribution.

Penalty Effect. In Sect. 3.3, we introduced a penalty term to impose notions
of locality in QAOA as a local search tool. An extra operator based on the
hamiltonian given in Eq. (5), translates to a circuit of depth one concatenated
with a QAOA layer. We study its effect on the QAOA distribution obtained on
the resulting sub-qubos at the third and last iteration.

On iteration 3, for both QAOA and its penalized version, the distribution
tends to output candidates with largest Hamming distances to the current point
as expected. Also, the most likely candidate is the one that completely differs
from the current point, which is more favored by the penalty effect. No significant
changes were observed when penalizing at p = 2.

For the last iteration, Fig. 4 shows that the original QAOA at p = 1 results
in many probability peaks compared to the penalized version, which evolve to
a major peak with an increased depth. The penalized version demonstrates two
major peaks, from which the optimum and a close candidate to x are preferred.

This characterizes the interplay between optimizing and penalizing. At p = 1,
the penalized version has a better probability of improving x (0.34 vs 0.239)
and a higher probability of finding the optimum (0.1 vs 0.02). However, the
unpenalized p = 2 version was more likely to output the optimum (respectively
0.75 and 0.26, where the penalty at p = 2 yields 0.62 and 0.26).

In summary, using the penalty creates a balance between the greedy approach
and one-bit flip gains knowledge from the current solution. This could result in
smoothening the distribution while favouring interesting candidates for both
objectives. This will modify the search path taken during TS depending on the
outcome. Having studied numerically the output of the quantum state one can
get with QAOA, and the penalty effect, we switch to less idealized simulations
where the subproblems depend on the QAOA output during the TS search.
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Fig. 4. Distribution of the evaluations (or energies) for the last iteration obtained on
instance 1e given by the QAOA output state, with and without the penalty term. A
colormap is given for the Hamming distance with the current tabu solution.

QAOA Exploration Possibilities. After looking at examples of QAOA out-
put and outlining a few possible exploration opportunities, we carried out a
few extra simulations but not considering the subproblems obtained with brute-
force. Hence, QAOA (and its penalized version) was called once per iteration
with BIPOP-CMAES [25,35] optimizing from one set of angles1. In the follow-
ing, we give a few examples to illustrate the exploration possibilities.

We take instances where BF simulations required few iterations and where
the basic TS was beaten in target. Namely, instance 1d for k = 15 and TT = 5
and 1e for k = 15 and TT = 10. We run Algorithm 1 for 10 times, limiting them
to 20 TS iterations. Different numbers of samples are used for generating a new
candidate per iteration: just once, 10 times and 1000 times. The latter could be
considered as a quasi-brute-force approach in these runs. We denote as m the
number of samples used in the following.

Figures 6 and 5 show the median of the best normalized evaluation obtained
per run by iteration. We observe from iteration 7 for 1d and 10 for 1e that
m = 1000 is equivalent (in median) to the BF generation. In general, the more
samples used, the better the solution found. However, we had at a few iterations
median runs that achieved higher values than BF. For instance, this happened
for the penalized p = 2 QAOA at the 5th iteration with m = 10 for 1d and
m = 1000 at the 12th for 1e. We consider also the frequency of runs for which

1 When using BIPOP-CMAES, we run circuits with 1000 measurements to estimate
expectation values. The optimizer stops when it has reached 2000 evaluations. We
obtained great performances in terms of averaged ratios (as the evaluations divided
by the optimum of the subproblem), superior to 0.97 at the considered depths.
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Fig. 5. Median of best normalized evaluations achieved over TS iterations for instance
1d. The mentions D1, D2, mean respectively p = 1, 2 and the penalized version is
indicated by «pen». A higher curve corresponds to better solutions reached. At iteration
20, the basic TS value would be 0.38, while the lowest QAOA curve value is 0.967. The
m = 1000 runs and BF are over 0.99 starting at the 8th iteration. At iteration 5, the
penalized p = 2, m = 10 version is slightly better than the others, even BF (0.9049 vs
0.9007). At the 6th, the m = 10 versions are above BF (respectively 0.9645 and 0.9578
for unpenalized and penalized p = 2, 0.9555 and 0.9470 for p = 1, and 0.9409 for BF).

the basic TS was beaten, and the optimum was found. Table 2 summarizes our
results. Increasing m improves the frequency of successful runs. We observe that
new paths were found, mainly with an extra iteration or two but exceptionally
one run or two over 10 could save one iteration. This was the case on instance
1e with 12 iterations instead of 13, exclusively with the penalized version. These
examples are numerically in favor of a greedy (or quasi) approach in solving sub-
problems. However, QAOA allows, through a trade-off between exploration and
exploitation, discovering new paths towards optimality that are still interesting
in terms of number of iterations.
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Fig. 6. Median of best normalized evaluations achieved over TS iteration for instance
1e. At iteration 20, the lowest QAOA curve value is 0.991 (while 0.19 for the basic
TS). The m = 1000 runs and BF are over 0.99 starting at the 11th iteration. At
iteration 7, the original p = 2 QAOA using 10 samples point is higher than the others,
even BF (0.7827 vs 0.7808). This also happens at iteration 12, with the penalized
p = 2, m = 1000 (0.997085 vs 0.996902).

5 Conclusion and Outlook

In this work, we studied sampling aspects when quantum approaches, specifi-
cally the QAOA algorithm, are considered in combinatorial optimization. We
considered a practically relevant setting where a gate-based quantum algorithm,
limited in the number of qubits, is utilized in a hybrid quantum-classical frame-
work to solve large optimization instances faster. Our framework constitutes a
powerful yet simple heuristic, Tabu Search, in tandem with QAOA as a local
neighborhood sampler.

As a starting point, numerical experiments over open-source QUBO problems
up to 500 variables validate using QAOA as a proxy to explore larger neighbor-
hood, under the assumption that subproblems are solved optimally. Continuing,
we investigated the exploration possibilities given by QAOA output at small
depth. User-defined parameters such as depth and number of measurements
used to generate a candidate, can be increased to favor exploitation. On our
examples, solving subproblems emphasizing more on the latter gave better gen-
eral performances. Yet, we found that exploration can be beneficial. Iterations
can be saved with our QAOA procedure, illustrating that missing to generate
the solution of a subproblem in previous iterations could yield to faster paths
towards better solutions. Hence, the QAOA-based algorithm we introduce in this
work becomes a very flexible tool in such hybrid quantum-classical settings.
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Table 2. Frequency of successful runs in beating the basic TS and finding the optima
for instance 1d for k = 15 and TT = 5, and instance 1e for k = 15 and TT = 10
(separated by /), in terms of QAOA settings (with the number of measurements noted
m). We report also the number of iterations that led to the optimum.

QAOA m Frequency beating
TS (/10)

Frequency optimum
(/10)

Iterations to
optimum

D1 0 / 0 0 / 0
D1pen 1 0 / 0 0 / 0
D2 0 / 1 0 / 1 / 14
D2pen 0 / 0 0 / 0
D1 7 / 2 1 / 2 18 / 15,16
D1pen 10 4 / 2 0 / 2 / 15,15
D2 5 / 1 2 / 1 11 / 14
D2pen 4 / 0 1 / 0 10 /
D1 8 / 7 8 / 7 9,10,12 / 13
D1pen 1000 8 / 5 8 / 5 10 / 12,13
D2 9 / 9 9 / 9 10,11 / 13,14
D2pen 10/ 7 10 / 7 9,10 / 12,13

We see numerous possibilities for future work. First, our model allows for
many hyperparameters whose function needs to be explored, and, as is usu-
ally done in many local search methods, the exploration/exploitation trade-
offs can be made online-adaptive. Second, the effect of real world limitations,
most importantly noise, and hardware connectivity, calls for further investiga-
tion. Although QAOA can be run on real hardware [2,45], its output quality
will improve as the quantum devices decreases in error, or through quantum
error mitigation [18]. Finally, it would be interesting to propose different frame-
works (e.g. [24,31,36,37]) with special emphasis on the exploration possibilities
given by small-depth quantum algorithms, and cross-compare with standard
techniques in future works. We believe our approach combined with these types
of analyses will provide new promising ways to maximize the use of limited near-
term quantum computing architectures for real world and industrial optimization
problems.
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Abstract. Minimal-length Steiner trees in the two-dimensional Eucli-
dean domain are of special interest to enable the efficient coordination
of multi-agent and interconnected systems. We propose an approach to
compute obstacle-avoiding Steiner trees by using the hybrid between
hierarchical optimization of shortest routes through sequential quadratic
programming over constrained two-dimensional convex domains, and the
gradient-free stochastic optimization algorithms with a convex search
space. Our computational experiments involving 3,000 minimal tree plan-
ning scenarios in maps with convex and non-convex obstacles show the
feasibility and the efficiency of our approach. Also, our comparative study
involving relevant classes of gradient-free and nature inspired heuristics
has shed light on the robustness of the selective pressure and exploitation
abilities of the Dividing Rectangles (DIRECT), the Rank-based Differ-
ential Evolution (RBDE) and the Differential Evolution with Successful
Parent Selection (DESPS). Our approach offers the cornerstone mecha-
nisms to further advance towards developing efficient network optimiza-
tion algorithms with flexible and scalable representations.

Keywords: Minimal trees · Steiner trees · Optimization · Planning

1 Introduction

Minimal-length trees are relevant to enable the efficient coordination of multi-
agent systems in interconnected and distributed environments, e.g. flocking [1],
formation control [2] and leader selection [3]. With origins in the formulation of
Pierre de Fermat [4], the concept of minimal trees was popularized by Vojtěch-
Kössler in the 30’s [5] and by Courant in the 40’s [6]. One of the relevant well-
known constructs is the Steiner tree in graphs. Here, for an undirected graph
G = (V,E) a minimal network connecting a subset of k elements (nodes) of
V is to be found. Naturally, if the subset contains two (all) elements of V , the
problem can be reduced to the Shortest-Path (Minimum Spanning Tree), which is
computable in polynomial time. The (geometric) Euclidean Steiner Tree problem
(EST) aims at computing minimal-length trees spanning n terminal nodes while
allowing the addition of extra (Steiner) points in the Euclidean domain. Here,
we study the obstacle-avoiding Euclidean Steiner tree problem, requiring that
no point in the tree lies in the interior of obstacles.
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Input Output

Root

Fig. 1. Input: a set of nodes and an arbitrary polygonal set in the Euclidean plane.
Output: a collision-free Steiner tree.

2 Steiner Tree Problem

2.1 Definition

Basically, we tackle the obstacle-avoiding Euclidean Steiner tree problem in a
polygonal map with obstacles. Here,

– Inputs are a set of nodes and a polygonal map as portrayed by Fig. 1.
– The output is a collision-free tree as portrayed by Fig. 1.
– The quality of a solution is the overall tree length.

2.2 Background

In the early 90’s, Winter and Smith proposed an O(n) algorithm to compute
Euclidean Steiner trees with three terminals and one obstacle in the plane, in
which n is the number of extreme vertices in the obstacle [7]. In [8], Winter
used visibility graphs to generate and concatenate Steiner trees with two, three
and four terminals. In the late 90’s, Zachariasen and Winter proposed the first
exact algorithm for the obstacle-avoiding Euclidean Steiner tree in the plane by
generating and concatenating full Steiner trees [9]. In the early 2000’s, Weng
and Smith studied the Steiner Trees with one obstacle and presented an O(n2 +
nlog2w) algorithm, in which n is the cardinality of terminal points in the plane,
and w is the number of extreme points in the convex obstacle [10]. They also
generalized their result to a non-convex obstacle running with O(n2 +nw.logw).
Winter et al. devised a polynomial heuristic concatenating the exact solutions
of Steiner trees with up to four terminals, in a simple polygon [11]. In 2010,
Müller-Hannemann and Tazari devised a polynomial-time approximation scheme
with running time O(n log2 n), in which n is number of terminals plus obstacle
vertices [12]. Their approach extends the algorithm of Borradaile et al. [13]
to find (1 + ε)-approximations of Steiner trees in planar graphs whose size is
O(n log n). In 2018, Cohen and Nutov studied connectivity problems in a convex
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metric space and proposed the improved approximation ratios for both Steiner
trees and Steiner forests with minimum number of Steiner points [14]. In 2019,
Chen et al. proposed the connectivity restoration of wireless networks based on
obstacle-avoiding quadrilateral Steiner trees [15].

Nature-inspired and evolutionary algorithms (EAs) are general stochastic
heuristics; and as such, several investigations have shown the potential of EAs
in tackling various forms of minimal-length tree problems, achieving compet-
itive results and approximation guarantees in various scenarios. For instance,
a mathematical model of a Physarum polycephalum slime mold network was
used to construct Steiner trees in graphs, showing the exponential convergence
towards the optimum [16]. And, two variants of Physarum-inspired algorithms
were shown to outperform Genetic Algorithm (GA), discrete Particle Swarm
Optimization (PSO) [17]. Also, evolutionary approaches were shown to be effec-
tive in the bi-level tree formulations [18,19]. The node-based and the path-based
Variable Neighborhood Search (VNS) were used to solve the Steiner tree problem
in graphs, in which solutions were initialized by using the Prim’s algorithm, and
whose effectiveness was shown in 40 instances derived from the OR-Library [20].
Also, it was shown that the (1 + 1) Evolutionary Strategy attains the 3/2-
approximation ratio in constructing Steiner trees for a class of quasi-bipartite
graphs [21].

Also, minimal trees has attracted the attention in the circuit design and the
pipe routing communities. Whereas circuit design is key to VLSI systems [22],
pipe routing is key to offshore oil and gas industries [23]. In the octilinear
Euclidean Steiner tree, sometimes referred as the X-architecture, edges are
required to be oriented at 0◦, 45◦, 90◦, 135◦. Examples of the heuristics include
Particle Swarm Optimization [24–26], variants of Genetic Algorithms [27–29],
Ant Colony Optimization [30], and more recently Differential Evolution [31,32].
For an overview on Steiner tree algorithms for VLSI applications, refer to the
survey by Chen et al. [22].

Although the above-mentioned studies have rendered minimal tree layouts
being compact and free of clutter, the study of obstacle-avoiding minimal Steiner
trees under arbitrary configurations of obstacles and terminal nodes by nature-
inspired and gradient-free optimization algorithms has received little attention.
Whereas tailored algorithms for the rectilinear and the octilinear versions of
the Euclidean Steiner tree problems exist, the study of the general versions by
gradient-free heuristics is potential to elucidate the feasibility to render minimal
trees in the plane. In particular, we formulated and evaluated five relevant classes
of gradient-free optimization algorithms for obstacle avoiding Euclidean Steiner
tree problems. Compared to above-mentioned works, this paper expands the
scope of evaluated gradient-free optimization heuristics by considering diverse
forms of selection pressure and exploration-exploitation trade-offs. Thus, it
becomes possible to elucidate the role of exploration-exploitation in the con-
text of searching obstacle-avoiding Euclidean trees. In particular, we evalu-
ated the following algorithms: (1) Differential Evolution with Global and Local
Interpolation Vectors (DEGL), (2) Rank-Based Differential Evolution (RBDE),
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(3) Differential Evolution with Successful Parent Selection (DESPS), (4) Particle
Swarm Optimization with Niching Properties (NPSO), and (5) Dividing Rectan-
gles Optimization Algorithm (DIRECT). We also present insights from rigorous
computational experiments involving the comparative convergence performance
of the above-described algorithms. We present the statistical comparative study
over a large set of instances comprising 3,000 planning scenarios and 600,000
evaluations of obstacle-avoiding Euclidean Steiner tree instances. Our compu-
tational experiments have shown that selection pressure and exploitation play
important roles to render topologically compact and minimal Euclidean Steiner
tree layouts. As such, the Dividing Rectangles (DIRECT), the Rank-based Dif-
ferential Evolution (RBDE) and the Differential Evolution with Successful Par-
ent Selection (DESPS) are potential to tackle the Euclidean Steiner tree problem
in arbitrary configuration of polygonal obstacles.

3 Proposed Approach

In this section we describe our proposed approach, and the following sections
describe the key components and dynamics.

3.1 Basic Algorithm

The basic outline of our algorithm for building a minimal tree is depicted by
Fig. 2 (route bundling). Given the coordinates of a root, our goal is to construct a
tree minimizing the total length, in which the tree layout represents an obstacle-
avoiding network topology over the polygonal map. Here, our approach describes
the case of a fixed root location; and in the next section, we describe the notion of
flexible location of roots being optimized by gradient-free sampling with various
forms of selection pressure.

– Inputs. A set of nodes and a polygonal map in the Euclidean plane as por-
trayed by Fig. 2-(1).

– Shortest Paths. The shortest paths from the root towards nodes are com-
puted, as exemplified by Fig. 2-(2).

– Hierarchical Clustering. The shortest paths are clustered by the hierar-
chical (agglomerative) approach in which the distance between two shortest
paths is computed as

d(A,B) =

(
K∑

k=1

||Ak − Bk||2
)(

cos−1
( a.b

|a||b|
))

(1)

a = Aend − Ainit, (2)

where Ak is the k-th sampled point along the shortest path A, and K is the
number of 1-D equally-distanced interpolated points along the path A and B.
The vector a is defined as such Ainit and Aend is the origin and destination
coordinate of the shortest path A, respectively. The above distance metric
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Fig. 2. Basic concept of the route bundling approach.

combines piecewise gaps and orientation gaps, thus two shortest paths are
similar if they overlap each other and share the same direction vector. For
simplicity and without loss of generality, we use the product rule between
piecewise gaps and orientation gaps, our future work will study other possible
algebraic combinations. The hierarchical clustering of shortest paths renders
a dendrogram Z, as exemplified by Fig. 2-(3).

– Hierarchical Bundling. The minimal tree is computed by using the hierar-
chical ordering structure of the dendrogram Z, and by using a nature-inspired
approach which considers the merging, the expansion and the shrinkage of
tree structures. Basically, the location of intermediate nodes (Steiner Points)
are computed hierarchically in a bottom-up approach (from the terminal nodes
towards the root), complemented by a top-down approach (from root to ter-
minal nodes), as exemplified by Fig. 2(4)–(5) and Fig. 3. Both the bottom-up
and the top-down approaches aim at co-adaptation of the global hierarchy
when either roots or leaves change in local topology. During bundling, Steiner
points are inserted within the convex hull of the shortest paths by searching
for locations that minimize the tree length over the local region (convex hull)
of the shortest paths, as exemplified by Fig. 3. The search procedure is real-
ized by the trust region method using Sequential Quadratic Programming
(SQP) [33]. For a region involving two shortest paths A and B, the location
of the Steiner Points are encoded by the tuple r = (τ, r1, r2) where τ ∈ [NA,B ]
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Fig. 3. Basic concept of the stages during tree bundling. The shortest paths are
described in the top-left tree as ‘Initial Tree’. The regions in which bundling occurs are
highlighted in colored regions. (Color figure online)

is the index of the τ -th triangle derived from the set of Delaunay Triangula-
tion of the free space of the polygonal environment in the local search space,
NA,B is the number of Delaunay triangles involved in the free region of the
shortest paths A and B, and r1, r2 ∈ [0, 1]. The above encoding ensures that
the Steiner points are located inside the free space, and avoids the complex-
ity of validating whether points are outside the obstacles, thus enabling to
build a convex search space of potential Steiner points. Also, the equivalent
2-dimensional cartesian coordinate (rx, ry) of the root r can be computed by
(rx, ry) = (1 − r1)aτ +

√
r1(1 − r2)bτ +

√
r1r2cτ , where aτ , bτ , cτ are the

2-dimensional coordinates of the vertices of the τ -th triangle derived from the
Delaunay Triangulation of the free space [34].

3.2 Root Optimization

The coordinate of the root of the Steiner tree is determined by solving

min
x

f(x) = L(T (x)) =
∑

s ∈ λ(T )

�(s)

s.t. x ∈ F
, (3)



126 V. Parque

where T (x) is the Steiner tree with root at x ∈ F , F is the free space in
the polygonal map, λ(T ) is the set of edges of T (x), and �(s) is the shortest
Euclidean distance connecting two nodes in the edge s ∈ T . Basically, the cost
function L(T (x)) aims at evaluating the length of the Steiner tree. Thus, by
solving the above-mentioned problem one seeks to find the root at which the
obstacle-avoiding Euclidean Steiner tree attains its minimal length. The root
of the Steiner tree is encoded by the tuple r = (τ, r1, r2), thus the free space
F is equivalent to N

NF × R
[0,1] × R

[0,1], where NF is the number of Delaunay
triangles involved in the free space. Therefore, due to the observations mentioned
above, the search space F is basically of convex nature, in which the lower
bound is (1, 0, 0), and the upper bound is (NF , 1, 1). This feature enhances the
representation used in [31] and [35] by enabling the convex search space of Steiner
points given arbitrary obstacles in the plane [19].

Also, due to the non-linear landscape of the above-mentioned cost function,
and the multimodal nature of the shortest paths when dealing with non-convex
obstacles, we use the class of gradient-free optimization algorithms considering
features of multimodality and balance between exploration and exploitation. In
this paper, we use Differential Evolution (DE) [36], Particle Swarm Optimiza-
tion and DIRECT due to the flexibility to realize diversity of exploration and
exploitation during search. In line of the above, we used five relevant classes
of gradient-free optimization heuristics, each of which denotes distinct modes of
selection pressure and balance between exploration and exploitation. Considering
other nature-inspired heuristics is straightforward, yet including a large number
of such heuristics is out of the scope of this paper. In the following sections we
describe the variants used in our study.

Differential Evolution with Global and Local Interpolation Vectors
(DEGL). Basically, in Differential Evolution (DE)

xt+1 =

{
ut f(ut) ≤ f(xt)
xt otherwise

(4)

ut = xt + mt ◦ (vt − xt), (5)

where xt is the root of the Euclidean Steiner tree at iteration t, ut is the trial root
at iteration t, ◦ is the Hadamard product (element-wise), vt is the mutant vector
at iteration t, mt is a binary vector defined by the crossover probability CR. In
Differential Evolution with Global and Local Interpolation Vectors (DEGL) [37],
the mutant vector vt is computed by:

vt = wxt .gt + (1 − wxt).lt, (6)

where wxt is the weight associated to vector xt, gt is the global interpolation
vector, lt is the local interpolation vector. Here, the weight wxt is computed
adaptively in the neighborhood with ring topology and radius η. DEGL’s sam-
pling scheme focuses on the self-balance of both exploration and exploitation
by considering not only the entire population, but also the local neighborhood
organized in a ring structure.
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Rank-Based Differential Evolution (RBDE). Here, the mutant vector is

vt = x1
t + F (x2

t − x3
t ), (7)

where F is the mutation factor, and the parent individuals x1
t , x

2
t and x3

t are
selected from the Whitley Distribution [38] with xi

t = PS
j for i = {1, 2, 3}, with

j =

⌊
|P |

2(β − 1)

(
β −

√
β2 − 4(β − 1)σ

)⌋
, (8)

where P is the population in Differential Evolution, |P | is the population size,
PS

j is the j-th element of the population sorted by fitness, β is a user-defined bias
term, and σ is a random number in U [0, 1]. RBDE’s sampling scheme focuses on
the selective pressure to allow exploitative power through a rank-based ordering
of the population, in which smaller values of β ∈ (1, 3] are found to be favorable
to speed-up the learning convergence in non-separable problems [38].

Differential Evolution with Successful Parent Selection (DESPS).
Here, the mutant vector vt is computed by the DE/best/1/bin strategy and
selection follows the successful parent selection principle [39]:

xbest
t , x1

t , x2
t ∈

{
PT , if qt ≤ Q
SPt, otherwise , (9)

where PT is the population at iteration t, Q is a user-defined parameter to count
stagnation during the convergence, and SPt is an archive (set) of successful
solutions at iteration t, in which the initial SP is a copy of the initial population
for t = 0 (initialization), and subsequent successful solutions replace the oldest
by selective pressure.

Particle Swarm Optimization with Niching Properties (NPSO). Here,
the global best is based on the Fitness Euclidean Ratio [40]

gbestx = argmax
x

FER(x,y) (10)

FER(x,y) = γ
f(py) − f(px)

||py − px|| , (11)

where px is the personal best of particle x, pg is the global best in the population,
pw is the global worst in the population, γ is a normalization factor, Ld, Ud are
the lower and upper bounds in the dimension d. In the above, the normalization
factor ensures that the global best of each particle is set to the particles in the
population that are close and offer fitness improvement. Thus, the above scheme
allows NPSO to let solutions move towards the best and closest particles in
the neighborhood, thus allowing the self-formation of communities in the search
space.
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Dividing Rectangles Optimization Algorithm (DIRECT). DIRECT is
a gradient-free global optimization algorithm suitable for nonlinear, nonsmooth
and multimodal problems. DIRECT uses the DIviding RECTangles concept to
interpolate vectors through the mid of hypercubes, in which potential hypercubes
are selected by iterative subdivisions [41]. We use the DIRECT algorithm due to
its highly selective pressure allowing the balance of exploration and exploitation
during search. Basically, DIRECT balances the exploration-exploitation trade-
off by selecting not one but several divisions of the search space by using all
possible relative weightings of local versus global (subdivisions) hypercubes of
the search space. Whereas the purely exploitative (explorative) version of a sam-
pling algorithm would select the best (largest) subdivisions (neighborhoods) in
the search space, DIRECT selects a plural number of potential solutions and
hypercubes considering the Pareto frontier that maximizes fitness performance
and search space coverage, leading to an algorithm with the efficient trade-offs
between explorative and exploitative search.

4 Computational Experiments

We evaluated our algorithms in Matlab 2020a by using an Intel i7-4930K @
3.4 GHz and by using 3 types of polygonal maps with arbitrary configuration
of obstacle geometry and (input) terminal nodes in the plane. On maps of type
1, obstacles are represented by arbitrary non-convex polygons. In maps of type
2, obstacles are represented by squared obstacles. In maps of type 3, obstacles
are represented by rectangles resembling the configuration of walls. Our main
motivation of the above is due to our focus on scenarios being reminiscent of
indoor map configurations, in which the reasonable number of nodes are able to
co-exist in the same environment.

As for parameters in the above-mentioned classes of gradient-free optimiza-
tion algorithms, we used probability of crossover CR = 0.5, scaling factor
F = 0.7, population size |P | = 5 individuals, neighborhood ratio η = 0.1, the
bias term β = 3, and the termination criterion is set as 200 function evaluations.
Also, for each configuration, 20 independent runs were performed due to the
stochastic nature of Differential Evolution (DE) and Particle Swarm Optimiza-
tion (PSO). Other parameters were used following the respective references. The
key motivation of using the above parameters is to evaluate the (competitive)
performance of the gradient-free optimization algorithms under small evaluation
budgets, in which evaluation of the cost function is expensive.

As a result of considering 3 types of maps, 10 independent terminal node con-
figurations, 20 independent runs per each case and 5 algorithms, we evaluated
3, 000 planning scenarios of minimal trees and 600, 000 evaluations of the cost
function (Eq. 3). The fine-tuning of the above-mentioned gradient-free optimiza-
tion algorithms is out of the scope of this study. Figure 4, 5 and 6 show examples
of obtained minimal trees by (a) DEGL, (b) RBDE, (c) DESPS, (d) NPSO and
(e) DIRECT after 200 function evaluations and under the same initial condi-
tions and settings over independent runs. In these figures, the location of the
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suggested root is highlighted in yellow color. By looking at these tree topologies,
we can observe differences in the tree structure by each heuristic. Also, Fig. 7
shows an example inspired by pipe routing in a real-world building environment.
Also, to evaluate the convergence of the gradient-free optimization algorithms,
Fig. 8, 9 and Fig. 10 describe the convergence behaviour of the tree length as a
function of the number of evaluations, and Fig. 11 show the Wilcoxon test on
the converged cost function of each gradient-free optimization algorithm over
independent runs.

(a) DEGL (b) RBDE (c) DESPS (d) NPSO (e) DIRECT

Fig. 4. Example of minimal tree in maps of type 1. (Color figure online)

(a) DEGL (b) RBDE (c) DESPS (d) NPSO (e) DIRECT

Fig. 5. Example of minimal tree in maps of type 2. (Color figure online)

By observing the above-described results, we note the following facts: (1)
DIRECT algorithm shows a competitive convergence in all maps (as depicted by
green color in Fig. 8, 9 and Fig. 10) when compared to the classes of Differential
Evolution (DE) and Particle Swarm Optimization (PSO). (2) Fast convergence
is attained by DIRECT algorithm, within [50, 100] function evaluations.

(a) DEGL (b) RBDE (c) DESPS (d) NPSO (e) DIRECT

Fig. 6. Example of minimal tree in maps of type 3. (Color figure online)
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(a) View 1 (b) View 2

Fig. 7. Views of the topology of a minimal tree in an environment layout. The red
(green) node (s) denote the root (leaves) of the tree. (Color figure online)

(a) Case 1 (b) Case 2 (c) Case 3

Fig. 8. Mean of convergence of the tree length over 20 independent runs in Map 1.
(Color figure online)

(a) Case 1 (b) Case 2 (c) Case 3

Fig. 9. Mean of convergence of the tree length over 20 independent runs in Map 2.
(Color figure online)
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(a) Case 1 (b) Case 2 (c) Case 3

Fig. 10. Mean of convergence of the tree length over 20 independent runs in Map 3.
(Color figure online)
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Fig. 11. Statistical significance test using Wilcoxon at 5% significance level. Numbers
represent planning instances where an algorithm in the row is significantly better,
similar and worse to an algorithm in the column (higher values in dark).

The above results offer relevant observations that regard the suitability of
the class of Differential Evolution, Particle Swarm Optimization and Dividing
Rectangles approaches. The evaluated scenarios allows to elucidate the nature of
the search space and the fitness landscape of the Euclidean Steiner tree problem
in arbitrary configurations of the polygonal domain: due to the convexity of the
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encoding and our formulated search space at Eq. (3), the selective pressure and
exploitation abilities of DIRECT becomes beneficial for faster convergence in
polygonal environments with irregular and non-convex obstacle geometry. On
the other hand, evolutionary computing algorithms with strong foci on exploita-
tion such as the Rank-based Differential Evolution (RBDE) and Differential
Evolution with Successful Parent Selection (DESPS) become beneficial in polyg-
onal environments with regular and convex obstacle geometry. Thus, among the
above-studied scenarios, selective pressure and exploitation schemes are advan-
tageous to render shorter Steiner trees. Conversely, DEGL and NPSO offer less
selective pressure due to the additional perturbation from the population neigh-
borhood. Studying whether different sampling mechanisms or canonical repre-
sentations of Steiner tree structures has a positive effect on the convergence rate
is left in future agenda.

We believe the competitive performance of DIRECT is due to the amenability
of the division of rectangles concept to the convex representation of the feasible
search space (by using the Delaunay triangulation). Since the convex represen-
tation ensures that coordinates of the root are located within the free-space of
the polygonal map, the division of hypercubes in DIRECT enables to sample
the feasible search space efficiently. Since our proposed hierarchical bundling
computes the optimal topology of the Steiner tree using roots suggested by the
gradient-free optimization algorithm, the sampling of potential locations of the
root of the Steiner tree in few number of evaluations of the cost function becomes
essential to attain competitive convergence. DIRECT allows to sample roots of
the Steiner trees efficiently in less number of function evaluations due to the
Delaunay-based representation: potential roots located in proximal triangles of
the search space will suggest solutions within the proximity of such potential
roots. Likewise, roots being far from potential locations will be neglected by the
hierarchical division of hypercubes in DIRECT. Our results offer building blocks
to further advance towards developing global network optimization algorithms
with flexible and scalable representations. In future work, we aim at study-
ing Steiner tree optimization using enumerative representations [42–46] and its
applications to design modular folds [47].

5 Conclusions

In this paper we have proposed a hybrid approach to compute obstacle-avoiding
minimal trees in the plane. Our approach is based on (1) the hierarchical
bundling of the shortest paths, (2) the formulation of a convex search space
of Steiner points and roots, and (3) the gradient-free stochastic optimization
algorithms able to realize diverse forms of selection pressure and exploration-
exploitation trade-offs. Our computational experiments confirmed the feasibility
and the efficiency of our proposed approach, showing the faster convergence of
the Dividing Rectangles (DIRECT) approach, as well as the positive benefits of
selection pressure of RBDE and DESPS.
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Abstract. Flowshop problems (FSPs) have many variants and a broad
set of heuristics proposed to solve them. Choosing the best heuristic and
its parameters for a given FSP instance can be very challenging for practi-
tioners. Per-instance Algorithm Configuration (PIAC) approaches aim at
recommending the best algorithm configuration for a particular instance
problem. This paper presents a PIAC methodology for building models
to automatically configure the Nawaz, Encore, and Ham (NEH) algo-
rithm which proved to be a good choice in most FSP variants (especially
when they are used to provide initial solutions). We use irace to build
the performance dataset (problem features ↔ algorithm configuration),
while training Decision Tree and Random Forest models to recommend
NEH configurations on unseen problems of the test set. Results show that
the recommended heuristics have good performance, especially those by
random forest models considering parameter dependencies.

Keywords: Flowshop · Heuristics · Automatic algorithm
configuration · Parameter dependencies · Machine learning

1 Introduction

There are different frameworks proposed in the literature to automate producing
state-of-the-art strategies for solving a broad set of problems, ranging from com-
binatorial optimization to satisfiability and AI planning [28]. Some well-studied
approaches include Automatic Algorithm Configuration (AAC). Practitioners
can use an AAC to search in the algorithm parameter space for the configura-
tion that provides the best performance on a set of instances of the given prob-
lem. Per-instance algorithm/parameter selection problem has attracted more
and more interest over the past 15 years. A step further on AAC strategies would
be therefore recommending the best parameters for each target instance using
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problem features [43], possibly generalizing for unseen instances and gaining
knowledge about the problem and algorithms [36].

Flowshop Problems (FSPs) are an example of NP-hard problems that have
many variants in the literature [3,45]. A general FSP formulation considers a pro-
duction line processing a set of jobs sequentially. There are many variants of this
problem using different objectives, like the time to process all jobs (makespan),
and constraints, like no machine waiting times. Consequently, there are many dif-
ferent algorithms specialized in solving different FSPs. The Nawaz, Encore, and
Ham (NEH) algorithm [35] is an example of a generic framework that performs
well on makespan objective. Different proposals adapt NEH varying components
like insertion order and tie-breaking mechanisms for different FSP variants and
objectives [18,19,45].

There are proposals in the literature for automating FSP heuristic genera-
tion/recommendation by configuring its components. [20] presents a comprehen-
sive numerical study on different NEH initial orders. It concludes that different
initializations improve the state-of-the-art for makespan, idle-time, and total
flowtime objectives. [14] uses irace to combine the two-phase local search with
Pareto local search components and design heuristics for bi-objective (makespan
and total flowtime) FSPs. [5,6] and [32] build a grammar for automatic con-
figuration based on irace, which generates complex iterative algorithms with
different NEH variants and stochastic local search components. The differences
between [5] and [6] rely mainly on the type of the considered objective with [5]
addressing the total completion time and [6] minimizing the makespan. [39] pro-
poses and tests on permutation FSP, a framework that recommends stochastic
local search algorithms and their parameters. [1] describes a methodology for
using irace in the automatic design of FSP optimization algorithms with multi-
ple parallel machines for makespan, total flowtime, and total weighted earliness
and tardiness objectives.

Analysis of flowshop features effects on metaheuristics performance are
present in works based on Fitness Landscape Analysis (FLA) [10,22,30,31,41].
Many concepts of these works contribute to our proposal, but they focus on
studying the main effects of different instance features, solution representa-
tion, and neighborhood operator on flowshop search landscapes. Another closely
related topic is hyper-heuristics, where search information is used to select or
generate heuristics on the run [8]. Many works apply it to scheduling problems
[7,44,52].

This paper expands previous works by addressing different FSPs and using
Machine Learning (ML) techniques to recommend various NEH components. In
the present work, NEH is chosen not only because it performs well on most of
FSP variants, but also because it can provide suitable initial solutions to be
further used for other (meta)heuristics, including more complex state-of-the-art
algorithms). Most of the literature considers stochastic local search approaches
on a limited number of FSPs formulations. Our work proposes an ML-based Per-
instance Algorithm Configuration (PIAC), which considers different variants of
FSPs and a wide variety of NEH components (over 1.5 million combinations).
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Aiming to encompass a relatively wide range of problems, we consider various
sets of FSP instances, each with different characteristics: objectives (makespan
and total flowtime), variants (permutation, no-idle, and no-wait). We also con-
sider difficult instances from the literature (VRF [49]) and generate others whose
processing times better resemble real-world problems. The irace configurator
adopted as AAC builds the dataset used to train the ML models. Finally, the
recommended heuristics are tested on unseen problems and later compared with
the traditional NEH configuration, an irace-tuned NEH with all instances, and
a randomly chosen configuration. With that, we intend to contribute to the
general understating of FSPs and the NEH algorithm with an empirical study
of problems features and how they relate to NEH parameters. Also, by build-
ing parameter recommendation models considering parameter dependencies, this
work can contribute to the growing interest in using ML for optimization [36].

The paper is organized as follows, Sect. 2 briefly reviews some basic concepts
necessary to understand the proposal. Section 3 describes the proposed method-
ology for NEH heuristic recommendation for solving FSPs. Section 4 presents the
results obtained from the proposal. Finally, Sect. 5 highlights some conclusions
obtained from the experiments and presents future directions.

2 Background

The usual permutation FSP formulation has the following conditions [3]: (1) a set
of J unrelated, multiple-operation jobs is available for processing at time zero;
(2) each job requires M operations, and each one requires a different machine;
(3) setup times for the operations are sequence-independent and included in
processing times; (4) job descriptors are available in advance; (5) all machines
are continuously available; (6) once an operation begins, it proceeds without
interruption. Besides, a FSP instance is given by the processing times, pj,m, for
all j = 1, . . . , J and m = 1, . . . ,M , the amount of time required to process each
job j in each machine m.

A sequence is given by a permutation of (1, 2, . . . , J). As mentioned, each
machine can process an available job immediately. In other words, machine 1
starts processing the first job in the sequence at time zero, and machine m can
start processing the j-th job as soon as job j − 1-th is completed on machine m
and j-th job is completed on machine m − 1.

Given the completion times Cj for all jobs j = 1, . . . , J , it is possible to
define the makespan objective function as the time to complete all jobs, i.e.,
Cmax = max{Cj , j = 1, . . . J}. Another common objective is the total flowtime
given by F =

∑J
j=1 Cj .

Some FSPs formulations add new constraints to model real-world scenarios
better. The no-wait FSP variant includes the requirement that there are no stores
between operations, i.e., a process never waits for the next machine. Also, for
the no-idle FSP variant, the machines have no idle time between job exchanges,
which is common in steel production [3].
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A pioneer work proposes an exact method for solving two-machine FSP
(M = 2) [24]. The method iteratively removes the job with the lowest processing
time and puts it in the first or the last position, depending on which machine it
belongs to (the first or the last machine, respectively). Various methods use the
idea behind this algorithm, known as Johnson’s rule: a job i precedes job j in
an optimal sequence if min{p1,i, p2,j} ≤ min{p1,j , p2,i}.

Although exact methods are optimal, they may not be computationally effi-
cient in larger instances. The general FSP problem with makespan minimization
for M = 3 or more machines is NP-Hard [21]. Therefore, there is no efficient way
to solve it (if P �= NP). Consequently, it is common to use heuristics that yield
near-optimal solutions for large instances.

There are two basic categories of FSP heuristics: constructive and improve-
ment heuristics. Constructive heuristics iteratively build the final sequence by
adding jobs to partial permutations. Otherwise, improvement heuristics start
with a full permutation and iteratively improve it, usually with swap and shift
operators [15]. In [37], a constructive heuristic sums the jobs processing times
on each machine, weighted by a slope order index (i.e., machine m has index
M − (2m − 1)). After that, it sorts the jobs by a non-increasing order of the
resulting sum. Therefore, the heuristic tries to reduce the makespan added by
the first and last jobs in the sequence.

Another well known constructive heuristic is CDS [9]. CDS idea is to divide
the M machines into two groups and apply the M = 2 machines Johnson’s
algorithm. It does so by considering virtual machines formed by the sum of
processing times for multiple machines. Usually, CDS evaluates every pair of
disjoint sets of machines (M − 1 in total). The Rapid Access (RA) heuristic [11]
combines Palmer’s and CDS heuristics. RA creates two virtual machines using
two slope order index weights to aggregate processing times (the virtual machines
processing times are pj,1′ =

∑M
m=1(M − m + 1)pj,m and pj,2′ =

∑M
m=1 mpj,m).

It then uses Johnson’s algorithm to generate the final permutation.
The NEH heuristic [35] is a well known constructive heuristic that works

by inserting jobs in partial sequences. The following steps describe the NEH
algorithm:

1. Insertion order: for each job, calculate the sum of its processing times
(
∑M

m=1 pj,m), and sort them by the non-increasing order of that sum;
2. Initialize the partial sequence with the first job and, for j = 2, . . . , J do:

(a) Insertion: Insert j-th job in every position in the partial sequence;
(b) Select the best partial sequence and continue.

This procedure has a complexity of O(MJ3), later improved to O(MJ2)
for the makespan objective because, given the previous partial sequences com-
pletion times, it is easy to recalculate the makespan from each insertion [47].
Other accelerations are available for no-wait FSP with makespan objective in
O(J) [38] and no-idle FSP with makespan and total flowtime in O(MJ2) [16].
With extensive tests, many proposals found NEH to be one of the best construc-
tive heuristics for FSPs [45]. Thus, many recent heuristics and metaheuristics
proposals internally use NEH or some variant of NEH.
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Some variants of NEH alter its initialization phase by using some ordering
heuristic [20], for example, including the mean and standard deviation to the sum
of the processing times on each machine [13]. In some cases, randomness can gen-
erate better initial permutations [42]. The Nagano-Mocellin (NM) initialization
penalizes jobs in the initial sequence according to a lower bound for its waiting
time (time between the end of the operation on machine j and the beginning of
the next operation on machine j + 1) [33]. Also, inverting the original insertion
order yields slightly better results in no-idle FSPs [38]. KK1 heuristic [25] calcu-
lates a slope index for each job (aj =

∑M
M=1((M − 1) ∗ (M − 2)/2+M −m)pj,m

and bj =
∑M

m=1((M −1)∗ (M −2)/2+m−1)pj,m) and builds the initial permu-
tation according to the non-increasing order of min(aj , bj). KK2 heuristic [26]
adds the skewness to the job processing times sum. Some order heuristics for
sequence-dependent FSPs draw inspiration from Traveling Salesperson Problem
construction procedures [3,46]. Other methods apply known FSP lower-bounds
as metrics to construct schedules iteratively [40]. Finally, the Liu-Reeves (LR)
heuristic is used mainly for FSPs with the flowtime objective and uses a weighted
sum of idle, completion, and artificial job times as an indicator to sort the jobs
in a schedule [29,34].

Another aspect of the NEH heuristic explored in the literature is the insertion
phase. If different positions have the same fitness, a tie-breaking strategy decides
the best position. In KK1 and KK2 [26], a tie-breaking mechanism is added to the
insertion phase, using principles of Johnson’s rule and Palmer’s weighted sums
of job times. An insertion strategy based on balancing the utilization among all
machines is proposed in [13]. Recently, in [18] a NEH variant with tie-breaking
for makespan objective uses estimated idle times.

3 Methodology

3.1 Problem and Feature Space

As described in Sect. 2, FSPs have different formulations depending on the
instance, objective and variant. To build the recommendation database, we need
a big enough sample of the problem space while maintaining a reasonable compu-
tation time to collect the performance data. In the experiments, we consider our
own generated instances: (i) exponential and Erlang instances: with exponential
(1/50 rate) and Erlang (with shape 4 and 4/50 rate) distributions, known to bet-
ter represent practical problems [2,19]; (ii) generated structured instances: with
uniform distributions such that the processing times have a correlation of 0.9
between jobs (job-correlated) or machines (machine-correlated), where less com-
plex strategies have better performance [51]. Also, instances selected from the
literature: VRF [49] instances, widely used in the permutation FSP, originally
generated to be hard for state-of-the-art heuristics.

The instance sizes (job, machines) use ranges from small instances, all combi-
nations of J = {10, 20, 30, 40, 50, 60} jobs and M = {5, 10, 15, 20} machines, and
large instances, with all combinations of J = {100, 200, 300, 400, 500} jobs and
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M = {20, 40, 60} machines. For each instance set and size there are 10 instances
samples using different random seeds.

We considered all combinations of the above problem features to build the
performance dataset. In total there are (2 objectives × 3 variants × 5 process-
ing time distributions × 39 instance sizes) = 1, 170 FSP formulations with 10
instances each.

We use different types of problem features as inputs for the recommendation
models. Some simple features come directly from the problem definition, like
the number of jobs (J), the number of machines (M), FSP variants (PERM,
NOWAIT, NOIDLE), and objectives (MAKESPAN, FLOWTIME). Since, dur-
ing the recommendation, the practitioner might not know the processing times
distribution, we include some calculated statistics, such as standard deviations,
skewness and kurtosis per job (machine).

Other advanced instance features consider Fitness Landscape Analysis (FLA)
[10]. A fitness landscape consists of a solution representation, a neighborhood
connecting them, and the fitness function. In this paper, we compute FLA fea-
tures for each problem over the space of permutations connected by the insertion
neighborhood. The literature proposes FLA metrics mainly to measure problem
difficulty and gain insights about neighborhoods and operators. For example,
a low correlation of fitness values between neighbor solutions means that the
fitness landscape is rugged.

The paper adopts FLA based on solution types and random walk samples.
For solution-based FLAs we sample 100 solutions for all problems with J ≤ 100,
50 solutions when 100 < J ≤ 300 and 30 solutions when 300 < J ≤ 500.
By computing the neighborhood, the estimation of different metrics is possi-
ble like percentage of strict local minimum (maximum), local minimum (maxi-
mum), plateau, ledge, and slopes, as well as the proportion of up, down and side
edges [23].

For random walk samples, we collect the objective values from a random walk
of T = 10, 000 steps on each problem fitness landscape. From each sequence of
fitness (f1, . . . fT ), we can estimate its autocorrelation. Considering a pair pq of
fitness in the sequence as up, down and side movements we calculate features
such as entropy, partial information, information stability, and density basin [50].

Regarding their computational costs, problem and processing time based
features are inexpensive to compute, and the random-walks involve 10, 000 fitness
evaluations. A neighborhood sweep computation is most costly on permutation
flowshop and is proportional to J3 [48]. The NEH insertion phase also involves
a neighborhood sweep of the same cost. Therefore the features computed are
usually less expensive than testing thousands of NEH configurations.

As shown in Table 1, in total, there are 27 features used as inputs for the
proposed recommendation models (4 problem features + 8 features based on
processing times + 10 solution statistics + 5 random walk statistics).
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3.2 Algorithm Space

There are many FSP heuristics available in the literature. Some of them are
general, while others are specific for different variants and objectives. Despite
that, common heuristics consist of one or more phases like index-development,
solution construction, and solution improvement [19].

Table 1. Input features for the recommendation models.

Scope Feature Value

Problem Number of jobs J

Number of machines M

FSP variant {PERM, NOWAIT, NOIDLE}
Objective {MAKESPAN, FLOWTIME}

Proc. times Jobs per machines ratio J/M

Standard deviation σ[pjm]

Standard deviation per job Ej=1...J [σ[pjm]]

Standard deviation per machine Em=1...M [σ[pjm]]

Skewness per job Ej=1...J [((pjm − E[pjm])/σ[pjm])3]]

Skewness per machine Em=1...M [((pjm − E[pjm])/σ[pjm])3]]

Kurtosis per job Ej=1...J [((pjm − E[pjm])/σ[pjm])4]]

Kurtosis per machine Em=1...M [((pjm − E[pjm])/σ[pjm])4]]

Solution statistics Strict local minimum |{s : f(s) < f(s′) ∧ s′ ∈ N(s)}|
Local minimum |{s : f(s) ≤ f(s′) ∧ s′ ∈ N(s)}|
Strict local maximum |{s : f(s) > f(s′) ∧ s′ ∈ N(s)}|
Local maximum |{s : f(s) ≥ f(s′) ∧ s′ ∈ N(s)}|
Plateau |{s : f(s) = f(s′) ∧ s′ ∈ N(s)}|
Slopes |{s : f(s) �= f(s′) ∧ s′ ∈ N(s)}|
Ledge |{s : s is none of the above}|
Up edges |{(s, s′) : f(s) < f(s′) ∧ s′ ∈ N(s)}|
Down edges |{(s, s′) : f(s) > f(s′) ∧ s′ ∈ N(s)}|
Side edges |{(s, s′) : f(s) = f(s′) ∧ s′ ∈ N(s)}|

Random walk statistics Auto-correlation Cov[ft, ft+1]/
√

V ar[ft]V ar[ft+1]

Entropy − ∑
p�=q P (pq) log6 P (pq)

Partial information (T − |{ft = ft+1 : t = 1 . . . T − 1}|)/T

Information stability maxt=1...T−1
∣∣ft − ft+1

∣∣
Density basin − ∑

p=q P (pq) log3 P (pq)

Index-development addresses different job-ordering algorithms, from a sim-
ple decreasing sum of total processing time to heuristics like LR [29], which
involves computing idle-times and artificial jobs processing times. The NEH algo-
rithm [35], using different insertion orders and tie-breaking mechanisms, supports
the construction phase. Finally, solution improvement adopts an iterative local
search algorithm like Iterated Local Search (ILS) or Iterated Greedy (IG) [23].

This work focuses o the first two phases of index development and solution
construction by NEH. These phases might be further complemented/improved
using powerful heuristics like ILS and IG. Aiming to produce both job-ordering
algorithms and NEH-based constructive heuristics, we propose the following
algorithm framework (also shown in Fig. 1):
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1. Order �J × IOR� jobs using a given order heuristic;
2. Order �J × (1 − IOR)� jobs using NEH insertion order;
3. Starting from the ordered jobs, iteratively insert each job from NEH insertion

order using the given tie-breaking strategy.

Fig. 1. The proposed heuristic framework (an example with IOR = 0.5).

Using the initial order ratio IOR, it is possible to generate different NEH
heuristics that combine index development and solution construction phases. For
example, the original NEH uses IOR = 0 with a decreasing sum of processing
times as NEH initial order and first best insertion strategy. Also, using IOR =
0.75, completion time on the last machine as the initial order, sum of processing
times as NEH initial order would resemble LR-NEH [34], proposed for minimizing
flowtime on no-idle FSPs.

The orderings used in steps 1 and 2 in the framework can consider different
indicators based on the problem data (see Table 2 for the list addressed in
this paper). All indicators are computed as an aggregation of terms of the jobs
processing times on each machine. A weighted version of each indicator (IOW
and NOW parameters) is defined by multiplying each aggregated term by (M −
m + 1), where m = 1, . . . ,M is the term’s machine index, similar to Palmer’s
and RA heuristics. Different sorting options of each indicator can also be applied
(IOS and NOS parameters), as shown in Fig. 2.

Fig. 2. Order indicator sorting orders (based on [20]).

Finally, we consider five different NEH tie-breaking (NTB) mechanisms in
NEH insertion phase: first best, last best, NM [33], KK1 and KK2 [26]. In sum-
mary, Table 3 describes all parameters of the proposed heuristic. In total there
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are 1, 695, 456 possible configurations for the NEH variants addressed in this
work. Regarding irace configuration, the IOR parameter is ordinal ranging from
[0, 1] with 0.25 steps and the remaining are categorical. When IOR = 0 the
initial order parameters (IOW, IOS, and IOI) are not sampled by irace. Also,
when IOR = 1 NEH insertion parameters (NOI, NOS, NOW, NTB) are not
sampled.

Table 2. Order heuristic and NEH insertion order indicators.

Name Ref

Sum of job processing times [35]

Sum of the processing times standard deviation [13]

Sum processing times standard deviation, average and skewness [13]

Absolute difference of processing times [20]

Absolute residuals sum [20,46]

Square residuals sum [20,46]

Sum of the negative residuals with negative residual carry-over [20,46]

Sum of the absolute residuals with negative residual carry-over [20,46]

Sum of the squared residuals with negative residual carry-over [20,46]

Sum of the absolute residuals with double negative residuals, no carryover [20,46]

Sum of the lower bounds on the completion times [20,40]

Sum of possible idle times [20,40]

Sum of possible waiting time of jobs and idletime of machines [20,40]

Iterative idle, completion and artificial total flowtime (LR) [29]

Iterative idle, completion times (LR variant) [29]

Iterative idle times (LR variant) [29]

Iterative artificial total flowtime (LR variant) [29]

Iterative completion times (LR variant) [29,34]

Sum of job processing times minus waiting time lower bound (NM1) [27,33]

NEHKK1 [27]

NEHKK2 [25]

Table 3. Parameters of the proposed approach.

Parameter Symbol Possible values

Initial order ratio IOR 0, 0.25, 0.5, 0.75 or 1.0

Initial order weighted by machine IOW Yes or no

Initial order indicator sorting criteria IOS Figure 2

Initial order indicator IOI Table 2

NEH order weighted by machine NOW Yes or no

NEH order indicator sorting criteria NOS Figure 2

NEH order indicator NOI Table 2

NEH tie-breaking NTB First best, last best, NM, KK1 or KK2
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3.3 Performance Data and Recommendation

To generate performance data, irace (used as AAC) finds the best parameters for
each FSP problem, using ten instances generated with different random seeds.
Irace runs with its default configuration, in deterministic mode with a maximum
budget of 5, 000 evaluations of candidate configurations.

After that, the proposed approach calculates the problem features listed in
Sect. 3.1. A pre-processing step removes some features with zero variance and
high correlation with others (absolute value above 0.95). Then, for each param-
eter, a training and test set is built using problem features as inputs and the
best parameter values as outputs.

The training phase uses Decision Trees (DT) and Random Forests (RF) [4] to
learn how to recommend parameters. The models implementation are taken from
the R packages rpart v4.1--15 and ranger v0.12.1. While the RF number of
trees is fixed as 2, 000, this phase considers a simple parameter grid with 10-fold
cross-validation to tune different values for DT maximum tree depth (1 to 5),
RF number of predictors sampled for each split (1 or 10) and RF number of data
points sampled for each split (2 or 40).

The DT and RF models are trained and tested associated with two recom-
mendation strategies. The first strategy considers only the problem features as
inputs and tries to predict the best parameter value (no dependencies). The sec-
ond approach recommends the parameters sequentially, and the output of one
recommendation is fed as input to the next parameters (with dependencies). The
second strategy aims to model implicit dependencies among the parameters. For
example, the NEH tie-breaking mechanism might depend on its initial sequence.
The order of recommendations is the one shown in Table 3, starting from Initial
order ratio, ending with NEH tie-breaking.

4 Results

We divided the results into two different groups (i) those obtained from a machine
learning perspective when we analyze models’ predictive qualities; and (ii) those
obtained from the optimization perspective when we focus on the best objec-
tive function achieved by each recommended strategies. The results from both
sections consider the 25% test split of the problems dataset.

4.1 Machine-Learning Performance

Figure 3 shows the proposed model results (DT and RF, with and without
parameters dependencies) in terms of accuracy (Fig. 3(a)) and F-score (Fig.
3(b)) metrics. Both metrics agree in most cases. DTs are worse on parameters
like IOI and NTB but have a good performance on IOS and IOW. RFs and
parameter dependency models are slightly better on most problems.

The high performance on the IOR recommendation task is because it is highly
unbalanced. In most cases (93%), a ratio of zero is recommended (only NEH
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phases with no initial sequence). The initial order parameters are only considered
for the training set when IOR > 0, and, in this case, the recommendation models
have good performance. NEH parameters are more difficult to recommend, like
NOI, possibly because the 8 order indicators have similar or negligible effect.

4.2 Recommended Heuristics Performance

The quality of recommendation models from the optimization’s perspective is
measured using the relative performance given by:

RP = 100 ∗ (Fitness − BestF itness)/BestF itness

averaged for all problems in the test set, where BestF itness is the fitness of the
best configuration found by irace to build the dataset.

NOI NOS NOW NTB

IOR IOI IOW IOS

0.00 0.25 0.50 0.75 0.00 0.25 0.50 0.75 0.00 0.25 0.50 0.75 0.00 0.25 0.50 0.75

DT

RF

DT

RF

No dependencies With dependencies

(a) Accuracy.

NOI NOS NOW NTB

IOR IOI IOW IOS

0.00 0.25 0.50 0.75 0.00 0.25 0.50 0.75 0.00 0.25 0.50 0.75 0.00 0.25 0.50 0.75

DT

RF

DT

RF

No dependencies With dependencies

(b) F-score.

Fig. 3. Prediction performance of the recommendation models (higher values indicate
better performance).
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Figure 4 shows the average relative performance (ARP ) statistics for the
following strategies: standard NEH with original configuration, i.e., a decreas-
ing sum of processing times order and first best insertion (Standard NEH);
global best NEH configured by irace with all problems instances and budget
of 5, 000|P | evaluations of candidate configurations (Global best NEH1), where
|P | is the number of problems; proposed recommendation models (DT and RF)
trained and tested with and without parameter dependencies. A random param-
eter choice (Random) is also compared with these strategies, but its performance
is very poor (on average 4.5 times worse than irace reference configurations).

−10

0

10

20
30

Strategy

Standard NEH

Global−best NEH

DT

DT+Dependencies

RF

RF+Dependencies

Fig. 4. Average relative performance for all strategies compared to the baseline irace
best configuration.

From the optimization perspective, it is clear that the random parameter
choice is the worst. Secondly, we can observe that choosing a single configuration
for multiple types of problems like the standard NEH and global-best NEH is
better than a random choice. Nevertheless, in most cases fixing parameters for a
set of instances is worst than instance-based recommendations. RF models show
the best performances, with more than 25% of configurations that improve upon
the best found by irace. This result indicates that the model can produce highly
efficient heuristics even on unseen problems.

According to the all-pairs Friedman test [12], RF models with parameter
dependencies are statistically better than all of the other strategies. Also, DT
models are not improved by parameter dependency are equivalent to RF models
without parameter dependency. The source code and extra results regarding DT
models interpretability are left available as supplementary material2.

5 Conclusion

This paper has presented a methodology for recommending the Nawaz, Encore,
and Ham (NEH) heuristics in the optimization of Flowshop problems (FSP).
1 The global best NEH found by irace uses the hill-sorted absolute difference of pro-

cessing times with NM tie-breaking strategy.
2 Source code and supplementary material link: https://github.com/lucasmpavelski/

flowshop-neh-based-heuristic-recommendation.

https://github.com/lucasmpavelski/flowshop-neh-based-heuristic-recommendation
https://github.com/lucasmpavelski/flowshop-neh-based-heuristic-recommendation
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Moreover, by recommending NEH components sequentially, we considered mod-
eling some parameter dependencies. We used irace as an Automatic Algorithm
Configuration (AAC) tool to build a training set for a variety of FSP problems.
The problems included no-idle and no-wait variants, different processing times
distributions, and hard instances used in the literature. After that, we trained
decision trees and random forest models using problem features as inputs.

The empirical results show the good performance of the proposed models,
mainly from the optimization perspective. Like NEH initial order, some param-
eters proved to be hard to predict given the addressed problem features. Finally,
the random forest’s optimization performance with parameter dependencies was
comparable to irace best configurations, even on problems unseen during the
training phase.

In future works, we intend to improve the methodology using ablation [17],
to find robust parameter values for the training dataset and possibly leverage
the models’ prediction performance. Also, investigate features’ importance given
by the Random Forest models. Moreover, comprehensive approaches could fur-
ther incorporate stochastic local search [23] recommendation models to improve
the recommended NEH heuristics’s initial solutions. Other types of FSP prob-
lems, different NEH components, fitness landscape metrics, and machine learning
models could also improve the empirical results.

Acknowledgments. M. Delgado acknowledges CNPq (a Brazilian research-funding
agency) for her partial financial support, grants 309935/2017-2 and 439226/2018-0.
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Abstract. Recently a mechanism called stagnation detection was pro-
posed that automatically adjusts the mutation rate of evolutionary algo-
rithms when they encounter local optima. The so-called SD-(1+1) EA
introduced by Rajabi and Witt (GECCO 2020) adds stagnation detec-
tion to the classical (1+1) EA with standard bit mutation, which flips
each bit independently with some mutation rate, and raises the mutation
rate when the algorithm is likely to have encountered local optima.

In this paper, we investigate stagnation detection in the context of
the k-bit flip operator of randomized local search that flips k bits chosen
uniformly at random and let stagnation detection adjust the parame-
ter k. We obtain improved runtime results compared to the SD-(1+1) EA
amounting to a speed-up of up to e = 2.71 . . . Moreover, we propose
additional schemes that prevent infinite optimization times even if the
algorithm misses a working choice of k due to unlucky events. Finally, we
present an example where standard bit mutation still outperforms the
local k-bit flip with stagnation detection.

Keywords: Randomized search heuristics · Local search ·
Self-adjusting algorithms · Multimodal functions · Runtime analysis

1 Introduction

Evolutionary Algorithms (EAs) are parameterized algorithms, so it has been
ongoing research to discover how to choose their parameters best. Static param-
eter settings are not efficient for a wide range of problems. Also, given a spe-
cific problem, there might be different scenarios during the optimization, which
results in inefficiency of one static parameter configuration for the whole run.
Self-adjusting mechanisms address this issue as a non-static parameter control
framework that can learn acceptable or even near-optimal parameter settings
on the fly. See also the survey article [6] for a detailed coverage of static and
non-static parameter control.

Many studies have been conducted on frameworks which adjust the mutation
rate of different mutation operators, in particular in the standard bit mutation
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for the search space of bit strings {0, 1}n to make the rate efficient on unimodal
functions. For example, the (1 + (λ, λ)) GA using the 1/5-rule can adjust its
mutation strength (and also its crossover rate) on OneMax [5], resulting in
asymptotic speed-ups compared to static settings. Likewise, the self-adjusting
mechanism in the (1+λ) EA with two rates proposed in [9] performs on unimodal
functions as efficiently as the best λ-parallel unary unbiased black-box algorithm.

The self-adjusting frameworks mentioned above are mainly designed to opti-
mize unimodal functions. Generally, they are not able to suggest an efficient
parameter setting where algorithms get stuck in a local optimum since they
mainly work based on the number of successes, so there is no signal in such a
situation. On multimodal functions, where some specific numbers of bits have
to flip to make progress, Stagnation Detection (SD) introduced in [17] can over-
come local optima in efficient time. This module can be added to most of the
existing algorithms to leave local optima without any significant increase of the
optimization time of unimodal (sub)problems. To our knowledge, no study has
put forward other runtime analyses of self-adjusting mechanisms on multimodal
functions. However, in a broader context of mutation-based randomized search
heuristics, the heavy-tailed mutation presented in [11] has been able to leave a
local optimum in a much more efficient time than the standard bit mutation
does. Moreover, in the context of artificial immune systems [2] and hyperheuris-
tics [13], there are proofs that specific search operators and selection of low-level
heuristics can speed up multimodal optimization compared to the classical muta-
tion operators.

Recent theoretical research on evolutionary algorithms in discrete search
spaces mainly considers global mutations which can create all possible points
in one iteration. These mutations have been functional in optimization scenarios
where information about the difficulties of the local optima is not available. For
example, the standard bit mutation which flips each bit independently with a
non-zero probability can produce any point in the search space. However, local
mutations can only create a fixed set of offspring points. The 1-bit flip mutation
that often can be found in the Randomized Local Search algorithm (RLS) can
only reach a limited number of search points, which results in being stuck in a
local optimum with the elitist selection. Nevertheless, local mutations may out-
perform global mutations on unimodal functions and multimodal functions with
known gap sizes. It is of special interest to use advantages of local mutations on
unimodal (sub)functions additionally to overcome local optima efficiently.

This paper investigates k-bit flip mutation as a local mutation in the con-
text of the above-mentioned stagnation detection mechanism. This mechanism
detects when the algorithm is stuck in a local optimum and gradually increases
mutation strength (i. e., the number of flipped bits) to a value the algorithm
needs to leave the local optimum. Similarly, we aim to show that the algorithms
using k-bit flip can use stagnation detection to tune the parameter k. One of the
key benefits of such algorithms is using the efficiency of RLS, which performs
very well on unimodal (sub)problems without fear of infinite running time in
local optima. An additional advantage of using k-bit flip mutation accompanied
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by stagnation detection is that it overcomes local optima more efficiently than
global mutations. Moreover, the outcome points out the advantages and prac-
ticability of our self-adjusting approach that makes local-mutation algorithms
able to optimize functions that have been intractable to solve so far.

We propose two algorithms combining stagnation detection with local muta-
tions. The first algorithm called SD-RLS gradually increases the mutation
strength when the current strength has been unsuccessful in finding improve-
ments for a significantly long time. In the most extreme case, the strength ends
at n, i. e., mutations flipping all bits. With high probability, SD-RLS has a run-
time that is by a factor of (ne

m )m/
(

n
m

)
(up to lower-order terms) smaller on

functions with Hamming gaps of size m than the SD-(1+1) EA previously con-
sidered in [17]. This improvement is especially strong for small m and amounts
to a factor of e on unimodal functions. Although it is unlikely that the algo-
rithm fails to find an improvement when the current strength allows this, there
is a risk that this algorithm misses the “right” strength and therefore it can
have infinite expected runtime. To address this, we propose a second algorithm
called SD-RLS∗ that repeatedly loops over all smaller strengths than the last
attempted one when it fails to find an improvement. This results in expected
finite optimization time on all problems and only increases the typical runtime
by lower-order terms compared to SD-RLS. We also observe that the algorithms
we obtain can still follow the same search trajectory as the classical RLS when
one-bit flips are sufficient to make improvements. In those cases, well-established
techniques for the analysis of RLS like the fitness-level method carry over to our
variant enhanced with stagnation detection. This is not necessarily the case in
related approaches like variable neighborhood search [12] and quasirandom evo-
lutionary algorithms [8] both of which employ more determinism and do not
generally follow the trajectory of RLS.

We shall investigate the two suggested algorithms on unimodal functions
and functions with local optima of different so-called gap sizes, corresponding
to the number of bits that need to be flipped to escape from the optima. Many
results are obtained following the analysis of the SD-(1+1) EA [17] which uses a
global operator with self-adjusted mutation strength. In fact, often the general
proof structure could be taken over almost literally but with improved overall
bounds. In conclusion, the self-adjusting local mutation seems to be the preferred
alternative to the SD-(1+1) EA with global mutation. However, we will also
investigate carefully chosen scenarios where global mutations are superior.

This paper is structured as follows: in Sect. 2, we state the classical RLS
algorithm and introduce our self-adjusting variants with stagnation detection;
moreover, we collect important mathematical tools. Section 3 shows runtime
results for the simpler variant SD-RLS, concentrating on the probability of leav-
ing local optima, while Sect. 4 gives a more detailed analysis of the variant
SD-RLS∗ on benchmark functions like OneMax and Jump. Section 5 analyzes
an example function which the standard (1+1) EA with standard bit mutation
can solve in polynomial time with high probability whereas the k-bit flip muta-
tion with stagnation detection needs exponential time. Through improved upper
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bounds, we give in Sect. 6 indications for that our approach may also be supe-
rior to static settings on instances of the minimum spanning tree problem. This
problem and other scenarios are investigated experimentally in Sect. 7 before
we finally conclude the paper. Due to space restrictions, several proofs had to
be omitted from this paper and have been replaced by proof sketches, but note
that these proofs can be found in the preprint [18].

2 Preliminaries

2.1 Algorithms

In this paper, we consider pseudo-boolean functions f : {0, 1}n → R that w. l. o. g.
are to be maximized. One of the first randomized search heuristics studied in the
literature is randomized local search (RLS) [4] displayed in Algorithm 1. This
heuristic starts with a random search point and then repeats mutating the point
by flipping s uniformly chosen bits (without replacement) and replacing it with
the offspring if it is not worse than the parent.

Algorithm 1. RLS with static strength s

Select x uniformly at random from {0, 1}n

for t ← 1, 2, . . . do
Create y by flipping s bit(s) in a copy of x.
if f(y) ≥ f(x) then

x ← y.

The runtime or the optimization time of a heuristic on a function f is the
first point time t where a search point of maximal fitness has been created; often
the expected runtime, i. e., the expected value of this time, is analyzed.

Theoretical research on evolutionary algorithms mainly studies algorithms
on simple unimodal well-known benchmark problems like

OneMax(x1, . . . , xn) := |x|1,

but also on the multimodal Jumpm function with gap size m defined as follows:

Jumpm(x1, . . . , xn) =

{
m + |x|1 if |x|1 ≤ n − m or |x|1 = n

n − |x|1 otherwise

The mutation used in RLS is a local mutation as it only produces a limited
number of offspring. This mutation, which we call s-flip in the following (in the
introduction, we used the classical name k-bit flip), flips exactly s bits randomly
chosen from the bit string of length n, so for any point x ∈ {0, 1}n, RLS can
just sample from

(
n
s

)
possible points. As a result, s-flip is often more efficient

compared to global mutations when we know the difficulty of making progress
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since the algorithm just looks at a certain part of the search space. To be more
precise, we recall the so-called gap of the point x ∈ {0, 1}n defined in [17] as the
minimum Hamming distance to points with the strictly larger fitness function
value. Formally,

gap(x) := min{H(x, y) : f(y) > f(x), y ∈ {0, 1}n}.

It is not possible to make progress by flipping less than gap(x) bits of the current
search point x. However, if the algorithm uses the s-flip with s = gap(x), it can
make progress with a positive probability. In addition, on unimodal functions
where the gap of all points in the search space (except for global optima) is one,
the algorithm makes progress with strength s = 1.

Nevertheless, understanding the difficulty of a local optimum has not gen-
erally been possible so far, and benefiting from domain knowledge to use it to
determine the strength is not always feasible in the perspective of black-box
optimization. Therefore, despite the advantages of s-flip, global mutations, e. g.
standard bit mutation, which can produce any point in the search space, have
been used in the literature frequently. For example, the (1+1) EA that uses
a similar approach to Algorithm 1 benefits from standard bit mutation that
implicitly uses the binomial distribution to determine how many bits must flip.
Consequently, even if the algorithm uses strength 1 (e.g. mutation rate 1/n),
with a positive probability, the algorithm can escape from any local optimum.

We study the search and success probability of Algorithm 1 and its relation to
stagnation detection more closely. With similar arguments as presented in [17], if
the gap of the current search point is 1 then the algorithm makes an improvement
with probability 1/R at strength 1, and the probability of not finding it in n ln R
steps is at most (1 − 1/n)n lnR ≤ 1/R (where R is a parameter to be discussed).
Similarly, the probability of not finding an improvement for a point with gap of
k within

(
n
k

)
ln R steps is at most

(

1 − 1
(
n
k

)

)(nk) lnR

≤ 1
R

.

Hence, after
(
n
k

)
ln R steps without improvement there is a probability of at

least 1− 1/R that no improvement at Hamming distance k exists, so for enough
large R the probability of failing is small.

We consider this idea to develop the first algorithm. We add the stagnation
detection mechanism to RLS to manage the strength s. As shown in Algorithm 2,
hereinafter called SD-RLS, the initial strength is 1. Also, there is a counter u for
counting the number of unsuccessful steps to find the next after the last success.
When the counter exceeds the threshold of

(
n
s

)
ln R, strength s is increased by

one, and when the algorithm makes progress, the counter and strength are reset
to their initial values. In the case that the algorithm is failed to have a success
where the strength is equal to the gap of the current search point, the algo-
rithm misses the chance of making progress. Therefore, with probability 1/R,
the optimization time would be infinitive. Choosing a large enough R to have
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an overwhelming large probability of making progress could be a solution to
this problem. However, we propose another algorithm that resolves this issue,
although the running time is not always as efficient as with Algorithm 2.

In Algorithm 3, hereinafter called SD-RLS∗, we introduce a new variable r
called radius. This parameter determines the largest Hamming distance from
the current search point that algorithm must investigate. In details, when the
radius becomes r, the algorithm starts with strength r (i. e., s = r) and when the
threshold is exceeded, it decreases the strength by one as long as the strength
is greater than 1. This results in a more robust behavior. In the case that the
threshold exceeds and the current strength is 1, the radius is increased by one to
cover a more expanded space. Also, when the radius exceeds n/2, the algorithm
increases the radius to n, which means that the algorithm covers all possible
strengths between 1 and n. We note that the strategy of repeatedly returning to
lower strengths remotely resembles the 1/5-rule with rollbacks proposed in [1].

Algorithm 2. RLS with stagnation detection (SD-RLS)
Select x uniformly at random from {0, 1}n and set s1 ← 1.
u ← 0.
for t ← 1, 2, . . . do

Create y by flipping st bits in a copy of x uniformly.
u ← u + 1.
if f(y) > f(x) then

x ← y.
st+1 ← 1.
u ← 0.

else if f(y) = f(x) and st = 1 then
x ← y.

if u >
(
n
s

)
ln R then

st+1 ← min{st + 1, n}.
u ← 0.

else
st+1 ← st.

The parameter R represents the probability of failing to find an improve-
ment at the “right” strength. More precisely, as we will see in Theorem 1 and
Lemma 2 (for SD-RLS and SD-RLS∗, respectively), the probability of not find-
ing an improvement where there is a potential of making progress is at most
1/R. We recommend R ≥ |Im f | for SD-RLS (where Im f is the image set of f),
and for a constant ε, R ≥ n3+ε · |Im f | for SD-RLS∗, resulting in that the prob-
ability of ever missing an improvement at the right strength is sufficiently small
throughout the run.
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Algorithm 3. RLS with robust stagnation detection (SD-RLS∗)
Select x uniformly at random from {0, 1}n and set r1 ← 1 and s1 ← 1.
u ← 0.
for t ← 1, 2, . . . do

Create y by flipping st bits in a copy of x uniformly.
u ← u + 1.
if f(y) > f(x) then

x ← y.
st+1 ← 1.
rt+1 ← 1.
u ← 0.

else if f(y) = f(x) and rt = 1 then
x ← y.

if u >
(
n
st

)
ln R then

if st = 1 then
if rt < n/2 then rt+1 ← rt + 1 else rt+1 ← n
st+1 ← rt+1.

else
rt+1 ← rt.
st+1 ← st − 1.

u ← 0.
else

st+1 ← st.
rt+1 ← rt.

2.2 Mathematical Tools

The following lemma containing some combinatorial inequalities will be used
in the analyses of the algorithms. The first part of the lemma seems to be
well known and has already been proved in [14] and is also a consequence of
Lemma 1.10.38 in [3]. The second part follows from elementary manipulations.

Lemma 1. For any integer m ≤ n/2, we have

(a)
∑m

i=1

(
n
i

) ≤ n−(m−1)
n−(2m−1)

(
n
m

)
,

(b)
(

n
M

) ≤ (
n
m

) (
n−m

m

)M−m for m < M < n/2.

3 Analysis of the Algorithm SD-RLS

In this section, we study the first algorithm called SD-RLS, see Algorithm 2. In
the beginning of the section, we show upper and lower bounds on the time for
escaping from local optima. Then, in Theorem 2, we show the important result
that on unimodal functions, SD-RLS with probability 1 − |Im f |/R behaves in
the same way as RLS with strength 1, including the same asymptotic bound on
the expected optimization time.

The following theorem shows the time SD-RLS takes with probability 1−1/R
to make progress of search point x with a gap of m.
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Theorem 1. Let x ∈ {0, 1}n be the current search point of SD-RLS on a pseudo-
boolean function f : {0, 1}n → R. Define Tx as the time to create a strict improve-
ment if gap(x) = m. Let U be the event of finding an improvement at Hamming
distance m. Then, we have

E (Tx | U) ≤

⎧
⎪⎨

⎪⎩

(
n
m

)
(1 + O(m lnR

n )) if m = o(n),
O

((
n
m

)
ln R

)
if m = Θ(n) ∧ m < n/2,

O(2n ln R) if m ≥ n/2.

Moreover, Pr(U) ≥ 1 − 1/R.

Compared to the corresponding theorems in [17], the bounds in Theorem 1
are by a factor of (ne

m )m/
(

n
m

)
(up to lower-order terms) smaller. This speedup

is roughly e for m = 1, i. e., unimodal functions (like OneMax) but becomes
less pronounced for larger m since, intuitively, the number of flipped bits in
a standard bit mutation will become more and more concentrated and start
resembling the m-bit flip mutation.

Proof. The algorithm SD-RLS can make an improvement only where the current
strength s is equal to m and the probability of not finding an improvement during
this phase is

(

1 −
(

n

m

)−1
)(n

m) lnR

≤ 1
R

.

If the improvement event happens, the running time of the algorithm to
escape from this local optimum is

E (Tx | U) <

m−1∑

i=1

(
n

i

)
ln R

︸ ︷︷ ︸
=:S1

+
(

n

m

)

︸ ︷︷ ︸
=:S2

,

where S1 is the number of iterations for s < m and S2 is the expected number
of iterations needed to make an improvement where s = m.

By using Lemma 1 for m < n/2, we have

E (Tx | U) <

m−1∑

i=1

(
n

i

)
ln R +

(
n

m

)
<

n − m + 2
n − 2m + 3

(
n

m − 1

)
ln R +

(
n

m

)

=
n − m + 2
n − 2m + 3

· m

n − m + 1

(
n

m

)
ln R +

(
n

m

)

=
(

n

m

)(
n − m + 2
n − 2m + 3

· m

n − m + 1
ln R + 1

)
,

and for m ≥ n/2, we know that
∑n

i=1

(
n
i

)
< 2n, so we can compute

E (Tx | U) =
m−1∑

i=1

(
n

i

)
ln R +

(
n

m

)
≤ O(2n ln R)
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Altogether we achieve

E (Tx | U) ≤

⎧
⎪⎨

⎪⎩

(
n
m

)
(1 + O(m lnR

n )) if m = o(n),
O

((
n
m

)
ln R

)
if m = Θ(n) ∧ m < n/2,

O(2n ln R) if m ≥ n/2.

��
Using the previous lemma, we obtain the following result that allows us to

reuse existing results for RLS on unimodal functions.

Theorem 2. Let f : {0, 1}n → R be a unimodal function and consider SD-RLS
with R ≥ |Im f |. Then, with probability at least 1 − |Im f |

R , the SD-RLS never
increases the radius and behaves stochastically like RLS before finding an opti-
mum of f .

With these two general results, we conclude the analysis of SD-RLS and
turn to the variant SD-RLS∗ that always has finite expected optimization time.
In fact, we will present similar results in general optimization scenarios and
supplement them by analyses on specific benchmark functions. It is possible to
analyze the simpler SD-RLS on these benchmark functions as well, but we do
not feel that this gives additional insights.

4 Analysis of the Algorithm SD-RLS∗

In this section, we turn to the algorithm SD-RLS∗ that iteratively returns to
lower strengths to avoid missing the “right” strength. We recall Tx as the number
of steps SD-RLS∗ takes to find an improvement point from the current search
point x. Let phase r consists of all points of time where radius r is used in the
algorithm. When the algorithm enters phase r, it starts with strength r, but
when the counter exceeds the threshold, the strength decreases by one as long
as it is greater than 1. In the case of strength 1, the radius r is increased to r+1
(or to n if r+1 is at least n/2), so the algorithm enters phase r+1 (or phase n).

Let Er be the event of not finding the optimum within phase r, and U j
i for

j > i be the event of not finding the optimum during phases i to j − 1 and
finding it in phase j. In other words, U j

i = Ei ∩ · · · ∩ Ej−1 ∩ Ej . For i = j, we
define U i

i = Ei. We obtain the following result on the failure probability which
follows from the fact that the algorithm tries to find an improvement for

(
n
m

)
ln R

iterations with a probability of success of
(

n
m

)−1 when the radius is at least m.

Lemma 2. Let x ∈ {0, 1}n be the current search point of SD-RLS∗ on a pseudo-
boolean fitness function f : {0, 1}n → R and let m = gap(x). Then

Pr(Er) ≤
{

1
R if m ≤ r < n

2

0 if r = n.
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The following lemma bounds the time to leave a local optimum conditional
on that the “right” strength was missed.

Lemma 3. Let x ∈ {0, 1}n with m = gap(x) < n/2 be the current search point
of SD-RLS∗ with R ≥ n3+ε · |Im f | for an arbitrary constant ε > 0 on a pseudo-
boolean function f : {0, 1}n → R and Tx be the time to create a strict improve-
ment. Then, we have

E (Tx | Em) = o

(
R

|Im f |
(

n

m

))
,

where Em is the event of not finding an optimum when the radius r equals m.

The reason behind the factor R/|Im f | in Lemma 3 is that for proving a running
time of SD-RLS∗ on a function like f , the event Em happens with probability 1/R
for each point in Im f , so in the worst case, during the run, there are expected
|Im f |/R search points where the counter exceeds the threshold, resulting in an
expected number of at most |Im f |/R · o(R/|Im f |(n

m

)
) extra iterations for the

whole run in the case of exceeding the thresholds. Also, note that we always
have R/|Im f | = Ω(1) since according to the assumption, R > |Im f |.

The following theorem and its proof are similar to Theorem 1 but require
a more careful analysis to cover the repeated use of smaller strengths. We note
that the bounds differ from Theorem 1 only in lower-order terms unless m is
very big.

Theorem 3. Let x ∈ {0, 1}n be the current search point of SD-RLS∗ with
R ≥ n3+ε · |Im f | for an arbitrary constant ε > 0 on a pseudo-boolean func-
tion f : {0, 1}n → R. Define Tx as the time to create a strict improvement if
gap(x) = m. Then, we have

E (Tx) ≤
{(

n
m

) (
1 + O

(
m2

n−2m ln R
))

if m < n/2

2nn ln R if m ≥ n/2
,

and E (Tx) ≥ (
n
m

)
/W , where W is the number of strictly better search points at

Hamming distance m.

Similarly to Lemma 2, we obtain a relation to RLS on unimodal functions
and can re-use existing upper bounds based on the fitness-level method [20].

Lemma 4. Let f : {0, 1}n → R be a unimodal function and consider SD-RLS∗

with R ≥ n3+ε · |Im f | for an arbitrary constant ε > 0. Then, with probability at
least 1 − |Im f |

R , SD-RLS∗ never increases the radius and behaves stochastically
like RLS before finding an optimum of f .

Denote by T the runtime of SD-RLS∗ on f . Let fi be the i-th fitness value
of an increasing order of all fitness values in f and si be a lower bound on the
probability that RLS finds an improvement from search points with fitness value
fi, then

E (T ) ≤
|Im f |∑

i=1

1
si

+ o(n).
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Finally, we use the results developed so far to prove a bound on the Jump
function which seems to be the best available for mutation-based hillclimbers.

Theorem 4. Let n ∈ N. For all 2 ≤ m, the expected runtime E (T ) of SD-RLS∗

with R ≥ n4+ε for an arbitrary constant ε > 0 on Jumpm satisfies

E (T ) ≤
{(

n
m

) (
1 + O

(
m2

n−2m ln n
))

if m < n/2,

O(2nn ln n) otherwise.

5 An Example Where Global Mutations Are Necessary

While our s-flip mutation along with stagnation detection can outperform the
(1+1) EA on Jump functions, it is clear that its different search behavior may be
disadvantageous on other examples. Concretely, we will present a function that
has a unimodal path to a local optimum with a large Hamming distance to the
global optimum. SD-RLS will with high probability follow this path and incur
exponential optimization time. However, the function has a second gradient that
requires two-bit flips to make progress. The classical (1+1) EA will be able to
follow this gradient and to arrive at the global optimum before one-bit flips have
reached the end of the path to the local optimum.

In a broader context, our function illustrates an advantage of global mutation
operators. By a simple swap of local and global optimum, it immediately turns
into the direct opposite, i. e., an example where using global instead of local
mutations is highly detrimental and increases the runtime from polynomial to
exponential with overwhelming probability. An example of such a function was
previously presented in [10]; however, both the underlying construction and the
proof of exponential runtime for the (1+1) EA seem much more complicated
than our example.

We will in the following define the example function called NeedGlobal-
Mut and give proofs for the behavior of SD-RLS and (1+1) EA. In fact, Need-
GlobalMut is obtained from the function NeedHighMut defined in [17] to
show disadvantages of stagnation detection adjusting the rate of a global muta-
tion operator. The only change is to adjust the length of the suffix part of the
function, which rather elegantly allows us to re-use the previous technique of
construction and a major part of the analysis. We also encourage the reader to
read the corresponding section in [17] for further insights into the construction.

In the following, we will imagine any bit string x of length n as being split
into a prefix a := a(x) of length n−m and a suffix b := b(x) of length m, where m
is defined below. Hence, x = a(x)◦b(x), where ◦ denotes the concatenation. The
prefix a(x) is called valid if it is of the form 1i0n−m−i, i. e., i leading ones and
n−m−i trailing zeros. The prefix fitness pre(x) of a string x ∈ {0, 1}n with valid
prefix a(x) = 1i0n−m−i equals i, the number of leading ones. The suffix consists
of � 1

3

√
n consecutive blocks of �n1/4 bits each, altogether m ≤ 1

3n3/4 = o(n)
bits. Such a block is called valid if it contains either 0 or 2 one-bits; moreover,
it is called active if it contains 2 and inactive if it contains 0 one-bits. A suffix
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where all blocks are valid and where all blocks following first inactive block are
also inactive is called valid itself, and the suffix fitness suff(x) of a string x with
valid suffix b(x) is the number of leading active blocks before the first inactive
one. Finally, we call x ∈ {0, 1}n valid if both its prefix and suffix are valid.

The final fitness function is a weighted combination of pre(x) and suff(x).
We define for x ∈ {0, 1}n, where x = a ◦ b with the above-introduced a and b,

NeedGlobalMut(x) :=
⎧
⎪⎨

⎪⎩

n2suff(x) + pre(x) if pre(x) ≤ 9(n−m)
10 ∧ x valid

n2 m + pre(x) + suff(x) − n − 1 if pre(x) > 9(n−m)
10 ∧ x valid

−OneMax(x) otherwise.

The function NeedGlobalMut equals NeedHighMutξ from [17] for the
setting ξ = 1/2 (ignoring that ξ < 1 was disallowed there for technical reasons).
We note that all search points in the second case have a fitness of at least n2m−
n−1, which is bigger than n2(m−1)+n, an upper bound on the fitness of search
points that fall into the first case without having m leading active blocks in the
suffix. Hence, search points x where pre(x) = n − m and suff(x) = � 1

3

√
n

represent local optima of second-best overall fitness. The set of global optima
equals the points where pre(x) = 9(n − m)/10 and suff(x) = � 1

3

√
n, which

implies that (n−m)/10 = Ω(n) bits have to be flipped simultaneously to escape
from the local toward the global optimum.

Theorem 5. With probability 1 − o(1), SD-RLS with R ≥ n needs 2Ω(n) steps
to optimize NeedGlobalMut. The (1+1) EA optimizes this function in time
O(n2) with probability 1 − 2−Ω(n1/3).

6 Minimum Spanning Trees

Our self-adjusting s-flip mutation operator can also have advantages on classical
combinatorial optimization problems. We reconsider the minimum spanning tree
(MST) problem on which EAs and RLS were analyzed before [15]. The known
bounds for the globally searching (1+1) EA are not tight. More precisely, they
depend on log(wmax), the logarithm of the largest edge weight. This is different
with RLS variants that flip only one or two bits due to an equivalence first
formulated in [16]: if only up to two bits flip in each step, then the MST instance
becomes indistinguishable from the MST instance formed by replacing all edge
weights with their rank in their increasingly sorted sequence. This results in a
tight upper bound of O(m2 ln n), where m is the number of edges, for RLS1,2, an
algorithm that uniformly at random decides to flip either one or two uniformly
chosen bits [21]. Although not spelt out in the paper, it is easy to see that the
leading term in the polynomial O(m2 ln m). This 2 stems from the logarithm of
sum of the weight ranks, which can be in the order of m2. We will see that the
first factor of 2 can, in some sense, be avoided in our SD-RLS∗.
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The following theorem bounds the optimization time of SD-RLS∗ in the case
that the algorithm has reached a spanning tree and the fitness function only
allows spanning trees to be accepted. It is well known that with the fitness func-
tions from [15], the expected time to find the first spanning tree is O(m log m),
which also transfers to SD-RLS∗; hence we do not consider this lower-order term
further. However, our bound comes with an additional term related to the num-
ber of strict improvements. We will discuss this term after the theorem.

Theorem 6. The expected optimization time of SD-RLS∗ with R = m4 on the
MST problem with m edges, starting with an arbitrary spanning tree, is at most

(1 + o(1))
(
(m2/2)(1 + ln(r1 + · · · + rm)) + (4m ln m)E (S)

)

= (1 + o(1))
(
m2 ln m + (4m ln m)E (S)

)
,

where ri is the rank of the ith edge in the sequence sorted by increasing edge
weights and E (S) is the expected number of strict improvements that the algo-
rithm makes conditioned on that the strength never exceeds 2.

The term E (S) appearing in the previous theorem is not easy to bound. If
E (S) = o(m), the upper bound suggests that SD-RLS may be more efficient than
the classical RLS1,2 algorithm; with the caveat that we are talking about upper
bounds only. However, it is not difficult to find examples where E (S) = Ω(m),
e. g., on the worst-case graph used for the lower-bound proof in [15], which we
will study below experimentally, and we cannot generally rule out that E (S)
is asymptotically bigger than m on certain instances. However, empirically SD-
RLS∗ can be faster than RLS1,2 and the (1+1) EA on MST instances, as we
will see in Sect. 7. In any case, although the algorithm can search globally, the
bound in Theorem 6 does not suffer from the log(wmax) factor appearing in the
analysis of the (1+1) EA.

We also considered variants of SD-RLS∗ that do not reset the strength
to 1 after each strict improvement and would therefore, be able to work with
strength 2 for a long while on the MST problem. However, such an approach is
risky in scenarios where, e. g., both one-bit flips and two-bit flips are possible and
one-bit flips should be exploited for the sake of efficiency. Instead, we think that
a combination of stagnation detection and selection hyperheuristics [19] based
on the s-flip operator or the learning mechanism from [7], which performs very
well on the MST, would be more promising here.

7 Experiments

In this section, we present the results of the experiments conducted to see the per-
formance of the proposed algorithms for small problem dimensions. This exper-
imental design was employed because our theoretical results are asymptotic.

In the first experiment, we ran an implementation of Algorithm 3 (SD-RLS∗)
on the Jump fitness function with jump size m = 4 and n varying from 80 to
160. We compared our algorithm against the (1+1) EA with standard mutation
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rate 1/n, the (1+1) EA with mutation probability m/n, Algorithm (1+1) FEAβ

from [11] with three different β = {1.5, 2, 4}, and the SD-(1+1) EA presented in
[17]. In Fig. 1, we observe that SD-RLS∗ outperforms the rest of the algorithms.

Fig. 1. Average number of fitness calls (over 1000 runs) the mentioned algorithms took
to optimize Jump4.

In the second experiment, we ran an implementation of four algorithms SD-
RLS∗, (1+1) FEAβ with β = 1.5 from [11], the standard (1+1) EA and RLS1,2

from [15] on the MST problem with the fitness function from [15] for two types
of graphs called TG and Erdős–Rényi.

The graph TG with n vertices and m = 3n/4+
(
n/2
2

)
edges contains a sequence

of p = n/4 triangles which are connected to each other, and the last triangle is
connected to a complete graph of size q = n/2. Regarding the weights, the edges
of the complete graph have the weight 1, and we set the weights of edges in
triangle to 2a and 3a for the side edges and the main edge, respectively. In this
paper, we consider a = n2. The graph TG is used for estimating lower bounds
on the expected runtime of the (1+1) EA and RLS in the literature [15]. In this
experiment, we use n = {24, 36, 48, 60}. As can be seen in Fig. 2b, (1+1) FEAβ

is faster than the rest of the algorithms, but SD-RLS∗ outperforms the standard
(1+1) EA and RLS1,2.

Regarding the graphs Erdős–Rényi, we produced some random Erdős–Rényi
graphs with p = (2 ln n)/n and assigned each edge an integer weight in the range
[1, n2] uniformly at random. We also checked that the graphs certainly had a
spanning tree. Then, we ran the implementation on MST of these graphs. The
obtained results can be seen in Fig. 2a. As we discussed in Sect. 6, SD-RLS∗

does not outperform the (1+1) EA and RLS1,2 on MST with graphs where the
number of strict improvements in SD-RLS∗ is large.
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iynéR–sődrEshparG)a( (b) Graphs TG

Fig. 2. Average number of fitness calls (over 400 runs) the mentioned algorithms took
to optimize the fitness function MST of the graphs.

For statistical tests, we ran the implementation of the algorithms on the
graphs TG and Erdős–Rényi 400 times, and all p-values obtained from a Mann-
Whitney U-test between the algorithms, with respect to the null hypothesis of
identical behavior, are less than 10−4 except for the results regarding the graph
TG with n = 24.

Conclusions

We have transferred stagnation detection, previously proposed for EAs with stan-
dard bit mutation, to the operator flipping exactly s uniformly randomly chosen
bits as typically encountered in randomized local search. Through both theoret-
ical runtime analyses and experimental studies we have shown that this combi-
nation of stagnation detection and local search efficiently leaves local optimal
and often outperforms the previously considered variants with global mutation.
We have also introduced techniques that make the algorithm robust if it, due
to its randomized nature, misses the right number of bits flipped, and analyzed
scenarios where global mutations are still preferable. In the future, we would
like to investigate stagnation detection more thoroughly on instances of classical
combinatorial optimization problem like the minimum spanning tree problem,
for which the present paper only gives preliminary but promising results.
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Abstract. Testing is a crucial part of the development of a new product.
For software validation a transformation from manual to automated tests
can be observed which enables companies to implement large numbers of
test cases. However, during testing situations may occur where it is not
feasible to run all tests due to time constraints. Hence a set of critical
test cases must be compiled which usually fulfills several criteria. Within
this work we focus on criteria that are feasible for black box testing
such as system tests. We adapt an existing artificial immune system for
our use case and evaluate our method in a series of experiments using
industrial datasets. We compare our approach with several other test
selection methods where our algorithm shows superior performance.

Keywords: Software validation · Test automation · Artificial immune
system · Bio-inspired computing

1 Introduction

Testing is major part in modern product development and aims at revealing
errors as quickly as possible. Thus quality can be ensured. Testing becomes
more and more automated which enables companies to carry out large numbers
of tests. These tests may have a variable runtime and capabilities. This has led
to need to steadily optimize the test cases at hands [22,31].

Bioinspired computation has led to major improvements in several ways. For
example test data or even entire test cases can be generated using genetic algo-
rithms (GA) [8,23]. Mutation testing focuses on changing parts of the software
to test in order to evaluate how effective the underlying tests are [10].

The aforementioned techniques focus on use cases where the underlying
source code is available to testers which is coined white box testing. However, in
certain industries such as the automotive sector that is not always the case since
software is bought from other companies and only machine code is integrated.
Hence there is only a limited or no knowledge of these components available.
Software validation in such an environment is called black box testing [3].
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Within this work we focus on the selection of appropriate test cases during
black box testing. This is necessary during some situations of software validation
such as smoke testing [6]. The aforementioned testing approach aims at deciding
if a software version should be rejected or should be investigated more deeply.
Thus prolonged testing times or expensive manual checks may be avoided. If only
a few or minor errors are detected, then other seemingly working features can
be evaluated more deeply whilst the development team tries to fix the already
recognized faults.

A critical test suite should be chosen according to several criteria such as its
execution time or fault revealing capabilities [22]. Hence the test case selection
can be modelled as a multi-objective optimization problem [15]. Within this work
we adapt a novel class of optimizers called germinal center artificial immune
system (GCAIS) [12] to the task. This has lead to the following contributions:

– We introduce a new population initialization method to GCAIS which leads
to a diverse starting solutions.

– We move with GCAIS beyond set covering use cases [12] and knapsack prob-
lems [13] and show its feasibility for the use case.

– Within our experiments we exclusively rely on industrial datasets in order to
verify our method in a real world setting.

– We compare our improved GCAIS variant with a variety of other algo-
rithms including a nondominated sorting genetic algorithm II (NSGA-II)
based method specialized for black box test selection [15]. Statistical tests
indicate the superiority of our approach.

In Sect. 2 we discuss related work. This is followed by a problem description
(Sect. 3). Afterwards we introduce GCAIS and how we adapted it (Sect. 4). Then
we switch to an evaluation of our approach in Sect. 5. This is followed by a short
discussion of future work and a conclusion in Sect. 6.

2 Related Work

Choosing an appropriate test suite is a difficult task in many subbranches of
testing. This includes the test suite minimisation problem, the test case selection
problem and the test case prioritisation problem [31].

Test case prioritisation approaches try to order given test cases according to
some quality criterion, for example their likelihood to fail [27]. A current trend
is to apply reinforcement learning to train such an ordering based on historical
test data [21,30]. However, test case prioritisation methods are not limited to
artificial intelligence approaches. There are also several approaches outside the
field as documented by Marijan et al. [17]. These methods mostly focus on failure
revealing capabilities.

Test suite minimisation usually deals at specification level and only has infor-
mation about the available test cases and which requirements they cover [7,31].
However, there are also variations where branch coverage [9], call stack coverage
[18] or model transitions [28] are considered instead.
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Test case selection occurs with the scenario mentioned in Sect. 1. Correspond-
ing test suites can be selected according to single or multiple objectives [22,31].
If coverage metrics are used, then the corresponding problem is NP-hard since
these are instances of the weighted set covering problem [31]. Arrieta et al. [1]
employ a NSGA-II for a black box test case selection specialized for simulations
of cyber physical systems and corresponding test objectives. Lachmann et al.
[15] also developed an NSGA-II based approach that optimizes several criteria
next to requirement coverage for generic black box test case selection. Other
approaches are limited to white box testing since they focus for example on code
coverage [19,26,29].

From an immune computation point of view we have been influenced by the
works of Joshi et al. [12,14] who translated new insights on germinal centres into
a generic search heuristic. The algorithm is related to other metaheuristics such
as Simple evolutionary algorithms with isolated population (SEIP) [32] or global
simple evolutionary multi-objective optimiser [20] since all three rely on negative
selection and maintain populations of so called non-dominated solutions. How-
ever, immune computation is not limited to negative selection but also offers
other unique properties combined such as memory, fault tolerance and robust-
ness [2]. We are also not the first to use artificial immune systems for a practical
use case. They have already been applied successfully in security, optimization
and machine learning [16]. Especially GCAIS has already been applied to the
aforementioned test suite minimisation problem (using requirement coverage as a
decision basis) [25]. A succeeding work by Rosenbauer et al. [24] applied GCAIS
to the test case selection problem but there they also focused solely on require-
ments coverage. However, several surveys [22,31] underline that a selection only
based on requirement coverage is insufficient as empirical results indicate that
coverage is not necessarily linked to fault revealing capabilities. Hence we move
to a multi-objective version of the test case selection problem, which also includes
fault revealing capabilities, to overcome this issue and furthermore change the
algorithmic structure of GCAIS to fit this use case.

3 Problem Description

For black box testing certain objectives that are feasible for white box testing
are technically not possible. For example optimizing code coverage. Hence we
focus on the following objectives which are applicable in black box testing:

– Requirement coverage: A test case tc covers at least one requirement. If
a set of test cases covers a large number of requirements this indicates that
most of the functionality is tested. This can be formalized as follows:

Cov(S) =
|⋃tc∈S r(tc)|

R
∈ [0, 1] (1)

where S is a set of selected tests and r(tc) is the set of requirements that a test
case covers. Further R denotes the total number of requirements. We name the
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objective Cov(S). It is worth mentioning that the coverage objective alone is
NP-hard and not even in the approximable (APX) computational class since
it corresponds to the weighted minimum set cover problem [4].

– Failure probability: Throughout the life time of a project, a test is executed
several times. We use its execution history to estimate a test’s probability to
fail as:

P (tc fails) =
ftc
ntc

(2)

where ftc is the number of executions where tc failed and ntc is the total
number of executions of the test. In our experiments we maximize the average
failure probability of the set of selected tests:

FP (S) =
∑

tc∈S P (tc fails)
|S| ∈ [0, 1] (3)

The intention of this objective is to reveal faults. We abbreviate this objective
as FP (S).

– Execution time: Due to limited time budgets the resulting test suite should
have a low execution time:

D(S) =
∑

tc∈S

d(tc) ∈ R≥0 (4)

where d(·) is the approximated duration of a test case. We use the mean value
of previous executions as an estimate. We call this objective D(S).

It is worth mentioning that the estimations of the failure probability and
execution time can be retrieved rather easily with modern testing tools. If for
example test-frameworks such as pytest or google test are used, the testing results
can be stored in a junit xml which contains the duration and outcome of each
executed test.

Throughout this work we encode a test suite as a binary vector of length m
where m is the number of available test cases. If an entry is set to 1 then the
test is used and if it is set to 0 then the test is not used. For example if there
are 5 tests available and only the third bit is set to one, then only the third test
is used and the other four not.

With the formal definitions of the objectives and solution encoding we are
able to introduce the optimization problem at hand:

max Cov(S), max FP (S), min D(S)
D(S) ≤ B

S ∈{0, 1}m
(5)

where B is a predefined execution time boundary. It indicates how much time is
available for a test suite to run.

Some of the objectives are opposed to each other. For example if more tests
are added to enlarge the coverage then the execution time is also increased.
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Furthermore, if the coverage and average fault probability should be enlarged
simultaneously, an optimization algorithm has to add tests with a high likelihood
to fail that also verify previously uncovered requirements. If only tests are added
that nearly never fail but cover a lot of requirements, then the average fault
probability will decline. Further, if a test suite solely focuses on tests with a
high likelihood to fail but only tests a few features then this will lead to a rather
small coverage.

Solutions of a multi-objective optimization problem can be compared using
Pareto-domination [20]. A solution x is said to Pareto-dominate another solution
y if and only if it is superior in at least one objective but not worse in the others.
Within this work this is the case if one of the following conditions is fulfilled:

1. Cov(x) > Cov(y) ∧ FP (x) ≥ FP (y) ∧ D(x) ≤ D(y)
2. Cov(x) ≥ Cov(y) ∧ FP (x) > FP (y) ∧ D(x) ≤ D(y)
3. Cov(x) ≥ Cov(y) ∧ FP (x) ≥ FP (y) ∧ D(x) < D(y)

Condition 1 is valid if x has a higher requirement coverage whilst not having a
greater execution time or worse average fault probability. A satisfied condition
2 implies that the tests of x have a higher chance of failing whilst not covering
less requirements and having a higher runtime. The last condition is fulfilled if
x has no worse coverage and average failure probability whilst having a lower
runtime. We abbreviate the relation as x >p y.

4 Germinal Center Artificial Immune System

GCAIS is a population-based, randomised search heuristic that is based on
the immune system of vertebrates. The heuristic has been influenced by recent
insights about germinal centre reaction [12]. Germinal centres (GC) are regions
where the invading antigen (Ag) is presented to immune cells. If an invasion
occurs, the cells produce antibodies (Ab) that try to bind the pathogen and
eradicate it. The GCs start to grow and try to find the best Abs. GCs communi-
cate with each other in order to exchange their Abs. The latter can be improved
by proliferation, mutation, and selection of immune cells. In this analogy the Ag
is the optimization problem, the B cell is a solution population and the Abs are
the solutions that are developed by the heuristic. For a more detailed description
the reader is referred to Joshi et al. [11].

GCAIS employs a standard bitwise mutation. Hence the algorithm flips indi-
vidual bits with a probability of 1

m . For example, if there are 10 test cases and a
solution uses the fifth test then the mutation operator deletes the test from the
solution with a probability of 0.1.

During each iteration GCAIS mutates its entire population. The mutated
population is merged with the original one. Afterwards those solutions of the
newly created population are deleted that are Pareto-dominated by another pop-
ulation member. This is repeated until a stopping criterion such as a maximum
number of search iterations is met. We describe the procedure in Algorithm 1.
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Algorithm 1: Germinal centre artificial immune system (GCAIS).
input : problem with binary encoded solutions, problem dimension m

1 P = initialize population()
2 while stopping criterion is not met do
3 P’ = {}
4 for x in P do
5 y = mutate x
6 insert y to P’

7 end
8 // merge populations
9 P = P ∪ P’

10 // sort out dominated solutions
11 P = {x ∈ P | � ∃y ∈ P : y >p x}
12 end

Algorithm 2: Multi-axis initialization.
input : test cases, m, fault probabilities, time budgets tk, max retries r
output: a population of solutions

1 P = {}
2 // create random solutions
3 for each time budget tk do
4 S = 0
5 count = 0
6 while count ≤ r and D(S) ≤ tk do
7 draw test case i
8 if time left to add i then
9 add i to S

10 count = 0

11 else
12 count += 1
13 end

14 end
15 insert S to P

16 end
17 S = 0
18 // create greedy solutions
19 while ∃i ∈ {0, 1, ..., m − 1} : S[i] = 0 ∧ P (tc i fails) > 0 do
20 index = i ∈ {0, 1, ..., m − 1} : S[i] = 0 ∧ P (tc i fails) > 0
21 S[index] = 1
22 insert a copy of S to P

23 end
24 return P

It is worth mentioning that GCAIS also allows unfeasible solutions (in our case
solutions with an execution time higher than the available execution time).
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The function initialize population creates a starting population. Joshi et al.
[12] generate a population consisting solely of the zero vector. However, we took
another route. We create random solutions for a series of fixed time budgets tk
(within this use case for 5, 10,...,100% of the total execution time). If we try to
create a random solution for a fixed time budget then we draw a test uniformly
at random. If the remaining budget is higher than the test case’s execution time
we add the test case. If not then we draw another test case. If we cannot add
a new test after a maximum number of retries r (in our later experiments we
used r = 5) then we stop adding new tests. We also add the test cases collected
by a greedy algorithm that takes tests according to their failure probability (see
Algorithm 2). Thus we create a diverse starting population for the metaheuristic.
We coin this method multi-axis initialization as it creates solutions alongside a
random and a greedy axis.

It is worth mentioning that Joshi et al. [13] developed a mechanism based on
epsilon dominance to keep the population size in bounds whilst keeping a level
of diversity. In a follow-up study Rosenbauer et al. [25] showed that this can be
detrimental for covering problems and proposed another way. They limited the
number of solutions that have the same values for the objectives. If the number
is exceeded, random solutions of this class of solutions are deleted. For example
if the boundary is set to 100 then only hundred solutions of an execution time
of one hour, a requirement coverage of 50% and an average failure probability of
80% are allowed. We use the method of Rosenbauer et al. [25] since one of our
optimization objectives (requirements coverage) corresponds to a set covering
problem.

5 Evaluation

For our experiments we acquired datasets from BSH Hausgeräte GmbH which
is an international producer of home appliances. The company produces vari-
ous devices ranging across dishwashers, ovens to washing machines. Each dataset
contains the results of several test sessions (a test session is a run of a test suite).
Tests are executed iteratively since software is developed iteratively within BSH
which is a common practice. Hence a time series of test executions is available.
We use the first 5 sessions to compute the initial estimations for the fault prob-
abilities as described in Eq. 2 and update them as we progress through the test
sessions.

An overview of the datasets is found in Table 1. They are from two different
oven projects and a dishwasher project. In total we can rely on the results of
about 2, 000 test cases and more than 200, 000 verdicts. The datasets include
a project with a higher percentage of failed tests (Oven 1) and a rather low
number of failed test cases (Dishwasher and Oven 2). Furthermore the number
of test cases between the two product groups is also vastly different. Hence the
considered datasets show some degree of diversity.

In order to evaluate our GCAIS variant, we compare the method against the
following algorithms:
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– Random selection: In software validation it is a common approach to select
a test suite entirely at random [5]. Random tests are greedily added until a
given predefined execution time budget for the test suite is exhausted. We
added the method in order to compare GCAIS to a widespread selection
mechanism and to see if it is better than pure randomness.

– NSGA-II: Lachmann et al. [15] successfully used a NSGA-II for black box
testing. We employ the same variant which uses a bitflip mutation, binary
tournament selection and a HUX-crossover (probability of 0.9).

– SEMO: We widen our comparison by using the simple evolutionary mul-
tiobjective optimizer (SEMO) [20] as well. Thus we are able to explore if
reasonable results may already be achieved with this rather simple meta-
heuristic since the NSGA-II based approaches were only compared against a
pure random selection [1,15].

For the GCAIS we use a population boundary of 200. We chose the hyper-
parameter in a preliminary evaluation which we leave out here (due to space
restrictions). We selected the hyperparameter by evaluating the possible bound-
ary values {100, 200, ..., 500} on the dishwasher dataset’s first test session con-
sidered. There our GCAIS variant performed the best with the aforementioned
boundary.

Within our evaluation we use the available data to simulate the use case.
Before each test session we run the considered algorithms on the corpus of avail-
able tests. Then we only consider found solutions that are within a given execu-
tion time budget B. We choose the solution x that maximizes FP (x) +Cov(x).
Thus we focus on a high mixture of coverage and failure probability. We consider
time budgets of 5, 10, ..., 100% of the execution time of all tests. We repeat all
experiments a hundred times and focus on averaged results.

Table 1. Examined datasets.

Oven 1 Oven 2 Dishwasher

sessions 39 36 45

test cases 486 477 1499

verdicts 22,350 17,349 186,195

failed 10.94% 3.41% 3.44%

We give each algorithm a search time of five minutes. Furthermore if the
encountered Pareto-Frontier does not change over 100 iterations then we regard
this as convergence and let the algorithm terminate.

For our experiments we used a Dell OptiPlex XE3 with 32 GB RAM and an
Intel i7 8700 processor with exclusive use for the experiment. We also published
our source code and datasets in order to ease the reproducibility of results1.

1 Available here: https://github.com/LagLukas/moa testing.

https://github.com/LagLukas/moa_testing
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5.1 Failure Revealing Capabilities

The goal of testing is finding errors and not proving their absence. Hence we
examined how well the found test suites perform in this task. We compared
the solutions of SEMO, NSGA-II and the random selection on every considered
dataset with GCAIS’ solutions. In order to compare the found test suites we rely
on statistical tests. We employ a series of one-sided Wilcoxon tests2 and use a
significance level of 0.05. We use the statistical tests to evaluate the null hypoth-
esis of the form “the solutions of algorithm x find more errors than GCAIS’s
solutions on dataset y”. We display the corresponding p-values in Table 2. All of
them are below the significance level and hence we reject every null hypothesis
and infer that the computed test suites of GCAIS are better in finding errors.

Table 2. p-values for one-sided Wilcoxon tests. The columns represent a dataset and
the rows an algorithm to compare with. The entry of row x and column y is the p-value
of the null hypothesis “the solutions of algorithm x find more errors than GCAIS’s
solutions on dataset y”.

Oven 1 Oven 2 Dishwasher

NSGA-II 0.0 6.26e−274 1.70e−10

Random 1.19e−110 0.0 8.98e−25

SEMO 1.18e−81 1.41e−262 0.04

We switch our focus to analysing how high the time budget needs to be until
the first error is detected. We display the minimum, maximum, quartiles and
average execution time that were necessary to find a first fault in Table 3. There
we can see that, in three experimental settings, GCAIS produces solutions that
have on average the lowest time budget.

We can also see a large range for the time budgets needed to detect the first
error. This variety of values may disturb the mean value. Thus we decided to
examine the median for each algorithm and dataset. There we can observe that
GCAIS has the lowest median. SEMO and the pure random selection lead to
similar results on the Oven 1 dataset (regarding the median). We also added the
first and third quartiles into Table 3 in order to describe the time budget distri-
bution more accurately. Once more we can make the observation of rather low
values for GCAIS. Furthermore the necessary time budget seems to be rather
stable as in many cases the first quartile, the median, and the third quartile are
the same. For the other examined methods this not the case and their distribu-
tions are more diverse. We consider these close quartiles as an indicator for the
robustness of the solutions produced by GCAIS.

2 It is worth mentioning that for this statistical test no preconditions must be checked.
Furthermore, the one-sided variant checks if the median of a random variable X is
higher than the median of a random variable Y .
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Table 3. Overview of the time budget needed to reveal the first error. The table
contains the mean values ± σ, medians, maxima and minima. The best values are
marked bold.

Oven 1 Oven 2 Dishwasher

GCAIS mean 0.145 ± 0.28 0.296 ± 0.39 0.024 ± 0.06

third quartile 0.05 0.36 0.01

median 0.05 0.05 0.01

first quartile 0.05 0.04 0.01

max 0.65 0.64 0.3

min 0.02 0.02 0.01

NSGA-II mean 0.316 ± 0.36 0.415 ± 0.45 0.239 ± 0.25

third quartile 0.48 1.0 0.55

median 0.1 0.1 0.05

first quartile 0.1 0.05 0.05

max 0.69 0.41 0.75

min 0.02 0.01 0.01

RANDOM mean 0.182 ± 0.27 0.313 ± 0.38 0.056 ± 0.02

third quartile 0.19 0.41 0.05

median 0.05 0.1 0.05

first quartile 0.05 0.05 0.05

max 0.63 0.74 0.15

min 0.04 0.01 0.05

SEMO mean 0.222 ± 0.32 0.35 ± 0.37 0.062 ± 0.04

third quartile 0.35 0.48 0.05

median 0.05 0.185 0.05

first quartile 0.04 0.08 0.05

max 0.8 0.59 0.25

min 0.01 0.01 0.01

Table 4. P -values for one-sided Wilcoxon tests. The columns represent a dataset and
the rows an algorithm to compare with. The entry of row x and column y is the p-value
of the null hypothesis “algorithm x’s solutions find the first error earlier than GCAIS’s
solutions on dataset y”.

Oven 1 Oven 2 Dishwasher

NSGA-II 6.52e−46 5.95e−13 6.46e−06

Random 7.56e−11 9.89e−06 2.28e−17

SEMO 1.03e−60 5.80e−55 2.14e−50
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We deem a discussion solely based on central tendencies such as mean values
or medians as insufficient and once more decided to use statistical tests to take a
deeper look at our results. We reuse a significance level of 0.05 and rely on one-
sided Wilcoxon tests. We examine the nullhpyothesis “algorithm x’s solutions
need a lower time budget to find a first error than GCAIS’s solutions on dataset
y” for each considered algorithm and dataset. We show the corresponding p-
values in Table 4. The p-values are below our significance level and we reject
all null hypotheses and accept the alternative hypothesis. Thus we infer that
solutions found by GCAIS are capable of finding the first error earlier than
NSGA-II, a pure random selection, and SEMO. It is worth mentioning that
the comparably good results of GCAIS are not only due to the initialization. An
additional comparison between our immune system and the initialization showed
that GCAIS also performs better in this scenario. The same is valid on these
datasets if we compare our variant with the vanilla version of Joshi et al. [12].

We additionally examined the objective failure probability F (·) and there we
could see that in all but one combination the GCAIS approach is significantly
better than the other approaches. This might be seen as an indicator for why
GCAIS has been found to be superior in detecting errors on the considered
datasets.

5.2 Detection of Broken Features

In the previous subsection we solely focused on the detection of failures. It lacks
the link to the requirements the tests cover. For example if two features are
broken and one test suite leads to a lot of failed test exclusively for one feature
and another one has a failed test for each broken feature then the first test suite
would be better even though it would have failed to identify all broken features.
Thus within this subsection we focus on the evaluation of how well the considered
methods recognize broken features.

We examine hypotheses of the form “the solutions of algorithm x detect more
broken features than GCAIS’s solutions on dataset y” using a series of one-sided
Wilcoxon tests and a significance level of 0.05. The p-values are displayed in
Table 5. We can reject the null hypothesis in 8 out of 9 cases and accept the
alternative hypothesis (GCAIS detects more broken features). However, on our
dishwasher dataset the p-value for NSGA-II is rather low (about 0.1751) but
still not significant which means that we cannot reject the null hypothesis. Thus
we decided to perform an additional two-sided Wilcoxon test to check if on
average both methods perform equally well on this dataset and this statistical
test indicated that this is the case.

We decided to investigate the difference between GCAIS and NSGA-II on
the dishwasher dataset more deeply. We plotted the average difference of the
percentage of detected broken features in Fig. 1. The x-axis displays the test
session index, the y-axis the relative time budget and the z-axis the difference
in detected broken features. We can see a clear superiority of GCAIS for high
budgets and very low budgets (less than 10%). NSGA-II is ahead for time bud-
gets of about 20% for very early test sessions. For succeeding test sessions this
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Table 5. p-values for one-sided Wilcoxon tests. The columns represent a dataset and
the rows an algorithm to compare with. The entry of row x and column y is the p-
value of the null hypothesis “algorithm x’s solutions detect more broken features than
GCAIS’s solutions on dataset y”.

Oven 1 Oven 2 Dishwasher

NSGA-II 1.38e−309 3.38e−12 0.1751

Random 0.0 9.50e−200 1.09e−109

SEMO 5.31e−245 5.02e−85 1.399e−43

Fig. 1. Difference in the percentage of found broken features between GCAIS and
NSGA-II on the dishwasher dataset. A positive value indicates that GCAIS found
more broken features (a negative one indicates the opposite).

gap is tightening. After session index 5 GCAIS becomes significantly superior.
Hence if more test outcomes are available then GCAIS’s performance increases
on this dataset.

Our previous evaluation exclusively focused on the question if GCAIS per-
forms better than the other methods. We also intend to give a total overview
instead of only this relative consideration. Thus we also visualized the raw num-
bers in Fig. 2. Figure 2 a) shows the performance on the dishwasher dataset
and there performance is generally slowly rising with an increasing time budget.
There a few outliers became apparent where GCAIS finds even more broken
functionalities, especially at the start of testing. In this phase there are the most
faults in our dataset which explains this observation. Figures 2 b) and c) display
the performance on the two oven datasets. There generally more errors occurred
overall and also in a higher number during later stages of testing. This explains
why there are several test sessions where we detected high numbers of broken
requirements. The succeeding test sessions often show less issues found since
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(a) Percentage of found broken features using GCAIS on the dishwasher dataset.

(b) Percentage of found broken features us-
ing GCAIS on the oven 1 dataset

(c) Percentage of found broken features us-
ing GCAIS on the oven 2 dataset.

Fig. 2. Percentages of found broken features across the considered datasets.

between the two sessions the found oven software bugs have been fixed. It is
worth mentioning that the two oven projects share some generic components
hence they show some similarity in their error behaviour.

6 Conclusion and Future Work

Black box testing is a scenario where only limited knowledge of the underlying
system is available. This is for example often the case in the system test level or
if software from third parties is used. For such environments there are situations
where it is not feasible to run all tests. Hence sets of important tests must be
known in order to get a quick insight into the system when a new software version
is examined.
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We adapted a recent metaheuristic called germinal center artificial immune
system (GCAIS) to search for critical tests. The system is aware of previous
failures, test execution times, and requirement coverage. Based on this knowledge
the artificial immune system is able to compile crucial test suites for a variety
of time budgets. We compared our approach with other algorithms including
a NSGA-II variant specialized for black box test case selection using several
industrial datasets. There we could not only observe that GCAIS is capable of
finding errors earlier but it is also able to detect more errors within a given time
budget. Furthermore, our system is capable of finding failing tests for several
requirements simultaneously. Hence we demonstrated that GCAIS is a promising
candidate for black box test case selection.

In the future we intend to examine white box testing objectives such as code
coverage metrics as well. We think that GCAIS performs equally well in such
scenarios.
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Abstract. Recently, Rowe and Aishwaryaprajna [FOGA 2019] intro-
duced a simple majority vote technique that efficiently solves Jump with
large gaps, OneMax with large noise, and any monotone function with a
polynomial-size image. In this paper, we identify a pathological condition
for this algorithm: the presence of spin-flip symmetry. Spin-flip symme-
try is the invariance of a pseudo-Boolean function to complementation.
Many important combinatorial optimization problems admit objective
functions that exhibit this pathology, such as graph problems, Ising mod-
els, and variants of propositional satisfiability. We prove that no popu-
lation size exists that allows the majority vote technique to solve spin-
flip symmetric functions with reasonable probability. To remedy this, we
introduce a symmetry-breaking technique that allows the majority vote
algorithm to overcome this issue for many landscapes. We prove a suf-
ficient condition for a spin-flip symmetric function to possess in order
for the symmetry-breaking voting algorithm to succeed, and prove its
efficiency on generalized TwoMax and families of constructed 3-NAE-
SAT and 2-XOR-SAT formulas. We also prove that it fails on the one-
dimensional Ising model, and suggest different techniques for overcoming
this. Finally, we present empirical results that explore the tightness of
the runtime bounds and the performance of the technique on randomized
satisfiability variants.

1 Introduction

Voting crossover is a recombination operator requiring multiple parents in which
each position of the resulting offspring is decided by a majority vote. This tech-
nique has existed as an evolutionary operator for decades [4], but only recently
has received attention from the theory community [7,17]. Notably, a recent paper
by Rowe and Aishwaryaprajna [17] introduced a simple evolutionary algorithm
in which a population of μ individuals is constructed by performing μ rounds of
tournament selection on randomly selected parents, and then produces a final
string by performing a single majority vote over the entire population. Despite
the relative simplicity of this approach, the authors proved it solves OneMax
and Jump in O(n log n) time, even when the Jump function has a gap of size
(1− ε)n. It also attains a O((n+σ2) log n) upper bound on OneMax perturbed
by any additive noise with variance σ2, which is so far the best known running
time for any randomized search heuristic on noisy OneMax.
c© Springer Nature Switzerland AG 2021
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Rowe and Aishwaryaprajna also pointed out that the voting algorithm always
samples strings with close to n/2 ones, which is a limitation on many func-
tions such as LeadingOnes, or even on linear functions with largely unbalanced
weights like BinVal. Nevertheless, they proved that any monotone function f
can be optimized using only O(|IM f |2 log n) tournaments to create the voting
population, and introduced a modification that focuses on a single bit at a time
and successfully solves LeadingOnes in O(n log n) time.

In this paper, we want to extend the analysis of this surprisingly simple
yet effective approach to understand how it performs on other nonlinear, non-
monotone function classes. In particular, we investigate the particular pathology
known as spin-flip symmetry, which is invariance of a function under comple-
mentation. We show that the voting algorithm fails on every spin-flip symmetric
function with probability exponentially close to one, irrespective of the popu-
lation size. This issue arises for the Voting Algorithm because it constructs its
population by performing tournaments over a uniform distribution of the search
space. Thus, even for relatively simple functions, the event the tournament win-
ner points in the direction of a global optimum x� is obscured by the equally
likely event that a complementary string pair points in the direction of x�. To
address this, we create a technique that effectively breaks the spin-flip symmetry
in the space so that the distribution is no longer uniform over the space, but will
prefer certain strings over their complements. One important feature that such
a technique must exhibit is that it has no prior knowledge of the location of the
global optima.

The concept of symmetry breaking for search algorithms arose first from the
constraint programming community [2]. In this framework, the set of symmetries
of a propositional formula corresponds to the set of permutations on variables
that belong to the automorphism group of the formula. In other words, the
symmetries are exactly the variable permutations to which the truth of the
formula is invariant. Symmetry breaking in this context is a method of adding
extra constraints that eliminate such symmetries, and thus reduce the decision
tree complexity, which can be used as a technique in constraint solvers [16,
18]. The effect of symmetry breaking constraints on local search algorithms was
investigated by Prestwich and Roli [15] who empirically demonstrated that the
extra constraints have a detrimental effect on local search by increasing the
relative size of basins of attraction for suboptimal solutions, while simultaneously
decreasing the relative size of basins of attraction for optimal solutions.

In the related context of evolutionary optimization, Naudts and Naudts [12]
examined the presence of symmetry in fitness functions for genetic algorithms.
They investigated a classical model of magnetism for which discrete spin-value
orientations are assigned to each site of a lattice. The energy function of this
model (called the Ising model [10]) exhibits spin-flip symmetry, which is an
invariance to the inversion of spin-values. They found empirically that the sim-
ple genetic algorithm (SGA) is incapable of solving the spin-flip symmetric one-
dimensional Ising model. Symmetry breaking techniques, involving systemat-
ically fixing spin orientations [13], can solve the one-dimensional problem in
quadratic time.
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One challenge for traditional crossover on spin-flip symmetric functions comes
from the presence of synchronization problems [9]. Loosely speaking, synchro-
nization problems arise from attempting to recombine two relatively fit individ-
uals with complementary building blocks. In this situation, a search heuristic
must rely on something other than recombination, such as niching, fitness shar-
ing, or specialized mutation operators. Naudts and Naudts [12] also identified
difficult configurations that a pure hill-climber would have trouble navigating.

The interest in the effect of spin-flip symmetry on hardness was also picked
up by the theory community. Fischer [5] proved that despite the perceived hard-
ness of the one-dimensional Ising model, the two-dimensional Ising model (where
the underlying structure is a toroidal lattice) can be solved by the Metropolis
algorithm in polynomial time. Briest et al. [1] also studied the two-dimensional
Ising model, as well as a number of other structures including cliques connected
by bridge edges and the hypercubic lattice. Fischer and Wegener [6] studied the
one-dimensional Ising model more closely and proved that pure hill-climbing or
mutation strategies such as RLS and the (1 + 1) EA can solve it in expected
cubic time. They also considered a number of other techniques such as the Gene
Invariant Genetic Algorithm [3] and fitness sharing. Sudholt [20] investigated
the efficacy of crossover on the Ising model with an underlying tree topology.
He proved that a mutation-only evolutionary algorithm with constant popula-
tion size needs exponential time to solve this problem due to the presence of
synchronization problems. On the other hand, a (2 + 2) GA employing two-
point crossover and fitness sharing solves the problem in expected time O(n3).
Sutton [21] studied a set of spin-flip symmetric functions that are computation-
ally easy while problematic for stochastic hill-climbing algorithms like the (1 +
1) EA.

The remainder of this paper is structured as follows. In the next section
we describe the Voting Algorithm and provide some background and discuss
intractability of symmetric functions. In Sect. 3 we present a symmetry-breaking
strategy and prove efficient bounds for a number of problems. In Sect. 4 we
report experiments that study the tightness of the bounds and the dependence
of success on other problem parameters. We conclude the paper in Sect. 5.

2 Search by Majority Vote

Majority vote crossover was introduced in 1994 as occurrence-based scanning
by Eiben, Raué and Ruttkay [4]. In this technique, a set of μ > 2 parents
{x(1), x(2), . . . , x(μ)} ⊆ {0, 1}n produce an offspring y where the i-th position yi is
chosen deterministically by the majority function yi = Maj(x(1)

i , x
(2)
i , . . . , x

(μ)
i ),

where Maj(b1, . . . , bm) chooses the element of {0, 1} that occurs most frequently
among its arguments1. The idea behind the design of this operator is that good
values are more prevalent in a set of parents selected by fitness.

This crossover was analyzed as a component in traditional evolutionary algo-
rithms by Friedrich et al. [7] on the Jump benchmark function, and instances
1 The tie-breaking rule, when m is even, depends on the setting.
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of the vertex cover problem. Whitley et al. [22] showed that Jump with gap
O(log n) could be solved in linear time by producing three parents for majority
vote crossover using next ascent hill-climbing.

Motivated by this work, Rowe and Aishwaryaprajna [17] introduced the Vot-
ing Algorithm, listed in Algorithm 1, that works by first generating a population
of size μ by conducting μ repeated rounds of tournament selection applied to
two parents generated uniformly at random. At the end of the μ rounds, a single
output string is generated by majority vote. Note that this algorithm is not a tra-
ditional evolutionary algorithm employing majority crossover, but a time-limited
sampling procedure that applies majority crossover to all of its samples.

Algorithm 1: Voting Algorithm
1 Let p ← (0, . . . , 0);
2 repeat μ times
3 Let x, y ∈ {0, 1}n be chosen uniformly at random;
4 if f(x) > f(y) then p ← p + x;
5 else p ← p + y;

6 for 1 ≤ i ≤ n do
7 if pi = μ/2 then choose zi uniformly at random from {0, 1};
8 else zi ← [pi > μ/2];

9 return z;

The strong performance of the Voting Algorithm on OneMax and OneMax
with additive noise comes from the fact that tournament selection can reveal a
clear signal in the sampling process that ensures the majority vote is in the right
direction. This is also the case with Jump. In fact, for gaps of (1 − ε)n, where
1/2 < ε < 1 is a constant, the algorithm is unable to even detect a difference
between OneMax and Jump as it is extremely unlikely to even generate a string
within the gap in polynomial time.

2.1 Functions with Spin-Flip Symmetry

Spin-flip symmetric functions pose a particular challenge to Algorithm 1,
because, in contrast to simple hill-climbing algorithms that follow a local fit-
ness signal, the Voting Algorithm relies on a majority of the population to agree
on which part of the space the target for optimization lies. If the function has
spin-flip symmetry, then any string in {0, 1}n has the same probability of win-
ning the tournament in lines 4 and 5 (and hence participating in the vote) as
its complement. The intuition is that each member of the population has an
equal chance to vote for a global optimum or its binary complement, which
obscures the signal toward either. We formalize this in the following theorem.
Unfortunately, our proof only works for sublinear population sizes. However, we
conjecture that the claim would actually hold for any population size.
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Theorem 1. Let f be a spin-flip symmetric function with a polynomial number
of global optima and let 0 < ε < 1. Then for any population size μ = O(n1−ε),
with probability 1 − o(1), the Voting Algorithm fails to find an optimal solution.

Proof. Without loss of generality, suppose x� = 1n is a global optimum of f .
We define the sequence of random variables X1,X2, . . . , Xμ, where Xt is the
Hamming weight of the winner of the tournament in lines 4 and 5 of Algorithm 1.

The Hamming weight is the number of ones in the bit string. By Chernoff
bounds, the probability that the Hamming weight of a binary string drawn
uniformly at random from {0, 1}n exceeds n/2+

√
n log n is at most e− 2 log2 n

3 . Let
E be the event that no string in the population bears a Hamming weight of larger
than n/2+

√
n log n. Taking a union bound over all 2μ random strings generated

during the execution of the algorithm, Pr(E) ≥ 1− 2μe− 2 log2 n
3 = 1− e−Ω(log2 n).

By spin-flip symmetry, for any string x ∈ {0, 1}n, the probability that x is
the winner of the tournament is equal to the probability that the binary com-
plement x̄ is the winner of the tournament. Therefore, for all k ∈ {0, 1, . . . .n/2},
define Pr(Xt = n/2 − k) = Pr(Xt = n/2 + k) =: Pk. Thus we have
E[Xt] =

∑n/2
k=0 ((n/2 − k) + (n/2 + k)) Pk = n/2, and setting X :=

∑μ
t=1 Xt,

E[X] = nμ/2. Conditioning on E , we have

Pr(X ≥ nμ/2 + n | E) ≤ exp
( −2n

μ log2 n

)

by Hoeffding’s inequality.
But X ≥ nμ2 + n is a necessary condition for zi = 1 for all i ∈ {1, 2, . . . , n},

since for this to occur, we must have every pi > μ/2 , X =
∑n

i=1 pi and μ =
O(n1−ε). Therefore, the probability that the global optimum 1n is generated is

at most e
−Ω

(
n

µ log2 n

)
+ 1 − Pr(E). Taking a union bound over all of the global

optima of f completes the proof. ��

3 A Symmetry-Breaking Strategy

Theorem 1 demonstrates that the voting mechanism can fail to optimize func-
tions with spin-flip symmetry when the sample size is too low. Moreover, we
conjecture that this result can be extended to higher sample sizes. The failure
seems to arise because the fitness-distance coupling is perfectly mirrored every-
where in the search space. The consequence is that information about distance
to a global optimum is canceled out. In order to overcome this effect, it is nec-
essary to implement a symmetry-breaking strategy to introduce a bias toward
a global optimum or its complement. Moreover, the strategy must not rely on
information about the true location of a global optimum. We take advantage of
the following symmetry property.

Property 1. Let f : {0, 1}n → R be a function with spin-flip symmetry. Then
there is a global optimum x� ∈ {0, 1}n with x�

1 = 1.
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This property follows from the invariance of f under complementation. In the
case that the first bit of a global optimum x�

1 = 0, by spin-flip symmetry f(x�) =
f(x�), so x� is also globally optimal, and x�

1 = 1. The modified voting algorithm
is listed in Algorithm 2. The only modification occurs after the parent generation
step by complementing a generated string if it contains a 0 in the first element.

Algorithm 2: Voting Algorithm with Symmetry Breaking
1 Let p ← (0, . . . , 0);
2 repeat μ times
3 Let x, y ∈ {0, 1}n be chosen uniformly at random;
4 if x1 = 0 then x ← x;
5 if y1 = 0 then y ← y;
6 if f(x) > f(y) then p ← p + x;
7 else p ← p + y;

8 for 1 ≤ i ≤ n do
9 if pi = μ/2 then choose zi uniformly at random from {0, 1};

10 else zi ← [pi > μ/2];

11 return z;

We analyze what properties a spin-flip symmetric function f must have so
that Algorithm 2 could optimize f . Let x� be a global maximum of f such that
x�
1 = 1. We define two indicator functions

1>
x,y :=

{
1 if f(x) > f(y),
0 otherwise.

1=
x,y :=

{
1 if f(x) = f(y),
0 otherwise.

Define the set Q = {(x, y) ∈ {0, 1}n × {0, 1}n : x1 = y1 = 1}. Algorithm 2
generates a pair of candidates by drawing a pair uniformly from Q. For k > 1,
define the set

S�
k := {(x, y) ∈ Q : xk = x�

k, yk 
= xk}

to be the pairs of strings that are not equal in the k-th component, but the left
element of the pair is correct with respect to x�. ��
Lemma 1. For any spin-flip symmetric function f with global maximum x�,
suppose there is a bound ξk(n) > 0 such that

1
22n−4

∑

(x,y)∈S�
k

(

1>
x,y − 1>

x,y⊕ek
+

1=
x,y − 1=

x,y⊕ek

2

)

≥ ξk(n),

where ek is the k-th standard basis vector of {0, 1}n and k is an arbitrary index
in {2, ..., n}. The ⊕ denotes the component-wise exclusive-or operation. Then the
string z returned by Algorithm 2 is correct (with respect to x�) in position k with
probability Pr(zk = x�

k) ≥ 1 − exp
(−μξk(n)2/2

)
.
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Proof. In a tournament decided by f , the element x of the pair (x, y) wins with
probability one if f(x) > f(y) and with probability 1/2 if f(x) = f(y). Thus,

Pr(x wins | xk = x�
k, yk 
= xk) =

1
22n−4

∑

(x,y)∈S�
k

(

1>
x,y +

1=
x,y

2

)

,

since
∣
∣
∣S

�
k

∣
∣
∣ = (2(n−2))2. Similarly,

Pr(x wins | xk = yk = x�
k) =

1
22n−4

∑

(x,y)∈S�
k

(

1>
x,y⊕ek

+
1=

x,y⊕ek

2

)

.

By this, and the assumption in the claim,

Pr(x wins | xk = x�
k, yk 
= xk) − Pr(x wins | xk = yk = x�

k) ≥ ξk(n).

Since f is spin-flip symmetric, Pr(x wins | xk = yk = x�
k) = 1/2, therefore

Pr(x wins | xk = x�
k, yk 
= xk) ≥ 1

2
+ ξk(n).

The remainder of the proof is similar to the proof that the original Voting Algo-
rithm succeeds on OneMax [17]. In particular, we appeal to Bayes’ Theorem
and the fact that Pr(xk = x�

k) = Pr(x wins) = 1/2.

Pr(xk = x�
k | x wins) =

Pr(x wins | xk = x�
k) Pr(xk = x�

k)

Pr(x wins)
= Pr(x wins | xk = x�

k)

=
1

2
Pr(x wins | xk = x�

k, yk �= xk) +
1

2
Pr(x wins | xk = yk = x�

k)

≥ 1

2
+ ξk(n)/2. (1)

At the end of the main loop at line 7 of Algorithm 2, E[pk] ≥ μ
2 + μξk(n)/2.

The probability that zk is correct in the final string z can be bounded by Hoeffd-
ing’s inequality. Pr(zk 
= x�

k) = Pr(pk ≤ μ/2) ≤ exp
(−μξk(n)2/2

)
. ��

3.1 Generalized TwoMax

Perhaps the simplest function exhibiting spin-flip symmetry is the TwoMax
function [8,14], the generalized form of which can be defined as follows. Given
an arbitrary string z ∈ {0, 1}n, TwoMaxz(x) = max{d(x, z), n − d(x, z)}.

Here d(x, z) denotes the Hamming distance between strings x and y. There
are exactly two global optima for the TwoMax function: z and its complement z.

Theorem 2. For any μ ≥ 8π2(c + 1)n2 ln n, Algorithm 2 correctly finds an
optimum of generalized TwoMaxz with probability at least 1 − n−c.
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Proof. Let k > 1 be an arbitrary index. Without loss of generality, we assume
the TwoMaxz target is z = x� = 1n. By this assumption, for any (x, y) ∈ S�

k ,
(y ⊕ ek)k − yk = 1. Moreover, for any x ∈ {0, 1}n, designating TwoMaxz as f ,
if f(x) 
= (n + 1)/2, then |f(x) − f(x ⊕ ek)| = 1 (otherwise it is zero).

For any pair of strings (x, y) ∈ S�
k , we define the quantity

ψk (x, y) := 1>
x,y − 1>

x,y⊕ek
+

1=
x,y − 1=

x,y⊕ek

2
∈ {−1/2, 0, 1/2}. (2)

Note that ψk (x, y) ∈ {−1/2, 0, 1/2} since ψk (x, y) = 1/2 if and only if (a)
f(x) = f(y) and f(x) < f(y ⊕ ek), or (b) f(x) > f(y) and f(x) = f(y ⊕ ek).
Case (a) occurs only when f(x) = |y|1, and case (b) only when f(x) = |y|1 + 1.
Similarly, ψk (x, y) = −1/2 if and only if (c) f(x) = f(y) and f(x) > f(y⊕ek), or
(d) f(x) < f(y) and f(x) = f(y⊕ek). Case (c) occurs only when f(x) = n−|y|1,
and case (d) when f(x) = n − |y|1 − 1.

To bound ξk(n), it is helpful to partition the search space into sets Li accord-
ing to fitness value. Denote by Li = |{x ∈ {0, 1}n : x1 = xk = 1, f(x) = i}| for
i ∈ {�n/2, . . . , n}. Then2

Li =
(

n − 2
i − 2

)

+
(

n − 2
i

)

, for i > n/2, and Ln/2 =
(

n − 2
n/2

)

, when n is even.

This follows from the fact that, fixing x1 = xk = 1, we can either choose the
remaining i − 2 ones or choose i zeros among the n − 2 free positions. If i = n/2
for even n, there are exactly n/2 ways to choose the remaining positions.

We explicitly calculate the sum of ψk (x, y) over elements (x, y) ∈ S�
k where

f(x) = i by multiplying the count Li of elements with fitness value i by the
number of different ways to construct cases (a)–(d). In particular, since y1 = 1
and yk = 0 are fixed, there are exactly

(
n−2
j−1

)
ways to construct a y so that

|y|1 = j. For any f(x) = i ≥ �n/2, ∑
(x,y)∈S�

k : f(x)=i ψk (x, y) is equal to

Li

2

⎛

⎜
⎜
⎜
⎝

(
n − 2
i − 1

)

︸ ︷︷ ︸
case (a)

+
(

n − 2
i − 2

)

︸ ︷︷ ︸
case (b)

−
(

n − 2
(n − i) − 1

)

︸ ︷︷ ︸
case (c)

−
(

n − 2
(n − i − 1) − 1

)

︸ ︷︷ ︸
case (d)

⎞

⎟
⎟
⎟
⎠

=
Li

2

((
n − 2
i − 2

)

−
(

n − 2
i

))

=
1
2

(
n − 2
i − 2

)2

− 1
2

(
n − 2

i

)2

. (3)

Note that when n is even,
(

n−2
n/2−2

)
=

(
n−2
n/2

)
. Furthermore, cases (b) and (c)

cannot occur since we require f(y) ≥ n/2 and f(y ⊕ ek) ≥ n/2. Thus, when n is
even and f(x) = n/2,

2 We implicitly use the convention that
(

a
b

)
= 0 for a < b.
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∑

(x,y)∈S�
k : f(x)=n

2

ψk (x, y) =
1
4
Ln/2

⎛

⎜
⎜
⎜
⎝

(
n − 2

n/2 − 1

)

︸ ︷︷ ︸
case (a)

−
(

n − 2
n/2

)

︸ ︷︷ ︸
case (d)

⎞

⎟
⎟
⎟
⎠

=
Ln/2Cn/2−1

4
,

(4)
where Cn is the n-th Catalan number.

Rewriting the sum over indicator functions by summing over all fitness values
for f(x), we obtain

∑

(x,y)∈S
�
k

ψk (x, y) =
1

2

n∑

i=�n/2�

((n − 2

i − 2

)2

−
(n − 2

i

)2)
+

[n ≡ 0 mod 2]Ln/2Cn/2−1

4
,

by (3) and (4), where we have used [·] to denote the Iverson bracket. The sum
telescopes, hence

≥ 1
2

((
n − 2
�n/2�

)2

+
(

n − 2
�n/2� − 1

)2
)

≥ 1
2

(
4n/2−1

√
πn

)2

=
4n−2

2πn
=: 22n−4ξk(n),

where the final inequality follows from Stirling’s formula. Applying Lemma 1,
the probability that zk is correct in the final string z is bounded as Pr(zk = 1) ≥
1 − exp

(− 2μ
16π2n2

) ≥ 1 − n−(c+1). Taking a union bound over all n − 1 positions
k > 1 completes the proof. ��

3.2 Satisfiability Problems

We now consider special cases of the propositional satisfiability problem (SAT)
that exhibit spin-flip symmetry. In the classical propositional satisfiability prob-
lem, we have a propositional formula F constructed as a conjunction of disjunc-
tive clauses over a set of Boolean variables. Another family of SAT instances is
the conjunction of XOR clauses, which are clauses containing an exclusive dis-
junction of literals. XOR clauses are useful for describing cryptographic prim-
itives for applying SAT solvers to problems in cryptography [19]. When every
clause in the formula is an exclusive disjunction of k literals, the problem is
called k-XOR-SAT. Deciding the satisfiability of a k-XOR-SAT formula is not
NP-complete, as it can be expressed as solving a system of linear equations
over a finite field, and resolved with Gaussian elimination. If k is even, then the
objective function counting the number of satisfied clauses is spin-flip symmetric
because the truth of each XOR clause containing an even number of literals is
invariant to complementation.

We define an infinite family of satisfiable 2-XOR-SAT formulas {F xor
i }i∈N\{1}

as F xor
n :=

∧
i∈[n]

∧
j∈[i−1] ((xi ⊕ ¬xj) ∧ (¬xi ⊕ xj)). The formula is constructed

in such a way that it is always satisfiable by both 1n and 0n.
The fitness of an individual f : {0, 1}n → N to F xor

n is the number f(x)
of clauses in that are satisfied by the string x. Note that f exhibits spin-flip
symmetry.
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Not-all-equal 3-satisfiability (3-NAE-SAT) is a variant of Boolean 3-satisfi-
ability (3-SAT) in which each clause is a disjunction of three literals. 3-NAE-SAT
requires the three truth values in each clause are not all equal to each other: at
least one is true, and at least one is false. A clause in which all three literals
are true would be considered unsatisfied in 3-NAE-SAT (unlike in 3-SAT, where
such a clause would be satisfied). NAE-SAT is particularly useful in problem
reductions, and is used for NP-completeness proofs for classes of problems with
similar symmetry [11, Section 5.3.1].

Similar to 2-XOR-SAT, we define an infinite family of satisfiable 3-NAE-SAT
formulas as {F nae

3 , F nae
4 , . . .} as follows. We define the set of all 3-CNF clauses

on the variables u, v, w with only one negated literal as C
(1)
u,v,w := (¬u ∨ v ∨ w) ∧

(u ∨ ¬v ∨ w) ∧ (u ∨ v ∨ ¬w).
Similarly, we define the set of all 3-CNF clauses on the variables u, v, w with

only two negated literals as C
(2)
u,v,w := (¬u∨¬v∨w)∧(¬u∨v∨¬w)∧(u∨¬v∨¬w).

A 3-NAE-SAT formula is constructed as F nae
n :=

∧
i<j<k

(
C

(1)
xi,xj ,xk ∧ C

(2)
xi,xj ,xk

)
.

Note that again, F nae
n is constructed in such a way that both 1n and 0n are

satisfying assignments. Furthermore the fitness function counting the number of
satisfied clauses exhibits spin-flip symmetry since the NAE satisfiability of any
k clause is invariant to assignment complementation.

Lemma 2. For any k ∈ {2, . . . , n}, the fitness functions for both F xor
n and F nae

n

yield a bound on the tournament probability in the claim of Lemma 1, which is
ξk(n) = Ω(1/n).

Proof. For any x ∈ {0, 1}n, x satisfies exactly 2
(
n
2

)−2|x|1 (n − |x|1) = n2+2|x|21−
n(2|x|1 + 1) clauses in F xor

n since there are 2
(
n
2

)
clauses in F xor

n , but any clause
(xi ⊕ ¬xj) is not satisfied if xi = 1 and xj = 0 (similarly, any clause (¬xi ⊕ xj)
is not satisfied if xi = 0 and xj = 1). In the case of the 3-NAE-SAT formulas, an
arbitrary x ∈ {0, 1}n satisfies exactly 6

(
n
3

) − 2|x|1
(
n−|x|1

2

) − 2(n − |x|1)
(|x|1

2

)
=

(n − 2)
(
n2 + |x|21 − n(|x|1 + 1)

)
clauses in F nae

n , since there are 6
(
n
3

)
clauses in

the formula, but a clause containing only true (respectively, false) literals under
x must be subtracted from the count.

Define the set Li := {x : |x|1 = i}. Then it follows that (i) the number of
clauses in F xor

n satisfied by any x ∈ Li is n2+2i2−n(2i+1), and (ii) the number
of clauses in F nae

n satisfied by any x ∈ Li is (n − 2)(n2 + i2 − n(i + 1)). Since
2i2−n(2i+1) = 2(n−i)2−n(2(n−i)+1) and i2−n(i+1) = (n−i)2−n(n−i+1),
Li ∪ Ln−i partitions {0, 1}n into fitness levels.

There are exactly
(
n−2
i−2

)
+

(
n−2

i

)
strings x ∈ {0, 1}n with x1 = xk = 1 on

fitness level Li ∪ Ln−i. For any string y ∈ Lj with y1 = 1 and yk = 0, y ⊕ ek is
in Lj+1. Thus it either jumps up one fitness level, or falls down one fitness level.
We derive an appropriate bound for claim in Lemma 1 as
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1
22n−4

∑

(x,y)∈S�
k

(

1>
x,y − 1>

x,y⊕ek
+

1=
x,y − 1=

x,y⊕ek

2

)

=
1

22n−4

n∑

i=�n/2�
|(Li ∪ Ln−i) ∩ {x : xk = 1}|

×
((

n − 2
i − 2

)

−
(

n − 2
i − 1

)

−
(

n − 2
i

)

+
(

n − 2
i − 2

))

≥ 1
22n−3

[(
n − 2
�n/2

)2

+
(

n − 2
�n/2 − 1

)2
]

= Ω(1/n),

where the final inequality is the same as in the proof of Theorem 2. ��
Setting μ sufficiently large and applying the result of Lemma 2 via a union

bound over all variables proves the following theorem.
Theorem 3. Algorithm 2 with μ = Ω(n2 log n) finds a satisfying assignment to
F xor

n or F nae
n with probability 1 − o(1).

Ideally, we would like to see how the success of Algorithm 2 depends on the
constraint density in random models of F xor

n and F nae
n , but so far have not been

able to do so. Instead, we investigate this dependency empirically in Sect. 4

3.3 Failure Case: 1D Ising Model

The Ising model was originally developed in statistical physics [10], but more
recently developed into a model for studying the behavior of evolutionary algo-
rithms, especially in the presence of spin-flip symmetry. Van Hoyweghen, Gold-
berg and Naudts [8] point out that in the class of spin-flip symmetric functions,
TwoMax and the Ising model are at two extremes. The former can be optimized
by a simple hill-climber, whereas the latter is confounded by a highly neutral
landscape.

The Ising model is defined by a set of variables that correspond to nuclear
magnetic moments, or spins, of a set of sites arranged on a graph structure. Each
variable takes one of two states {−1,+1}, and neighboring spins with the same
value have lower energy than neighbors with opposite values.

Given an undirected graph G = (V,E), the energy of a configuration s ∈
{−1,+1}|V | is given by the Hamiltonian function

H(s) = −∑
(i,j)∈E Jijsisj − ∑|V |

j=1 hjsj ,
where Jij is the interaction between neighboring sites i and j, and hj is an

external magnetic field that interacts with site j. The ground state configuration
is the sequence that minimizes H.

In the context of evolutionary algorithms, one usually ignores the linear term
(e.g., by setting hj = 0), and takes the interactions as Jij = −1/2, and performs
an affine transform from {−1,+1}n → {0, 1} to obtain the quadratic pseudo-
Boolean function

fIsing : {0, 1}n := x �→
∑

(i,j)∈E

(xixj + (1 − xi)(1 − xj)) .
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Note when hj = 0, the maxima of fIsing correspond to the ground states of
H. We will also follow this convention, and consider the maximization of fIsing
rather than the minimization of H.

We consider the one-dimensional Ising model (see Fig. 1), that is, the func-
tion fIsing defined above on an undirected cycle graph G = (V,E) of n nodes,
i.e., V = {1, 2, . . . , n} and E = {(i, j) : i < j} ∪ {(1, n)}. We prove that the bias
toward the ground state solution 1n introduced by Algorithm 2 is not sufficient
to provide information to the majority vote.

x1

x2 x3 x4 x5

x6

x7x8x9x10

Fig. 1. One-dimensional Ising model on 10 sites for a given configuration x =
(1001110110). Shaded sites have spin 1 and unshaded sites have spin 0. Each edge
incident on nodes with opposite spin contributes one violation, so the pictured config-
urations has 6 violations yielding a fitness value fIsing(x) = 4.

Lemma 3. For the 1D Ising model on n vertices, if n is even, then for any odd
index k > 1 it holds that Pr(zk = x�

k = 1) = 1/2.

Proof. We prove the case of k = 3, and note that the proof strategy is similar for
all odd k. We say an edge (i, j) is violated for a length-n binary string x when
xi 
= xj . Thus fIsing(x) = n − |{(i, j) ∈ E : (i, j) is violated for x}|. We refer to
a violated edge as a violation.

We show that for a pair (x, y) drawn uniformly at random from the set Q,
Pr(x wins | xk = 1) = 1/2. As with the proof of Lemma 1, we have Pr(x wins |
xk = 1, yk = 0) − Pr(x wins | xk = yk = 1) is equal to

1
22n−4

∑

(x,y)∈S�
k

(

1>
x,y − 1>

x,y⊕ek
+

1=
x,y − 1=

x,y⊕ek

2

)

.

To determine this sum, we count the pairs (x, y) ∈ S�
k for which the inequality

(or equality) of fIsing(x) and fIsing(y) changes when flipping bit k. Note that
fIsing(y) − fIsing(y ⊕ ek) ∈ {−2, 0, 2}, since changing a single bit in y can only
introduce two violations (if yk−1 = yk = yk+1), remove two violations (if yk−1 =
yk+1, but yk−1 
= yk), or leave the count of violations unchanged. As k = 3,
violations are only produced by y⊕ek in strings with prefix 1000, and violations
are only removed by y ⊕ ek in strings with prefix 1101.
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Fix x = (1 . . .). We claim that the sum
∑

y : y1=1,yk=0
1>

x,y −1>
x,y⊕ek

is equal to

|{y = (1101 . . .) : f(y) = f(x) − 2}| − |{y = (1000 . . .) : f(y) = f(x)}|

=
(

n − 3
n − f(x)

)

−
(

n − 3
n − f(x) − 1

)

(5)

The positive terms in the LHS of the sum in Eq. (5) correspond to strings y
with f(x) > f(y) but f(x) ≤ f(y ⊕ ek). Such strings have more violations
than x, but must have no more violations than x once the k-th bit is flipped.
Since the only strings whose violations are reduced when flipping the k-th bit
from 0 to 1 must contain the prefix (1101 . . .), this set of strings corresponds to
{y = (1101 . . .) : f(y) = f(x) − 2}, i.e., have exactly n − f(x) + 2 violations.
There are two violations already coming from the length-4 prefix of these strings.
Hence we enumerate the length-(n − 4) suffixes that contain exactly n − f(x)
violations. There are

(
n−3

n−f(x)

)
such suffixes.

The negative terms of the sum in Eq. (5) correspond to strings y with f(x) ≤
f(y) but f(x) > f(y ⊕ ek). Since the fitness of y can only be decreased by
introducing violations with changing the k-th bit from 0 to 1, this set can be
described as {y = (1000 . . .) : f(y) = f(x)}. Such strings have exactly one
violation in the length-4 prefix, thus we count strings of length n − 4 with n −
f(x) − 1 violations.

Similarly, we claim the sum
∑

y : y1=1,yk=0
1=

x,y − 1=
x,y⊕ek

is equal to

(|{y = (1101 . . .) : f(y) = f(x)}| + |{y = (1000 . . .) : f(y) = f(x)}|)
− (|{y = (1101 . . .) : f(y) = f(x) − 2}| + |{y = (1000 . . .) : f(y) = f(x) + 2}|)

=

(
n − 3

n − f(x) − 2

)

+

(
n − 3

n − f(x) − 1

)

−
(

n − 3

n − f(x)

)

−
(

n − 3

n − f(x) − 3

)

=

(
n − 3

f(x) − 1

)

+

(
n − 3

n − f(x) − 1

)

−
(

n − 3

n − f(x)

)

−
(

n − 3

f(x)

)

. (6)

The positive terms of the sum in Eq. (6) correspond to strings y with f(x) = f(y)
but f(x) 
= f(y⊕ek). Such strings must have n−f(x) violations. If y = (1101 . . .),
two violations already occur in the prefix, so we enumerate the

(
n−3

n−f(x)−2

)
length-

(n − 4) suffixes with n − f(x) − 2 violations. If y = (1000 . . .), one violation
already occurs in the prefix, so we count the

(
n−3

n−f(x)−1

)
length-(n − 4) suffixes

with n − f(x) − 1 violations. The negative terms are accounted for similarly.
Let L2i = |{x : x1 = xk = 1 and f(x) = 2i}| denote the count of strings

x = (1x21 . . .) on fitness level 2i. For these strings, either x = (111 . . .) or
x = (101 . . .). In the first case, the number of strings on fitness level 2i is equal
to the number of strings of length n−3 starting at xk+1 with n−2i violations. In
the second case, we must account for the two violations already in the length-3
prefix. It follows that

L2i =
(

n − 2
n − 2i

)

+
(

n − 2
n − 2(i + 1)

)

=
(

n − 2
n − 2i

)

+
(

n − 2
2i

)

.
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Combining (5) and (6),
∑

(x,y)∈S�
k

(
1>

x,y − 1>
x,y⊕ek

+
1=
x,y−1=

x,y⊕ek

2

)
is exactly

1
2

n/2∑

i=0

L2i

((
n − 3
n − 2i

)

−
(

n − 3
n − 2i − 1

)

+
(

n − 3
2i − 1

)

−
(

n − 3
2i

))

= 0,

since the i-th term of the sum is the negative of the (n/2 − i)-th term. We
conclude that Pr(x wins | xk = 1, yk = 0) = Pr(x wins | xk = yk = 1). By
spin-flip symmetry, Pr(x wins | xk = yk = 1) = 1/2, and by the law of total
probability, Pr(x wins | xk = 1) = 1/2. Applying Bayes’ Theorem, Pr(xk = 1 |
x wins) = 1/2. The value of pk at the end of the loop at line 7 of Algorithm 2,
is binomially distributed with median μ/2, which completes the proof. ��

Thus for the 1D Ising model, there is no bias toward correct values, and the
substring matches an optimal solution only with exponentially low probability.
This is captured as follows.

Theorem 4. Let n be an even positive integer. For any μ, Algorithm 2 fails to
generate an optimal solution for the 1D Ising model on n vertices with probability
at least 1 − 2−n/2.

Proof. The two optimal solutions for the 1D Ising model are 1n and 0n. Let z be
the string generated by Algorithm 2. Since Algorithm 2 only generates strings
with x1 = 1, Pr(z = 0n) = 0. By Lemma 3, for any odd k > 1, Pr(zk = 1) = 1/2.
Thus Pr(z = x�) ≤ Pr

(⋂
k∈{3,5,...,n−1} zk = 1

)
= 2−n/2. ��

The pathology of the Ising model search space is that the Hamming weight
of the candidate solutions do not give strong hints to the location of global
optima. In addition to spin-flip symmetry, there are vast classes of equal fitness
that correspond to strings with the same count of zero blocks. One technique
to overcome this would be to add a so-called external field to the Ising model
energy function. In this case, the energy of the system would have an additional
linear term to break the symmetry, i.e., fIsing(x) +

∑
i xi. With the additional

term, the spin-flip symmetry is also broken, and Algorithm 1 will succeed for
sufficiently large μ, since the fitness is now biased by Hamming weight. How-
ever, this leverages the fact that 1n is now the unique optimum, and is not as
interesting from the perspective of randomized optimization heuristics.

4 Experiments

To investigate the tightness of the runtime bounds and study the effect of con-
straint density on the performance of Algorithm 2 on satisfiability problems,
we report the results of a number of simulations. For generalized TwoMax,
we measure the empirical cumulative distribution of solved cases as a function
of population size μ. For each value of μ, we performed 100 trials of uniformly
generating a random hidden string, and counting the number of trials in which
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Algorithm 2 was able to locate the string or its complement. Figure 2a reports
the result of this experiment. Empirically, we see that already all of the trials
are solved well below the population size required by Theorem 2. For example,
to obtain a success probability of at least 1/2 when n = 100, Theorem 2 requires
μ ≈ 4.18 × 106 (i.e., by setting c = ln 2/ ln 100 ≈ 0.15).
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(a) Generalized TwoMax vs pop. size μ.
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XOR n = 50;µ = 7 · 104

1960 ≤ m ≤ 2450

XOR n = 100;µ = 2 · 105

100 ≤ m ≤ 9990

NAE n = 20;µ = 104

440 ≤ m ≤ 6840

NAE n = 50;µ = 5 · 104

2400 ≤ m ≤ 117600

(b) SAT formulas vs. constraint density.

Fig. 2. Runtime distribution for the Voting Algorithm with Symmetry Breaking (Algo-
rithm 2) on various problem instances.

For the SAT problems, we generate random XOR- or NAE-SAT formula
on n variables and m clauses conditioned on satisfiability by a randomly cho-
sen assignment. This is identical to the so-called random planted distribution
over formulas. To investigate the effect of constraint density as captured by the
relative number of clauses to variables, we fix the population size μ and vary
the clause parameter m for the random planted distributions. For each value
of m, we generate 100 random formulas and record whether Algorithm 2 finds
any optimal solution. The proportion solved by the algorithm as a function of
constraint density ρ for each class is plotted in Fig. 2b, and the details of the
generated formula classes are listed in the plot legend. Note that we calculate
total constraint density as a ratio of selected clauses to total clauses in F xor

n or
F nae

n . Thus for XOR-2-SAT, ρ = m
n(n−1) and for NAE-3-SAT, ρ = m

n(n−1)(n−2) .
We mention here that due to the large number of clauses for high-density for-
mulas (especially for NAE-SAT), we are restricted to smaller values of n in our
experiments. There is a sharp transition from unsolved to solved for fixed μ
on XOR-2-SAT formulas. On NAE-3-SAT formulas, the transition is smoother.
This phenomenon illustrates the rate at which the constraint density of formulas
provides enough signal for Algorithm 2 to be successful.
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5 Conclusion

We studied the effect of spin-flip symmetry on an algorithm that employs major-
ity vote crossover on a population constructed by binary tournament selection
from {0, 1}n. We rigorously proved that the algorithm fails to solve spin-flip
symmetric functions with at most 2o(n) global optima. The presence of symme-
try convolutes the selective advantage of tournament winners by the existence of
their equally fit complements, and this is problematic for majority vote crossover.

To ameliorate this problem, we introduced a symmetry breaking technique
that does not require a priori knowledge of the global optimum. It operates by
sampling strings uniformly from the set with a single position fixed. We proved
that this small modification results in a O(n2 log n) performance guarantee on
easy spin-flip symmetric functions such as generalized TwoMax and variants
of propositional satisfiability. We also proved that the technique cannot handle
the highly neutral landscape of the one-dimensional Ising model.
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Abstract. In this paper a heuristic algorithm is proposed for a school
bus routing problem which is formulated as a capacitated and time-
constrained open vehicle routing problem with a homogeneous fleet and
single loads. The algorithm determines the selection of bus stops from
a set of potential stops, the assignment of students to the selected bus
stops, and the routes along the selected bus stops. Its goals are to min-
imize the number of buses used, the total route journey time and the
student walking distances. It also aims at balancing route journey times
between buses. The performance of the algorithm is evaluated on a set
of twenty real-world problem instances and compared against solutions
achieved by a mixed integer programming model. Reported results indi-
cate that the heuristic algorithm finds high-quality solutions in very short
amounts of computational time.

Keywords: School bus routing · Bus stop selection · Local search ·
Heuristics · Set covering · Mixed integer programming

1 Introduction

The school bus routing problem (SBRP) is a combinatorial optimization problem
which was first investigated over 40 years ago [18]. In various countries, school
bus transportation forms part of the government’s administrative mechanism
and is funded through local taxes. Students who live at least a certain distance
from the school they attend are entitled to free or subsidized transport to and
from school. In Malta, for example, school transport is provided free of charge
to all state school students residing at least 1km from their school. Additional
restrictions are also typically imposed on the distance that students are expected
to walk between their homes and their designated bus stops.

For the academic year 2019–2020, the Maltese government announced that
e27 million was to be allocated to provide free transport for over 26,000 students.
Given the large amount of funds being invested, it is crucial that governments
make efforts to minimize the total cost required to provide these services. One
of the highest priorities is to limit the number of buses used, since each bus
has an acquisition cost and a driver employment cost. Moreover, it is critical
to minimize operational costs by ensuring that route journey times are kept as
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short as possible. This also promotes positive well-being of students, particularly
younger ones. In Wales, for example, a maximum 45 min and 60 min journey
time is recommended for primary and secondary school pupils, respectively.

The SBRP falls into a larger class of problems called vehicle routing problems
(VRPs). These involve designing optimal delivery or collection routes from one or
more depots to a set of geographically scattered customers, subject to a variety
of side constraints [15]. Typical constraints in VRPs include maximum capacity
restrictions on vehicles (capacitated VRP (CVRP)) and maximum time/distance
restrictions on routes. The CVRP first appeared over six decades ago in the
seminal paper by Dantzig and Ramser [9]. Sariklis and Powell [21] proposed
the open VRP (OVRP) in which routes do not start and end at a depot (as in
the classical VRP), but rather either start or end at a depot. The SBRP can
be modelled as a capacitated and time/distance-constrained OVRP (e.g. [4]). A
taxonomic review of the VRP and its variants is presented by Braekers et al. [6].

Desrosiers et al. [10] decompose the SBRP into five subproblems. In the first
subproblem, data preparation, a network containing the schools, student resi-
dences, potential bus stop locations and bus depots is generated. Information
on the number of students at each residence, the school destination of each stu-
dent, the number of buses available and their capacities is also specified. The
second subproblem, bus stop selection, seeks to select a subset of bus stops from
a set of potential bus stops and assign students to these stops. Route generation
deals with designing routes that optimize operational efficiency without sacri-
ficing bus safety and service quality. These objectives are often conflicting in
nature since an improvement in the level of service quality can increase the cost
of provision. The last two subproblems, school bell time adjustment and route
scheduling, adjust the schools’ opening/closing times to allow buses to service
multiple schools and establish chains of routes that can be executed by the same
vehicle.

In this paper, we focus on the single-school SBRP in which a series of routes is
constructed for each school. This is because mixed loads (students from different
schools travelling on the same bus simultaneously) are not permitted in the
locations considered. The majority of the publications on school bus routing
also deal with the single-school SBRP (e.g. [20,22,24]). Here, we cover the first
three subproblems stated above. Park and Kim [19] and Ellegood et al. [13]
note that bus stop selection is often omitted in the literature; however, they
classify the solution approaches developed for the SBRP with bus stop selection.
Here, we employ the location-allocation-routing (LAR) strategy, in which bus
stops are first selected, students are assigned to stops, and then route generation
follows. Park and Kim [19] and Ellegood et al. [13] also observe that most studies
assume a homogeneous (same capacity) fleet. We take the same assumption here
and dedicate our research to the morning problem, whereby students are picked
up from stops and dropped off at school. A solution to the afternoon problem,
whereby students are picked up from school and dropped off at stops, can be
found by reversing the routes.
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The remainder of the paper is organized as follows. Section 2 defines our
SBRP whereas Sect. 3 describes our heuristic algorithm developed for this prob-
lem. Section 4 presents the set of real-world problem instances considered as well
as the computational results. Finally, Sect. 5 provides the concluding remarks.

2 Problem Definition

In our SBRP, we define a parameter mw which indicates the maximum walk-
ing distance that a student is expected to walk to get to a bus stop. We also
define parameter me which specifies the minimum walking distance that students
should live from the school to be eligible for school transportation. As in [16], our
problem can be represented via two sets of vertices, V1 and V2, and two sets of
edges, E1 and E2. The vertex set V1 consists of one school v0 and n potential bus
stops v1, v2, . . . , vn and the edge set E1 contains all n(n+1) directed edges (u, v)
with u, v ∈ V1 and u �= v. Each edge (u, v) in the complete directed graph (V1, E1)
is weighted by the shortest driving time t(u, v) from u to v. Meanwhile, the ver-
tex set V2 consists of eligible student addresses, with each address w ∈ V2 being
weighted by the number s(w) of students living at address w who require school
transportation. E2 is the set {{w, v} : w ∈ V2 ∧ v ∈ V1 \ {v0} ∧ d(w, v) ≤ mw},
where d(w, v) gives the shortest walking distance from address w to bus stop v.

For this problem we can assume that the undirected bipartite graph (V2, V1 \
{v0}, E2) has no isolated vertices. Otherwise, either an address has no bus stop
within walking distance mw (and therefore a new bus stop must be added to
V1), or a bus stop has no address within walking distance mw and can thus be
removed from V1. Moreover, a bus stop v ∈ V1 \ {v0} for which there exists
an address w ∈ V2 with just one incident edge {w, v} shall be referred to as a
compulsory stop. This is because such a stop v is the only stop within walking
distance mw to students living in address w and must therefore be present in a
solution.

A feasible solution to our SBRP is given by a set of routes R = {R1, R2, . . .},
as illustrated in Fig. 1. Each route R ∈ R uses one bus of capacity C which
visits a subset of bus stops and terminates at the school v0. The subset of bus
stops traversed by all routes is denoted by V ′

1 ⊆ V1 \ {v0}. This set should cover
each address w ∈ V2 at least once, meaning that students in each address w will
have at least one bus stop in V ′

1 within walking distance mw. Such a covering
shall be referred to as a complete covering of V2 whereas a covering which does
not satisfy this property shall be referred to as an incomplete covering of V2. In
addition, the total number s(R) of students boarding the bus on route R should
not exceed the capacity C, and the journey time t(R) of route R should not
exceed the maximum journey time mt. These constraints can be expressed as
follows:

⋃

R∈R
R = V ′

1 (1)

∀w ∈ V2, ∃ v ∈ V ′
1 | {w, v} ∈ E2 (2)
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s(R) ≤ C ∀ R ∈ R (3)
t(R) ≤ mt ∀ R ∈ R. (4)

Fig. 1. A feasible solution with |R| = 2, |V1| = 21, |V ′
1 | = 14 and |V2| = 22.

It is important to note that bus stops in V ′
1 are not restricted to feature in

exactly one route in R. For example, there may not be enough spare capacity in
a bus to serve all students waiting at a bus stop v ∈ V ′

1 . In that case, bus stop
v must be visited by more than one bus and we call such a stop a multistop.
In VRP literature, this characteristic is referred to as the allowance of split
deliveries [11,12]. Each student boarding at a multistop is only permitted to
board one specific route serving that stop since, otherwise, a bus stopping at
that multistop may possibly be too full to serve a subsequent stop in its path.

As in [16], the calculation of the journey time t(R) of route R ∈ R is composed
of two components; the total bus travel time and the total bus dwell time. Each
dwell time within a route captures the time spent servicing a designated bus
stop, i.e. the time spent to halt the bus, open the doors, board the students
and merge back into traffic. In our case, we estimate the dwell time at stop v
in route R by d(v,R) = d1 + d2s(v,R), where s(v,R) represents the number of
boarding students at stop v onto route R, d2 represents the boarding time per
student, and d1 is a parameter which accounts for the remaining servicing time.
Here, d1 and d2 are taken to be 15 and 5 s, respectively. Therefore, given a route
R = (v1, v2, . . . , vl, v0), the route journey time t(R) is given by

t(R) =

(
l−1∑

i=1

t(vi, vi+1) + t(vl, v0)

)
+

(
l∑

i=1

(
d1 + d2s(vi, R)

))
, (5)

where the first component gives the total bus travel time and the second com-
ponent gives the total bus dwell time.
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As previously mentioned, the primary objective of our SBRP is to identify
an appropriate subset of bus stops V ′

1 in order to minimize the number |R| of
routes (buses) included in a solution. In our case, this is achieved by attempt-
ing to produce feasible solutions that use the lower bound of 	∑w∈V2

s(w)/C

routes needed to serve all students. A solution satisfying constraints (1)–(3)
and meeting this lower bound of |R| is always guaranteed since multistops are
allowed; however, any one of the routes could potentially violate the maximum
riding time constraint (4). Thus, there may be cases where additional routes are
needed. In the generation of feasible solutions, two secondary objectives and a
tertiary objective are also considered. The first secondary objective deals with
the effectiveness of the school transportation service, whereby we seek to mini-
mize the total student walking distance. Through the other secondary objective,
we aim to target efficiency of the service by minimizing the total route journey
time in a solution. The tertiary objective is employed whenever multiple feasible
solutions have the same minimum total route journey time. Here, we encourage
equity of service by minimizing the discrepancy between the longest and shortest
routes.

3 Algorithm Description

Our heuristic algorithm uses the following overall strategy. Initially, a subset of
bus stops is selected and a nearest neighbour heuristic is employed to construct
an initial solution using a fixed number |R| of routes. As mentioned, |R| is
initially taken to be the lower bound stated in the previous section. Note also that
the initial assignment of stops to routes allows the violation of (4). A local search
routine involving six improvement heuristics is then invoked on this solution to
try and shorten the routes using the current subset of bus stops. After this
routine has completed, a procedure is performed whereby the current subset of
selected bus stops is altered, the current solution is repaired, and the local search
routine is re-applied. This is repeated until a time limit is reached, leading to
an approach similar to iterated local search. If no solution satisfying (1)–(4) is
achieved at this limit, the number |R| of routes is increased by one and the
algorithm is restarted.

3.1 Construction of Initial Solution

In our approach, the initial subset of bus stops V ′
1 is selected as follows. First, all

compulsory stops are included in V ′
1 . The non-compulsory stops are arranged in

non-increasing order according to the number of currently uncovered addresses
they serve. The stop with the largest such value is then added to V ′

1 , breaking
ties randomly. This ordering and selection procedure is repeated until a complete
covering of V2 is obtained. Each address in V2 is then assigned to the closest bus
stop in V ′

1 . The assignment of addresses to stops determines the number sV ′
1
(v)

of boarding students at each stop v ∈ V ′
1 . It may also be the case that some

stops have no boarding students, in which case they are removed from V ′
1 . Next,
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each bus stop in V ′
1 is assigned to one of the |R| routes such that each bus is not

overloaded. This assignment follows a parallel backward implementation of the
nearest neighbour constructive heuristic. To start, |R| empty routes are defined
and the remaining capacity ci of each route Ri ∈ R is set to C. The |R| closest
stops to the school are then added at the front of the routes, one in each route.
Closeness to school is measured by the dwell time at the stop plus the shortest
driving time from the stop to the school. In order to calculate the dwell time at
stop v ∈ V ′

1 in route Ri, the minimum of ci and sV ′
1
(v) is considered as there

may be more than ci students boarding at stop v. In this case, a multistop is
created since the remaining sV ′

1
(v) − ci students boarding at stop v will need

to be assigned to a different route Rj . The remaining capacities ci are then
updated accordingly. This iterative procedure of determining the closest stop to
the most recently added stop in route Ri, adding it to the front of the route and
updating the remaining capacity ci is repeated until all stops in V ′

1 are assigned
to a route. On completion, an initial solution R will have been generated and
can be evaluated according to the cost function described presently.

3.2 Cost Function

A solution R = {R1, R2, . . .} is evaluated according to the cost function

f(R) =
∑

R∈R
t′(R), (6)

where

t′(R) =

{
t(R) if t(R) ≤ mt,

mt + mt(1 + t(R) − mt) otherwise.
(7)

This means that if the journey time of a route R ∈ R exceeds mt, then this
journey time is scaled up heavily via a penalty. Otherwise, it is unaltered. The
addition of the value 1 in the second case of (7) guarantees that two routes both
with journey time at most mt are always preferred over one route with journey
time exceeding mt.

3.3 Local Search Routine

As mentioned, the intention of our local search routine is to shorten the journey
times of routes in R while maintaining the satisfaction of (1)–(3). Our routine
uses a combination of three intra-route and three inter-route operators, with
the former being applied to a single route R1 ∈ R and the latter being applied
to a pair of routes R1, R2 ∈ R. Without loss of generality, assume that R1 =
(v1, v2, . . . , vl1 , v0) and R2 = (u1, u2, . . . , ul2 , v0). Note that this local search acts
on a solution using a fixed subset of bus stops V ′

1 . The six operators considered
are the following:

• Exchange: Choose two stops vi, vj in R1, where 1 ≤ i < j ≤ l1, and swap
their position.
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• Two-Opt : Choose two stops vi, vj in R1, where 1 ≤ i < i + 3 ≤ j ≤ l1, and
invert sub-route vi, . . . , vj .

• Generalized Or-Opt : Choose stops vi, vj , vk in R1, where 1 ≤ i ≤ j ≤ l1 and
(1 ≤ k < i or j + 1 < k ≤ l1 + 1). Remove sub-route vi, . . . , vj and transfer
it before stop vk, possibly also inverting the sub-route if this yields a better
cost. If k = l1 + 1, then the sub-route is transferred before school v0.

• Or-Exchange: Choose stops vi, vj in R1, where 1 ≤ i ≤ j ≤ l1, and stop uk in
R2, where 1 ≤ k ≤ l2 + 1. Remove sub-route vi, . . . , vj from R1 and transfer
it before stop uk in R2, possibly also inverting the sub-route if this yields a
better cost. If k = l2 + 1, then the sub-route is transferred before school v0.

• Cross-Exchange: Choose stops vi1 , vj1 in R1, where 1 ≤ i1 ≤ j1 ≤ l1, and
stops ui2 , uj2 in R2, where 1 ≤ i2 ≤ j2 ≤ l2. Swap sub-routes vi1 , . . . , vj1 and
ui2 , . . . , uj2 , possibly inverting either sub-route if this yields a better cost.

• Creating Multistops: If routes R1, R2 satisfy t(R1) > mt and s(R2) < C,
then choose stop vi in R1, where 1 ≤ i ≤ l1, for which s(vi, R1) ≥ 2. If vi is
not already in R2, then insert a copy of vi in R2 before the stop uk, where
1 ≤ k ≤ l2, (or school v0) which causes the smallest increase in t(R2). Next
transfer z = min{s(vi, R1) − 1, C − s(R2)} students from the occurrence of
stop vi in R1 to the occurrence of stop vi in R2. Here, the value z gives
the maximum number of students who can be transferred (hence, decreasing
t(R1) as much as possible) such that both occurrences of vi have at least one
boarding student and both routes R1 and R2 satisfy (3).

The neighbourhood sizes corresponding to the above operators are O(|V ′
1 |2),

O(|V ′
1 |2), O(|V ′

1 |3), O(|V ′
1 |3), O(|V ′

1 |4), and O(|V ′
1 |3), respectively. These opera-

tors are the same as those used in [16]. The exchange, two-opt and cross-exchange
operators are also used in a similar context in [8], while the generalized Or-opt
and Or-exchange are extensions (case i �= j) of operators used in [8] and [22].
Note that some Or-exchange and cross-exchange moves can lead to a violation
of (3). Such moves are therefore not evaluated. Moreover, these two operators
can result in duplicate stops in the same route, which are removed as follows.
Without loss of generality, assume that sub-route vi, . . . , vj is being transferred
from route R1 to route R2 and that one stop vh, i ≤ h ≤ j, is already present in
R2. Then stop vh is removed from the sub-route and the students boarding this
occurrence of vh are all transferred to the occurrence of vh in R2.

Our local search routine follows the direction of steepest descent. In each
iteration, all moves in the union of the six neighbourhoods are evaluated and
the move which gives the largest reduction in cost is performed. If multiple moves
give the largest reduction in cost, the one which yields the smallest discrepancy
between the longest and shortest routes in the solution is performed. Such a
breakage of ties aims at balancing the journey times between buses. The local
search routine terminates when a solution whose neighbourhoods contain no
improving moves is reached.
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3.4 Generation of Alternative Solutions

Recall that the subset of bus stops V ′
1 is fixed during our local search routine.

For this reason, our algorithm also contains an operator that generates a new
subset of bus stops V ′′

1 , assigns students to these bus stops, and then creates a
set of routes that use these stops. We designed four variants of the algorithm,
which differ in the way they generate V ′′

1 . These are:

(I) Generating V ′′
1 from scratch;

(II) Generating V ′′
1 from the subset V ′

1 used in the previous iteration;
(III) Generating V ′′

1 from the most recent subset V ′
1 that yields a feasible solution

with the lowest cost found so far;
(IV) Generating V ′′

1 via a trade-off between Variants II and III, whereby V ′′
1 has

50% chance of being generated according to Variant II and 50% chance of
being generated according to Variant III.

Note that in Variant III, the subset of stops generated in the previous itera-
tion is used if no subset has yielded a feasible solution so far.

In Variant I, the generation of V ′′
1 follows the same selection strategy as that

discussed in Sect. 3.1 and new routes are again produced via nearest neighbour
construction. In Variants II to IV, the non-compulsory stops in V ′

1 are identified
and a random selection of these is removed. Assuming a total number α of
non-compulsory stops, in our case the number of removals is selected according
to a Binomial distribution with parameters α and 3/α so that three stops are
removed on average. Upon removal, if we have an incomplete covering of V2, then
additional stops must be added to V ′

1 . If all addresses not covered by the stops
in V ′

1 are covered by stops which were not originally in V ′
1 , then, at each stage,

a stop from the latter set of stops which serves the largest number of uncovered
addresses is added, breaking ties randomly. If, on the other hand, some address
is also uncovered by the stops which were not originally in V ′

1 , then at least one
of the removed stops must be added back. The same selection strategy is applied
in this case and the whole procedure is repeated until a new complete covering
V ′′
1 of V2 is achieved. Each address is then reassigned to the closest stop in V ′′

1

and stops with no addresses assigned to them are removed from V ′′
1 .

Having determined a new subset of bus stops, repairs are then made to R
so that only bus stops in V ′′

1 feature in the solution. To do this, all occurrences
of stops in V ′

1 \ V ′′
1 are first removed from R. For stops v ∈ V ′′

1 ∩ V ′
1 for which

sV ′′
1

(v) < sV ′
1
(v), sV ′

1
(v) − sV ′′

1
(v) students are removed from occurrences of

v in R. If this results in an occurrence of v with no boarding students, then
this occurrence is removed from R. For stops v ∈ V ′′

1 ∩ V ′
1 for which sV ′′

1
(v) >

sV ′
1
(v), an attempt is made to add students to occurrences of v in R. If not all

sV ′′
1

(v) − sV ′
1
(v) students can be added, then a new occurrence of v must be

added to R. Stops v ∈ V ′′
1 \ V ′

1 must also be added to the solution. A new stop
is inserted in a route having the lowest load, at the position which causes the
least increase in the route journey time. If this insertion does not cater for all
students boarding that stop, then the procedure is repeated.
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Having repaired solution R (or generated completely new routes in the case
of Variant I), the local search routine is then re-invoked. This repair-and-improve
process is repeated until the time limit is reached.

4 Computational Experiments

A total of twenty real-world problem instances are considered here, summarized
in Table 1. The problem instances pertaining to the UK and Australia originate
from [16] and can be downloaded at [1]. The remainder were generated by us
using the Bing Maps API and can be downloaded at [2]. Each problem instance
was generated as follows. The location of the school was first identified and a
number of random student addresses were selected on/outside a circle of radius
me from the school. The number of students living at each address was generated
randomly according to the following distribution: 1, 2, 3 and 4 with probabilities
0.45, 0.4, 0.14 and 0.01, respectively. As mentioned in [16], this distribution

Table 1. Summary statistics for the twenty real-world problem instances, listed in
increasing order of |V1|. The number S represents the total number of students, calcu-
lated as

∑
w∈V2

s(w). Distances me and mw are given in km.

Location Country/State |V1| |V2| S me mw C

Mġarr Malta 60 110 190 1.0 1.0 40

Mellieh̄a Malta 83 98 171 1.0 1.0 40

Porthcawl Wales 153 42 66 3.2 1.6 70

Qrendi Malta 161 150 255 1.0 1.0 40

Suffolk England 174 123 209 4.8 1.6 70

Senglea Malta 186 158 266 1.0 1.0 40

Victoria Gozo 292 99 171 1.0 1.0 40

H̄̄andaq Malta 298 170 285 1.0 1.0 40

Pembroke Malta 329 200 335 1.0 1.0 40

Canberra ACT 331 296 499 4.8 1.0 70

Valletta Malta 419 159 268 1.0 1.0 40

Birkirkara Malta 422 181 306 1.0 1.0 40

H̄̄amrun Malta 519 321 192 1.0 1.0 40

Cardiff Wales 552 90 156 4.8 1.6 70

Milton Keynes England 579 149 274 4.8 1.6 70

Bridgend Wales 633 221 381 4.82 1.6 70

Edinburgh-2 Scotland 917 190 320 1.6 1.6 70

Edinburgh-1 Scotland 959 409 680 1.6 1.6 70

Adelaide South Australia 1188 342 565 1.6 1.6 70

Brisbane Queensland 1817 438 757 3.2 1.6 70
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approximates the relevant statistics in the locations considered. Potential bus
stops were then identified through public records such that each stop has at
least one address within walking distance mw and each address has at least one
stop within walking distance mw. Shortest driving times between each bus stop
pair and shortest walking distances between each bus stop and address pair were
then determined. Here, we use C ∈ {40, 70}, depending on the location of the
problem instance under study, and mt = 2700 s (45 min).

Our heuristic algorithm was coded in C++ and run on a 3.6 GhZ 8-Core Intel
Core i9 processor with 8GB RAM. Variants I to IV were each run 25 times on
each instance. The time limit for each run was taken to be five minutes. Overall,
we found that feasible solutions using the lower bound of 	∑w∈V2

s(w)/C
 routes
were achieved in nineteen of the twenty instances in all runs. The only instance
which required one additional route was the rural-based Suffolk instance. This
was also observed in [16].

Statistics on the results achieved by our algorithm are summarized in Table 2.
Columns 3 to 6 display the average number of iterations performed in each

Table 2. Number of iterations performed by our algorithm. All figures are averaged
across the 25 runs, rounded to the nearest integer, plus/minus the standard deviation.

Location |R| Variant I Variant II Variant III Variant IV

Mġarr 5 12777 ± 112 32131 ± 367 25137 ± 360 27482 ± 248

Mellieh̄a 5 1323 ± 9 6951 ± 53 5359 ± 107 5848 ± 74

Porthcawl 1 91916 ± 1091 96843 ± 1210 85351 ± 2465 92171 ± 3915

Qrendi 7 9602 ± 68 28176 ± 230 22880 ± 656 23901 ± 621

Suffolk 4 3384 ± 37 8076 ± 95 6436 ± 193 6660 ± 191

Senglea 7 16026 ± 105 45776 ± 317 42425 ± 1177 43792 ± 896

Victoria 5 2124 ± 31 6956 ± 90 5135 ± 206 5367 ± 254

H̄̄andaq 8 2439 ± 30 8438 ± 120 7433 ± 495 7731 ± 362

Pembroke 9 4208 ± 29 16109 ± 160 14170 ± 621 14702 ± 468

Canberra 8 2431 ± 42 10073 ± 167 8038 ± 290 8456 ± 247

Valletta 7 6639 ± 6 21976 ± 78 20915 ± 577 21405 ± 403

Birkirkara 8 4691 ± 70 17519 ± 276 16039 ± 635 16466 ± 491

H̄̄amrun 9 3233 ± 54 13681 ± 242 13210 ± 258 13404 ± 259

Cardiff 3 16241 ± 102 25386 ± 181 25330 ± 185 25345 ± 131

Milton Keynes 4 8601 ± 7 20039 ± 40 18699 ± 637 19196 ± 272

Bridgend 6 3932 ± 57 11066 ± 106 9944 ± 119 10277 ± 85

Edinburgh-2 5 5681 ± 66 5692 ± 55 5709 ± 52 5680 ± 60

Edinburgh-1 10 1792 ± 20 6489 ± 83 6365 ± 141 6417 ± 128

Adelaide 9 1745 ± 24 5943 ± 72 5530 ± 173 5668 ± 134

Brisbane 11 742 ± 18 3304 ± 71 3241 ± 70 3262 ± 70
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algorithm variant. For each variant, this number was compared with the average
number of iterations that resulted in solutions satisfying (1)–(4). For Bridgend,
approximately 74%, 61%, 26% and 32% of the iterations performed in Variants I
to IV, respectively, produced infeasible solutions, on average. For Brisbane, the
four average proportions of infeasible solutions were all less than 0.2%. Some
infeasible solutions were also produced in Variants II and IV for Porthcawl and
Variants I, II and IV for Suffolk. The average proportions were both less than
0.04% for Porthcawl and all less than 0.7% for Suffolk. All remaining instances
saw (1)–(4) satisfied in all runs.

According to Table 2, Variant II performed the highest average number of
iterations for all instances except Edinburgh-2. On the contrary, Variant I per-
formed the lowest average number of iterations for all instances except Porthcawl
and Edinburgh-2. This was expected given that this variant does not use infor-
mation from previous iterations when altering the current subset of bus stops.
Consequently, applications of local search take longer in each iteration. It is also
evident that Variant IV performed a higher average number of iterations than
Variant III for all instances except Edinburgh-2.

Fig. 2. Boxplots displaying the performance of the variants on the Mellieh̄a, Victoria,
Bridgend and Brisbane instances.

For each instance, a Kruskal-Wallis test on the 100 total journey times (in
minutes) reached by our heuristic algorithm revealed statistically significant
differences between the algorithm variants (p < 0.001). Post-hoc Bonferroni-
adjusted pairwise comparison tests indicated that, for 16 instances, the total
journey times of Variants I and II are significantly different at the 0.05 level
than those of Variants III and IV. Half of these instances also saw a significant
difference between Variants I and II. Two instances (Porthcawl and Edinburgh-
2) saw significant differences between Variant III and all other variants, whereas
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the Mġarr instance saw significant differences between Variant I and all other
variants. For the Mellieh̄a instance, significant differences were found between
Variants I and II, I and IV, and II and III. Boxplots displaying the performance
of the variants on four selected instances are displayed in Fig. 2.

Moving to Table 3, Columns 4 to 7 display the best total journey times for
the different algorithm variants. Each instance’s best reported result across all
variants is displayed in bold and the number of runs giving that result is shown in
brackets. According to Table 3, Variants I to IV produced best reported results
in 2, 3, 16 and 14 instances, respectively. Moreover, Variants I to IV produced
best total journey times that are at most 14.37%, 8.76%, 4.28% and 2.14%
(respectively) worse than the best reported results. It is also evident that our
best reported result for eight instances was achieved by only one run. For the
other twelve instances, multiple runs reached the best reported result. Some or
all multiple runs for all these instances except Porthcawl and Edinburgh-2 have
different corresponding subsets of bus stops. The total number of alternative
subsets of bus stops is given in Column 3 of Table 3.

The best reported results from our heuristic algorithm are also compared with
those of Lewis and Smith-Miles [16], in Column 2. The algorithm used in [16] is
similar to Variant II of our algorithm, but makes use of a first-fit-decreasing bin-
packing heuristic for the assignment of bus stops to routes rather than a nearest
neighbour heuristic. Our best reported results for two instances (Porthcawl and
Cardiff) match those in [16]. Additionally, our best reported results for six of
the remaining eight instances are better than those in [16].

An attempt was also made to improve each instance’s best reported result
from our heuristic algorithm. For this purpose, a mixed integer programming
(MIP) model was formulated as shown in the appendix. This model was exe-
cuted using Gurobi 9.0 with a run time limit of one hour per bus stop subset.
Each run was also seeded with the best feasible solution found by our heuristic
algorithm for that bus stop subset. The MIP results are presented in Columns 8
to 10 of Table 3. Column 8 gives the total route journey time of the best incum-
bent solution reached. Column 9 displays the percentage improvement between
the best reported result from our heuristic algorithm and the best incumbent
result. Finally, Column 10 gives the relative MIP optimality gap between the
best incumbent result and the best known lower bound on the optimal total
route journey time. Note that Gurobi was able to find a solution having a better
total route journey time for four instances and the percentage improvements of
these range between 0.19% and 1.58%. On the other hand, Gurobi was not able
to improve the heuristic algorithm solution of ten instances within the time limit.
For the remaining six instances, the solver did not provide any results before the
time limit was reached. The optimality gaps for the achieved MIP results range
between 8.35% and 69.17%.
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5 Conclusions and Future Developments

In this paper a real-world SBRP has been studied, which incorporates several fea-
tures found in the literature such as bus capacities, student eligibility, maximum
student riding time, maximum student walking distance, multistops (multiple
buses visiting a single bus stop) and bus dwell times. A heuristic algorithm has
been developed which encompasses the first three subproblems of the SBRP, as
defined in [10].

Experiments conducted on twenty problem instances from Malta, the UK
and Australia demonstrate the success of the heuristic algorithm on a variety
of real-sized instances. For all instances, our algorithm was able to find high-
quality solutions in a very short computational time. It also copes with large-scale
instances of more than 1800 potential bus stops and 750 students. Through dif-
ferent variants, our algorithm has provided multiple subsets of bus stops yielding
the best reported total journey time for ten instances. This extension to what
has been done in [16] is beneficial since government administrators can liaise
with bus operators to identify the most appropriate subset of bus stops based
on factors such as bus depot locations and bus stop accessibility.

The performance of our heuristic algorithm was also compared against solu-
tions achieved through a branch-and-cut method. Only four of the twenty best
reported results from the heuristic algorithm turned out to be slightly worse (by
less than two minutes) than the results achieved by MIP. The MIP optimality
gaps turned out to be higher than expected. These may be improved by allowing
a longer time limit.

The proposed heuristic algorithm as well as the MIP model formulation pre-
sented in this paper can be extended to other SBRP variants. One such variant is
the heterogeneous fleet, in which buses are characterized by different capacities,
as studied in [17,20,24] amongst others. Another potential future development
is the consideration of multi-tripping where several routes, possibly pertain-
ing to different schools, are merged so that buses are able to perform multiple
routes successively. Recent work in this area is discussed in [5,23]. It is also
suggested that future work should address uncertainty in the bus travel times
as this will make the heuristic algorithm more applicable in real-world settings
(e.g. [3,7,25]).

Acknowledgement. The research work disclosed in this publication is supported by
the Tertiary Education Scholarships Scheme (TESS, Malta).

Appendix

The MIP model presented here produces solutions consisting of cycles that start
and end at the school. The arc from the school to the first bus stop in each route
is then excluded. This is possible by assuming that the driving time from the
school to any stop is zero.

The decision variables of our model are as follows. Binary variable xuvR

indicates whether route R ∈ R travels from u ∈ V1 to v ∈ V1 \ {u}. Binary
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variable yvR indicates whether route R ∈ R visits v ∈ V1. Also, binary variable
zwv indicates whether students in address w ∈ V2 walk to stop v ∈ V1 \ {v0}.
Variable svR ∈ {0, 1, . . . , C} gives the number of students boarding route R ∈ R
from stop v ∈ V1 \ {v0}. Moreover, variable lvR ∈ {0, 1, . . . , C} gives the total
load of route R ∈ R just after visiting stop v ∈ V1 \ {v0}. Finally, variable
tR ∈ [0,mt] specifies the total journey time of route R ∈ R. The MIP formulation
is as follows:

min
∑

R∈R
tR (8)

s.t.
∑

u∈V1

xuvR = yvR ∀v ∈ V1, R ∈ R (9)

∑

u∈V1

xvuR = yvR ∀v ∈ V1, R ∈ R (10)

yv0R ≥ yvR ∀v ∈ V1 \ {v0}, R ∈ R (11)
∑

v∈V1\{v0}
d(w,v)≤mw

zwv = 1 ∀w ∈ V2 (12)

∑

R∈R
yvR ≥ zwv ∀v ∈ V1 \ {v0}, w ∈ V2 (13)

∑

w∈V2

s(w)zwv −
∑

R∈R
svR = 0 ∀v ∈ V1 \ {v0} (14)

yvR ≤ svR ∀v ∈ V1 \ {v0}, R ∈ R (15)
CyvR ≥ svR ∀v ∈ V1 \ {v0}, R ∈ R (16)
luR + svR − C(1 − xuvR) ≤ lvR ∀u, v ∈ V1 | v �= v0, R ∈ R (17)
luR + svR + C(1 − xuvR) ≥ lvR ∀u, v ∈ V1 | v �= v0, R ∈ R (18)
∑

u,v∈V1

t(u, v)xuvR +
∑

v∈V1\{v0}
(d1yvR + d2svR) = tR ∀R ∈ R. (19)

Objective function (8) minimizes the total journey time of all routes. Con-
straints (9)–(11) relate to stop and school visits. Constraints (9)–(10) guarantee
that if route R ∈ R visits v ∈ V1, then route R should enter and leave v exactly
once. Next, Constraints (11) force each route R ∈ R to visit school v0 whenever
it visits at least one stop v ∈ V1 \ {v0}. Constraints (12)–(14) relate to student
walks and pickups. Constraints (12) ensure that students living in each address
w ∈ V2 walk to exactly one stop within walking distance mw. Constraints (13)
assure that no student walks to an unvisited stop, while Constraints (14) guaran-
tee that the total number of students boarding from stop v ∈ V1\{v0} is equal to
the total number of students walking to that stop. Constraints (15)–(16) relate
to student boardings. These constraints force the number of students boarding
route R ∈ R from stop v ∈ V1 \ {v0} to be 0 if route R does not visit stop v. If
route R visits stop v, then (15) also updates the lower bound on the number of
boarding students to 1. In addition, Constraints (17)–(18) relate to route loads
and also serve as subtour elimination constraints as proposed in [14]. Note that
lv0R = 0 ∀R ∈ R. These constraints guarantee that no route contains a subtour



A Heuristic Algorithm for School Bus Routing with Bus Stop Selection 217

disconnected from school v0 and that each route load increases in accordance to
the number of students boarding the bus on that route. In fact, if route R ∈ R
goes from u ∈ V1 to stop v ∈ V1 \ {u, v0}, then the load of route R just after
visiting stop v is set equal to the sum of the load of route R just after visiting u
and the number of students boarding route R from stop v. Finally, Constraints
(19) calculate the total journey time of each route R ∈ R.
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Abstract. The electric vehicle (EV) charging scheduling problem has
become a research focus to mitigate the impact of large-scale deployment
of EV in the near future. One of the main assumptions in literature is
that there are enough charging points (CP) in the charging station to
meet all charging demands. However, with the deployment of EVs, this
assumption is no longer valid. In this paper, we address the electric vehi-
cle charging problem in a charging station with a limited number of
heterogeneous CPs and a limited overall power capacity. Before arriv-
ing at the station, the EV drivers submit charging demands. Then, the
scheduler reserves a suitable CP for each EV and allocates the power effi-
ciently so that the final state-of-charge at the departure time is as close as
possible to the requested state-of-charge. We present two variants of the
problem: a constant output power model and a variable power model.
To solve these problems, heuristic and simulated annealing (SA) com-
bined with linear programming are proposed. Simulation results indicate
that the proposed approaches are effective in terms of maximizing the
state-of-charge by the departure time for each EV.

Keywords: Electric vehicle · Charging scheduling · Optimization ·
Heuristic · Simulated annealing

1 Introduction

The adoption of EVs has been growing rapidly over the past decade, mainly
as a result of ambitious government policies to reduce environmental pollution
and advances in the EV industry. In 2019, worldwide EV sales reached 2.1 mil-
lion, bringing the global EV fleet to 7.2 million, an increase of 40% compared to
2018 [6]. However, the future large-scale adoption of EV raises concerns about
charging service quality since charging an EV is time-consuming and requires a
considerable amount of electrical power. Nowadays, EV drivers tend to choose
c© Springer Nature Switzerland AG 2021
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the nearest available CPs to plug in their EVs and start charging immediately.
This can easily overload charging infrastructures in a large-scale scenario result-
ing in poor service quality and EV drivers’ dissatisfaction.

Recently, there has been growing interest in the development of EV charging
scheduling strategies that focus on economical objectives such as minimizing the
electricity costs or on power grid reliability by minimizing the power losses [3] and
voltage deviations [7]. However, many studies assume that there is a sufficient
number of CPs thus focus on the power allocation and neglect the assignment
of EV to a suitable CP. Besides, they assume an identical output power of CPs.
Yet, in real life, CPs with different charging output power are installed in the
same charging station to meet the various type of charging demands and improve
the quality of service [12].

In this work, we consider a charging station that regroups several CPs with
different charging power levels. Moreover, this charging station has a maximum
power capacity that the distribution-level transformer poses. Each EV driver can
submit a charging reservation before arriving to avoid queuing. We developed
a heuristic based on interval scheduling [9] and a Simulated Annealing (SA) to
assign each EV to a suitable CP and allocate the electrical power over the plugin
time. The objective of the scheduling is to ensure a final state-of-charge at the
departure that is as close as possible to the requested state-of-charge.

The remainder of this paper is organized as follows. In Sect. 2, we present a
brief review of the main works on electric vehicle charging scheduling problems.
In Sect. 3, we describe in detail the investigated problem and formulate it as a
mixed-integer linear programming (MILP). We then propose our optimization
methods in Sect. 4 and evaluate their performance in Sect. 5. Finally, we conclude
the paper in Sect. 6.

2 Related Work

Several studies have been conducted on the EV charging scheduling problem
(EVCSP). Here, we discuss some of the relevant literature that addresses the
EVCSP in charging stations and parking lots. From the perspective of these
charging service providers, the main objectives are to reduce costs [21–23,25],
improve service quality charging by maximizing the energy delivered [14,16,23],
or maximizing charging incomes [14] while maintaining the physical constraints
of the charging infrastructure. One largely used constraint is the charging infras-
tructure capacity that defines the overall power limit to avoid potential trans-
former overload and feeder congestion [14,16,21,25]. For the charging power of
CPs, some papers consider variable power in which the charging rate varies over
time [14,16,25] others consider fixed constant power [4].

EV charging demands are usually defined by arrival and departure times and
the requested charging energy. [4,22,23] consider uncertainly in the arrival time.
[21] consider that EVs may arrive with or without an appointment. Departure
times can be provided by the EVs drivers [4,21,24,25] or it can be estimated
based on historical behavior [23]. In [16], an EV is allowed to leave before its
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initially provided departure time. Regarding the requested charging energy, [23]
assumes that the EVs drivers will provide their desired state-of-charge when they
plug-in their EVs. [20,21] assume that the EV owners will directly request the
energy demand expressed in kWh. Other papers consider charging EVs to the
rated battery capacity [14,16,24,25]. The requested charging energy can either
be a hard constraint where the desired energy must be reached [4,20,21] or a
soft constraint where the scheduler tries to achieve satisfactory energy by the
departure time [25].

Different optimization methods were used for tackling these problems. [24]
developed a charging scheme based on binary programming for demand respond
application and a convex relaxation method is proposed to solve the charging
scheduling problem in real-time. Authors in [25] propose a two-stage approxi-
mate dynamic programming strategy for charging a large number of EVs. [20]
provide a model predictive control based algorithm. We can also find different
metaheuristics, for example, particle swarm optimization [16,21], a GRASP-like
algorithm [4], memetic algorithm [4].

Although the above-mentioned studies have examined various aspects of the
EV charging scheduling, they have essentially assumed there are a sufficient
number of chargers for all EVs and thus the scheduler doesn’t decide to which
CP each EV is assigned. In this paper, hybrid heuristics and meta-heuristic are
proposed to jointly assign the EVs to CP and schedule the EV charging. We
consider different charging levels.

3 Problem Description and Formulation

We consider a charging station with m charging points (CPs). The switching on
and off of each CP can be controlled. An electric vehicle (EV) can be connected to
the CP but does not necessarily have to charge immediately. Each charging point
i, i = 1, ..,m has a constant output power pi (kW). We also consider the variable
power model where the output power of each CP i can vary over time from 0 to
pi. The charging station has a maximum power supply of Pmax (kW) which is
insufficient to sustain simultaneous activation of all CPs. Thus, the sum of the
output power of the CPs cannot exceed Pmax (kW) at any time. The scheduling
time horizon of one day and is divided into H time slots of length τ (minutes).
A set of n EVs that need charging in the whole day. Each EV j, j = 1, .., n,
submits a charging demand by providing the following information: the desired
arrival time to the station rj , the estimated initial state-of-charge at the arrival
(e0j ), the desired state-of-charge at the departure (ed

j ), the battery capacity Bj

(kWh), and the departure time dj . The scheduler collects all charging demands
and determines a day ahead optimized charging schedule by assigning EV to
each CP. Since there are a limited number of CP, the actual starting time for
each EV can exceed the desired arrival time. An EV will occupy a CP from
the assigned stating time until its departure time and cannot be plugged out
during this period. The preemption of charging operation is allowed. Ideally,
each EV should be charged to its desired state-of-charge by the departure time,
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however, this may not be possible due to the limited number of CP and the
charging station capacity limit. So, the objective of the scheduler is to minimize
the difference between the desired state-of-charge and the final state-of-charge
at the departure time.

In the following, a MILP model is proposed to jointly optimize the assigned
of the EV to CP and the power allocation at each time slot.

In the case of a constant power model, the decision variables are:

xt
ij =

{
1 if EV j is charging by the CP i at time slot t
0 otherwise.

ef
j : final state-of-charge of EV j at it departure time

– Objective: minimize the difference between the state-of-charge at the depar-
ture (ef

j ) and the desired state-of-charge ed
j .

min
n∑

j=1

(ed
j − ef

j )

– Constraints:
m∑

i=1

xt
ij ≤ 1 ∀j, t (1)

Constraints (1) ensure that each EV j is assigned to one CP at each time slot t.

n∑
j=1

xt
ij ≤ 1 ∀i, t (2)

Constraints (2) ensure that each CP i charges one EV at each time slot t.

xt′
i′j ≤ 1 − xt

ij ∀i, j, t, i′ �= i and t′ < t (3)

Constraints (3) ensure that each EV j is charged by one CP i i.e., The EV
assigned to a CP cannot be moved to another CP.

e0j ≤ ef
j ≤ ed

j ∀j (4)

ef
j = e0j +

τ
∑dj

t=rj
pi × xt

ij

Bj
∀j (5)

Constraints (4) and (5) calculate the final state-of-charge of each EV j.

xt
ij = 0 ∀i, j ∀t, t < rj and t ≥ dj (6)

Constraints (6) ensure each EV j can only be charged between its desired
arrival time rj and departure time dj .

xt
ij + xt′

ij′ ≤ 1 ∀i, j, t, j′ : j′ �= j, t′ ∈ [t, dj ] (7)
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Constraints (7) ensure that the CP i is reserved to the EV j from the time it
begins to charge to its departure time dj .

m∑
i=1

n∑
j=1

pi × xt
ij ≤ Pmax ∀t (8)

Constraints (8) ensure that the total output power doesn’t exceed the charg-
ing station limit at each time slot.

When considering variable power model, we add the decision variables pt
ij

that represent the power delivered by the CP i to EV j at time t. The constraints
(5) and (8) will be replaced by the following constraints:

ef
j = e0j +

τ
∑dj

t=rj
pt

ij

Bj
∀j (9)

m∑
i=1

n∑
j=1

pt
ij ≤ Pmax ∀t (10)

We also add the following constraints to ensure that the delivered power to
an EV j by CP i doesn’t exceed its maximum output power pi :

pi × xt
ij ≥ pt

ij ∀i, j, t (11)

4 Proposed Methods

Solving the optimal charging scheduling problem with an exact method cannot
be done in polynomial time [18]. Thus, heuristics and the Simulated Annealing
(SA) metaheuristic combined with an exact method were developed.

4.1 Solution Representation

Solving the scheduling problem consists of determining the assignment of each Ev
to CP and then, in case of a constant charging model, choose the appropriate time
slots of charging. In the case of a variable power model, choose the appropriate
charging rate at each time slot. Therefore, a feasible solution consists of the
assignment of EVs to the CPs and the power allocation. The assignment of EVs
to CPs is represented as a vector (π1, .., πn) where πi is the sequence of EVs
assigned to CP i. Once we have the EV-CP assignment, we solve the power
allocation by determining the amount of power delivered by each CP to each
EV at each time slot. To this end, we define the solution variables at

ij of the EV-
CP assignment, which is equal to 1 if the EV j is plugged to the CP i at time t.
The at

ij values will be used as inputs for solving the power allocation problem.
To get at

ij from (π1, .., πn), we simply schedule all EVs sequentially without idles
times while respecting their arrival times. For each EV j in the sequence πi, we
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select the earliest possible starting time stj = max(rj , dj′) where j′ is the EV
scheduled before the EV j in πi. In this case, the variable at

ij will be equal to 1
for all t ∈ [stj , dj ]. If stj > dj , the charging demand of EV j will be rejected but
penalized in the objective function.

The proposed heuristics and neighborhood search in the SA deals with the
EV-CP assignment problem. Then, for each solution, the power allocation prob-
lem is formulated as a linear programming model.

4.2 Heuristics for Solving the Assignment of EVs to CPs

In the following, we define greedy rules for the assignment of EVs to CPs.

First Come Fist Served (FCFS) Heuristic. First-come-fist-served (FCFS)
rule is a popular approach to schedule the EVs charging. It assigns the EV with
the smallest arrival time to the first available CP.

Interval Graph Coloring Based Heuristic (IGCH). Consider the interval
graph G = (V,E) where each vertex v ∈ V represents a charging demand of an
EV j, j ∈ n defined by its arrival time rj and its departure time dj . There is an
edge e ∈ E between two vertices if and only if their associated intervals have a
nonempty intersection i.e. (j, j′) ∈ E if [rj , dj ] ∩ [rj′ , dj′ ] �= ∅. Assigning a set of
EVs to a given CP is equivalent to the k-coloring problem of the graph G. The
k-coloring problem is to assign a color c ∈ {1, .., k} to each vertex of G so that no
adjacent vertices have the same color. The set of vertices colored with the same
color corresponds to the set of EVs assigned to the same CP and it is called
a color class. Since an interval graph is a chordal graph, the greedy coloring
algorithm delivers an optimal coloring on a chordal graph following the perfect
elimination orderings [5]. A perfect elimination ordering in a graph is an ordering
of the vertices of the graph such that, for each vertex v and the neighbors of v
that occur after v in the order form a clique. We use the lexicographic breadth-
first (LexBFS) search proposed by [17] to find the perfect elimination ordering in
linear time. We add randomness to the algorithm to generate difference perfect
elimination orders by adding a random weight w to each vertex. Therefore, when
two vertices have the same label, we choose the vertex with maximum weight w.
Algorithm 1 shows the pseudocode of LexBFS ordering.

In the case where we have the chromatic number k, i.e. the number of color
classes is less than or equal to the number of CP, we assign the EVs with the same
color class to the same CP. We start with the color classes that have the greater
cardinally (the highest number of vertices with the same color) and assign them
to the CP with the greater charging output power. Otherwise, when k > m, each
remaining non assigned EV j will be assigned to the CP that has the largest
available time from rj to dj . The overall procedure of the IGCH algorithm is
depicted in Algorithm 2.
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Algorithm 1: LexBFS
input : Interval graph G = (V, E)
output: A perfect elimination orderings σ = (v1, .., vn)

1 for v ∈ V do
2 label (v) ← []
3 w(v) ← random()

4 end
5 for i = |V | down to 1 do
6 choose a vertex v ∈ V with lexicographically maximal label with ties being

broken by w(v)
7 σ(i) ← v
8 for u ∈ Neighborhood(v) do
9 label (u) ← label (u).concatenate(u)

10 end

11 end
12 return σ

4.3 Exact Methods for Solving the Power Allocation Problem

After determining the assignment of the EVs to CPs, the objective here is to
decide the amount of electric power delivered by each CP at each time slot.
We formulate both constant and variable power models as an integer linear
programming (ILP) model.

A Linear Programming for Constant Power Model: We define the binary
decision variables yt

ij .

yt
ij =

{
1 if EV j is charging by the CP i at time t
0 otherwise.

Let Hj = {t|t ∈ H, at
ij = 1}. We set yt

ij = 0 ∀t /∈ Hj

– Objective :

min
m∑

j=1

(ed
j − ef

j )

– Constraints:
e0j ≤ ef

j ≤ ed
j ∀j (12)

ef
j = e0j +

∑dj

t=rj
yt

ij × τ × pi

Bj
∀j (13)

Constraints (12) and (13) calculate the final state-of-charge of each EV j.

n∑
i=1

m∑
j=1

yt
ij × pi ≤ Pmax ∀t (14)

Constraints (14) ensure that the total output power doesn’t exceed the charg-
ing station limit at each time slot.



226 I. Zaidi et al.

Algorithm 2: Heuristic using interval graph coloring
input : Scenario of n EVs and m CPs
output: assignment of EVs to CPs

1 Construct the interval graph G of the scenario
2 Get a perfect elimination ordering σ of G using Algorithm 1
3 k ← 1
4 Color(σ(0)) ← k
5 for i = n down to 1 do
6 v ← σ(i)
7 for c = 0 to k do
8 if color c /∈ Color(Neighborhood(v)) then
9 Color(v) ← c

10 end

11 end
12 if all colors c ∈ Color (Neighborhood(v)) then
13 k ← k + 1
14 Color(v) ← c

15 end

16 end
17 Sort CPs in non-decreasing order of their output power
18 Sort the color classes in non-decreasing order their cardinality
19 Assign the EVs of the k first classes to the k first CPs
20 if k > m then
21 for each EV j in the remaining non assigned classes do
22 Choose the CP i that have the largest sub-interval of [rj , dj ] where the

CP is free (no EV is plugged in) and assign the EV CP i
23 end

24 end

A Linear Programming for the Variable Power Model: We define the
continuous decision variables pt

ij which represents the power delivered by the
CP i to EV j at time t.

min
m∑

j=1

(ed
j − ef

j )

Constraints :
e0j ≤ ef

j ≤ ed
j ∀j (15)

ef
j = e0j +

∑dj

t=rj
pt

ij × τ

Bj
∀j (16)

Constraints (15) and (16) calculate the final state-of-charge of each EV j.

at
ij × pi ≥ pt

ij ∀i, j, t ∈ Hj (17)

Constraints (17) ensure that the delivered power by each CP i doesn’t exceed
its maximum rated power pi at each time t.
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n∑
i=1

m∑
j=1

pt
ij ≤ Pmax ∀t (18)

Constraints (18) ensure that the total output power doesn’t exceed the charging
station limit.

4.4 Simulated Annealing

Simulated annealing algorithm, initially proposed by [8], has been successfully
adapted to address several optimal resource scheduling problems. The pseudo-
code of the SA algorithm is shown in Algorithm 3.

A candidate solution for SA represents the EV-CP assignment part described
in Sect. (4.1). We obtain its objective value by solving the LP problem repre-
senting the power allocation as described in Sect. (4.3). In preliminary exper-
iments, the population-based meta-heuristics turned out to be worse than SA
and time-consuming due to solving an LP for each newly generated solution in
the population. Thus, we pursue with SA only.

First, an initial solution S0 is generated using the FCFS rule. Starting from
the initial solution S0, SA generates a neighborhood solution S′. The difference
in the objective value between the new solution S′ and the current solution
S is calculated as Δf = f(S′) − f(S). The neighborhood solution S′ replaces
the current solution based on the Metropolis criteria; It will replace the current
solution if there is an improvement i.e. Δf < 0. If it also improves the best
solution found so far, it will become the new global best solution Sbest. Otherwise,
a random number r is generated following the uniform distribution U [0, 1] and
the neighborhood solution S′ will become the current solution if r ≤ e−Δf/T

where T is a parameter called temperature, which regulates the probability of
accepting worsening solutions. The temperature is initially set to a value T0

proportional to the objective function value of the initial solution T0 = μf(S0)
where μ is a fixed parameter.

At each iteration l, the temperature is gradually decreased by a cooling
scheme. The authors in the original SA paper [8] propose the following decreasing
geometric cooling scheme:

Tl+1 = αTl

Where 0 < α < 1. Typically, when α is set to high implying a slow decrease
of the temperature. We also consider the Lundy-Mees cooling scheme proposed
by [11]:

Tl+1 =
Tl

a + bTl

Connolly in [1] develops a variant of the Lundy-Mees scheme that set the
parameter a to 1 and b in dependence of the initial temperature T0, the final
temperature Tf and the size of the neighborhood M :

b =
T0 − Tf

MT0Tf
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The algorithm will stop if it reaches the maximum number of iteration or
after a fixed number of moves that did not result in accepted solutions. When the
stopping criterion is met, the algorithm terminates returning the best solution
Sbest found so far.

Neighborhood Generation. A neighborhood solution is obtained through a
perturbation on the assignment of Evs to CPs in the current solution by one of
the following moves:

– Swap in the same CP: a neighborhood solution is generated by randomly
choosing a CP and interchange the position of two EVs scheduled in this CP.
The positions of EVs are randomly selected.

– Swap from two different CP: a neighborhood solution is generated by ran-
domly swapping two EVs between two CPs. The CPs and EVs are randomly
selected.

– Insert: a neighborhood solution is generated by randomly choosing an EV
in a CP and move it to another position in another CP. The CPs and the
position of the EV are randomly selected.

– Shift left: a neighborhood solution is generated by moving an EV at position
p1 from a CP to position p2 in the same CP where p2 < p1. The positions p1
and p2 are randomly selected.

– Shift right: a neighborhood solution is generated by moving an EV at position
p1 from a CP to position p2 in the same CP where p2 > p1. The positions p1
and p2 are randomly selected.

After each move, the power allocation is solved using the ILP models
described in Sect. 4.3.

5 Experimental Analysis

To evaluate the performance of the proposed methods, several simulations are
conducted, and the relevant results are discussed in this section. Note that all
algorithms are implemented in C++ programming language. We use CPLEX
12.7 as a solver for the LP models in our heuristics and SA. Note that the
CPLEX was not used to solve the MILP presented in Sect. (3) since we couldn’t
get results for small instances vehicles even after turning for several days due to
out of memory errors.

5.1 Parameters Tuning for SA

The tuning of the particular optimization problem is essential to obtain good
results. We use the IRACE (Iterated Racing for Automatic Algorithm Config-
uration) package [10] which allows an automatic parameter configuration using
the Iterated F-race method. Two scenarios of each case were selected to be the
training instances for IRACE. Table 1 presents the parameters of the SA along
with the range of values that tested for each parameter. The final choices of the
parameter values are also presented and they are used in all experiments in the
following sections.
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Algorithm 3: Simulated annealing
input : Initial solution S0, maxNeighbours, maxAccepted, final Temperature

Tf , maxTrials, μ
output: best solution found Sbest

1 Sbest ← S0 , S ← S0 , T ← μf(S0), M ← maxTrails
maxNeighbours

, trail ← 0

2 do
3 accepted ← 0, generated ← 0
4 while generated ≤ maxNeighbours and accepted ≤ maxAccepted do
5 S′ ← Neighbour(S)
6 Δf ← f(S′) − f(S)
7 generated ← generated + 1
8 trail ← trail + 1

9 if f(S′) < f(S) or U(0, 1) ≤ e−Δf/T then
10 S ← S′, accepted ← accepted + 1
11 if f(S) < f(Sbest) then
12 Sbest ← S
13 end

14 end

15 end
16 update T according to the cooling scheme

17 while trail ≤ maxTrails and accepted > 0;
18 return Sbest

Table 1. Values tested for the SA parameters tuning.

Parameter value range Best

μ [0.01, 0.9] 0.12

Max neighbours 20,50,100 50

Cooling technique LandyMees, Geometric LandyMees

α [0.01,0.9] -

final temperature [0.001,0.1] 0.01

max accepted 0.1,0.2,0.3,0.4 0.1

5.2 Scenarios Generation

Regarding the charging station, we consider three cases with different number of
CPs m = {10, 20, 40}. For each case, 30% of CPs deliver 3.7 kW, 30% deliver 11
kW, 30% deliver 22 kW and 10% deliver 43 kW. This charging rates are chosen
from the standard IEC 61851 [19] that defines the classification of the different
charging modes. The charging station maximum capacity Pmax is set to 70% of∑n

i=1 pi. The scheduling time horizon is one day and the time slot τ is set to
6 min.

To test the model implemented, we need to model the stochastic EVs charg-
ing demands. The EV arrivals are randomly occurring and independent events.
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Table 2. Comparison of results with m = 10.

scenario n k FCFS IGCH SA

obj time (s) mean best std time mean best std time (s)

Model with constant power

1 20 12 0.52 0.47 0.53 0.26 0.15 0.29 0.25 0.13 0.09 56.15

2 29 18 3.74 0.42 2.92 2.41 0.22 0.35 1.26 0.80 0.29 82.26

3 24 16 2.05 0.35 2.20 1.68 0.39 0.28 0.55 0.25 0.17 68.69

4 25 17 1.64 0.43 1.80 1.11 0.51 0.31 0.57 0.31 0.15 72.62

5 30 16 4.79 0.44 2.57 2.34 0.36 0.35 2.01 1.34 0.47 93.43

6 27 16 2.80 0.35 2.57 0.79 0.19 0.31 1.48 0.66 0.46 104.38

7 29 14 2.10 0.42 2.01 1.26 0.23 0.35 0.96 0.66 0.21 80.72

8 26 16 2.26 0.34 1.39 1.08 0.22 0.31 0.85 0.42 0.36 78.28

9 22 14 2.41 0.30 1.78 1.15 0.31 0.25 0.48 0.10 0.35 91.35

10 22 15 0.73 0.28 0.56 0.37 0.19 0.26 0.32 0.19 0.10 90.17

11 27 9 2.21 0.50 1.32 0.79 0.24 0.37 1.02 0.53 0.35 77.03

12 25 10 1.87 0.33 0.60 0.43 0.10 0.34 0.53 0.29 0.19 75.24

13 20 8 2.03 0.27 0.91 0.59 0.07 0.23 0.46 0.19 0.22 59.76

14 23 9 2.21 0.31 0.95 0.83 0.06 0.28 0.86 0.45 0.28 69.82

15 22 9 1.47 0.29 0.64 0.44 0.12 0.26 0.52 0.32 0.17 67.86

Model with variable power

1 20 12 0.27 0.30 0.25 0.02 0.14 0.23 0.03 0.00 0.05 61.50

2 29 18 3.34 0.39 2.53 2.09 0.23 0.33 0.80 0.20 0.28 90.74

3 24 16 1.79 0.32 1.73 1.03 0.28 0.26 0.23 0.00 0.16 76.03

4 25 17 1.26 0.35 1.40 0.62 0.56 0.28 0.13 0.00 0.09 85.89

5 30 16 4.51 0.38 2.52 1.98 0.56 0.33 1.48 0.66 0.46 104.38

6 27 16 2.46 0.34 0.81 0.46 0.24 0.30 0.61 0.13 0.25 105.85

7 29 14 1.90 0.36 1.59 0.61 0.42 0.32 0.68 0.27 0.23 101.39

8 26 16 2.00 0.33 1.07 0.28 0.35 0.29 0.48 0.10 0.35 91.35

9 22 14 2.06 0.28 1.24 0.33 0.39 0.24 0.48 0.09 0.25 97.57

10 22 15 0.48 0.27 0.38 0.13 0.27 0.24 0.05 0.00 0.05 88.00

11 27 9 1.89 0.34 0.76 0.32 0.28 0.34 0.67 0.09 0.30 90.27

12 25 10 1.64 0.32 0.37 0.16 0.27 0.28 0.35 0.04 0.25 87.20

13 20 8 1.73 0.25 0.59 0.50 0.02 0.23 0.17 0.00 0.16 70.88

14 23 9 2.04 0.29 0.59 0.57 0.05 0.26 0.60 0.10 0.27 77.36

15 22 9 1.14 0.28 0.30 0.00 0.20 0.24 0.20 0.00 0.10 74.38
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Table 3. Comparison of results with m = 20.

scenario n k FCFS IGCH SA

obj time (s) mean best std time (s) mean best std time (s)

Model with constant power

16 48 22 6.04 1.86 3.33 2.49 0.50 1.41 3.87 2.52 0.61 320.80

17 50 22 6.22 1.50 3.59 2.09 0.64 1.40 4.25 3.45 0.42 340.73

18 59 30 4.95 1.67 3.68 2.55 0.63 1.68 3.01 2.26 0.42 391.15

19 66 28 7.39 1.98 5.90 4.78 0.71 1.91 5.39 3.84 0.74 428.59

20 51 23 4.73 1.52 3.51 2.08 0.61 1.38 3.33 2.58 0.52 323.44

21 58 33 6.60 1.70 5.61 3.88 0.86 1.65 4.10 2.80 0.71 381.73

22 53 26 3.76 1.59 3.49 2.40 0.69 1.41 2.66 1.30 0.60 322.97

23 68 37 9.24 1.98 7.80 5.41 0.85 1.90 6.08 4.60 0.67 448.97

24 52 27 4.21 1.49 3.02 1.76 0.78 1.43 2.57 1.96 0.37 340.59

25 54 28 5.89 1.59 5.17 3.82 0.81 1.46 4.02 3.09 0.58 370.09

26 40 20 4.11 1.17 2.18 1.55 0.36 2.01 2.10 1.29 0.42 283.48

27 40 18 4.05 1.13 2.05 1.33 0.28 2.11 2.28 1.42 0.51 259.32

28 37 20 3.52 1.12 1.53 1.03 0.31 1.97 1.37 0.96 0.30 246.28

29 33 15 2.88 0.91 0.90 0.62 0.14 1.58 0.85 0.44 0.30 206.95

30 39 18 3.48 1.13 2.04 1.47 0.27 2.21 1.58 0.88 0.34 240.35

Model with variable power

16 48 22 5.39 1.33 2.58 1.77 0.53 1.25 3.87 2.52 0.61 320.80

17 50 22 5.79 1.37 3.02 1.84 0.80 1.28 3.64 2.50 0.61 368.63

18 59 30 4.20 1.63 2.75 1.80 0.54 1.54 2.16 1.25 0.42 427.03

19 66 28 6.72 1.82 5.22 3.40 0.65 1.72 4.44 3.24 0.64 480.56

20 51 23 4.24 1.41 2.52 1.60 0.48 1.30 2.49 1.64 0.56 371.11

21 58 33 6.03 1.58 5.22 3.18 0.87 1.49 3.54 2.20 0.47 427.77

22 53 26 3.18 1.44 2.69 1.66 0.64 1.34 2.04 1.16 0.42 368.22

23 68 37 8.75 1.86 6.66 5.12 0.73 1.77 5.46 4.29 0.53 507.92

24 52 27 3.75 1.44 2.36 0.99 0.62 1.32 2.25 1.23 0.50 373.87

25 54 28 5.44 1.48 4.46 2.67 0.78 1.37 3.64 2.34 0.57 390.13

26 40 20 3.61 1.06 1.29 0.82 0.23 1.88 1.62 0.91 0.46 299.69

27 40 18 3.75 1.09 1.27 0.38 0.29 1.97 1.68 0.97 0.57 280.38

28 37 20 3.22 1.11 0.84 0.45 0.26 1.80 0.98 0.20 0.32 267.22

29 33 15 2.60 0.86 0.41 0.09 0.19 1.49 0.58 0.11 0.20 241.82

30 39 18 3.16 1.10 1.29 0.67 0.22 2.11 1.10 0.62 0.31 297.82
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Table 4. Comparison of results with m = 40.

scenario n k FCFS IGCH SA

obj time (s) mean best std time (s) mean best std time (s)

Model with constant power

31 93 45 6.27 6.30 3.92 2.43 0.67 5.34 4.76 3.91 0.58 1621.11

32 99 53 7.27 6.38 6.70 5.24 0.62 5.86 5.56 4.57 0.55 1433.02

33 79 41 6.64 5.74 3.59 2.19 0.55 4.45 4.81 3.50 0.69 1122.35

34 102 52 9.59 6.69 6.76 4.84 1.03 6.39 6.90 5.98 0.54 1442.63

35 93 52 7.77 5.97 5.61 4.10 0.70 5.51 6.11 4.83 0.48 1382.38

36 96 50 4.30 6.20 4.78 3.52 0.64 5.64 3.45 2.84 0.33 1462.46

37 96 52 9.47 6.47 5.09 4.02 0.69 5.61 6.77 5.89 0.71 1480.53

38 112 58 9.82 7.45 7.71 5.96 1.06 6.95 7.96 6.68 0.64 1648.97

39 95 43 7.04 6.26 4.70 3.53 0.80 6.04 5.34 4.40 0.55 1379.94

40 78 38 6.56 5.83 3.40 2.71 0.32 4.90 3.92 3.05 0.52 1127.74

41 85 37 6.40 5.22 4.09 3.13 0.68 9.35 4.44 3.20 0.55 1188.21

42 82 39 5.47 5.51 3.37 2.10 0.52 8.83 3.40 2.29 0.58 1245.61

43 88 40 6.36 5.47 4.27 2.96 0.68 9.86 4.56 3.86 0.41 1241.81

44 91 40 6.13 5.24 3.68 2.72 0.52 9.56 4.46 3.33 0.70 1239.36

45 79 39 6.81 4.70 4.36 2.98 0.56 8.13 4.69 3.41 0.51 1131.08

Model with variable power

31 93 45 5.32 5.75 2.59 1.21 0.77 5.07 3.59 2.34 0.63 1663.55

32 99 53 6.30 7.47 5.27 3.32 1.03 5.46 4.87 3.36 0.62 1629.41

33 79 41 5.79 5.15 2.47 1.44 0.62 4.37 3.88 2.97 0.49 1258.61

34 102 52 8.16 6.60 5.32 2.61 1.02 5.79 5.62 4.43 0.64 1645.17

35 93 52 6.69 5.86 4.02 1.71 0.84 5.18 4.75 4.01 0.39 1613.15

36 96 50 3.18 6.30 3.40 1.27 0.75 5.36 2.44 1.52 0.43 1640.23

37 96 52 8.31 6.27 3.39 1.72 0.60 5.37 6.24 4.67 0.70 1569.15

38 112 58 8.57 7.26 5.88 3.84 0.84 6.43 6.93 5.41 0.65 1784.67

39 95 43 5.79 6.24 3.02 1.21 0.80 5.65 4.17 3.27 0.62 1579.64

40 78 38 5.61 4.71 2.12 1.20 0.52 4.55 3.18 1.94 0.63 1307.81

41 85 37 5.56 5.20 2.78 1.23 0.76 8.74 3.47 2.49 0.52 1430.08

42 82 39 4.70 4.95 1.93 1.01 0.41 8.82 2.65 1.71 0.58 1259.53

43 88 40 5.33 5.19 2.93 1.71 0.76 8.08 3.43 2.25 0.54 1376.60

44 91 40 5.11 5.19 2.38 1.32 0.59 9.29 3.49 2.33 0.63 1357.30

45 79 39 5.98 4.38 2.86 1.60 0.63 8.67 3.95 2.51 0.60 1253.41
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Therefore, the arrival time is modeled using a non-homogeneous Poisson Process
with an arrival rate that varies λ(h) at each hour h = {1, ..., 24}. The arrivals
are likely high in the morning and low in the afternoon. The parking times prj

follow an exponential distribution with a mean parking duration that also varies
over time. There is no correlation between the arrival time and the parking time
so the two variables can be generated independently [15]. The departure time dj

of each EV can be directly obtained dj = rj + prj . The initial state-of-charge at
the arrival (e0j ) is considered uniformly distributed in the range of [20,70]. The
desired state-of-charge of each EV j (ed

j ) is uniformly chosen from [e0j ,100]. The
battery capacities are chosen randomly from the list of current real-world EVs
battery capacities [2].

We generate 15 scenarios for each case. In the first 10 scenarios, the chromatic
number (k) of the interval graph of the scenario is greater than the number of
CPs while it is less or equal in the last five scenarios.

5.3 Simulation Results

Due to the stochastic nature of the IGCH and the SA algorithm, 30 independent
executions were done for each scenario to obtain statistically significant results.
The objective value is calculated for each scenario and we collect the mean,
best, the standard deviation (std), and average execution time in seconds of
each algorithm. Table 2, Table 3 and Table 4 shows the comparison of results
obtained with m = 10, m = 20 and m = 40 respectively. We highlight in bold
the best solution found.

About comparison between the model with constant power and the model
with variable power, the objective value in the second one was averagely lower by
26.6% by the IGCH and by 20% by the SA than the first model. Thus, charging
demands can be satisfied more using the variable power model.

For all scenarios, the best solutions found by the SA and IGCH always out-
perform the FCFS heuristic. For the scenarios with m = 10, the SA algorithm
outperforms the IGCH in all scenarios whereas it outperforms the IGCH in 18
scenarios out of 30 with m = 20 and in 2 scenarios out of 30 when m = 40.

We perform the Mann-Whitney U test [13] to compare the results between the
IGCH and the SA for each case. The Mann-Whitney U test is a non-parametric
statistical test for determining whether two independent samples were drawn
from a population with the same distribution. We compare the p-value to a
significance level of 0.05. The p-value found was 0.0001, 0.3661 and 0.0038 for
results with m = 10, m = 20 and m = 40, respectively. It suggests that there
is no significant difference between the results with m = 20 of SA and IGCH
algorithms. However, we can conclude that the difference between the SA and
IGCH results with m = 10 and m = 40 are statistically significant. The average
time taken by the three methods is always greater in scenarios with m = 40 when
there are more EV charging demands. Also, the IGCH uses an average of 99.5%
less computational time than SA. It is also noted that increment of computation
time in the SA algorithm is due to solving multiple LP with CPLEX at each
neighbor generation while there are one LP solved for each IGCH execution.
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In conclusion, the proposed IGCH is significantly better than the FCFS mech-
anism and it is preferable to the SA regarding the execution time. Moreover, it
can handle large scenario better than the SA.

6 Conclusion

In this paper, we addressed the electric vehicle charging scheduling problem
(EVCSP) in a charging station with different charging modes to maximize the
final state-of-charge of each EV by the departure time. To solve the optimization
problem, we designed a heuristic based on interval scheduling and Simulated
Annealing (SA) combined with linear programming. Variable power and con-
stant power models were both studied and compared. Different scenarios were
presented to evaluate the performance of the proposed algorithms. The results
show that the variable power model is better for allocating power. The results
also show that the proposed heuristic and SA can achieve an optimal solution
and outperform the SA algorithm, and the performance is significantly better
than the First Come First Serve (FCFS) mechanism. In this paper, we have
assumed that the data on vehicle recharging (arrival time, departure time, state
of charge, etc.) are known in advance. This assumption is realistic since many
recharging service operators require a reservation of the recharging in advance
to avoid queues. However, it is interesting to study the dynamic case of vehicle
arrival. In future work, we will consider multi-objective optimization to reduce
the charging cost.
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