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Abstract. Dish recognition has certain difficulties in specific applications.
Because in the actual inspection, the dishes are filled with food, and the food
occupy most of the space of the dishes, and only the edges of the dishes can be seen.
If you use empty dishes for training, the accuracy will be low due to insufficient
feature matching during actual detection. At the same time, due to the wide variety
of foods, if we collect all the food during training, the pre-processing workload
will be very large. Based on the above ideas, this paper analyzes the model through
three visualization methods, improves Faster R-CNN, and proposes a Cross Faster
R-CNN model. This model consists of Faster R-CNN and Cross Layer, which can
fuse the low-level features and high-level features of dishes. During training, the
model can focus the feature extraction on the edges of the dishes, reducing the
interference of food on dish recognition. This method improves the detection accu-
racy without significantly increasing the detection time. The experimental results
show that compared with Faster R-CNN, the accuracy and recall of Cross Faster
R-CNN have increased to a certain extent, and the detection speed has basically
not changed significantly.

Keywords: Deep learning - Object detection - Convolutional neural network -
Visualization

1 Introduction

In recent years, artificial intelligence has developed rapidly. More and more fields
combined with artificial intelligence have begun to improve people’s daily live. With
the growth of the economy, people’s requirements for living standards have gradually
increased. In view of the need to solve the problems of the traditional model in the cater-
ing industry, controlling costs is one of the most important factors. Among them, labor
costs account for the majority. Especially at this stage, restaurants generally use manual
billing, which is not only a waste of human resources. At the same time, queueing billing
is a waste of customer time. Therefore, if machines can be used for manual billing, it can
reduce costs on the one hand and save time and increase passenger traffic on the other.

Artificial intelligence developed slowly before 2012, but after the advent of machine
learning, there was a dawn, and the most eye-catching aspect of machine learning is deep
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learning. Deep learning has broken through many areas that are difficult for artificial intel-
ligence machine learning to break through, bringing the possibility of the further devel-
opment of artificial intelligence [1, 2]. AlphaGo is a typical artificial intelligence that uses
deep learning. Deep learning’s effects achieved in the fields of computer vision and nat-
ural language processing have far surpassed traditional methods [3, 4]. Deep learning is
a learning method that approximates humans. Through a large amount of sample data,
the machine learns the inherent laws and representation levels, and finally has the abil-
ity to analyze like humans. Convolutional neural network is a successful application of
deep learning in the field of image vision. It has made great breakthroughs in tasks such as
image classification [5—7], object detection [8—11], semantic segmentation [12—16], and
instance segmentation [ 17]. Since Hinton [18] won the championship with AlexNet in the
ImageNet competition in 2012, convolutional neural networks have achieved great devel-
opment and have been applied in daily life, such as image subtitles [19, 20, 33], visual
question and answer[21, 22, 34], and autonomous driving[23, 24, 35] which are recent
some research focused on, and so on.

The current research on automatic billing has two directions, one is the billing for
food identification, and the other is the billing for dish recognition. The latter cannot solve
the problems of lighting, occlusion, deformation, etc. with traditional image processing
methods, and will be subjected to many restrictions in practical applications. Therefore,
more RFID chips are embedded in the bottom of the dish to identify the dish. This method
has some disadvantages, especially the RFID chips are not resistant to high temperatures.
The restaurant will easily damage the chips during high temperature sterilization. The
replacement of the entire dish will increase the cost and is not conducive to the long-term
stable development of the restaurant.

In order to solve the above problems, this paper applies convolutional neural network
to dish detection. Based on Faster R-CNN, combining the characteristics of dishes and
introducing an attention mechanism, a method of dish detection based on Cross Faster
R-CNN is proposed. This method uses cross layer to fuse the edge, color and texture
information of dishes with deep advanced features. The experimental results show that
this method can reduce the miss rate of dishes and improve the detection accuracy. The
main work of this article is as follows:

(1) Visualize Faster R-CNN, analyzing the features extracted by VGG16 (a convo-
lutional neural network) layer by layer when detecting dishes, understanding the
role of the convolution kernel of each layer. At the same time, using the heat map
to determine which region features of the dishes have a greater response to the
detection results.

(2) According to the visual analysis, the network structure of Cross Faster R-CNN is
proposed by improving Faster R-CNN and combining the idea of cross-connect.
The network fuses the low-level features of the dishes with the high-level features.
Then the / x I convolution kernel is used to increase the nonlinearity of the network
and improve the network’s ability to express complex features.
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2 Related Work

2.1 Convolutional Neural Network

Convolutional neural network [25, 36, 37] (CNN) is a type of feed forward neural
network with convolutional calculation and deep structure. It belongs to representational
learning and can automatically learn high-level features from samples without artificial
design features. The structure of a convolutional neural network generally consists of
a convolutional layer, a pooling layer, and a full connected layer. Compared to the
hidden layer of a traditional neural network, the convolutional layer can greatly reduce
the amount of parameters due to the characteristics of convolutional weight sharing.
Thus, CNN can train models with deeper network structures. At the same time, the
convolutional layer and pooling layer in the convolutional neural network can respond
to the translation invariance of the input features, and can identify similar features located
in different positions in space.

In order to extract more advanced features, the current convolutional neural network
generally has a deep structure and a large number of network layers. However, the
weight of the convolutional neural network is updated by gradient back propagation. A
deeper network structure will cause the mean and standard deviation of the data change,
resulting in a covariate shift phenomenon, that is, the disappearance of the gradient. In
order to solve the above problems, loffe S. [26] and others proposed batch normalization
(BN) in 2015. The features will be obtained through the convolution layer, and the data
will be scaled using two linear parameters to meet the variance is 1, the mean is 0, and
then the activation function is used as the input of the next layer. The process of the BN
layer is as follows:
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where X is the original data, u is the mean, o2 is the variance, 7 is the scaled data, o
and B are two newly added parameters, which are trained by the convolutional neural
network to replace the bias &. First input data X = {x(l), @, A, xm } calculate the
mean  and variance of the data o2, then normalize Z, train the parameters o and 8, and
update Z through linear transformation. In the forward propagation, the new distribution
value is obtained through the learnable o and 8 parameters; in the back propagation, the
sum « and S the related weights are obtained through the chain derivation.
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2.2 Visualization

Although the convolutional neural network has excellent performance in computer vision
tasks, it still hasn’t the ability to use mathematical formulas to explain the deep-level
feature expression of neural networks. And humans and computers have different ways of
expressing features. Convolutional neural network is a type of end-to-end representation
learning, and people can only understand the input and output ends. The meaning of the
feature map in the middle layer still can’t be clearly explained, so the convolutional
neural network is also called a “black box” model.

With the in-depth research in recent years, the “black box™ of convolutional neural
networks has gradually been opened up, and the internal working principle of convolu-
tional neural network can be intuitively understood in a visual way [27, 28]. Common
visualization methods at this stage include the visualization of feature map, the visual-
ization of convolution kernels, and the heat map which can be used to understand the
activation characteristics of category.

The feature map is the output of the convolutional layer. The visualization of the
feature map is to display the output of the convolution kernel in the form of an image
[38, 39], which can help understand the role of the convolution kernel. This is commonly
used in the visualization of convolutional neural networks.

The process of convolution is essentially the process of feature extraction. Each con-
volution kernel represents a feature. If some regions in the image respond more to a
convolution kernel, the region can be considered to be similar to the convolution. There-
fore, the visualization of the convolution kernel can also be regarded as an optimization
problem, that is, to find an image with the largest response to a certain convolution
kernel. The whole process is as follows:

First, get an image I randomly, and find the gradient of K to / for the convolution
kernel to be visualized, that is:

aK
Grad = — (2-5)
al

Then update the image I by gradient ascent, that is:
I =1+ oax*Grad (2-6)

where « is the step size, which is 1 in this experiment.

In 2017, Selvaraju R.R [29] and others proposed a gradient weighted class activation
map (Grad-CAM), which uses a heat map to display the degree of activation of the picture
for each region of the output category, it is consistent with human visual characteristics.
To some extent, it explains the correlation between the output of the convolutional neural
network and the images. The essence of Grad-CAM is that the output category weights
the feature map obtained from a certain convolution layer through gradients. The entire
process is as follows:

First, calculating the probability y© of the output category ¢ of the convolutional
neural network softmax layer for the gradient of the pixel value of the feature map
Aj; obtained by the convolution layer (the original text calculates the output before
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the softmax layer, and in the experiment it was found that the heat map obtained by
calculating the output probability after the softmax layer is more obvious), namely:

C

dy
dA;;

2-7)

where y° is the output probability of category c, A is the convolution feature map, and k
is the number of channels in the feature map.
Then the global average of the partial derivatives is obtained, that is:

1 ay°¢
l

J

where ai represents the partial linearization from the deep network in A, that is, the
importance of category c relative to the k-th channel in A.

Then aj and A are weighted and combined and processed by the Relu activation
function, that is:

LSt cam = ReLU (Z asAk ) (2-9)
k

where L is a class activation map for category c.

2.3 Attention Mechanism

In general, the Attention mechanism is to focus attention on important points and ignore
other unimportant factors. In this article, the edge of the dishes where attention needs to
be focused on, other places, including the center of the dishes, are ignored.

The general definition of attention mechanism is shown in formula (2-10) [30]:

Attention(Q, K, V) = soft max ( oK™ ) \% (2-10)
s Vi

where Q € R™*% K e R™< vV e Rm<dk
May wish to take g; € Q, then the encoding result obtained for a single input vector
q: can be expressed as [23]:

= (qr, ks)
Attention(q;, K, V) = E —exp( . )vs (2-11)
V4 Jdy

s=1

Where Z is the normalization factor, and g, k, v are shorthand for query, key, value.

+/dy regulates the internal product of the activation function so that it is not too large.

The exp(%)vs in formula (2-11) is the core part of the attention mechanism.
k

exp(%)vs is mainly used to measure the similarity g; with v;. The entire formula

can be understood as looking for a non-linear mapping relationship between ¢, and v;.
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The general flow of formula (2-11) is the inner product of ¢; and each kg, and then
the similarity of g, and vy is evaluated by softmax. The final result is a vector of d, by
weighted summation. Observing the calculation process, other parts of the input matrix
besides g; will also affect the calculation result of the vector d,. Therefore, d, is not only
related to g;, but also related to other parts of the input matrix, and g, can be used as the
representation of ¢; in the global vector.

Based on the Artention mechanism!*!, the Multi-Head Attention mechanism pro-
posed by Google is used to further improve the coding ability of the model®!-32!. The
Attention mechanism model used in this paper is mainly based on Multi-Head Attention.
Compared with the basic model, the Multi-Head Attention mechanism has two differ-
ences. One is to map Q, K, V via matrix parameters, and then send them to the Attention
model. Second, the original input is subjected to Attention operations without sharing
parameters multiple times, and the output results are stitched. These two improvements
can improve the description ability of the model. The specific model is as follows:

head; = Attention(QWiQ KWK, VW,.V) (2-12)

where Wl-Q € Rxdk Wl.K € Rdkxdi WiV € R4 the feature representation of the
final output can be expressed as:

MultiHead (Q, K, V) = Concat(head;, A, heady,) (2-12)

3 Dish Detection Based on Cross Faster R-CNN

3.1 Visualizing Faster R-CNN

Visualizing Faster R-CNN can help understand its working principle in dish detection,
further clarify the features that are activated when making image classification decisions.
At the same time, when it involves tasks in a specific field, it can improve the network
structure based on prior knowledge and the accuracy of the model for this task.

Feature Map Visualization

Visually understand the differences between the extracted features of the low-level con-
volution layer and the high-level convolution layer. And the visualization of the fea-
ture map obtained by Conv1_2 convolution layer, Conv2_2 convolution layer, Conv3_3
convolution layer, Conv4_3 convolution layer, Conv5_3 convolution layer and the
RPN_Conv convolution layer in Faster R-CNN respectively, as shown in Fig. 1. For
the convenience of analysis, each feature map shows only the first 16 channels.

It can be seen that the features extracted by the shallow convolution layer are similar to
the edge and color information, and the retained image information is relatively complete.
As the number of layers becomes deeper, the image feature information obtained through
the convolution layer gradually decreases, and the entire feature map becomes more
abstract.
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Fig. 1. Feature map extracted through each convolutional layer
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RPN_Conv is obtained from the feature map obtained through the VGG16-Conv5_3
convolutional layer through a 3 x 3 convolutional layers and used as the input of the RPN
network. From the visualization results, it can be seen that the information in this layer
mainly relates to the characteristics of the dish, and also proves that the RPN network is
effective for extracting foreground and background.

Convolution Kernel Visualization

The visualization of the convolution kernel can be seen from Sect. 2.2. It is necessary
to randomly obtain a pair of original images. In this paper, the input image is used as
the original image. Based on this, gradient rise is performed. The number of iterations
is 100. The visualization results are shown in Fig. 2.

It is clear from the Fig. 2 that the low-level convolution kernel responds to features
such as color, edge and texture, while the feature of interest in the high-level convolution
kernel is an advanced abstracted information. These features are so complex that they
are difficult to understand and explain. At the same time, it can also be found that the
high-level convolution kernel is difficult to be visualized by the gradient rising method,
and the obtained image has more noise points.

Fig. 2. Visualization of the convolution kernel at each layer

Gradient Weighted Class Activation Map
Using the Grad-CAM method to weighted and sum the feature maps obtained by the
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convolutional layer in the convolutional netural network, the heat map obtained is shown
in Fig. 3. It can be found that the features of the dishes corresponding to the feature map
extracted by Conv5_3 which is the last convolutional layer of VGG16 in Faster R-CNN
mainly involving the edge information of the dish.

For example, in Fig. 3, the circumference of Xiao_yuan_Pan is round, while
Shuang_Er_Pan has two protrusions. In the process of extracting features from Convl
to Conv5, the heat is gradually on the edge of the dishes. When it comes to Conv5, the
heat of Xiao_yuan_Pan is at the edge of Xiao_yuan_Pan (top right), and the heat of
Shuang_FEr_Pan is concentrated on the two protrusions (bottom right).

Convl/Convl_2 Conv2/Conv2_2

Conv3/Conv3_3 Conv4/Conv4_3 Conv5/Conv5_3

Xiao_Yuan_Pan

Shuang_Er Pan

Fig. 3. Thermal map obtained by convolution of the layers corresponding to the categories
Xiao_Yuan_Pan and Shuang_Er_Pan

Because transfer learning is used to train the dish detection model, VGG16's pre-
training weights come from the ImageNet dataset. At the same time, the Convl and
Conv2 repeated convolution block weights are fixed when training the model. The heat
maps of Convl_2 and Conv2_2 are not aimed at the detection result of the dishes, and
should be a general heat map for extracting shallow features.

3.2 Cross Faster R-CNN

Figure 4 is a schematic diagram of the Cross Faster R-CNN model. A Cross Layer
is added to the Faster R-CNN, and the edge and texture features are combined with
the deep-level advanced features extracted by VGG16 to enhance the model’s feature
expression ability for targets such as dishes.

Cross Faster R-CNN is mainly constructed by Faster R-CNN’s basic modules and
cross layers. As shown in Fig. 4, the extraction process of feature maps is completed by
VGG16 and cross layers separately, then feature fusion is performed. A 1 x I/convolution
kernel (Conv7) is used to modify the number of channels of the fused feature map to
obtain the final feature map. Then the RPN network of Faster R-CNN is used to predict
the background and foreground to get proposal boxes of the foreground. After that the
proposal boxes and feature maps are passed through ROI Pooling (Region of Interest
Pooling) to output feature maps with the same size. Finally, predicting the category and
location of the object by the Full Connection network (FC).

The cross layer is composed of two convolutional layers and two pooling layers.
The first convolutional layer (Conv2_6_1) which is composed of 128 3 x 3 convolution
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Fig. 4. Cross Faster R-CNN model

Table 1. Cross Faster R-CNN structure

Cross Faster R- | Cross Faster R- | Cross Faster R-

Cross Faster R- | Cross Faster R- | Cross Faster R-

kernels, followed by a 2 x 2 maximum pooling layer (Max Pooling2_6_1) reduces
the height and width of the feature map, and then increases the number of channels
of the feature map through a convolution layer (Conv2_6_2) composed of 256 1 x I
convolution kernels, and finally a 2 x 2 maximum pooling layer (Max Pooling2_6_2)
reduces the height and width of the feature map so that the feature dimensions obtained
by cross layer match the feature dimensions obtained by VGG16. Because VGG16
speeds up training by pre-training weights, and fixed the weights of the Convl and
Conv?2 layers, the purpose of the 3 x 3 convolutional layer through a receptive field in
the cross layer is to ensure the low-level characteristics of the shallow dishes, while the
1 x 1 convolutional layer is added to reduce the amount of parameters and increase the
number of channels of the feature map and increase its nonlinear expression ability.

Cross Faster R-CNN does not fix the size of the input image. Table 1 shows the
detailed network structure of the entire model more intuitively. VGG16 standard input
is used as an example, the input image size is fixed at 224 x 224 x 3. There are 11
categories and 9 anchors.

Note that the RPN_cls_score layer and the RPN_bbox_pred layer are indepen-
dent of each other in the RPN structure block, and each layer is directly connected
to the RPN_Conv layer. Similarly, in the FC structure block, the cls_score layer and the
bbox_pred layer are also independent of each other and connected with the FC7 layer.
For the convenience of explanation, the offset is not calculated in the parameters.

4 Experiment

4.1 Experimental Data

The data set used in the experiment was collected from the actual restaurant using a
collection of collection and identification equipment, and are the dishes and food being
sold and used in the restaurant. Samples were labeled and verified by 14 researchers and
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the correct rate of the labeled files was higher than 99.9%. Figure 5 shows some of the
original samples and labeled samples. In these data, each dish is equipped with each
type of food. The network obtained by training in this way can improve the accuracy
rate during the test.

We tried to put different dishes into different dishes to show the correspondence
between food and dishes, but the results of such training were not ideal, so we introduced
the attention mechanism and put the same food in each dish. In this way, the neural
network will pay attention to the edges of the dishes during training, so as to extract the
edge features of the dishes and reduce the interference of the food.

Fig. 5. Experimental dataset. (a) original sample; (b) labeled sample.

There are a total of 31,111 samples of 10 types of dishes in the entire dataset. Each
sample contains 1 to 5 types of dishes and the number of each type is about 3000 to
5000, as shown in Fig. 6. The training set contains 17,421 samples, the validation set
contains 7,467 samples, and the test set contains 6,223 samples.

At the same time, 150 samples were collected during the actual use of the restaurant,
as shown in Fig. 7. The pictures collected in actually will have some additional back-
ground interference, such as chopsticks, mobile phones, payment cards and other items.
Labelling these background interferences (labeled as background) to participate in the
training, so that items such as chopsticks, payment cards, and mobile phones will be
recognized as background during prediction, and will not interfere with the recognition
of dishes. Cross Faster R-CNN does’t fix the input size of the samples. The resolution
of each sample in this dataset is (690 £ 10) x (520 £ 30).

4.2 Analysis of Results

The experiments were performed on a PC, the operating system was Windows 10, and
the RTX 2080ti with a GPU of 11G was used to accelerate training and model testing.
The models used were implemented under Python 3.6 and Tensor flow 1.8.0.

The test is performed on the test set and the data set collected in actual use, as
shown in Table 2 and 3, where Table 2 is the test set result and Table 3 is the actual
collected data set result. The evaluation indicators are accuracy, recall and detection
speed. Among them, the accuracy rate is a comprehensive index of TOP-1 classification
accuracy rate and IOU of the regression box is bigger than 0.5, the recall rate is the ratio
of correctly distinguishing foreground and background, and the detection speed is the
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Fig. 7. The actual collection data set

time required to averagely detect an image under the GPU (excluding the first model
loading time during detection). Both the test set and the actual data set are labeled, so
it is only necessary to check whether the label is consistent with the actual prediction
result.

Table 2. Test results

Accuracy(%) | Recall(%) | Speed(s)

Faster R-CNN | 99.87 99.51 0.1453
Cross Faster | 99.91 99.67 0.1527
R-CNN

Analysis of the above table shows that the detection time of Cross Faster R-CNN
has little increased regardless of whether it is in the test set or the actual collected data
set. The accuracy and recall of Cross Faster R-CNN are higher than Faster R-CNN, it
also proves that for the detection of dishes, the fusion of low-level features can improve
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Table 3. Test results of actual collected data sets

Accuracy(%) | Recall(%) | Speed(s)

Faster R-CNN | 99.52 99.21 0.1501
Cross Faster | 99.64 99.45 0.1538
R-CNN

the detection accuracy. At the same time, from the experimental results, Cross Faster
R-CNN may have a better background suppression than Faster R-CNN.

5 Conclusion

By visualizing Faster R-CNN and analyzing the importance of features in dish detection
to the detection results, this paper proposes a Cross Faster R- CNN model. The cross layer
is used to combine the low-level features at the shallow level with the high-level features
at the deep level. The features of the low-level layer include the features of Convl, and
the feature of the high-level layer is the feature of Conv5. The dataset has been filled
with each type of food in each type of dishes to improve the detection accuracy. The
experimental results show that the model improves the detection accuracy of the dishes
and suppresses the background interference when the detection time does not increase
significantly. In the following work, research will focus on optimizing the structure of
the network model to reduce the time required for detection.
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