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Abstract. Differential evolution algorithm is a search and optimization strategy
that simulates the process of biological evolution. In the initial stage of the algo-
rithm, it is necessary to generate a series of deep neural networks with sufficient
accuracy as the initial population of subsequent algorithms. In this article, an
artificial bee colony search strategy is added to the cross-operation of the differ-
ential evolution algorithm to optimize the weight value. The artificial bee colony
algorithm search operator is introduced to guide the search of the population to
avoid individuals in the population from falling into a local optimal situation. The
experiments in this article verify the validity of the method through the handwrit-
ten digit recognition data set. The final results show that in the process of obtaining
the initial population, using the differential evolution weight optimization method
of the artificial bee colony search strategy optimizes the process of the fitness cal-
culation in the model. It significantly improves the accuracy of the first-generation
population and speeds up the overall process of the algorithm.

Keywords: Artificial bee colony algorithm · Differential evolution · Neural
network · Ensemble learning · Deep learning

1 Introduction

In recent years, the research of ensemble learning algorithm has developed vigorously.
For almost any kind of machine learning algorithm, the idea of ensemble learning can
be used to improve the accuracy and generalization of the algorithm. The ensemble
learning model completes the learning task and improves the prediction accuracy of the
final model by constructing and combining multiple learners. It is an excellent idea and
method in the field of machine learning [1–4].

The differential evolution algorithm DE [5] is a stochastic model that simulates
biological evolution. Through repeated iterations, those individuals who adapt to the
environment are preserved. Because the algorithm has a simple structure, is easy to
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implement, does not require gradient information, and has fewer parameters, it has
attracted the attention and research of many scholars as soon as it was proposed. Similar
to other intelligent algorithms, DE also has the problems of being easily trapped into
a local optimum, slow convergence in the later stages of evolution, may not be able to
search for optimal solutions for problems that are too complicated, and the calculation
accuracy is not high.

The artificial bee colony algorithm [6] uses the communication, transformation and
cooperation between bees of different roles to achieve swarm intelligence optimization
by researching the behavior of bees during honey collection. Compared with the classic
optimization methods, the artificial bee colony algorithm has simple operation, less
control parameters, high search accuracy and strong robustness.

The artificial bee colony search strategy has strong exploration ability, and shows
excellent optimization performance when optimizing complex multimodal problems.
Therefore it is very suitable for combining it with differential evolution algorithms to
improve the performance of the model. Lingling Huang et al. [7] proposed a differential
evolution algorithm with artificial bee colony search strategy to solve the problems of
premature phenomenon and slow convergence speed of differential evolution algorithm.
The artificial bee colony search strategy was used to guide the population to help the
algorithm jump out of the local best with its strong exploration ability. In addition, in
order to improve the global convergence speed of the algorithm, an initialization method
based on anti-learning is used. Through simulation experiments on 12 standard test
functions and comparisonwith other algorithms, it shows that the proposed algorithmhas
a faster convergence speed and strong ability to jump out of local optimum. However, the
accuracy of the generalization ability of this model is not high enough, the generalization
ability is limited, and it only obtains good results by testing in some functions. In this
article, an artificial bee colony search strategy is added to the cross-operation of the
differential evolution algorithm based on the ensemble learning model to optimize the
weight value. The artificial bee colony algorithm search operator is introduced to guide
the search of the population to avoid individuals in the population falling into a local
optimal situation and improve the generalization ability of the neural network model.

Theother parts of this article are as follows: Section2 introduces a specificdifferential
evolutionweight optimizationmethod based on artificial bee colony algorithm; Section 3
uses the method and model described in this article to perform experiments on the data
set, and the results show the accuracy of the final output is higher, which proves the
effectiveness of the method in this paper; Section 4 summarizes the method in this paper
and briefly proposes future research content.

2 Evolutionary Ensemble Learning Model Based on Artificial Bee
Colony Algorithm

In the existing models built based on the differential evolution algorithm, the algorithm
often falls into a local optimum at the later stage of the execution, which leads to the final
convergence rate being too slow. And it is often unable to solve complex multimodal
problems or the accuracy of the results is low. These disadvantages limit the scope
of the differential evolution algorithm. This article proposes that the hyper parameters
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that need to be determined in advance in the neural network are used as individuals
of the evolutionary algorithm, the evolutionary algorithm is optimized by the artificial
bee colony algorithm, and then the neural network with higher accuracy is obtained
through the optimized evolutionary algorithm. The specific process of optimizing the
evolutionary algorithm is shown in Fig. 1.
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Fig. 1. Flow chart differential evolution algorithm based on artificial bee colony search strategy.

First, enter the preset control parameters, perform population initialization, calculate
the initial fitness and use it as the evaluation standard for subsequent fitness. Then when
the existing population size is smaller than the control value of the offspring, new off-
spring are generated cyclically. The cyclic process first differentiates and then crosses
to get the new individuals, and then uses the artificial bee colony search strategy to
search for more excellent individuals around the new individuals. Finally, the optimal
individual is selected as a new individual to generate a new offspring individual. When
the population size reaches the threshold, it exits the cycle and outputs the final gener-
ation population of the process, which is used as the initial population to input into the
subsequent algorithm process.

2.1 Fitness Calculation Method Based on Artificial Bee Colony Search Strategy

Artificial bee colony (ABC) was proposed by Turkish scholar Karaboga in 2005. Its
basic idea is to inspire the bee colony to cooperate with each other to complete the
honey collection task through individual division of labor and information exchange.
Although a single bee’s own ability is limited, without a unified command, the entire
bee colony can always find high-quality nectar sources more easily. Artificial bee colony
algorithm is a new type of intelligent optimization algorithm by simulating the honey
collecting process of bees. It consists of three parts: food source, hired bee and non-
employed bee. The core of the algorithm includes 3 parts: leading bees searching for
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honey source; leading bees share honey source information and follow the bees to select
a honey source to search with a certain probability; the scout bees randomly search in
the search space.

In this paper, an artificial bee colony algorithm is added between the cross opera-
tion and the selection operation of the differential evolution algorithm to optimize the
combined weight value in the process of fitness calculation. With the evolution of the
population of the differential evolution algorithm, when the accuracy of the correspond-
ing network output results of all individuals in the population is high enough, the last
generation of the population at this time is regarded as the initial type of the subsequent
algorithmGroup, so as to ensure the accuracy of each network in the follow-up algorithm
can be high enough.

Firstly, the initialization operation is carried out, and m individuals are randomly
and uniformly generated in the corresponding decision space (each individual is the real
number code of the super parameter to be optimized). Each individual is composed of
n-dimensional vector (assuming that there are n parameters to be optimized), see formula
(2.1).

Xi(0) = (
xi,1(0), xi,2(0), . . . , xi,n(0)

)
, i = 1, 2, 3 . . . ,M (2.1)

The initialization method of the j-th dimension vector of the i-th individual is shown
in formula (2.2).

Xi,j(0) = Lj_min + rand(0, 1)
(
Lj_max − Lj_min

)

i = 1, 2, 3 . . . ,M , j = 1, 2, 3, . . . , n
(2.2)

Lj_min and Lj_max represent the upper and lower boundaries of the value of the j-th
dimension vector and X represents every individual.

Then themutation operation is started. The classic differential strategy of differential
evolution algorithm is used to implement individualmutation. That is to say, two different
individuals in the population are randomly selected, and their vector differences are
scaled to synthesize vectors with the individuals to be mutated, as shown in formula
(2.3).

X
′
i (g) = Xr1(g) + F · (Xr2(g) − Xr3(g))F ∈ [0, 2], i �= r1 �= r2 �= r3 (2.3)

At the same time, we need to strictly control the boundary of each element of the new
individual. If it goes beyond its corresponding range, it is different from the initial random
generation method. In this paper, we map it to the appropriate range by some operations.
Then the crossover operation is started. According to the crossover probability cr ∈
[0,1], the elements of each dimension are selected from the variation individual and the
original individual, and the crossover individual is obtained. See formula (2.4).

Vi,j =
{
X

′
i,j(g + 1), rand(0, 1) ≤ cr

Xi,j(g), else
(2.4)

At this time, according to the search rules of artificial bee colony, search for the
individual with the lowest adaptive value around the crossed individual, and select as a
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new individual. See (2.5) for the formula.

zi,j = xi,j + φi,j
(
xi,j + xk,j

)
(2.5)

In the next selection operation, according to the greedy rule, cross individuals and
original individuals are selected based on the fitness function value to build a new
generation of population, as shown in formula (2.6).

Xi(g + 1) =
{
Vi(g), f (Vi(g)) < f (Xi(g))

Xi(g), else
(2.6)

k ∈ {1, 2, · · ·M }, j ∈ {1, 2, · · ·D}, k �= i, φi,j ∈ [−1, 1]

The fitness function here is an objective function constructed by using the gap
between the output result of the network corresponding to the specific parameter vector
and the real result, which is used to evaluate the merits and demerits of individuals. See
formula (2.7) for the calculation method.

minimize : f (x) = 1

N

∑N

i=1

(
NET i

x − REALi
)

(2.7)

NET i
(x) represents the output of the depth neural network constructedby theparameter

vector x in the ith training sample. REALi represents the real result of the ith training
sample.

Finally, through the above steps, the operations of crossover, mutation and selection
are carried out repeatedly, and the population is continuously updated. When certain
conditions are met, the single objective optimization part is completed. The condition
here is set as:when the accuracyof networkoutput results corresponding to all individuals
in a generation population meets a threshold, the cycle will be terminated.

2.2 Weight Optimization Method Based on Artificial Bee Colony Algorithm

In the artificial bee colony algorithm, the artificial bee colony is divided into three
categories: leading bee, following bee, and investigating bee.During each search process,
the leadingbee and followingbee aremining food sources in succession, that is for finding
the optimal solution, and the investigating bee observes whether it is trapped in a local
optimum, if it is trapped in a local optimum, it randomly searches for other possible food
sources. Each food source represents a possible solution to the problem, and the amount
of nectar from the food source corresponds to the quality of the corresponding solution
(fitness value fiti). The detailed steps of weight optimization method based on artificial
bee colony algorithm proposed in this paper are as follows.

Step 1: Initialize the population: Initialize each parameter, the total number of bee
colonies Sn, the number of the food source is collected(the maximum number of itera-
tions MCN), and the control parameter limit. Each solution xi is a D-dimensional vector.
D is the dimension of the problem. Determine the problem search range, and an initial
solution xi(i = 1,2,…Sn) is randomly generated within the search range;
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Step 2: Calculate and evaluate the fitness of each initial solution;
Step 3: Set cycling conditions and start cycling;
Step 4: Leading bee to perform a neighborhood search on the solution xi according to
formula (2.5) to generate a new solution (food source) vi, and calculate its fitness value
fiti;
Step 5: Perform greedy selection according to formula (2.8): if the fitness value of vi is
better than xi, replace xi with vi, otherwise leave xi unchanged;

vi =
{
vi(fitvi > fitxi )
xi

(
fitxi ≤ fitvi

) (2.8)

Step 6: Calculate the probability xi of the food source according to formula (2.9);

pi = fiti
/

∑Sn
k=1 fitk

(2.9)

Step 7: The following bee selects a solution or a food source according to the probability
pi, searches for a new solution (food source)vi according to formula (2.5), and calculates
its fitness;
Step 8: Perform greedy selection according to formula (2.8): if the fitness value of vi is
better than xi, replace xi with vi, otherwise leave xi unchanged;
Step 9: judge whether there is a solution to give up. If there is, the detection bee will
randomly generate a new solution to replace it according to formula (2.10);

xi,j = xmin,j + rand(0, 1) × (
xmax,j − xmin,j

)
j ∈ {1, 2....,D} (2.10)

Step 10: record the optimal solution so far;
Step 11: judge whether the cycle termination condition is met. If it is, the cycle ends and
the optimal solution is output. Otherwise, return to step 4 to continue searching.

The pseudo code for the above procedure is shown below.
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Algorithm 2.2. The process of artificial bee colony.

Algorithm Single-objective differential evolution algorithm
Input
Cross: the crossed individual
Iter_max: population number
nPop:the number of honey source
nLooker:the number of max search times
Output

The best value of fitness and the best individual
Begin

Initializing honey source location and calculating initial fitness accroding to eq.(2.7);
for iter in Iter_max:

for i in nPop:
Find next honey source according to eq.(2.5);
Greedily choose the individual according to eq.(2.8);

End for;
Calculating the selection probability matrix;
For k in nLooker:

Find next honey source according to eq.(2.5);
Greedily choose the individual according to eq.(2.8);

End for;
For k in nPop:

If the times of source reaching the nLooker:
Find next honey source according to eq.(2.5);

End if;
End for;

End for
Record the best individual and the best value of fitness;
End

In this process, the main advantage of the artificial bee colony algorithm is that it
has a strong randomness when selecting. That is to say, in the process of exploring the
best fitness of chromosomes, the probability of selecting individuals with good fitness
and those with poor fitness is the same. It can be seen from the above pseudo code
that for each generation of individuals, the time complexity of the artificial bee colony
search strategy is Tn = O(m ∗ n), where m represents the number of populations and n
represents the number of initial honey sources.

3 Experiment

In the experimental part of this paper, firstly, we use the differential evolution method
based on the artificial bee colony algorithm to get the model with high accuracy. Then
we use the multi-objective differential evolution algorithm to weigh the accuracy and
difference of the network, and construct many networks with both accuracy and differ-
ence. Finally, we use the idea of integrated learning to combine these networks into the
model. The experiment is carried out on MNIST dataset, and the results of the model
with artificial bee colony search strategy and the model without it are compared and ana-
lyzed. Experimental results show that the proposed method can improve the accuracy of
the model.
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In order to reduce the interference of other factors, in the comparative test, other
parameters are set to the same value. The specific parameter settings of the network
collection stage obtained in the experiment are shown in Table 1.

Table 1. Parameter settings for the part of generating candidate deep networks.

Algorithm name Parameter name Specific value

Single-objective differential evolution algorithm Population size 10

Variation control parameters 0.5

Cross control parameters 0.8

Multi-objective differential evolution algorithm Population size 20

Neighborhood number 6

Evolutionary algebra 10

In the model, for the part of differential evolution weight optimization method based
on artificial swarm search strategy proposed in this paper, the initial parameters of
artificial swarm set in the experiment are shown in Table 2.

Table 2. Parameter setting of artificial bee colony search strategy.

Algorithm name Parameter name Specific value

Artificial bee colony search strategy Population number 50

Initial honey sources number 100

Maximum number of iterations 100

Under the premise that the overall algorithm remains unchanged, the experiment
compares and analyzes the experimental results with or without the artificial bee colony
search strategy model. In order to avoid the influence of random chance on the experi-
mental results, repeat each experiment ten times, take the average value of the results as
the final result, and the specific data is shown in Table 3.

Table 3. The influence of differential evolution algorithmbasedon artificial swarmsearch strategy
on experimental results.

Artificial bee colony
search strategy

Training set accuracy
(%)

Validation set accuracy
(%)

Test set accuracy (%)

No 99.6485 99.4870 99.2430

Yes 99.7589 99.6140 99.4740
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It can be seen from the above table that the accuracy of the model has been improved
by combining the artificial bee colony search strategy, which shows that the method
proposed in this paper can improve the performance of themodel and achieve the purpose
of optimizing the model.

As many existing models have achieved good results [8] on the MNIST data set, the
model obtained in this paper is compared with the existing model. The results are shown
in Table 4.

Table 4. The performance of other models on MNIST dataset.

Classifier Test error rate (%)

K-Nearest neighbors

K-NN with non-linear deformation (IDM) 0.54

K-NN with non-linear deformation (P2DHMDM) 0.52

K-NN, shape context matching 0.63

Convolutional nets

Committee of 7 conv. Net, 1-20-P-40-P-150-10 [elastic distortions] 0.27 ± 0.02

Committee of 35 conv. Net, 1-20-P-40-P-150-10 [elastic distortions] 0.23

Large/deep conv. Net, 1-20-40-60-80-100-120-120-10 [elastic distortions] 0.35

As shown in Table 4, considering that the convolution neural network used in this
paper has a small number of layers, the results show that it basically achieves the perfor-
mance of some networks with deep layers. Therefore, the model proposed in this paper
can exceed some networks with many layers, but it can not catch up with those models
with deep convolution layers as a whole.

4 Summary

In the process of building the deep integration network model, this paper proposes a
differential evolutionary weight optimization method based on the artificial bee colony
algorithm. In general, the general differential evolution algorithm has insufficient search
ability for the best fitness individuals, which greatly restricts the performance of the
model, while the artificial bee colony algorithm has a strong search ability, which can
be used in the process of cross selection to explore the best fitness individuals and
improve the overall performance of the model. In the experimental part of this paper,
an integrated learning model is constructed by using this method, which can effectively
improve the generalization ability and make up for the shortcomings of the existing
differential evolution algorithm. The integrated learning model and the single neural
network model are tested repeatedly on the handwritten digit recognition data set. By
comparing the experimental results on the training set, the verification set and the test
set, the method has achieved good results.
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Combined with the research content of this paper, there is still room for improvement
in the following aspects in the future: (1) How to set the initial parameters of the artificial
bee colony algorithm can get the required individuals more accurately and quickly. (2) In
terms of network differences, more indicators can be considered to judge the differences
between networks in multiple dimensions, such as the number of network layers and
other factors. (3) This method will be applied to the identification scenes of fire-prone
devices to improve identification efficiency.
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