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Preface

We are delighted to introduce the proceedings of the twelfth edition of the European
Alliance for Innovation (EAI) International Conference on Simulation Tools and
Techniques (SIMUTools). The conference focuses on a broad range of research
challenges in the field of simulation, modeling and analysis, addressing current and
future trends in simulation techniques, models, practices and software. The conference
is dedicated to fostering interdisciplinary collaborative research in these areas and
across a wide spectrum of application domains.

The technical program of SIMUTools 2020 consisted of 125 full papers. Coordi-
nation with the steering chair, Imrich Chlamtac, was essential for the success of the
conference. We sincerely appreciate his constant support and guidance. It was also a
great pleasure to work with such an excellent organizing committee team for their hard
work in organizing and supporting the conference. In particular, the Technical Program
Committee completed the peer-review process of technical papers and made a
high-quality technical program. We are also grateful to the Conference Manager,
Karolína Marcinová, for her support and to all the authors who submitted their papers
to the SIMUTools 2020 conference.

We strongly believe that the SIMUTools conference provides a good forum for all
researchers, developers and practitioners to discuss all scientific and technological
aspects that are relevant to simulation tools and techniques. We also expect that future
SIMUTools conferences will be as successful and stimulating, as indicated by the
contributions presented in this volume.

March 2021 Houbing Song
Dingde Jiang
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Abstract. The 5G power network has gradually adopted mobile terminal access
to access the network tomanage business.With the continuous expansion of access
terminal scale, if the attacker impersonates the terminal or hijack the terminal to
attack the master server, it will cause serious consequences. Therefore, this paper
proposes a lightweight and efficient terminal secure and trustable access method
in 5G power business network. Considering the core idea of security stratifica-
tion and network special, we design a three-layer security access architecture to
ensure the security of terminals in the access process and data protection process.
Then, we propose a lightweight secure certification method for large-scale ter-
minal accessing power network. The simulation results show that the proposed
method can reduce the communication overhead and provide good security when
massive terminals accessing.

Keywords: 5G network · Power business · Secure and trustable access ·
Communication overhead

1 Introduction

With the construction of smart grid, the information confidentiality, integrity and avail-
ability of power grid enterprise have higher requirements [1–3]. At present, the main
businesses of power grid, like production, marketing, materials, emergency command,
mobile office, have gradually adoptedmobile terminalswithwireless accessing. The data
exchange is conducted through 5G wireless access technology and internal and external
networks, and the number of access terminals has continued rapid growth. Based on
above, how to ensure that all kinds of decentralized mobile terminals can be safely con-
nected to the smart grid network, and how to monitor and audit the access terminals to
realize the confidentiality and controllability in the process of information transmission,
has become the urgent problem to be considered and solved with information construc-
tion [4–6]. In the future network, with the continuous expansion of access terminal
scale, the complexity of access environment and the diversification of access methods,
the security, confidentiality and controllability of all kinds of information transmission
process will face more severe challenges. The security risks of power grid mainly exist
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in terminal, transmission channel and application system. Among them, terminal risks
mainly include physical security and data storage security, system vulnerabilities, illegal
software installation, equipment non-securitymanagement, illegal use risks, etc. The risk
of transmission channel includes illegal information interception and tampering and ille-
gal terminal access through private network channel [7–10]. Application system risks
mainly include unauthorized access, sensitive data leakage and illegal attacks on the
system.

The complete business access process is shown in Fig. 1. Specifically, large-scale
power terminal access under 5G wireless communication has the following security
access problems:

Accessing 
terminals

5G wireless 
network

Accessing 
router

Secure 
gateway

Data 
exchange 

server

Identity 
authentication 

server

Information 
Intranet 

application 
system

Centralized 
supervision 

system

Fig. 1. Terminal secure access framework.

1) Illegal terminal access. The power communication network has more and more
intelligent terminals accessing. The network security protection boundaries is
expended, so that the terminal access requirements for various business are flex-
ible, which has security risks of illegal access [11, 12]. An attacker can counterfeit
illegal terminal or taking control terminal, making it a springboard to attack main
servers and issue fault information. Once entering the network system, it will be
seen as credible user access to the main resources for illegal operation [13, 14], thus
causing a wider range of security threats.

2) Fake master server control. The main server of power communication network
mainly carry out the application functions such as data acquisition and monitoring
and analysis in real time. As the core component of intelligent power business net-
work, it will send the control instruction to the intelligent terminals for production
operations, dispatching operation and accident repair work to provide business sup-
port and direct service [15, 16]. If an attacker impersonates a master server and sends
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malicious control instructions to intelligent terminals, causing them to make erro-
neous actions, there will be incalculable consequences for the entire power system
and national infrastructure.

3) Communication data breach. Real-time data and operations between the whole
system of smart power network and external users are becoming more and more
intensive. Data acquisition, storage, communication and processing operation mode
has been different from the past distribution network. As the boundaries of data
communication networks expand, the risk of data being broken increases greatly. In
power communication system, wireless data transmission is used between master
server and terminals, including control data and real-time monitoring data. Once the
data is tampered, resulting in the destruction of integrity, the intelligent distribution
network terminal may make wrong actions, and the intelligent distribution network
server may make wrong decisions [16, 17].

4) Multiple cyber-attacks. The communication system of intelligent power network
has a mixture of communication modes, which can be divided into wireless com-
munication and wired communication. The mixed communication mode makes the
power communication system vulnerable to all kinds of communication attacks,
such as denial of service attack, replay attack, data injection attack, man-in-the-
middle attack and so on [18–20]. For example, a denial-of-service attack on the
accessing terminals may make it impossible to get control instructions from the
master server in a timely manner, triggering abnormal control instruction settings or
business failures, thus greatly reducing the reliability and security of power supply.

Considering the above risks in the 5G power business network, this paper proposes
a mobile terminal security access architecture according to the security requirements of
the network. The core idea is security stratification and network exclusive utilization.
We analyze the mobile applications of power networks and the safety risks of mobile
terminals, and design a secure access method according to the proposed architecture to
realize terminal access security. Then, considering limitation of the calculation capacity
and the communication resources, we propose a lightweight safe access method MTS
for 5G power business network.

The rest of this paper is arranged as follows. Section II analyze the access risks of ter-
minals and presents the secure access architecture. Section III propose a lightweight safe
access method MTS for 5G power business network. Section IV displays the simulation
results and analysis. We then conclude our work in Section V.

2 System Architecture

In order to ensure the access security of power business network, we proposes an intelli-
gent terminal security access architecture, which takes security stratification and network
exclusive utilization as the core idea, as shown in Fig. 2. Security stratification refers
to the mobile terminal access security protection. The whole process is divided into
security terminal layer, security access and transmission layer and application interface
layer. Network exclusive utilization refers to the network involved is divided into mobile
private network, border security access network and internal business private network,
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each network to implement strict access control. The proposed architecture will meet the
requirements of data closed-loop secure transmission, prevent information leakage and
illegal access. The purpose of the architecture is to protect the integrity of information
and fine-grained access control, so as to ensure the secure access of the wireless mobile
terminals.

PKI 
Information 

security 
infrastructure

Production system 
application interface

Marketing system 
application interface

Marketing system 
application interface

Accessing 
service

Certification 
services

Access 
control

Encryption 
services

Audit 
service

5G wireless private network NSA/SA

Smart 
Terminal

PDA 
terminal

PC
terminal

Acquisition 
terminal

Other
terminal

Application 
interface 

layer

Secure 
access 

and 
transport 

layer

Secure 
terminal

layer

Fig. 2. Secure accessing architecture of power business networks.

As shown in the figure, the whole terminal security access architecture for power
business network is divided into three layers:

Terminal Access Layer: According to the application of mobile terminals in power
business networks, the terminal access layer mainly includes computer, PDA, smart
phone and wireless collection terminal, etc. For these terminals, secure SIM/UIM card,
security control software, security inspection module and security communication mod-
ule are used to ensure the terminal security, improve the reliability of authentication,
ensure data transmission security, and prevent the terminal from being counterfeits and
data leakage. At the same time, the corresponding management software is installed
to standardize the terminal operation to avoid malicious software applications, prevent
illegal mobile terminal access.

Secure Transport Layer: The secure transport layer mainly provides the secure access
service for all kinds of terminals, including the security of wireless channel transmission
and the secure data exchange. Among them, thewireless transmission channel adopts the
wireless private network to ensure the integrity and security of data in the transmission
process. Between the power business network and the wireless transmission channel, it
can set up a secure access area for security isolation and access. Secure transport layer,
as the core part of terminal secure access, achieve secure access, identity authentica-
tion, data filtering and centralized supervision and other functions. The transport layer
transmits various access control data efficiently through the high-speed channels.What’s
more, it provides access, authentication, access control, encryption, proxy, exchange, fil-
tering, supervision and other security services through various functional components.
It coordinates the whole process of secure access of various terminals, and makes all
functional components of the system cooperate and work together to form a unified
power business network.
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Application Interface Layer: The application interface layer is mainly used to real-
ize the application data interface between the security access layer and the production
management, marketing management, material management and other systems. t can
manage the security data transmitted between the terminal and the master server system.
Application services customize security policies through the application interface layer,
authorize specific terminal access, and conduct two-way security data interaction.

The above architecture determines each security authentication process in the ter-
minal access process from the system level. Next, we propose a lightweight terminal
security access method MTS, suitable for large-scale wireless terminal access in power
business network.

3 Secure Access Method

In order to achieve large-scale and lightweight terminal secure access, it is necessary to
improve the traditional asymmetric encryption method and reduce the algorithm com-
plexity.At the same time, considering themobility of the power grid terminal, the primary
server and terminal need to maintain a unique identity of mutual authentication [21, 22].
The primary server does not need to re-register the newly accessed terminal if it has
been securely registered, thus reducing the overall algorithm complexity. Specifically,
the process of the proposed MTS method is as follows.

The initialization algorithm is implemented by the mains server platform. By
inputting security parameters of λ bit length, the algorithm outputs the common param-
eter PB, which is shared among all participating entities in the scheme, specifically
including the following steps:

(1) The registry of main server platform selects cyclic group G and large integer
group Z∗

q of order q through the security parameters of λ bit length, and the generation
element of the group is g. Different Hash functions are selected:

H0 : G × G → Z∗
q (1)

(2) Two safety parameters n and k are randomly selected. Calculate and generate
two prime numbers p and m with length of n/k bits from the group, which satisfy the
following requirements:

gcd((p − 1), (m − 1)) = 2 (2)

Then, calculate N = p(k−1) × m. In the power business network, each terminal
equipment TU and serverMS has its unique identification information IDTU and IDMS ,
and the terminal equipment sends access request to the server by virtue of its unique
identification information IDTU .

(3) The cloud platform first generates a set of pseudo-random numbers
a1, a2, . . . az,∈ Z∗

p randomly through the pseudo-random function generator. Then it
generates public key information MKTU = {

MKTU ,1,MKTU ,i · · · ,MKTU ,z
}
according

to the personal information IDTU providedby the terminal,whereMKTU ,i = gai . Further,
it generates anonymous identifying data PIDTU = {

PIDTU ,1,PIDTU ,i, . . . ,PIDTU ,z
}
,
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where PIDTU ,i = H0
(
(IDTU ||IDMS) ⊕ MKTU ,i

)
. In this way, the real identity informa-

tion of the terminal device is hidden in the anonymous identity.
(4) Formula (3) is used to calculate and generate two secret values KTU and KMS .

Then find the integer d by traversal, and d = KTU mod (p − 1) = KMS mod (m − 1).
Then, calculate e = d−1 mod (φ(N )). The registry of the main server returns <MKTU ,
PIDTU , KTU> to the terminal device over the secure channel.

⎧
⎨

⎩

gcd(KEU , (p − 1)) = 1
gcd(KES , (m − 1)) = 1
KEU = KES mod (2)

(3)

(5) The cloud platform generates the anonymous identity polynomial acc(x) of the
terminal device:

acc(x) = g

∏

x∈PIDTU
(x−PIDTU ,j)

(4)

The coefficients of the polynomial can be represented

by the set
{
g1, gs, gs

2
, . . . , gz

}
. The anonymous information set 〈Set_PID, KMS〉 of

registered terminal devices is signed with the private key of the main server:

SignKpriv

(
EncPKMS (Set−PID,KMS)

)
(5)

When the terminal accesses, the private key is used to decrypt and the identity
information of the registered terminal device is stored locally.

The authentication phase begins when the registered terminal device TU accesses
the master server MS. When the terminal device TU needs to access the master server
node MS in that location, generally, the terminal device does not know the identity
information of the master server node, but only sends a request to the specific master
server [23, 24]. The process is divided into the following 4 steps:

(1) TU → MS: The terminal device randomly selects (PKTU ,i,PIDTU ,i, SKTU ,i)

from {PKTU ,PIDTU , SKTU }. Then, it broadcasts message <HelloMS, PIDTU , Ti>,
where Ti is the current time stamp.

(2)MS → TU :After themaster server receives the access request, it verifieswhether
the time stamp Ti is expired and whether the terminal device has been registered through
Formula (6):

⎧
⎨

⎩
acc

(
PIDTU ,i

) =
z∏

j=1
gs

j ·PDj
TU ,i = 1

verify(T − Ti) ≤ �T
(6)

If the verification is passed, it returns {IDMS ,PIDTU ,i,Ti} to the terminal device.
(3)TU → MS: The terminal device first verifieswhether the time stampTi is expired,

then verifies the identification correctness of the primary server through formula (7).

{
Verify

(
H0

(
(IDTU‖IDMS ) ⊕ MKTU ,i

) = PIDTU ,i
)

cha = (c + Ti + IDMS)
e mod (N )

(7)
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Then, randomly selects c ∈ Z∗
p to generate cha of challenge report, and then sends

<cha, Ti> to the main server.
(4)MS → TU : After themaster server receives the challengemessage, it first verifies

whether the time stamp Ti is expired, then recovers the challenge value c′ sent by the
terminal device by calculating chaKES mod (q), and finally calculates the reply message:

res = (
c′ + Ti + PIDTU ,i

)e mod (N ) (8)

Then, send <res, Ti> to the terminal device.
Finally, the terminal verifies that the challenge value obtained is correct. If the ver-

ification is successful, the challenge value can be used as the data encryption key for
subsequent communication to ensure the security phase and integrity of communication.

In the proposed method, the identity information of terminals stored in the primary
server is shared. Therefore, when the terminal connects to different servers and conducts
authentication, the two-way authentication between the terminal and the server can still
be completed by repeating the above steps, and the same authentication result can be
obtained.

4 Simulation Analysis

In this section, the MTS security access scheme designed in the previous chapter is ver-
ified through analysis and experiment in terms of availability and security. In terms of
availability, simulation experiments are carried out on communication overhead and net-
work connectivity to verify whether the scheme has lower communication overhead and
good network connectivity, and the results are analyzed. Then the storage requirements
and computing costs are analyzed. Three attack methods are constructed to verify and
analyze the security of the scheme [25, 26]. Under two common attack modes, replay
attack and node forgery attack, it is proved to have the ability to resist replay attack and
node forgery attack through analysis [27]. Simulation experiments show that the scheme
can maintain certain network connectivity under denial of service attacks.

4.1 Simulation Environment

This simulation platform is based on the 5G virtual wireless sensor networks environ-
ment. The specific environment is one PC with 2.3 GHz CPU and 8 MB RAM. The
software environment is 64-bit windows 10 operating system. We use MATLAB soft-
ware for experiments. We set the area of the wireless sensor network as a 100 × 100
square, and deployed 100–300 wireless sensor terminals in this area. The characteristics
of nodes are the same, such as physical structure unit, communication capability and
energy. In the experiment, the communication flow of the nodes is used as the energy
factor to measure the nodes, and the nodes all have the function of data fusion. The
experimental results are as follows:



8 H. Li et al.

4.2 Communication Overhead Evaluation

The study in this paper is not limited to specific power terminals, so the energy con-
sumption model of terminals cannot be obtained. Therefore, this section chooses the
consumption of communication traffic and node access time to complete the estima-
tion of communication overhead. The communication overhead is evaluated from the
communication traffic consumption, taking Byte as the unit. When the communication
traffic is higher, the corresponding terminal energy consumption is higher.

In order to verify the performance of the proposed method, three other terminal
access authentication schemes are simulated, namely RCA scheme based on RSA cryp-
tosystem, ECA scheme based on ECC cryptosystem and traditional CA scheme. Under
the four schemes, the unified setting node is successfully authenticated for 2 to 14 times.
After each successful authentication, the terminal leaves the network and re-initiates the
authentication with a delay of 200 ms. The communication traffic consumption under
each scheme was recorded respectively, and the simulation results were shown in Fig. 3.

Fig. 3. The comparison of communication consumption of node access.

According to the analysis of simulation results in Fig. 3, the method proposed in this
paper has a great advantage in communication consumption because, compared with
other schemes, the key of terminal and master server is uniquely stored. In the second
access, if the authorized terminal can directly obtain the security access permissions,
there is no need to recertification, thus greatly reducing the communication overhead.

Next, we evaluate the communication cost from the access authentication time. The
longer the access time is, the higher the corresponding terminal energy consumption will
be. Under the four schemes, the unified set node is successfully authenticated for 2 to 14
times. After each successful authentication, the node leaves the network and re-initiates
the authentication with a delay of 200 ms. The average access time of each scheme was
recorded, and the simulation results were shown in Fig. 4.
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Fig. 4. The comparison of average time of node access.

According to the analysis of simulation results in Fig. 4, the improved MTS in
this paper has a great advantage in average access time, because the improved access
authentication scheme has a certain advantage in terms of fewer authentication exchange
times and the minimum computation required for authentication. To sum up, the MTS
method proposed in this paper has some improvements in communication traffic con-
sumption and access time of nodes, which proves that the scheme has a more lightweight
improvement in communication overhead.

From the analysis above, we can find that the proposed terminal access scheme
can not only realize better secure access efficiency, but also have better performance in
communication overhead. This is of great help to large-scale terminal security access
under 5G power business network. Therefore, the method presented in this paper is
lightweight and effective.

5 Conclusion

This paper proposes a lightweight and efficient terminal secure and reliable access
method in 5G power service network. Considering the core idea of security stratifi-
cation and network special, we design a three-layer terminal security access framework
to ensure the security of terminals in the access process and data protection process.
Then, we propose a lightweight terminal security access scheme to adapt to large-scale
terminal access power network scenario. The simulation results show that the proposed
method can reduce the communication overhead and provide good security.
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Abstract. With the development of various vertical industry services such as
autonomous driving, energy Internet, and smart cities, mobile communication
networks need to provide users with ubiquitous high-speed access while using
limited network resources to provide differentiated and customized services, the
5G network satisfies the requirement of the future . However, for the access net-
work, there are many types services accessing the network. In order to provide
users with diverse personalized services, network slicing scheme is introduced
into 5G network. Network slicing is based on the technology of network function
virtualization, which can establish multiple virtual private networks in the device
according to the needs of users. Each slice is a private network, and different virtual
networks are kept isolated from each other. This article studies the access network
of the 5G network, in order to ensure the quality of user access, we study the
mapping scheme of network slices and NFV to ensure the communication quality
of access networks of different user types. Finally, we perform some simulations
to verify the proposed method, and the result shows that our proposed can ensure
the communication quality for the users which connect into the 5G network.

Keywords: Network slicing · 5G · NFV

1 Introduction

With the widespread use of various new mobile terminals such as smart terminals and
the rapid development of Internet technologies, the number of smart terminal devices
connected to the network will explode, this poses a huge challenge to the existing net-
work architecture and network capacity. Obviously, due to the inherent defects of the
traditional network, such as the network architecture cannot be flexibly configured and
adjusted, so it cannot cope with the future needs of users for mobile networks [1–3]. At
the same time, new applications such as augmented reality, smart homes, and intelligent
transportation enable people to experience new lifestyles. However, these applications
place higher demands on system throughput, end-to-end delay and network reliability.
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Fig. 1. The application scenarios of 5G.

At the same time, the emergence of new technologies such as autonomous driving and
virtual reality has made the types of communication services more complicated [4–6].
Increasing data traffic, network device connections, and increasingly complex service
scenarios make the 4G network face huge challenges [7–9]. Due to the limitations of net-
work architecture, spectrum resources, and energy consumption, existing 4G networks
cannot meet users’ needs in terms of system capacity, data transmission rate, transmis-
sion delay, and resource utilization. In order to meet the data growth demand for users
to access the network, the wireless communication group of International Telecommu-
nication Union (ITU) propose the fifth generation mobile communication technology
(5G) [10–12]. The 5G network meet the goal of connection between humans and things
in the industry, agriculture, medical, education, transportation, etc. Compared with 4G
network, 5G network has a big improvement in performance and function. It can provide
greater throughput, ultra-high link density, lower latency and more secure and reliable
communication [13–15]. At the same time, network energy consumption and network
deployment costs are more low. The ITU has determined that the three major appli-
cation scenarios of 5G, namely: enhanced mobile broadband (eMBB), mass machine
communication (mMTC), low latency and highly reliable communication (uRLLC). The
application scenarios as Fig. 1 shows.

(1) eMBB: Compared with 4G networks, the transmission rate and network coverage
of users are greatly improved, and the user’s communication is further improved in
the existing broadband scenario Experience

(2) mMTC: The mMTC is the basic of large-scale IoT, it mainly oriented to the com-
munication between objects, suitable for the scenarios of Internet of Things com-
munication. The main advantage lies in supporting higher peak rate of uplink and
downlink on the basis of ensuring coverage and power consumption; supporting
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Fig. 2. The Network slicing service in 5G.

the mobility of the connected state to improve the performance of handover and
improve the user experience;

(3) uRLLC: The uRLLC mainly used for Internet of Vehicles, precise positioning and
virtual reality services. Such services have high reliability and latency requirements
and need to provide millisecond end-to-end latency and extremely high availability
for users.

Due to the diverse application scenarios and business requirements of 5G, the tradi-
tional unified network deployment method cannot flexibly provide users with multiple
business services [16, 17]. The network slicing technology shown in Fig. 2 is introduced
into 5G networks, it has the following advantages:

(1) Sharing resources, reducing costs, and improving efficiency:multiple network slices
operating simultaneously on a unified infrastructure can significantly reduce net-
work construction and operating costs, and improve the resource utilization of
general infrastructure;

(2) Logical isolation, safe and reliable: each slice has its own independent virtual
resources and life cycle, the creation and destruction of network slices will not
affect other slices;
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Fig. 3. The architecture of network slicing.

(3) Customized on demand, flexible expansion: the cloud-based network slicing native
architecture provides services for different businesses, and infrastructure-as-a-
service (IaaS) resources can be customized according to different business sce-
narios; cloud monitoring can achieve network Real-time monitoring of resource
utilization provides high reliability and flexible expansion;

(4) End-to-end to meet differentiated needs: Different business needs determine the
performance of network slicing. Through end-to-end deployment, the core network,
transmission network and access network are divided to fully meet the needs of 5G
diversified services.

The diversification of business and application requirements in the 5G network
requires the network to allocate resources more flexibly according to different busi-
ness characteristics [19–21]. Therefore, 5G networks require a completely innovative
network architecture to achieve flexible and alternative networking methods, then the
network slicing become as one of the best alternative technologies. Network slicing
is an on-demand networking method that allows operators to separate multiple virtual
end-to-end networks on a unified infrastructure. Each network slice is logical from the
wireless access network bearer network to the core network [22–24]. Isolation to suit
various types of applications. The network slicing as Fig. 2 shows.

The architecture of network slicing is shown in Fig. 3, which mainly includes four
parts: Network Functions Virtualization Infrastructure (NFVI), NFV Management and
Orchestration (MANO), Network Slice Selection Function (NSSF), and Slice manage-
ment function. There are three functions of network slice management, namely commu-
nication service management function (CSMF), network slicing management function
(NSMF), and network slicing subnet management function (NSSMF).
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2 Problem Statement

At present, the mobile network industry is rapidly evolving to 5G, and three new applica-
tion scenarios of eMBB,mMTC, and uRRLCplay an important role. The 5Gnetwork has
high flexibility to respond to mobile operators’ business changes [25–27]. In particular,
the concept of SDN andNFVmakes the infrastructure flexible to meet the diversification
of vertical application requirements[28, 29]. 5G network slicing promotes the innova-
tion of 5G network architecture with the help of SDN and NFV technology. Compared
with traditional networks, 5G networks pay more attention to user experience and have
higher requirements for service quality (such as reliability, latency, security, etc.).

5G mobile communication systems as shown in Fig. 4, especially in low-latency
scenarios, have high requirements for the latency of communication services, and need
to support end-to-end network services in milliseconds for users. In order to reduce the
end-to-end delay, it can be achieved by reducing the degree of VNF redundancy, at the
expense of reliability. In order to meet the low-latency and high-reliability requirements
of service function chain deployment, we take the processing delay and transmission
delay as end-to-end delays, and considers the impact of node load when analyzing the
processing delay, which is more realistic. The link reliability is used as a constraint to
establish a model, and a service function chain deployment algorithm based on QoS
guarantee is proposed. The algorithm includes two stages: a virtual network function
deployment algorithm based on node invulnerability and a linkmapping algorithm based
on reliability [30, 31]. We consider the link’s resource capacity and reliability conditions
during the VNF deployment phase, and realizes two-phase collaborative deployment,
which reduces the complexity of the algorithm and improves the utilization of resources
while achieving the overall goal of optimizing delay and reliability. In order to more
effectively achieve load balancing and protect the underlying nodes and link failures.
The continuous iterations of the system obtain a smooth distribution of scores, and the
final result can more reasonably reflect the importance of the node in the entire network.
Then select the node with the highest score to deploy VNF, effectively balance the node
load, reduce processing delay, and at the same time improve the reliability of service
function request deployment without reserving resources. Finally, the reliability-based
link mapping algorithm is used to select the shortest delay path that meets the reliability
requirements to further optimize the performance of the deployment. The proposed
algorithm effectively achieves load balancing, maximizes the resource utilization of the
underlying network, and guarantees QoS.

Considering the low latency and high reliability requirements of 5G network slicing,
we study the deployment of service function chains based on QoS guarantees in the
access network of 5G [32, 33]. The bottom layer of the 5G slicing network is a network
composed of OpenFlow-based switches, and we use the undirected graphGs = (Ns,Ls)
to represent it, where Ns is the node set of switches, each switch can deploy one or more
NFV functions; Ls represents the link set of the network.

LS(j) =
n∑

i=1

riLR(i) (1)
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Fig. 4. Mapping of access network and service chain based on network slice.

where LS(j) is the total overload of the SWITCH j, n represent the number of overload
factor, ri represent the coefficient of the weight, LR(i) represent the usage state of the
controller overload factor i. Assuming that the load of the controller close value of the
threshold is MAX (j), there are two situations about the controller migration:

In the process of controller migration, we set the signal strength from BS to the
Switch as one of the triggering conditions, the signal strength from BS to the satellite
can be written as

Pmean(t) =

K∑
k=1

αkP(t − k�T )

K
(2)

where K is the window duration of the signal sampling; �T is the sampling period; αk
is the weight when sampling the signal. When the signal strength Pmean(t) is smaller
than the threshold PT , therefore, signal strength is a necessary condition for controller
migration in the 5G network.

The controller migration cost based on dynamic feedback adopted in this paper
not only considers dynamic load information but also static load information when
consideringmigration cost.When calculating the comprehensive cost value and selecting
the target controller and switch, the corresponding main influencing factors are mainly
considered.
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The controller migration cost (η) is the switch that the message number controller
needs to collect statistics from each second at the rate they related. The controller
migration overhead in time slot t can be quantified as:

η1(t) =
N∑

i=1

ai(t)λ(t)i (3)

where λ(t)i is the cost of the switches which connect into the controller; aij(t) is factor of
the signal strength between satellite and the BS on the ground, and it can be determined
as that

aij(t) =
{
1,Pmean(t) > PT

0,Pmean(t) ≤ PT
(4)

The switches access cost (ξ ) is that the switches connect into controller needs to
handwork with the controller to reconstruct the link between controller and switches.
The switch reconstruct overhead can be rewritten as that

ξ(t) =
N∑

i=1

λ(t)ix(t)i (5)

where λ(t)i is the cost of the switches which connect into the controller; x(t)i is the view
duration that the switch access cost when connect into the controller in the SWITCH
network.

The migration cost of the controller is the issue that we should pay attention to at
present. When the controller is migrated from one Switch into another satellite, switches
on the transmission path needs to be re-connected to the new controller periodically to
adjust the control plane of the network. The goal of the controller migration in 5G
network is to minimize the response time and switching time of the controller, while
keeping control flow overhead low [34, 35]. Therefore, we apply the weighting factor to
the response time in the objective function.

minη1(t) + ξ(t)

s.t.

C1 :ai(t) ∈ {0, 1}
C2 :λ(t) ∈ {0, 1}

C3 :Pmean(t) < PT

C4 :αk ∈ [0, 1] (6)

where the condition C1, C2 and C3 ensure that the BS on the ground can be connected
into the satellite or not. Constraint C3 is the necessary condition of the BS which can be
connected into the satellite in the 5G network. Then, the controller migration step can
be written as

Step 1 The measurement configuration information delivered by the source satellite
through the BS includes the neighbor measurement trigger threshold PT .
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Fig. 5. Relationship between business perception accuracy and training times

Step 2 The BS measures the signal strength of the serving satellite.
Step 3 When the signal strength of the serving satellite is lower than the neighbor-
ing satellite measurement trigger threshold, the BS calculates the service satellite sub-
satellite point according to the ephemeris information, predicts the handover trigger time
handover, and further calculates the neighbor satellites list at the handover trigger time.
Step 4 The BS simultaneously measures the signal of the neighboring satellite and the
serving satellite.
Step 5When the signal strength of the serving satellite is lower than the handover trigger
threshold, the handover trigger is determined. The BS calculates the link duration of all
neighbor satellites in the neighbor satellite list, filters out the neighbor satellites whose
link duration is too long, and then calculates the switching weight of each neighbor
satellite.
Step 6 If the link duration with the largest switching weight in the neighbor list is still
the current service satellite, and it is determined that the result of switching to the current
service satellite, the switching is aborted, and the switching trigger process is interrupted;
otherwise, migrating the controller to the target satellite.
Step 7 Return Step 2.

3 Simulation Result and Analysis

In order to verify the proposed mechanism, this paper builds a simulation system on
the edge of the network based on the NS2 simulation software. The simulation system
consists of 32 network elements mounted on a terminal, designing an SDN network,
adding edge nodes, and verifying the proposed service perception technology at the
edge of the network can achieve satisfactory results. Through simulation, we compare
the network edge with service awareness mechanism and the network edge without
service awareness [21, 36]. In the simulation, the service types are divided into two
types: packet loss rate sensitive service and delay sensitive service.
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Fig. 6. Comparison of packet loss rate

Figure 5 is a diagram of the relationship between the accuracy of service perception
and the number of trainings. It can be seen that as the number of trainings increases,
the accuracy of business perception also increases. The fully trained echo state network
algorithm can ensure the accuracy of business classification.

At the edge network, this method (service-aware) and the traditional non-service-
aware mechanism are used for simulation. Figure 6 and Fig. 7 are the results of com-
parison. Combining the simulation results of Fig. 6 and Fig. 7, with the increase of the
network service load, the packet loss rate and real-time performance of our constructed
system show a tendency to deteriorate. Under high load, the network edge system adopt-
ing the mechanism of this paper is superior to the traditional EPON system in two
important indicators of high-priority service, such as packet loss rate and transmission
delay. On the other hand, low-priority services have low requirements on transmission
delay and packet loss rate, the mechanism of this paper will reduce the performance of
services to a certain extent. In exchange for overall business service quality, especially
high priority QoS requirements for high-level services.

The comparison of packet loss rate and delay shows that the business-aware method
proposed in this paper can ensure that different types and different priorities of services
at the edge of the network can be matched with the lower computational complexity,
and ensure the overall service quality of the business.
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Fig. 7. Delay comparison

4 Conclusions

In this paper, we study the 5G network slice based edge access approach with the com-
munication quality insurance. In response to the requirements of 5G network low-latency
and high-reliability scenarios and the deficiencies of traditional service function chain
deployment methods, we take into account the invulnerability of nodes and the relia-
bility of links while studying latency issues, ensuring the reliability of service function
chain deployment. The feasibility and effectiveness of the method are verified. This
method evaluates the node through comprehensive factors such as node invulnerability
and link reliability, and then selects the node for service function chain deployment to
achieve load balancing and reduce processing delay. At the same time, the shortest path
that meets the reliability constraints is found to reduce the shortest path. Transmission
delay reflects the overall performance of optimizing delay and reliability. The simulation
results show that the algorithm in this chapter significantly improves the service function
chain request acceptance rate, end-to-end delay, node and link utilization, and node and
link reliability performance.
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Abstract. Edge computing is one of the main components of 5 g technology. It
is used to adapt to the rapid development of the Internet of things and improve the
service quality of the network. The combination of SDN and NFV can improve
the flexibility of network service deployment. But at the edge of the network,
the change of service will affect the quality of service. Therefore, we need a
real-time business change perception system to provide differentiated services to
improve the quality of different services. This paper proposes a lightweight service
awareness technology based on network edge. This technology is based on the
perception ofmobile service flow in hierarchical echo state network (ESN). Traffic
flow is sensed by discrete echo state network algorithm, and mobile resource
scheduling and allocation ability are improved. Finally, the experimental results
show that the proposed method can sense the services at the edge of the network,
improve the capacity and bandwidth of the network, meet the differentiation of
multiple services and QoS.

Keywords: Service-aware · Network edge · QoS · ESN

1 Introduction

With the development of Internet of Things, more and more services (such as vehicle
communication, virtual reality, increased reality) and human interaction continue to
arise, humans and environment, humans and machines have also gone through changes
to the at the same time, more and more mobile devices and applications are used the fim
to improve the user experience and ensure the quality of the network service, the edge
computing scheme is proposed. This is also an important part of the fifth-generation
network [1, 2]. NFV and SDN, as the key technologies of the 5 g network are more and
more attention. Note that the NFV virtualization technology can be used simultaneously
to provide flexible network services for all SDN network topologies and information e.
Cross you are from the combination of the NFV and SDN commission, a newmedium is
provided all. Serving network connections. O number of users and devices accessing the
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network. If the broad server cannot provide matching network resources, the quality of
network services will be reduced. In computing edges, users different types of network
services for video transmission, virtual reality, increased reality, reality, email and online
games, online medical training network service tem different requirements of network
resources [3, 4]. Video transmission requires high speed and low delay data transmission,
and virtual reality needs high-speed computing performance. How provide it on the
net? Changing the characteristics of the real-time business on the network edge [4,
5], adjusting parameters to meet different business needs, and providing differentiated
services became a theme.

Sensing technology is environmental conditions, customer behavior and movement
of the object. This document is a method to explain the concept and context mechanism.
Suggested. Wait. if the 5 g network satisfies the quality of service (QoS) in scenarios
different. The reference [6] proposes a dynamic network system of wave resources,
supporting services sensitive to a 5 g front delay end. The experimental results show that
the system can effectively reduce delay in border [7]. This article proposes the dynamic
composition of virtual services. According to the types of network services, summarize
the types of different network services, define the characteristics of the use of network
resources, and users need services to redevelop service types and propose corresponding
solutions. The reference [8] proposed the network-based media framework. In order to
achieve the traditional industrial hybrid router (using the OSPF protocol, etc.) And
the switching network, it proposed the active control of network resources and the
cooperation of multiple clients based on the flow of regenerative experience based on
http [9], based on the SDN support (opening protocol, this paper proposes a smart
transmission strategy based on QoS, a unique minimum price correction algorithm and
a k-path targeting algorithm in industrial applications transmission system has improved.

Based on the way the change in service characteristics under the network edge can be
felt in real time, this paper proposes a light network edge service sensing method before.
This Method based on the echo state (ESN) mobile radio service influenza awareness
mechanism. It uses discrete echo state network algorithm, to identify and perceive traffic
flow in order to efficiently match network edge services to Research and development in
the field of Top sensor technology. this basis will be the mobile resource allocation and
allocation optimized. The fully utilizing the capacity and bandwidth of the technology
also improves the ability to distinguish and support QoS from different services.

2 Hierarchical Echo State Network Classification Algorithm

2.1 Principles of Echo State Network

ESN algorithm is a new network algorithm Neural Recognition Model. It’s a simpli-
fied form of recurring neural network (RNN). Compared to the traditional predictive
algorithm of the coupling structure, HE HAS THE MOST FORTUNATIVE ABILITY
NOT linear. Has Best non-linear dynamic performance simulation. ESN algorithm of the
system is currently studying the most extensive and extensive neural network predictive
algorithm, which is widely used in artificial intelligence field.
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ESN uses a storage sphere composed of neurons randomly connected as a hidden
layer and enters in a highly dimensional way and not linear. This It has nothing to do
with the process of forming the Ecological State [10, 11]. It is a network, just onemethod
linear. Practice the Reserve Bar Weight at the beginning ratio. East Method Simplifies
the process of networking formation and ensures overall optimization determined. it has
good generalization capacity and prevents the problems of the traditional neural network
training algorithm from being complex and extremely local small. These advantages
from autumn onwards there is great possibility of application in the state network Echo,
control. Traffic. The typical structure of Echo State network is shown in Fig. 1. It consists
of an input layer, core layer, and output layer.

Input Layer Reservoir Output Layer

Win W Wout

+

x(n)

u(n)

y(n)

Wback

Fig. 1. Echo state network structure diagram

It is assumed that the echo state network consists of K input units, N standby pool
processing units and N output units the basic equations of the echo state network are (1)
and (2), where (1) is the status update equation of the internal neuron node, and (2) is
the output forecast equation.

x(n+ 1) = f (Winu(n+ 1)+Wx(n)+Wbacky(n)) (1)

y(n+ 1) = f out(Woutu(n+ 1)+Wx(n+ 1)+Wbacky(n)) (2)

Where u(n) = (u1(n), · · · , uK (n))T is the input variable of ESN, x(n) =
(x1(n), · · · , xN (n))T is the internal state variable, and y(n) = (y1(n), · · · , yL(n))T is
the output variable. The main parameters are: input connection weight Win,N , x,K ;
intermediate weight connection matrix W ,N , x, (K + N ); output weight connection
matrix Wout,L, x, (K + N + L); feedback weight connection matrix Wback ,N , x,L;
input is represented by u, DR dynamic pool is represented by x, output is used y said.
In addition, f and f out in the ESN model can be considered as stimulating functions of
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the processing unit and the output unit. It is usually a sigmoid function, expressed as
follows:

f (x) = ex − e−x

ex + e−x
(3)

The echo state refers to the internal state of the ESN, which is a limited function
of the historical data input, i.e. “echo” of the historical Data entry. To ensure that ESN
has echo status characteristics; when initializing structure W , the spectral radius of
W should be less than 1 be. The main advantage of the neural ESN network is, the
training method is simple and the dynamic pool structure is a simple random connection
In the ESN training, the sample data stimulate the processing unit of the core layer
by randomly generated weight matrix Win and Wback . After each training round, the
internal parameters of the ESN can be changed by linear regression to change the mean
square error. The Input variables are connected to the processing unit from ESN toWin,
Wback is the connecting weight between the starting layer and the core layer, andWout is
the connecting weight between the core and the starting layer. In the training process the
internal state weight matrix of the dynamic pool remains unchanged, only the connecting
weight matrix Wout from dynamic pool to output is updated and the minimum mean
square error nrmse calculated. In addition, Win, W and Wback is generally set as a
constant, and Wout can be achieved by certain training.

The mathematical expression of mean square error NRMSE is shown in (4):

MSEmin = 1

T − Tc

√
√
√
√

T
∑

n=Tc

(d(n)− y(n))2 (4)

when NRMSE is minimum, use the offline generalized inverse matrix to calculateWout ,
i.e. Wout = M−1T , where M = (x(n)), T = (d(n)). When the Wout calculation is
complete, you can start predicting the data.

2.2 Echo State Network Classification Algorithm

The basic principle of the classification of the acoustic state is represented in Eq. (5)
in which (n + 1) represents only different samples, not time. In the classification must
remain unchanged until the value of the status variable of the reserve pool is stable; so
that the difference between the results of the two iterations is minimal.

{

x(n+ 1)(i) = Winu(n+ 1)+Wx(n+ 1)i−1

x(n+ 1)(0) = 0
(5)

The advantage of the algorithm is that it stabilizes the status variables only by the acti-
vation function of the reserve building processing unit prior to processing and preserves
the simple characteristics of the echo state network training [10], reduces complexity
and ensures the overall optimal performance of operating results.
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3 Business Perception Based on Hierarchical Echo State Network
Algorithm

3.1 Principle of Business Classification Perception Based on Hierarchical ESN

In order to further improve service awareness, this paper proposes a service awareness
algorithm, based on a hierarchical echo state network based. Service Perception Based
on the hierarchical ESN algorithm is essentially the assignment of business properties
to business types [12, 13], and its essence is the process the classification of decision-
making fees (business types) based on conditional attributes (business characteristics).

According to the architecture of the network border system, a hierarchical ESN
model The Commission hierarchical ESN model is divided into control layer, control
layer and agent layer (as shown in Fig. 2).

Rule layer

Main control 
layer

Agent layer

Key Parameters Initiation

...

... ...

Fig. 2. Structure diagram of hierarchical ESN model

The main control consists of the ESNmain control module and the Training module.
The main control module introduces a large number of sample sets from the training
module for a uniform ESN training up to the formation of a complete ESN classification.
The trainingmethod used by ESN is the same as for the existing ESN- Trainingmethods.
the formation of the ESN Classifier, the main control module distributes the parameter
information of the ESN Classifier to all.

The service perception process based on the hierarchical echo state network algo-
rithm is divided into three parts: service feature parameter extraction, ESN training and
ESN decision making [14]. The main characteristic parameters of the received two-way
traffic flow, including frame length, service throughput time and service package flow
interval, are considered traffic characteristics u = {u1, u2, . . . , uk , . . .}. The auxiliary u
of the traffic flow is entered into the trained echo state network model and the type of
classification of the service is determined by calculating Wout .

3.2 Extraction and Preprocessing of Business Flow Feature Parameters

Both the main layer and the agent layer must have the characteristic parameters of the
business process pre-processing [14, 15]. Before the main control must normalize the
function parameters in the sample set and the agent layermust also normalize the function
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parameters extracted from the incoming traffic flow The Pre-treatment is presented in
formula (6).

⎧

⎪
⎪
⎪
⎪
⎪
⎨

⎪
⎪
⎪
⎪
⎪
⎩

U (i) = (xi,1, xi,2, xi,3, xi,4)

xi,1 = PSIZE(i)

PSIZE_MAX
xi,2 = PINTERVAL(i)

PINTERVAL_MAX

xi,3 = PDUR(i)

PDUR_MAX
xi,4 = PLOAD(i)

PLOAD_MAX

(6)

where PSIZE_MAX is the maximum packet length of statistics, PINTERVAL_MAX is the
maximum arrival interval, PDUR_MAX is he maximum service duration, and PLOAD_MAX

is the maximum load rate of network cell nodes.
Before the training, themain control layer produces the traffic flow characteristics are

provided for in the training sample according to formula (6). In the agent layer processes
each Bayesian agent module the extracted traffic flow characteristic data according to
formula (6) prior to the ESN classification operation, so that the ESN classification can
calculate priority type of traffic flow.

3.3 Implementation of Business Awareness Mechanism

With a view to implementing the service awareness mechanism, this paper establishes
a service awareness implementation system compatible with the network edge system
architecture. The commission the master slave service awareness mechanism consists
mainly of themaster ESNmodule and each ESNmodule. Themost important ESNmod-
ule is for the first configuration of the ESN and training of the complex ESN responsible
and transmits the parameter information of the trained ESN classification to each net-
work unit. Each network unit configures the parameters of the ESN classifier and is
independently responsible for the local service awareness function. The network unit
extracts the parameters for the service flow.

In the main control layer, the ESN master module can use existing ESN training
methods to form an ESN classifier. The ESN training shall be undefined to the terminal
to ensure that all network elements of the system use the same ESN classifier, the
consistency of service perception from a global perspective. In addition, the network
node counts the records (including own values and classification results) of the traffic
flow classification identification and periodically returns the records to the main control
layer; to continuously add new training samples sets. The terminal Bayes main control
module regularly trains the ESN after the test set to form a new ESN classification.

The function of the agent layer is realized by ESN proxy module, which running
in the network unit device. The business flow perception can be divided into three
processes: business flow feature extraction, ESN classification operation, and priority
queue scheduling. Save Implement the information parameters of the ESN classifier
emitted by the terminal and consolidate the ESN classifier internally via the Hardware.
The “ESN agent module” extracts the characteristic parameters for each traffic flow and
normalizes in order to avoid over-adaptation, so that the feature set describing the traffic
flow receives and then enters the ESN classification to obtain the classification result,
namely the priority of the traffic flow.
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4 Simulation Result and Analysis

In order to check the proposedmechanism, a simulation system based onNS2 simulation
software will be installed at the edge of the network. The simulation system consists
of 32-network elements installed on the terminal. The SDN network is designed and
the edge nodes are added. It shall be examined: whether the proposed service awareness
technology achieves satisfactory results at the edge of the network can. By the simulation
becomes the network edge with service award mechanism without service awareness
with the network edge compared. In the simulation will turn traffic types into package-
loss-rate-sensitive service and time-delay-sensitive Service divided.

Figure 3 shows the relationship between the accuracy of service delivery and training
time, which can see that with the increase in training time also the accuracy of the com-
pany’s performance improves is. Full permanently trained echo state network algorithm
can ensure the accuracy of the service classification.

Fig. 3. Relationship between business perception ac-curacy and training times

In the edgenetwork, thismethod (ServiceAwareness) and the traditional non-service-
conscious mechanism for simulation used. Figure 4 and Fig. 5 are the results of Com-
parison. In Link to the simulation results of Fig. 4 and Fig. 5, with the increase in the net
transport burden, the package loss rate and the real-time performance of the system we
have designed tend to deteriorate. In the high load exceeds the traditional EPON system
based on this mechanism in package losses and transmission processes Rounded. On the
other hand, low priority services have lower requirements for transmission delays and
package losses. The mechanism proposed in this paper will, to a certain extent, make
the provision of services. In the exchange for the general quality of service, especially
the QoS requirements of high quality services.

Comparison of package losses and delays shows that the proposed service sensing
method can ensure the reconciliation of the different types and priorities of services on
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Fig. 4. Comparison of packet loss rate

Fig. 5. Delay comparison

the periphery of the network with low computational complexity and ensure the overall
quality of the service.

Figure 6 shows how the network block rate is changed when using different vertical
transmission algorithms with different arrival rates changes. In Fig. 6, the arrival rate of
users is very low and the network resources are sufficient to meet the needs of users,
so that the lock rate is almost zero. With the continuous increase in the rate of arrival,
however, increases the blocking rate, we can see that the lock rate of the algorithm
proposed in this chapter is lower than that of the AHP-SAW and TOPSIS algorithms
under the same rate of arrival of the users. This depends on that the algorithm in this
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chapter sorts users according to the service type, if theywant an exchange, and constructs
different decision paths for different users of different service types, thereby avoiding
the network overload caused by a large number of users, which switch simultaneously
to the same network and effectively reduce network overload.

Fig. 6. Blocking rate change graph with user arrival rate

Finally, Iwould like to say that the proposed service awarenessmethod can effectively
improve the ability of the network edges to support multi-service differentiation, in
particular to ensure the quality of the service with high real-time availability and high
reliability.

5 Conclusion

The introductionofEdgeComputing leads to the rise ofHigh-endnetworks.Thediversity
and complexity of new services to. The Traditional service mode is increasingly difficult
to adapt to the development trend of the service industry to adapt. There is an urgent need
for more precise, medium complexity and simpler A sensor to solve these problems, this
paper proposes a mobile service Influenza awareness mechanism, which will operate
on a hierarchical echo-state network Based. Discrete Echo State Network algorithm
is used to identify traffic flow and flush On the base Mobile Resource Mining and
Allocation Options will be optimized and research on network edge technology Based
on the planning and allocation functions of mobile resources will be based on an easy
network edge service award process optimized. The Simulation results show, that this
method also improves the ability to distinguish different services and support QoS.
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Abstract. Abundant application services make the scale of data centers continue
to expand. The complex data processing business and the communication mode
based on cluster communication have brought great challenges to the processing
capabilities and network transmission capabilities of the internal servers of the data
center. Edge computing extends cloud computing service resources to the edge
of the network, and solves the problems of poor cloud computing mobility, weak
geographic information perception, and high latency. Traditional edge computing
networks still have certain limitations. The SDN network provides a new solution
for network innovation research. This article proposes a new real-time traffic
redirection method for edge network based on load balancing. It monitors the
link resource usage status of the edge network through the OpenFlow controller,
and dynamically adjusts the flow path through the redirection algorithm to achieve
load balancing on the edge network. Simulation results confirmed the feasibility
of the algorithm.

Keywords: Load balancing · Edge computing · OpenFlow · Redirection

1 Introduction

As an important infrastructure of the Internet network, the data center undertakes impor-
tant tasks such as data storage, calculation and transmission. Various key business sys-
tems are centrally placed in the data center, such as search services, distributed databases,
and network services. Abundant application services make the scale of the data center
continue to expand.The complexdata processingbusiness and theuseof communication-
based communication modes have brought great challenges to the processing capabili-
ties and network transmission capabilities of the internal server of the data center. The
traditional cloud computing network architecture can provide resource-centric remote
services, but when the amount of data services increases dramatically, it cannot meet
the requirements for separate, low-latency, and intensive network access and services.
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Therefore, how to effectively use dispersed computing resources and perform data pro-
cessing tasks at the edge of the network will become a key challenge for the development
of the Internet of Things. Edge computing is proposed to meet this computing demand
[1], which effectively reduces the network bandwidth and computing load of cloud data
centers. The edge computing model has attracted the attention of academia and industry.

In order to solve the load balancing problem in the edge computing network, M.
Li et al. [2] proposed a hybrid load balancing (HLB) scheme based on the improved
cournot game model. The HLB algorithm combines mobile load balancing and unit
scaling functions, and performs better in terms of edge throughput and system blocking
rate. S. Ningning et al. [3] studied the framework of fog computing and used cloud fog
technology to transform physical nodes of different levels into virtual machine nodes.
On this basis, they proposed the use of graph partition theory, based on the dynamic
graph partition to build a load balancing algorithm for fog computing. The simulation
results show that the cloud computing framework after cloud atomization can flexibly
build a system network [4], and the dynamic load balancing mechanism can effectively
configure system resources and reduce node migration consumption caused by system
changes. R. Beraldi et al. [5] proposedCooLoad, which is a cooperative solution between
nearby data centers to improve the service quality of the edge computing infrastructure.
CooLoad is a collaborative load balancing solution that can minimize the congestion
state of each data center and reduce the execution delay of tasks. Y. Moon et al. [6]
proposed a load distribution scheme based on sand piles. This scheme is confident to
ensure that the entire edge resources [7] will naturally develop to the most stable state
in a natural way. K. Addali et al. [8] proposed a mobility load balancing algorithm for
5G small cellular networks. The results show that, compared with the algorithm in the
literature [9], the algorithm minimizes the standard deviation and increases the network
throughput. Y. Dong et al. [10] used the deployment model of the joint cloud model,
on this basis, proposed a deployment strategy HEELS based on heuristic task clustering
method and analysis [11] of firefly swarm optimization algorithm. M. Li et al. [12]
proposed an edge network-based LBPC (edge-based load balancing algorithm based on
popularity and concentration) and implemented the deployment of computing units at
edge nodes. Experimental results show that LBPC can effectively reduce communication
delay and balance network load.

However, problems such as the wide variety of network protocols, complex network
architecture, and difficulty in maintaining are still the limitations of traditional networks.
In response to these shortcomings, SDN, as a next-generation network research and inno-
vation platform, has improved the overall response speed of the network and significantly
increased the point-to-point forwarding speed. The SDN network allows developers to
control the network flow through network programming methods. Through a controller,
the entire network parameters can be adjusted in real time and globally, and the resource
status of network devices can be monitored. When the state changes in the network, the
underlying network equipment will notify the controller of the changes. The controller
will calculate the optimal result according to the built-in algorithm, and then feed back
to the network bottom equipment.

This paper proposes a new real-time traffic redirection algorithm to balance the
load in the edge network. It can integrate and utilize the information of the entire edge
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network very well, monitor the link resource usage status of the edge network through
the OpenFlow controller, and dynamically adjust the flow path through the redirection
algorithm to achieve load balancing of the edge network. It not only strengthens the
network data processing capability, but also improves the flexibility and availability of
the network.

2 Mathematical Model

Edge computing is a service and application built on the edge server between the user
layer and the data center. It migrates some functions from the user layer and data center,
and provides limited distributed computing, storage, and network services. Existing
research generally divides the architecture of edge computing from the center of the
network to the edge of the network into three layers [13, 14]: the cloud computing layer,
the edge computing layer, and the terminal layer, as shown in Fig. 1. Different layers are
generally divided according to their computing and storage capabilities. The computing
and storage capabilities of the terminal layer, edge computing layer, and cloud computing
layer increase in sequence.

Internet

Terminals’ layer Edge compute layer Cloud compute layer

Edge Core

Fig. 1. The edge network architecture.

On this basis, we propose an edge computing network model based on OpenFlow
controller, as shown in Fig. 1. We mainly consider the edge network composed of Open-
Flow controller and edge computing layer, including an OpenFlow controller and a
certain number of OpenFlow switches. OpenFlow is a new type of architecture that
separates control and forwarding. It is a specific example of SDN network The device
provides control and management of the overall network, and the OpenFlow switch is
responsible for data forwarding through the matching flow table.

Many traditional data center network topologies have a hierarchical tree structure.
Servers are connected to the network using inexpensive edge switches. Such networks
are generally connected in two to three layers to overcome the shortcomings of the
limited port density of single commercial switches. Faced with the pressure to build
a large data center containing tens of thousands of servers, current researchers have
proposed a horizontal expansionmethod to replace the original vertical expansion.When
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constructing a network, a large number of parallel paths will be used instead of using
expensive large switches with high speed and high port density.

(1) Basic control layer. The main function of the basic control layer is to provide
basicmanagement and control services to the SDN network, ensure the normal operation
of the network and provide the necessary support for the upper layer services. This layer
mainly includes device management module, topology management module, statistics
management module and core management module. The specific functions of each
module are as follows. Device management module: manages switches and terminal
devices connected in the SDN network. Maintain the instance of the switch and related
state information (switch type, port, working mode, bandwidth, etc.) on the controller
and maintain the synchronization of the corresponding state of the switch instance and
the physical switch, and respond to changes in the state of the switch and network events
in a timely manner.

(2) Traffic redirection strategy layer. Route calculation module: determine the end-
to-end specific information according to the source address and destination address pair
of each flow, and use the routing algorithm to calculate the shortest path and all feasible
paths of the flow in the network [15]. In the calculation of routes, it is necessary to
make full use of the advantages of the network topology to calculate feasible multiple
paths, including not only the shortest path, but also multiple feasible paths that satisfy
the conditions. Link state collection: Responsible for collecting the status information of
each switch and link from the network, calculating the link utilization and the bandwidth
usage of the flow.

This article combines the sFlow networkmeasurement technology, because the main
job is to communicate with the sFlow collector to read the corresponding status infor-
mation. Traffic classification module: The main function of traffic classification is to
distinguish the traffic in the network, identify different types of traffic in the network,
and then use different routing strategies for different flows. Traffic redirection decision
module: After identifying the flow in the link, the flow is processed according to different
routing strategies, the path is reasonably selected, the global optimal traffic distribution
is found, and the flow is assigned to other paths to avoid congestion and improve network
utilization.

Edge computing is a service and application built on the edge server between the
user layer and the data center. It migrates some functions of the user layer and the
data center, and provides limited distributed computing, storage, and network services.
Existing research generally divides the architecture of edge computing from the center
of the network to the edge of the network into three layers: cloud computing layer,
edge computing layer and terminal layer, as shown in Fig. 1 [5–7]. Different layers are
generally divided according to their computing and storage capabilities. The computing
and storage capabilities of the terminal layer, edge computing layer, and cloud computing
layer increase in sequence.

On this basis, we mainly consider the edge network composed of the controller and
the edge computing layer, including a controller and a certain number of OpenFlow
switches. OpenFlow is a new type of architecture that separates control and forwarding.
In a specific example, the controller provides control and management of the overall



38 C. Liu et al.

network, and the OpenFlow switch is responsible for data forwarding through matching
flow tables.

The existing edge network resource management key technologies mainly include
edge cache technology, edge computing technology.

1. Edge Cache Technology. With the explosive growth of wireless access network
equipment and the increase in demand for video services,mobile data traffichas increased
significantly to approximately 60% of total network traffic. Although various key tech-
nologies can be used to increase the transmission rate, the density of the network infras-
tructure can be increased by deploying various base stations to improve the performance
of the mobile communication system. However, with the proliferation of transmission
rates and the number of base stations, the backhaul link congestion in wireless networks
is becoming increasingly prominent. In order to alleviate this situation, the researchers
proposed edge caching technology, that is, by storing popular content at the edge network
infrastructure to reduce backhaul link load and avoid redundancy.

2. Edge computing technology.With the increasing popularity of mobile devices, the
demand for running various applications onmobile devices has also increased. However,
many emerging applications, such as interactive games, virtual reality, and natural lan-
guage processing, require high computing power and strict delay constraints, thus placing
higher demands on the computing power of mobile devices. Due to the small physical
size of mobile devices, their data processing capacity, battery and storage capacity are
subject to strict restrictions, resulting in the inability to directly support such applications
on mobile devices.

In the entire system, the switch is connected to multiple servers and communicates
with the controller through OpenFlow messages, receives instructions from the con-
troller, and processes matching data packets according to the corresponding instructions.
Different services or virtual machines are running on the server, and a lot of communi-
cation work is performed with other servers, thereby generating traffic across multiple
Pods. The sFlow agent installed in the switch is responsible for measuring the status
information of the network and reporting to the collector. The controller can obtain the
current operating status of the network by periodically querying the information in the
collector. When the traffic in the network reaches the access switch for the first time,
because there is no relevant flow entry in the flow table of the switch, the query will fail,
and the switch uses PacketIn messages to report to the controller. The controller uses the
default routing algorithm based on the shortest path to generate routing decisions, and
then generates flow table entries to deliver to the switch. The switch forwards the data
packet according to the flow entry delivered by the controller.

The system continuously collects the status of the network through the SNMP. The
main parameters are two parameters, which are the link utilization and the type of traffic
in the network. Identify the flow, and then reroute the flowaccording to the link utilization
based on the identified flow information. In the process of rerouting, both the utilization
rate of the link on the current path and the bandwidth usage on the target link must be
considered. In the selection of multiple equivalent paths, try to choose non-congested
paths as much as possible while avoiding the mutual influence of multiple flows, so this
paper models the distribution of flows based on the multi-commodity flow problem and
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uses particle swarm The algorithm solves the global optimal value so that the flow can
choose the path, as Fig. 2 shows.

Fig. 2. The flow redirection in the edge network

Network topology diagram can be expressed asG(V ; E), where E is the set of edges
connected to the switch, S is the set of switches,H is the set of hosts, D is Virtual security
device collection (security resource pool), then the security resource pool is as follows:

(1) There are multiple types of security devices in the security resource pool, which
can provide a variety of different security capabilities. A security resource pool with p
types of security devices is D = {D1,D2,D3, . . . ,Dp}, where p is a positive integer.

(2) There can be multiple security devices of the same type VSA instance, where
q is a positive integer, which refers to the number of instances. And the idle degree of
memory utilization and CPU utilization of any instance object are

idelm(dpq) = (thrm(dpq) − utilm(dpq))/thrm(dpq) (1)

idelm(dpq) = (thrm(dpq) − utilm(dpq))/thrm(dpq) (2)

where util and thr respectively represent the current utilization and utilization threshold,
the threshold is determined by VSA.

(3) If the CPU or memory utilization of a VSA instance is less than zero, the instance
is considered to be overloaded, and a new instance needs to be initialized and connected
to the network.

Security service chain pulls network flows through security service nodes in a spe-
cific order, and the impact of link transmission delay on data transmission performance
needs to be considered. The delay in the security service chain is divided into two cate-
gories: chain Road transmission delay, service node processing delay. The service node
processing delay is the sum of the delays of the security service node, which means that
after the data packet enters the virtual security device, the data packet is subjected to
corresponding detection and analysis. Due to the same service chain The order and type
of internal virtual security equipment are fixed, and the delay difference is not large,
which is ignored in this article. Yes, the delay is randomly measured t times and the
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average value is taken, the link delay can be expressed as

Delay(e) =
t∑

i= 1

delay(e)/t (3)

Service chain security service chain is described by policies, each policy can be
parsed as a security service chain. For example, when defending against DDoS attacks,
users need to build a policy to schedule network flows in sequence Fine-grained security
protection is formed through Web protection equipment WAF and flow cleaning equip-
ment ADS. The security service chain corresponding to this strategy can be expressed
as

ServiceChain = {(Src,D1,D2,Dst)},D1 ∈ D,D2 ∈ D (4)

It can be further divided into three subunits.

Path = [PathSrc,D1,PathD1,D2, . . . ,PathDn,Dst] (5)

where routes are scheduled for the security device type of the current security service
chain, and routes are generated in order of VSA priority from large to small, and there are
scheduled routes between adjacent virtual security devices. The network flow scheduling
node will resolve policyn to the corresponding security service chain, select the appro-
priate VSA instance to be stored in the network flow scheduling algorithm and update
the policy executor as the network flow scheduling node, and then send the security
service chain policy to the SDN controller. The SDN controller receives and analyze the
strategy to generate the corresponding network flow scheduling route, and decompose it
into several subunits, generate flow instructions in turn and issue the switch to complete
the traffic redirection, and the network flow matching domain is the policy attribute
domain information.

In order to ensure that all security service chain policies are correctly implemented,
so that the network flow is correctly protected by the VSA sequence corresponding to
the security service chain policy, a complete policy conflict decision mechanism needs
to be established. To this end, priority is applied to the VSA in the security service chain
policy. The sequence is arranged dynamically and reasonably to resolve the conflict of
strategies.

Due to the differences in access networks and the diversification of user business
needs, different user association and content placement strategies will have a greater
impact on the overall performance of the network. For edge networks that use edge
caching technology, designing a reasonable joint resource management strategy is an
important issue to improve network resource utilization and ensure user QoS. This
chapter proposes a joint user association and cache content placement algorithm based
on network cost optimization for edge networks, comprehensively considering the char-
acteristics of user business needs and network resources, and determining an optimiza-
tion strategy for joint user association and cache content placement to achieve network
optimization.



A Load Balancing-Based Real-Time Traffic Redirection Method 41

3 Simulation Analysis

3.1 Simulation Environment

This section evaluates the performance of the proposed joint user association and cache
content placement algorithm, and compares the performance of the algorithm with the
previously proposed algorithm through simulation.

3.2 Network Performance Evaluation

Figure 3 plots the network throughput change. Figure 4 shows the relationship between
the network cost and the number of iterations in the algorithm proposed in this chapter.
The number of users is set to 5, and the algorithm performance of different sub-channel
bandwidths is simulated and compared. It can be seen from the figure that the algorithm
converges within a small number of iterations, which proves the effectiveness of the
proposed algorithm. Comparing the results obtained with different subchannel band-
widths, it can be concluded that the network cost decreases as the subchannel bandwidth
increases.
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Fig. 3. The network throughput change.

Moreover, Fig. 4 also shows the relationship between network cost and sub-channel
bandwidth under different weights and the number of users. The number of users is set to
5 and 6, respectively. In this section, the system performance of the algorithm proposed
in this paper and the algorithm proposed in is obtained. It can be seen from the figure that
for a given weighted value, the network cost decreases as the sub-channel bandwidth.
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Fig. 4. The network cost over iterations.

4 Conclusion

This paper proposes a SDN-MEC architecture for dynamic regulation of wireless com-
munication network energy consumption. We analyze the energy consumption model
and the node management under SDN controller. Moreover, we analyze the network
performance under this framework. The experimental results show that the proposed
method can effectively save energy, improve the performance of communication delay
and network throughput, which indicates that the research of this paper is conducive to
the sustainable development of wireless communication network.
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Abstract. In the process of network consumption management of traditional
wireless communication network, it is impossible to timely adjust according to
the network energy efficiency, and the communication effect between nodes is
not ideal. Therefore, this paper proposes a dynamic edge-cloud architecture of
wireless communication network based on Software defined networking (SDN)
architecture.According to the proposedmodel, the energy consumptionofwireless
communication network is analyzed. From the point of view of node communi-
cation distance, the model of energy consumption regulating is constructed. The
experimental results show that the proposed SDN-based edge-cloud model can
improve the delay and throughput performance of the network, which indicates
that the research of this paper is conducive to the sustainable development of
wireless communication network.

Keywords: Software defined networking · Wireless communication network ·
Edge computing · Network energy consumption

1 Introduction

Recently, cloud computing technology has been greatly developed and applied. Due to
its high efficiency and flexibility, cloud computing realizes the functions of computing,
storage and network management in a centralized way, and provides services for users
in the way of on-demand deployment. But with the development of mobile Internet,
such as AR, VR, HD video, the rise of Live services, the centralized cloud computing
architecture faces greatly challenge [1, 2]. Because the cloud server is often deployed
far away from the end user, and with the increase of the number of users, the cloud
computing network bandwidth will be seriously insufficient, and the robustness is poor.
Therefore, the cloud computing network architecture is difficult to meet the needs of
users for low latency and high reliability services [3, 4]. The mobile end devices access
to the backbone network and connect to remote cloud server to obtain services.
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For cloud computing, how to overcome the problems of high delay and low energy
efficiency in traditional cloud computing architecture is the main challenge. The edge
cloud framework enables collaboration between cloud and edge devices to make intel-
ligent decisions related to charging and discharging of electric vehicles [1]. In addition
to stable supply and demand, use software to define network convergence to achieve
traffic balance. In [3], the author designs a software defined IOT management frame-
work, which is based on a software defined network awareness architecture for edge
computing multi domain wireless sensor networks. In [5], the author studies the scal-
ability and resource allocation of wireless MEC, aiming to minimize the battery delay
in the user equipment and the delay at the same time [6]. In [7], a new framework for
joint optimization of energy consumption and computation of M2M communication in
virtual cellular network based on MEC is proposed. In order to improve the comput-
ing capacity [8], MEC is introduced into M2M communication network. In [9], a SDN
architecture for energy efficiency optimization in 5GEthernet PassiveOpticalNetwork is
studied. An open control layer framework based on SDN is proposed, which can prepare
EPON backhaul to handle 5G applications and services. In [7], mobile edge computing
is introduced into the virtual cellular network of M2M communication to reduce energy
consumption, optimize the allocation of computing resources and improve the com-
puting capacity [10]. The random-access process of MTCDs is expressed as partially
observable Markov process [11].

In order to solve the problems of high delay, network load and network energy con-
sumption when traditional cloud computing architecture deals with large amount of data
business, we analyze the problems existing in cloud computing architecture, proposes a
SDN-based cloud-edge integration network architecture [12]. Mobile edge computing
(MEC) offloads the business requirements and computing storage resources of tradi-
tional cloud computing data center to the edge of the network close to users, while
devices on the edge side and cloud computing devices are used for collaborative energy
efficiency optimization. [13, 14] MEC technology migrates the computing power to the
mobile edge server close to the user. Compared with the cloud server’s architecture far
away from the user, mobile edge computing can significantly reduce the user’s delay in
communication and improve the service ability of cloud computing [15, 16]. MEC tech-
nology provides it and cloud computing capabilities for wireless access network (RAN)
close to mobile users by deploying servers with computing and storage capabilities on
the edge of the network.

2 Mathematical Model

SDN is an encouraging solution to the above problems, with the following advantages:
1) Cloud technology provides utilities with high computing power. In addition, the huge
amount of data stored in the cloud can help users improve the demand side management
services and participation, so as to realize efficient electricity consumption. 2) Through
so-called cloud computing, the decentralization of cloud networks can be used tomanage
and control each microgrid in a distributed manner. 3) SDN technology adopts standards
and introduces abstractions to centralize control and management of various types of
common network equipment and multiple suppliers. 4) The hardware of SDN solves
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the problem of managing different networks and reduces the energy consumption of
network equipment. 5) Programmability of operators, enterprises, independent software
vendors, and users using a common programming environment.

The SDN-MEC architecture of wireless communication network is shown in Fig. 1.
As can be seen from Fig. 1, the SDN architecture is composed of three layers, namely the
application layer, the communication layer and the node layer. The communication layer
and the node layer are connected by a plane interface, and the communication adopts
the OpenFlow protocol, with unified communication identification. Figure 1 shows the
SDN architecture of wireless communication network.
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Fig. 1. SDN-MEC architecture of wireless communication network

As can be seen from Fig. 2, the SDN architecture consists of three layers: the appli-
cation layer, the communication layer and the node layer. The communication layer and
the node layer are connected through a plane interface. The communication adopts the
OpenFlow protocol and the unified communication ID.

In the wireless communication network, cloud computing architecture is consid-
ered to be able to efficiently handle a large number of businesses. In the wireless
communication network, the basic architecture of MEC is shown in Fig. 2.

As shown inFig. 1, the edge cloud framework in thewireless communication network
ismainly composed ofMECdevices, mobile intelligent terminals and cloud data centers.
The deployment of MEC devices is one of the major differences between edge cloud
architectures and traditional cloud computing architectures.
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Fig. 2. MEC architecture in wireless communication network

2.1 Node Division and Dynamic Adjustment of Energy Consumption

Under the support of SDN architecture, network nodes can be divided to reduce the
energy consumption of nodes. According to the SDN architecture, the wireless network
can be divided into n regions, as shown in Fig. 3.

Partition1 Partition2 Partition3

Fig. 3. Network node partition

Since the forwarding energy consumption between the first area and the tail area
changes with the partition change, the regulation process is a dynamic regulation. Then,
the forwarding energy consumption of the partition node i can be represented by Er , and
the energy consumption of the region node is equal to the energy consumed by all the
packets fused in the partition as follows:

Eri =
i−1∑

j

njEr (1)
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where nj is the number of nodes in partition j. Energy consumption ECH in partition i
can be expressed as:

ECHI = ECH + Eri (2)

Assuming that the energy consumption of packets forwarded by the first region in
the SDN architecture partition is balanced, Eq. (2) can be written as follows:

ECHI = ECH +

i−1∑
k
nj

ni
Er (3)

In order to ensure the connectivity of the communication network, the communi-
cation radius of the first region RCH should be set to twice that of the communication
radius Rnode of other network nodes, so it can be approximately considered as follows:

Er

Enode
= 2 (4)

Substitute Eq. (4) into Eq. (3) and then we get as follows:

ECHI = ECH + 2

i−1∑
k
nj

ni
Enode (5)

On the basis of ensuring communication network connectivity, the dynamic
regulation of energy consumption of nodes is completed.

Moreover, the number of nodes in SDN architecture partition is determined by the
communication distance of the partition, and the network nodes with a large communi-
cation distance are relatively few. If the network nodes are uniformly distributed, then
the node density can be expressed as

ρ = N

S
(6)

where N is the total number of network nodes; S is the network coverage area. If the
communication distance of network nodes is assumed to be d , and the communication
distance of adjacent nodes is smaller than or equal to d , then the number of adjacent
member nodes is as follows:

nnei = ρ × d2 (7)

Each wireless communication node in the network has a communication distance
identifier, and all nodes in the network have a communication distance identifier of
0. After a network node collects the broadcast message from the base station, the
communication distance identifier of the wireless communication network node is 1.

The dynamic regulation model of wireless communication energy consumption is as
follows: it is assumed that node b far away from node d sends a data packet, whose data
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packet byte is l, and is the associative property of sending data, then the communication
data energy consumption is as follows:

E(l, d) =
{
nnei(lE + lεfs) d ≤ d0
nnei(lE + lεmp) d > d0

(8)

where E is the energy consumption per bit of data sent or received; εfs and εmp are
the amplification coefficients of sending and receiving respectively. When the energy
consumption is high, the communication pathwill be redeployed, andwhen the receiving
node is fixed, the sending node will choose a shorter path to realize the communication,
thus completing the dynamic adjustment of the energy consumption of the partition
communication distance.

2.2 The Network Performance Analysis

The SDN-MEC architecture is proposed above, and the scheme of node division and
dynamic regulation of energy consumption is also proposed. This subsection analyzes the
performance of business responses between nodes under the proposed architecture. In the
SDN-MEC network architecture, in order to reduce the delay of business response,MEC
technology is introduced to process the computation-intensive operations at the edge of
the network. At the same time, SDN technology is introduced to realize the centralized
control network and collect the global information of the network. In the real scenario,
we consider a software-defined-cloud-edge computing architecture, composed of kMEC
devices, and its network topology is denoted bygraphG = (V ,E),V is the node set andE
is the edge set. SoV = {v1, v2, . . . , vk , S,C},where vi is theMECdevice, k is the number
of device, S is the SDN controller, and C is the cloud platform. The computing capacity
of each device vi is denoted by cvi . The computing capacity of the cloud server is denoted
by cc. The edge set can be denoted byE = {ev1v2 , . . . , evivj , . . . , evivc , evjvc , . . . , evk−1vk }.
evivj expresses the communication link between node vi and vj. Wvivj denotes the delay
of node vi and vj.

In the process of business execution, the business Task received by the MEC devices
is first divided into many sub-tasks Taski, and meets Taski = δiTask, where δi is the
proportion of the sub-tasks in the total Task, and then the sub-tasks are unloaded to each
MEC device for parallel preprocessing. Finally, the pre-processed result Taskpre is sent
to the cloud computing platform for decision making. Since the business response delay
in distributed computing is equal to the maximum processing delay for all subtasks, the
total business response delay in the SDN-MEC network architecture is represented as
follows:

t = max

{
δiTask

cvi
+ Wvi,vjmvi,vj

}
+ Taskpre

cc
+ Wvi,c (9)

where δiTask
cvi

is the computing time of subtask Taski in MEC device vi,Wvi,vj denote the

delay of node vi and vj,mvi,vj denote the subtask assignment relationship of node vi and vj.
Whenm = 1, subtask allocation relationship exists, and whenm = 0, subtask allocation

relationship does not exist.
Taskpre

cc
represents the delay in matching and identifying the
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pre-processed result on the cloud. Wvi,c represents the communication delay when the
pre-processed result is sent to the cloud server.

In order to optimize the delay of business response and achieve the goal ofminimizing
the delay of business response, an optimal set of task assignment coefficient δi is needed,
so that the delay t in Eq. (9) is minimized. Therefore, the business response delay based
on SDN-MEC network architecture can be expressed as follows:

min max

{
δiTusk

cvi
+ Wvi,vjmvi,vj

}
+ Tuskpre

cc
+ Wvi,c i, j = 1, 2, · · · k

s.t. mvi,vj =
{
1, δi �= 0
0, δi = 0

k∑

i=1

δi = 1 (10)

In the SDN-MEC architecture, the edge nodes are used to preprocess the business
data, and the carrying capacity and transmission efficiency of the network are improved
through the above analysis,which is conducive to the sustainable development ofwireless
communication network.

3 Simulation Analysis

3.1 Simulation Environment

This simulation platform is based on the SDN virtual environment composed by flood-
light and mininet. The specific environment is one PC with 2.6 GHz CPU and 8 MB
RAM. The software environment is 64-bit ubuntu 16.04 operating system with Flood-
light, Mininet, and Iperf simulation tools. Floodlight is the current mainstream SDN
controller, which is stable and easy to control SDN network flexibly.

3.2 Network Performance Evaluation

Then, we simulates and compares the time delay performance of SDN-MEC model,
traditional cloud computing model, and single MEC device model. In the simulation,
the MEC device v1 is selected as the single MEC device. The simulation results are
shown in Fig. 4. When the number of user requests is less than 10, the time delay of
SDN-MECmodel is smaller than that of cloud computing model and singleMEC device
model, but the delay difference of the three scheme is not large.

Because the link bandwidth directly affects the data transmission delay, it will affect
the business response delay. In addition, in the actual environment, the link bandwidth
between the MEC device and the cloud server also changes in real time. Therefore, we
study the impact of the uplink bandwidth of the cloud server on the SDN-MEC model’s
business response delay performance.When the number of user requests is 35, the uplink
bandwidth of the cloud server varies between 5 Mbps and 45 Mbps. The simulation
results are shown in Fig. 5. It shows that with the increase of link bandwidth, the business
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Fig. 4. The comparison of delay performance.

response delay of cloud computing model and singleMECmodel are gradually reduced,
but the business response delay of SDN-MEC architecture is only slightly reduced. In
cloud computing and single MEC model, the increase of link bandwidth will lead to
the significant reduction of data transmission delay, so the business response delay will
decrease with the increase of bandwidth. However, in the SDN-MEC architecture, the
amount of pre-processed data is small. When the uplink bandwidth of the cloud server
increases, the transmission of a small amount of data to the cloud server will not cause
significant time delay reduction. Therefore, as the bandwidth of the cloud server link
increases, the delay performance of the SDN-MEC architecture only decreases slightly.
To sum up, when the uplink bandwidth of the cloud server is limited, the SDN-MEC
architecture has more obvious advantages in reducing the delay of business response.

Fig. 5. The impact of uplink bandwidth on delay performance.
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Next, the traffic scheduling performance of wireless cloud-edge communication net-
work is simulated and analyzed. In the experiment, the stable traffic flow is simulated
by Poisson distribution, while the emergent traffic flow is simulated by Random dis-
tribution. Figure 6 shows the network throughput as the network load increases. We
can see that, as the network load increases, the network throughput of the three model
continues to increase. However, in cloud computing architecture, when the network load
exceeds 0.7, the network throughput declines. This is because the data flows are all pre-
empting network resources without SDN controller co-processing, resulting in network
congestion and throughput decline under high load conditions.

Fig. 6. The impact of network load on network throughput.

4 Conclusion

This paper proposes a SDN-MEC architecture for dynamic regulation of wireless com-
munication network energy consumption. We analyze the energy consumption model
and the node management under SDN controller. Moreover, we analyze the network
performance under this framework. The experimental results show that the proposed
method can effectively save energy, improve the performance of communication delay
and network throughput, which indicates that the research of this paper is conducive to
the sustainable development of wireless communication network.
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Abstract. Network traffic plays an important role in network management and
network activities. It has an important impact on traffic engineering and network
performance. However, we have larger difficulties in capturing and estimating
them. This paper proposes a new estimating algorithm to forecast and model net-
work traffic in time-frequency synchronization applications.Our approach is based
on the normal regression theory. Firstly, normal regression theory is used to char-
acterize andmodel network traffic. Secondly, the corresponding normal regression
model is created to describe network traffic by finding the model parameters using
the samples about network traffic. Finally, the estimation algorithm is proposed to
predict network traffic in time-frequency synchronization applications. Simulation
results indicate that our approach is effective.

Keywords: Network traffic · Traffic estimation · Traffic modeling · Normal
regression model · Dynamic changes

1 Introduction

Within the transmission network, network services have a significant impact on network
management, transmission technology and optimization of improvements, reception of
network messages, and transmission of activities, in particular with regard to deadlines
[1, 2]; network services are one of the specific communications energy terminal services
Form. The article describes the behavior, characteristics, and working methods and pro-
cedures of network users; The Network (OD) between source and destination shall be
provided as a network service [3, 4]. Network transfer assessment is always a burning
issue in the area of network research, which has attracted the attention of others. Okay,
They are difficult to estimate and predict, different. Actually, To improve the expected
accuracy of intelligent network traffic, a two-dimensional method of forecasting is based
on analysis: Li Wei and other characteristics are recommended [5, 6]. The phone sug-
gested a new traffic forecast to predict the Bay space network. Unlike existing methods,
this method integrates all available waste information into the transport network in order
to predict the current flow of local traffic [7, 8].
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Zhi, et al. analyzed the characteristics of network traffic data of power grid indus-
trial control system, built a global security monitoring and early warning platform for
power grid industrial control system and proposed a suitable platform architecture and
detection method of network traffic anomaly detection security monitoring and early
warning of power grid industrial control system [9–11]. W. Chen proposed a dynamic
baseline Traffic detection Method which is based on the historical traffic data for the
Power data network [12–14]. Zhao, et al. expounded the electric power communication
network traffic prediction research present situation, summarized the characteristics of
the forecast and the influencing factors, put forward to the return of the electric power
communication network traffic based on libsvm predictionmethod and the PSO (Particle
Swarm Optimization) algorithm is adopted to model parameters optimization [15–18].
Tang, et al. presented an analytical study of the traffic in power distribution communi-
cation network and proposed a new feature matching model. Simulation results show
that the proposed model can not only capture the distribution probability faithfully but
also depict the self-similarity and multi-fractal characteristics of the traffic [19, 20]. Li,
et al. analyzed business traffic according to business characteristics of electric power
communication network and proposed an algorithm for uniform business optimization
based on entropy [21–23]. Others are very sensitive about this. Summer, yeah. Since the
accuracy and accuracy of the network traffic forecasting model are low, they should be
further described.

Figure 1 shows the integrated network architecture of LTE wireless and low power
wide area network. The network mainly includes User Equipment (UE), Evolved UMTS
Terrestrial Radio Access Network (E-UTRAN), Evolved Node B (eNB), Packet Core
Evolution (EPC), and Low Power Wide Area Network (LPWAN). Evolved packets the
core network communicates with packet data networks such as the Internet, private
enterprise networks, or IP multimedia subsystems. Different from these algorithms, this
paper proposes a new method for LTE low power wide area fusion communication
network traffic estimation based on Principal Component Analysis (PCA) and linear
regression model. First, the principal component analysis method is used to decompose
the network traffic into a principal component and a non-principal component. Second,
the main components were analyzed using a linear regression model and the third noise
model was used to perform unnecessary component analysis, which included: closure.
network traffic samples shall be used to determine model parameters and calculate the
next network traffic. The samples are given below.At this point, ourmodel can effectively
and accurately reflect the dynamic characteristics of network traffic. Fergus. NGN. The
algorithm can effectively stop low-voltage bush regular traffic. The simulations show
that the TEMUNE method offers good prospects for implementation. This algorithm
can effectively estimate the network traffic in the LTE low-power wide-area converged
communication network. Simulation results show that thismethod has a good application
prospect.

The rest of this article is organized as follows. The second part is the problem
statement and prediction method. The third part is the simulation results and analysis.
The fourth part summarizes the work of this paper.
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LTE-Uu

UE

EPC

LPWAN
eNB eNB

eNB

Fig. 1. The integrated network architecture of LTE wireless and low power wide area network.

2 Problem Statement

The principal component analysis is used to divide the network traffic x(t) into the
main component and a non-principal component. In order to systematically analyze the
problem, the forecast network traffic analysis must take into account several factors [24,
25]. Due to the auto-correlation of network traffic, each piece of traffic data reflects to
some extent certain information about network traffic at the next moment, and the traffic
data has a certain correlation with each other. According to the characteristics of the
automatic correction of network traffic, it must be possible to follow up direct traffic
data to some extent association data. Therefore, because the variables in the quantitative
analysis are small, the information is large so that the main method of analysis DOS
components are used for separate network traffic. First, the raw data is standardized as
follows:

xij = xij − xi
si

(i = 1, 2, . . . , n; j = 1, 2, . . . , p) (1)

where xij is the original data, and xi si are the sample mean and standard deviation of
the i–th and j–th flow vectors, respectively. Then we can get the normalization matrix
X [26–29].

Find the correlation coefficient matrix for the normalization matrix X :

R = [
rij

]
pxp = X TX

n − 1
(2)

where rij =
∑

zkjzkj
n−1 , i, j = 1, 2, . . . , p. Solve the characteristic equation of Eq. 2:

∣∣R − λIp
∣∣ = 0 (3)

Get p characteristic roots, and Then identify the key elements.
Determine the value of m according to

∑m
j=1 λj

∑p
j=1 λj

≥ 0.85 (4)

so that the utilization rate of the data reachesmore than85%.For eachλj, j = 1, 2, . . . ,m,
solve the system of equations Rb = λjb to obtain the unit eigenvector bOj .
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Convert the standardized indicator variable into a main component:

Uij = zTi b
O
j , j = 1, 2, . . . ,m (5)

For the obtained m principal component components,

U = (U1,U2, · · · ,UM ) (6)

The main elements shall be modelled and analysed using the linear regression
equation. We perform linear regression modeling:

f (ui) = ωT ui(t) + εi (7)

Parameters ω and εi are determined using the least square method. It is assumed that
the error εi follows a Gaussian distribution [30–33].

p(εi) = 1√
2πσ

exp

(

− ε2i

2σ 2

)

(8)

The objective function of less squared method is as follows:

J (ω) =1

2

m∑

i=1

(yi − ωT ui)
2 = 1

2

∥∥∥y − ωTX
∥∥∥
2

=1

2
(y − ωT x)T (y − ωT x) (9)

The objective function finds the main derivative of inflated surface, finds position 0
and finds the best solution. The solution process is as follows:

∂J (ω)

∂ω
=1

2

∂

∂ω

(
(y − ωT x)T (y − ωT x)

)

=X TXω − Xy (10)

∂J (ω)

∂ω
= 0 (11)

ω∗ = X TX−1X Ty (12)

Using a linear regression model, you can see the speed of movement below at the
moment. However, the value is closer to the actual value [34–36], we model the noise
of the sub-components 3 times as follows:

g(t) = a3(x(t))
3 + a2(x(t))

2 + a1x(t) + a0 + δ(t) (13)

By building a model, the final network traffic can be expressed as:

y(t) =u(t) + g(t)

=ωu(t) + b0 + a3(x(t))
3 + a2(x(t))

2 + a1x(t) + a0 + δ(t) (14)
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The modeling algorithm proposed in this paper is as follows:
Step 1:Use principal component analysis to divide network traffic into principal and

non-principal components.
Step 2: For the principal component, according to Eq. (7), use a linear regression

model to model it.
Step 3: According to Eq. (9), use the least squares method to find the parameters of

the linear regression model.
Step 4: For the non-principal component, according to Eq. (13), use the third-order

noise model to model and analyze it.
Step 5: According to Eq. (14), use the established network traffic prediction model

to perform network traffic prediction.
The algorithm flowchart is shown in Fig. 2.

Start

PCA

Principal component Non-principal 
component

Obtain Principal 
component u(t)

Obtain Non-principal 
component  g(t)

Input data

End

Predict with linear 
regression model

Approximate with 3rd 
order noise model

Obtain  the network 
traffic model X(t)

Fig. 2. The flow chart of the flow traffic model.

3 Simulation Results and Analysis

Nowwe performmany experiments to validate our algorithmNRTA. Using the acronym
to simulate the mainframe’s current Keyboard. STKCS [7], WABR [12], PCA [15], and
TomoG [19] are reported as good estimation approaches for network traffic. Here, we



A Traffic Prediction Algorithm Based on Converged Networks 59

use real traffic data to compare NRTA with them [37, 38]. Accordingly, their estimation
performance is analyzed in detail.

Figures 3 and 4 illustrate the estimation results of four algorithms for ODs 23, 68,
83, and 123, respectively, where Real denotes the real network traffic in the real network.
From Fig. 3, These four algorithms show that you get better results for pets. Compared
with the other three algorithms, NRTA has exhibited the best estimation value of network
traffic for ODs 23 and 68. In contrast, TomoG indicates larger estimation errors than the
other two algorithms. Figure 4 illustrates that four algorithms can also better estimate
the traffic of ODs 83 and 123. Although network traffic changes significantly over time,
these four algorithms can change which way to go. This will also enable the Committee
to assess more accurately the EM network movements. TomoG holds better estimation
ability, while STKCS andWABR indicate the larger estimation errors for network traffic.
WABR products the larger under-estimation for OD 123. This shows that NRTA holds
a better prediction performance for network traffic.
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Fig. 3. Prediction results of four algorithms for ODs 23 and 68.

Figures 5 and 6 describe the relative estimation errors of four algorithms for ODs
23, 68, 83, and 123, relative to the real network traffic. Figure 5 demonstrates that NRTA
shows the lowest relative prediction errors in four algorithms for network traffic of ODs
23 and 68. TomoG has the largest estimation errors, but STKCS andWABR illustrate the
lower estimation errors. WABR shows much lower estimation errors than STKCS. This
demonstrates that NRTA holds the best estimation ability for network traffic. Figure 6
shows that for OD 83, STKCS and WABR hold similar errors, and they are the largest.
TomoG andNRTAhold lower errors andNRTA ismuch lower than TomoG. For OD 123,
we can see that NRTA has the lowest error. This further indicates that NRTA exhibits a
better estimation ability for network traffic.
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Fig. 4. Prediction results of four algorithms for ODs 83 and 123.
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Fig. 5. Relative prediction errors of four algorithms for ODs 23 and 68.
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Fig. 6. Relative prediction errors of four algorithms for ODs 83 and 123.

4 Conclusions

This paper uses the normal regression theory to model network traffic in time-frequency
synchronization applications in power communications. Using the theory of normal
regression, the dynamic properties over time can be accuratelymeasured. Network traffic
is converted into the normal regression process to capture dynamic features of network
traffic. Then the normal regression theory-based estimation model is created to estimate
network traffic. Finally, we propose the corresponding estimation algorithm to estimate
network traffic accurately. Simulation results shows that the proposed approach in this
paper is feasible.
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Abstract. At present, the post-90s undergraduates are the main group to use new
media, and their network media literacy is highly concerned by academic circles.
The paper analyzes the current situation of the undergraduates’ network literacy
from several universities in Guangzhou in three aspects including channel of net-
work contact, media literacy awareness, and understanding and critical ability for
information sources of the post-90s university students, and finds out that the post-
90s university students have a certain judgement for the media resources, but they
lack critical thinking and critical abilities for media resources from the multiple
perspectives.
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1 Foreword

Media literacy has always been an important topic in the field of Journalism and com-
munication, In the era of network communication, there are more and more problems
of media literacy, and more and more people pay attention to media literacy. Nowadays
China’s post-90s quickly become the main force to use new media [1]. In the endless
social public events, the post-90s college students are the main concern, direct par-
ticipants and promoters, and become the main driver and backbone of public events.
Therefore, it has become an urgent problem to understand the network media literacy
of post-90s college students, analyze the existing problems, and seek effective ways to
improve.

At the National Conference on network security and informatization in April 20,
2018, general secretary Xi Jinping put forward the strategy of “network power”, put
forward the idea of building a network power, talent is the key, we need to gather
talent resources, put forward the work of strengthening personnel training, and cultivate
high-quality information talents who understand strategy and management in network
technology [2]. General secretary Xi Jinping pointed out that to vigorously promote
the development of China’s network power strategy, we must attach great importance
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to providing strong talent support for the construction of the network power [3]. As
the main force of the strategic development of network power, college students should
assume the responsibility and mission of practicing the network power.

With the continuous economic globalization, in the context of China’s strategy of
building a network power, strengthening China’s network security and improving citi-
zens’ network media is the premise of media ecological improvement and benign opera-
tion. Especially for contemporary college students, the media has brought them unprece-
dented huge impact, but there are also some drawbacks, network information is mixed,
college students are faced with complex network information, and their cognition of
media is fuzzy or lost in it. How to use the network reasonably, maintain the network
security, improve the media literacy, and promote the steady realization of the network
power is the contemporary college students need to solve the topic of the times.

2 Literature Review

2.1 Theoretical Analysis of Network Media Literacy Research

It is the premise and basis for the research to analyze the related concepts of network
media literacy, sort out the research status at home and abroad, and accurately define the
meaning and components of post-90s university students network media literacy.

“Media literacy” is an imported word, which was first put forward by European
scholars. In 1933, scholars Levis and Thompson published the pioneering work of media
literacy education culture and environment: the cultivation of critical consciousness. For
the first time, they made a systematic exposition on the introduction of media literacy
education in schools, put forward a complete set of suggestions, and designed a wealth
of classroom exercises [4]. From the definition of media literacy, it includes four skills:
access to information, analysis of information, evaluation of information, production of
information [5]. Canadian education expert Joan Talim interprets media literacy from
the perspective of audience’s independent criticism, emphasizing the subjectivity of
the audience. He believes that “media literacy is the ability of the audience to choose
and analyze the information they receive every day, and it is to deal with the media
with critical skills.” [6]. Bill Walsh, an American scholar, explains media literacy from
the perspective of traditional literacy. He regards it as an integral part of public life.
As a necessary ability in life, he puts forward that “media literacy is an expansion or
extension of traditional literacy, not a substitute for it. It is to make each of us more
happy, more critical, and more familiar with various communication methods.” [7].
Walliborn defined media literacy as the embodiment of civil rights, emphasizing the
audience’s active participation in media information. He advocated that “media literacy
is to seek citizens’ independent rights, and change the passive relationship between the
audience and the media into an active and critical agreement” [8]. Rubin believes that
there are three levels of media literacy, “capability model”, “knowledge model” and
“understanding model” [9]. Potter W.J. believes that the media literacy refers to the
ability that people obtain, analyze, evaluate and spread a variety of media information
and use them to serve the work and life of individuals [10].

In 1992, the American Media Literacy Research Center defined media literacy as
“the ability of people to choose, question, understand, evaluate, create, produce and
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respond intelligently to information in different media” [11]. According to the Ameri-
can media literacy research center, media literacy is an educational method in the 21st
century. It enables people to contact, analyze, evaluate and create various spatial forms
of information, from printing to images to the internet. Media literacy is the basic inquiry
skills, necessary self-expression and the ability to understand social media of citizens
in a democratic society. The concept of media literacy in China was gradually accepted
after the 1990s. In 1997, BuWei, researcher of Chinese Academy of Sciences, published
the first article on the research of media literacy. Since then, his “on the significance,
content and method of media education” has opened the door of media literacy research
in China [12]. In “Media Literacy Education Proceedings”, Chinese scholar named Qiu
Peihuang pointed out: “the network media literacy refers to people’s ability to choose,
understand, question, evaluate, create andmake, and the reaction ability of critical think-
ing to information.” [13]. At present, domestic and foreign academic circles have not
formed a unified understanding on the definition andmeaning of “media literacy”. Based
on the above interpretations of media literacy, the media literacy in this paper refers to
the individuals’s ability to recognize and use the network media, which is embodied
in the motivation of using media, ways and means and attitudes for media resources,
validity of using media resources, and critical thinking and critical ability for the media
resources.

With the rapid development of the network, the network has penetrated into every
aspect of the society. The influence of the network has exceeded the traditional media
such as newspapers, radio and television. It has also attracted the attention of the aca-
demic circles at home and abroad. The network media literacy has been brought into the
theory and practice of media literacy education. In the article “media literacy in an inter-
active age”, its author, Art Silverblatt, Professor of communication and Journalism at the
University ofWebster, pointed out that the internet has emerged as an important research
field of media literacy, and put forward a unique research perspective of “network liter-
acy” and “information literacy” [14]. At present, there are 1367 articles about “network
media literacy” in CNKI. In the existing literature, many excellent master’s and doctoral
dissertations have made a comprehensive and systematic research on “network media
literacy”. Zhou Fangfang, a graduate student of East China Normal University, believes
that network media literacy refers to users’ correct use and effective use of the network,
creation and dissemination of information on the basis of certain network knowledge, so
as to achieve the purpose of serving personal development [15]. Qiao shuaiqi, a graduate
student of ideological and political education in Henan Normal University, has made
“Research on themedia literacy education of teenagers in the perspective of network cul-
ture” from the perspective of cultural construction and school moral education; Huang
Xiaowei, a graduate student of higher education of Southwest University, has made a
“Research on the media literacy problems and Educational Countermeasures of college
students” from the perspective of media literacy education of college students, and the
communication research of Southwest University of political science and law from the
perspective of media communication [16]. Han Yongqing, a graduate student of edu-
cational technology of East China Normal University, made a research on the current
situation and promotion strategies of College Students’ network media literacy from the
perspective of educational informatization [17].
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2.2 Literature Summary

The existing research has made a certain theoretical contribution to the media literacy
education of college students and the network media literacy of college students. Most
of these studies are conducted from the perspective of communication, journalism and
education. The western theory is introduced into the domestic theoretical field, com-
bined with the actual situation of China’s national conditions and the actual situation
of college students. These theories concern the practice of theoretical exploration and
sublimation, and basically formed a feasible research method to explore the media liter-
acy and network media literacy of college students, which provides thinking reference
for subsequent researchers. However, compared with other fields, the research in this
field started late, and its quantity and quality are weaker than those in other fields. The
high-quality literature mainly focuses on the theoretical analysis of Western media qual-
ity education. The quantitative research on the media literacy of local college students
is less, and the research on the network media literacy of post-90s college students is
even rarer. The network media literacy discussed in this paper is the network media
literacy, which refers to the media literacy under the network environment. The main
factors include the cognition and use ability of the network media, the acceptance and
discrimination of the network media, the ethics and values of the network media, and the
social activities of the network media. In the definition of connotation, this paper mainly
focuses on the quantitative research of localization, and puts forward countermeasures
on the basis of mastering rich and accurate data.

3 Survey and Analysis on the Status of Post-90s College Students’
Network Media Literacy

Under the context of theWEB 2.0 newmedia, the newmedia network mixing with good
and bad information has become an important immersing carrier for constructing the
social ecology, in the acceptance and acquisition of imbued information, some post-90s
university students lack a certain cognition and screening literacy when using online
media; Due to the lack of network moral literacy, they are easily deceived by false
information on the Internet or utilized by unscrupulous public opinion environment to
become the producers or communicators of rumors. So the media literacy of post-90s
university students and the arising problems cannot be underestimated.

The author selects the on-site questionnaire samples from Sun Yat-sen University,
Guangdong University of Finance and Economics, South China Agricultural University
and Guangdong University of Foreign Studies, comprehensively considers the factors
such as the levels of universities, majors, grades, etc. to strive for the universality and
representation of the selected samples. The questionnaire involves the university stu-
dents’ contact and motivation for media, university students’ cognitive degree on the
media literacy, university students’ critical ability on media and so on. 300 paper ques-
tionnaires were issued, and 299 questionnaires were recovered on site, with a recovery
rate of 99.67%. Among them, there are 283 valid questionnaires with a recovery rate of
94.3%.

The author further explores and analyzes the current situation of the network media
literacy of the post-90s university students, which will be beneficial for cultivating the
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university students to have a certain critical ability on media and become the participants
and builders of a good public opinion environment. Finally, experimental results that
the post-90s university students have a certain judgement for the media resources, but
they lack critical thinking and critical abilities for media resources from the multiple
perspectives.

Provided that the reliability of the questionnaires is real, through the statistics and
analysis for questionnaires, the media literacy of “post-90s” university students is as
follows:

3.1 Types of Media

In 2019, the 43rdChina InternetDevelopment StatisticsReport showed that as ofDecem-
ber 2018, China’s internet population was 829 million, of which 8.7% had college-level
education, 9.9% had undergraduate-level education or above [18]. Obviously, the uni-
versity student is the newmedia important audience group. As the core audiences of new
media, the post-90s university students have an active thinking, and have a relatively high
acceptability for the fourth media and the fifth media represented by network andmobile
phone, while having a relatively low acceptability for the traditional media represented
by newspapers, radios and television. Among the 283 effective questionnaires, 88.96%
of the “post-90s” college students use mobile phones, 79.26% of them use the internet,
and 51.5% of them are both internet and mobile phone users. At the same time, only
6.02% of post-90s use the traditional media newspaper, and only 7.02% of university
students receive information by radio. Many university students think mobile phone use
is so necessary that it has become a part of the life. Once they do not contact mobile
phone, they will feel psychological anxiety. And the new media of network is closely
related to life, the post-90s university students’ network expense keeps strong a month
and becomes the main monthly expense.

The fast consumption culture of fragmentation reading is also reflected in the media
contact content of post-90s university students. From 283 valid questionnaires, 88.3%
of the university students mainly receive the images and videos in the daily information
reception. The respondents admitted that “reading images or watching videos takes a
shorter time, and is more suitable for the larger daily information demand”. For the
written report that requires more than three minutes for reading, 78.9% of post-90s
choose to give up the reading because it costs a longer time and requires for in-depth
thinking. It can be found in the results of survey that post-90s university students have
changed to the reading of videos and images via television, mobile phone and network
from the reading of literature information in the traditional magazine and newspapers
(Fig. 1).

3.2 Media Use Behavior

The length of media use time to a certain extent can reflect the importance of the media
to the user and the user’s dependence on the media. Therefore, the use of media time is
also an important index to examine the media literacy of the post-90s college students.
For media contacting time, the post-90s university students interviewed express that
they spend most of their spare time on using mobile phone and network. According to
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Fig. 1. The types of media most frequently contacted by post-90s university students

the survey, more than half of the university students use the mobile phone and network
media for more than three hours within 24 h, accounting for 62.96%. 101 university
students use the new media for 0.5–3 h per day, accounting for 34%. And only nine
university students fill in 0.5 h or below for using media in the questionnaire. Due to
the lack of supervision of parents and teachers in the spare time, the management and
self-discipline awareness on using media and the self-management ability of university
students are very weak. Some university students said that mobile phones and network
have occupied the entire spare time, and the mobile phone and network have become a
best means of time consuming.

During the use of new media, most of interviewed post-90s university students said
that since payment, learning, social contact and literature search aremostly completed on
line, thus most of their time using mobile phones is for the above activities. According to
the results of survey, those who use the newmedia for study account for 30%, those who
read news for keeping relationswith society account for 20%, and thosewho aim at social
contact account for 49.2%, while 41.2% of university students use it for fragmentation
entertainment. Those who do not use it for data collection account for 30.76%, those
who make less use of it for information acquisition account for 40.08%, and those who
are limited to the learning and reading and make less use of it for social contact account
for 8.9%. It can be seen that university students mainly use the newmedia for completing
three functions including information acquisition, social contact and learning. However,
during the on-site questionnaire distribution and interview, the author finds that the social
abilities of post-90s university students have fallen obviously because they rely much on
the social contact functions of new media. Many respondents admit that they prefer to
communicate with real classmates and friends via text messages and voice in the online
virtual social environment provided bymobile phone rather than communicating frankly
face to face. Then, they usually stay in dormitory in their spare time, rarely communicate
with classmates and teachers, indulge in the network and mobile phone, thus suffering
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from social phobia and having difficulties to fit into the real life and participate in the
social activities.

In terms of prying into the privacy of others, the survey results show that 71.23%
of the students never use the media to pry into others’ privacy, while 28.77% of the
university students admit that they will choose to do so, and like the information about
the privacy of others disseminated on the new media, for example, spread of bedroom
remote installation camera, personal privacy exposure, camera appeared in the girls’
bathroom and other personal privacy related news (Fig. 2).

Fig. 2. Time distribution on media by post-90s university students

3.3 Attitudes to the Media Literacy

The awareness of media literacy is weak. In 1947, American social psychologist and
one of the four founders of communication science Kurt Lewin proposed the concept of
“gatekeeper” in theChannels ofGroupLife [19]. Lewin believes, in his study of the group
communication, that the information flows in the channels with “door area”, in which
there are some gatekeepers, and only the information which meets the group norms or
gatekeeper’s value standards can enter the channels of dissemination. As the gatekeeper,
the professionalmedia organizations control the discourse power through agenda setting.
In the We-Media era, anyone can give opinions on the common topic as long as you
possess a mobile phone or computer, and the traditional gatekeeper is transferred to the
civil public opinion field. In the one-way communication of traditional media receiving
and releasing information, media organizations assume the responsibility and role of
gatekeepers. In the context of we media, individuals become the gatekeeper of news
information screening. Therefore, the media literacy of college students is particularly
important. In the context ofwemedia, themedia literacyof college students is particularly
important. But they have little idea about the “media literacy”. Over half of the post-90s
university students said that they have never heard about the concept, accounting for
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53.89%. And 43.72% of them know the connotation of media literacy through lectures
and courses. It can be seen that the post-90s media literacy education has not attracted
the attention of relevant departments of universities (Fig. 3).

Fig. 3. Channels for post-90s university students to contact media literacy

3.4 The Interpretation Ability of Media Information

When the media reflects reality, it is not a “mirror-like” reflection of the objective world,
but a screening and rewriting of reality information according to certain frames, values
and ideologies, thus presents one kind of media construction “reality”. The audience
with media literacymust be able to distinguish the authenticity of the media information,
understand the hidden intention of the media, distinguish the facts and viewpoints in the
information, and understand the difference between the reality of media construction
and the objective reality. In other words, the audience has the ability to interpret and
criticize the media information is an important media literacy. “Media Literacy” means
to let people know that mass communication, as the information system of society, is the
product of organizations, has its own interests and demands, and there is a gap between
the world constructed by media and the real world.

The survey shows that “post-90s” college students have a certain ability of interpre-
tation, and can make judgments on the authenticity of media information in line with
their knowledge framework and thinking ability. Such as “one movement a day keeps
the cancer away”, “seaweed is actually made of plastic”, “a pupil who is infected with
rabies barks like a dog during outbreak”, “property can be stolen via WeChat payment
code screenshots” and so on, “Post-90s” college students can use common sense to fal-
sify. For the complex information that needs to be checked to judge whether it is true or
not, the vast majority of “post-90s” college students can also maintain a certain degree
of vigilance, and can rationally carry out the next step of action. 57.57% of them will
check the authenticity of the information, but will not forward it; 36.3% of the people
will only forward it after confirming the authenticity of the information; only 6.06% of
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the “post-90s” college students will forward it without thinking. They can keep a certain
of vigilance generally and know to judge the truth of the information through the inquiry
of information sources.

Due to the young and irrational psychological characteristics of post-90s college stu-
dents, their media literacy can not keep up with the rapid development of networkmedia.
According to the results of survey, as for the rumors transmitted among the acquain-
tances, such as “those who do not forward are not Chinese”, 21 university students will
choose active contact, accounting for 7.04%; 142 choose occasional contact, accounting
for 47.49%; 135 choose no active contact, accounting for 45.15%. This set of data reflects
that although the post-90s university students have a certain judgment, their self-control
is still not strong, and they will be influenced by the induced information and become
the intermediary carrier of rumor communication. As for whether to release information
about bad emotions and vulgar tastes, 68.89% of the respondents chose “never”, 29.43%
of the college students chose “occasionally”, and 1.67% of the respondents still chose
to publish or forward the information with bad emotions and low taste (Fig. 4).

Fig. 4. Whether post-90s university students will release information about bad emotions and
vulgar interests

The mass media is a material carrier for dissemination of all kinds of information to
a wide audience. Traditionally, it refers to six media of books, newspapers, magazines,
radio, television and movies with a wide range of dissemination. Nowadays, the devel-
opment of new media depends on the rapid development of information technology.
Lasswell summarized the basic functions of mass media as environmental monitoring,
social coordination and inheritance of society heritage in《The Structure and Function
of Communication in Society》published in 1948 [20]. In 1959, based on the views
of Lasswell, Charles Wright supplemented the statement of “entertainment” function
and expended the social functions of mass communication to “four-function theory”
including environmental monitoring, interpretations and regulations, social functions
and provision of entertainment in the Mass Communication: Discuss on Functions [21].
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The survey shows that the post-90s university students have stronger personality and
purpose, which is reflected in the use of new media. The post-90s university students
use smart phones and networks with a strong purpose to satisfy their own learning,
information, and social contact functions, which reflects the relative rationality of this
group for the use of newmedia.But obtaining and transmitting information and providing
entertainment are the basic functions of mass media, the post-90s university students
under-utilize the social functions ofmassmedia.Mass communication plays a key role in
the dissemination of knowledge, values and code of conduct. The audiences are cultivated
in the social composition factors such as family, school, etc., namely, the specific mass
communication environment. The interviewed post-90s university students are mostly
in the level of passive acceptance of information, and they selectively read, understand
and absorb the major news with a certain orientation for public opinion, prefer to the
entertaining and relaxing soft news with one-way thinking and rarely select the hard
news such as the current political news, and they have insufficient sensitivity to news
and lack universal humanistic care. In other words, the post-90s college students’ use of
the social coordination function, interpretation function and heritage function of mass
media is inefficient.

The post-90s university students possess a certain critical thinking but lack critical
ability for media resources. The critical ability of network public opinion refers to the
ability to treat network information critically and to select, select and process information
according to certain position, policy and value standard. The critical ability of network
media can be further divided into media information processing ability, which can be
divided into deep reading ability, critical questioning ability and independent thinking
ability. The interactivity and quickness of new media bring convenience to the post-90s
university students, while its complexity, grassroots and diversity are also weakening the
university students’ ability to interpret and criticize the information. For the phenomenon
of “human flesh search” and “network tyranny” emerging in an endless stream on the
Internet, 47.12% of the post-90s college students interviewed “know”, 50.23% of them
“don’t care”, and 2.65% of them “don’t know”. In “do not care about” 50.23% of the
students said “do not want to know, do not care, no interest”. On the choice of how to
view this social phenomenon, 34.45% of the students thought it was “immoral”, 53.78%
of the students thought “netizens have the right to express their own opinions, it is a
need to vent their emotions”, and the remaining 11.77% students thought that “it doesn’t
matter, it’s none of my business”. From the perspective of the attitude towards bad
information and the phenomenon of “network tyranny”, the survey results show that
some students can distinguish between the media reality and the objective reality, have
certain thinking about the pseudo environment, and have a certain shallow ability to deal
with the complex media content, but lack of in-depth thinking and questioning of the
media content.

Based on the above data, a total of 93.87% of college students will make various
judgments on the authenticity of information sources. However, “having certain judg-
ment” is only a shallow level to judgewhether the information is true. 62.23%of post-90s
college students lack the ability to analyze media information in depth, and to think and
criticize media resources from multiple perspectives.
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4 Conclusions and Recommendations

4.1 The Main Conclusion

This paper focus on study the current situation of network media literacy of the post-90s
university students in Guangzhou city. This paper analyzes the current situation of the
undergraduates’ network literacy from several universities in Guangzhou in four aspects
including channel of network contact, media literacy awareness, and understanding and
critical ability for information sources of the post-90s university students. From the
above analysis, we can see that for the use of new media resources, post-90s university
students not only show their psychological dependence on media resources and their
certain discrimination ability for information source, but also shows their media liter-
acy acquired in long-term information infiltration. The study found that the post-90s
university students have a certain judgement for the media resources, but they lack the
awareness of critical view of media information and lack critical thinking and critical
abilities for media resources from the multiple perspectives.

4.2 Countermeasures and Suggestions on Improving the Network Media
Literacy of Post-90s College Students

A sample survey of several universities in Guangzhou shows that media literacy is
becoming more and more important to the post-1990s college students and has become
a quality they must possess. However, although some “post-90s” college students have
certain media literacy, it is still not enough to cope with the endless variety of media and
complex media information, and their media literacy needs to be improved.

With the development of the media and the emergence of new media, the impact of
themedia, especially the newmedia represented by themobile phone and the internet, on
the “post-90s” college students is more andmore extensive and profound, they live in the
media, the media production information constructs the media ecology. In contrast, the
post-90s college students rely more and more on the media, mobile phones, the internet
and other new media have become their study, social and even leisure are inseparable
partners, tools. However, when the new media represented by the mobile phone and the
internet become more and more close to the post-90s college students, some negative
or even negative influences also appear. It can be seen that the interactivity, quickness
and intelligentization of the new media are really convenient for the post-90s college
students, but the interactivity, quickness and intelligentization are based on the correct
use of the new media and media information. In other words, only with a certain degree
of media literacy, post-90s college students can effectively use a variety of media while
trying to avoid their negative effects. Therefore, the media literacy for the post-90s of
the importance of college students more and more prominent.

The media literacy of post-90s college students needs to be improved. The survey
shows that the post-90s college students have certain media literacy. However, their
media literacy still has obvious weak links and bias. Most students have not studied the
relevant courses, lack of systematic media literacy knowledge and theory. Some post-
90s college students spend a lot of time using the new media such as mobile phones
and internet for social intercourse and entertainment, which not only affects their study



Analysis on the Current Situation of Network Media Literacy 75

and life, but also weakens their social ability. Even some students have a psychological
dependence on mobile phones, internet and other new media, a little long time without
contact with mobile phones, internet and other new media will feel abnormal anxiety.

Because of the lack of media literacy and breeding, the evolution of a variety of
problems, the consequences can not be underestimated. Some post-90s college students
are relatively weak in resisting the bad media information, will contact the bad media
information on their own initiative, and are easily affected by the bad information.
Some college students also release or forward the information with bad mood and low-
level interest, and become the disseminator and intermediary of the bad information.
Therefore, as soon as possible to improve post-90s college students of the media literacy
has become the school, the community is facing an urgent need to solve the problem.

Needless to say, there aremanyways to improve themedia literacyof post-90s college
students. From theUK, theUnited States and other countries,media education is themain
way of school education, social education andmedia publicity.YuGuoming, Professor of
Communication University of China, once pointed out that the choice and use of media
is a kind of accomplishment. Its cultivation requires not only knowledge, experience
and accumulation, but also wisdom, understanding and renewal. Although it belongs
to the category of lifelong learning in essence, the school education of media literacy
is one of the most important links. The surveys show that, the knowledge and ability
of post-90s college students about media literacy are not acquired through systematic
education. However, formal school education is the most direct and effective way to
improve their media literacy. Because of this, media literacy has become a general
course for all students in many colleges and universities in many developed countries.
At present, China has carried outmedia literacy education for decades, but the importance
of media literacy has not risen to the functional level of local government or national
government departments. The implementation of media literacy education proposed
by local governments or official institutions has been blank, and few universities have
incorporated media literacy education into general compulsory courses. In view of this,
it is suggested that media education should be included in the curriculum system of
primary and secondary schools and universities, and clear teaching objectives, teaching
methods and other teaching standards should be determined, so as to make it the same
compulsory course as ideological and moral education, physical education and painting,
and become a part of the teaching system of cultivating students’ minds. In the stage
of higher education, the media literacy of post-90s college students can be improved by
setting up media literacy compulsory courses or elective courses. Media education is not
only a kind of professional education, but also an important part of general education for
college students. From the perspective of school education, the general course of media
literacy promotion is widely carried out in universities. It is an effective way to promote
media literacy in universities.

It can be seen that themedia literacy education for the post-90s college students is not
only a realistic need, but also a general trend in the era of globalization. Compared with
the media literacy education in developed countries, the media literacy education for
university students in our country starts relatively late, we must arouse the attention of
relevant universities and administrative departments. China’s universities should take the
initiative to dealwith the current situationofmedia development, realize thenecessity and
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urgency of developing media literacy education, and carry out media literacy education
for post-90s college students as soon as possible.

From the perspective of self-education approach, the media literacy of the post-90s
college students is mainly embodied by self-identification, self-study, self-restraint and
self-cultivation. In the aspect of strengthening self-study, the post-90s college students
can acquire positive media information actively, and form their own recognition sym-
bols of media information through their own decoding, coding and sorting, so as to
understand and accept them selectively, turn the symbol into self-cognition and com-
plete self-education. This self-screening of media information and the acquisition of
self-learning ability are rooted in school media literacy, so the path of self-education is
inseparable from the premise of establishing stable and effective school education.

Secondly, the self-discipline and self-cultivation of the post-90s college students is
the media ability, which is the ability to use and deal with the media information. At
present, most universities have set up information retrieval, web page production, short
video production, public number operation and other basic courses using new media.
The survey found that the post-90s college students have a certain ability to operate the
media, can produce and publish information through multimedia materials, participate
in the discussion of topics on the Internet, in constant practice and learning to improve
their own ability to operate the media. But faced with a variety of news information
in a changing process, the post-90s college students lack a certain ability to identify
and process it, which requires a great deal of contact and comparison of information in
order to identify the true and false, this ability is the self-cultivation process of post-90s
college students, is an important reflection of self-cultivation. And this kind of self-
cultivation needs to be formed through reflection and self-denial. The post-90s college
students need to resist the temptation of all kinds of vulgar information, form their
own self-restraint system, keep their alertness on the ideological level at all times, and
comply with social norms. Especially in the virtual environment where morality and law
are difficult to restrain, strong moral consciousness can restrain self. Post-90s college
students must cultivate self-restraint media character and form their own unique media
self-cultivation.

Therefore, it is urgent and necessary to construct an efficient and reasonable media
literacy education system. Only in this way can post-90s university students obtain the
personal recognition on new media and the comprehensive ability for rational use of
media resources.

Acknowledgement. This paper is the result of South China Business College of Guangdong
University of Foreign Studies’ research project “Study on the current status of post-90s university
students’ media literacy and the guidance” (16-009B).
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Abstract. In this work, we give an effective preconditioned numeri-
cal method to solve the discreted linear system, which is obtained from
the space fractional complex Ginzburg-Landau equation. The coefficient
matrix of the linear system is the sum of a symmetric tridiagonal matrix
and a complex Toeplitz matrix. The preconditioned iteration method
has computational superiority since we can use the fast Fourier trans-
form (FFT) and the circulant preconditioner to solve the discreted linear
system. Numerical examples are tested to illustrate the advantage of the
proposed preconditioned numerical method.

Keywords: Space fractional Ginzburg-Landau equation · Toeplitz
matrix · Preconditioned numerical method

1 Introduction

In this paper, we solve the space fractional complex Ginzburg-Landau equation
as follows [39]

∂v

∂t
+ (ν1 + iη1)(−Δ)

β
2 v + (κ1 + iζ1)|v|2v − γ1v = 0, (1)

v(x, 0) = v0(x), (2)

where x ∈ R, 1 < β � 2, i is the imaginary unit, 0 < t � T1, v(x, t) is a complex-
value function, ν1 > 0, κ1 > 0, η1, ζ1, and γ1 are real constants, and v0(x) is an
initial function. Furthermore, the operator (−Δ)

β
2 v(x, t) (1 < β � 2) in (1) is

defined [9] as follows
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− (−Δ)
β
2 v(x, t) = −

∂2

∂x2

∫ ∞
−∞ |x − ξ|1−βv(ξ, t)dξ

2 cos(βπ
2 )Γ (2 − β)

. (3)

The operator (−Δ)
β
2 is equivalent to

−(−Δ)
β
2 v(x, t) = −−∞D̂β

xv(x, t) +x D̂β
+∞v(x, t)

2 cos(βπ
2 )

,

where the two operators −∞D̂β
x and xD̂β

+∞ are defined in [32].
The fractional Ginzburg-Landau equation has been used to describe a lot of

physical phenomena; see [29,30,35]. However, there are few works on the numer-
ical methods for the fractional complex Eq. (1)–(2) [10,13,33,38,39]. Based on
the extensive application background of this equation, it is interesting to study
the numerical methods for solving the fractional complex Eq. (1)–(2).

Recently, some new approaches are proposed to improve network routing
and measurement [14,37,41]. Based on effective user behavior and traffic analy-
sis methods [4,5,17,19], new scheduling strategies are designed to raise resources
utilization [6,18,20,36] and energy-efficiency [21,22]. To test these new schedul-
ing strategies, traffic Reconstruction is important [15,16,23,24,27,40]. Fluid
model is effective model to reconstruct the bursty data traffic. Moreover, frac-
tional differential equation can be used to build the fluid model. In our paper,
we develop an effective preconditioned numerical method to solve the linear sys-
tem, which is discreted from the fractional complex Eq. (1)–(2). Compared to
the direct method, the complex linear systems can be fast solved by the circu-
lant matrix and the FFT at each step due to the Toeplitz structure of coefficient
matrices.

2 A Finite Difference Scheme

In this part, we exploit the fourth-order finite difference scheme [39] to discretize
the fractional complex Eq. (1)–(2). For the two operators −∞D̂β

x and xD̂β
+∞, the

WSGD method [12] is used to approximate them. The shifted Grunwald formulae
[28] is defined as

LÃβ

ĥ,p1
v(x) =

∑+∞
i=0 d

(β)
i v(x − (i − p1)ĥ)

ĥβ
,

RÃβ

ĥ,q1
v(x) =

∑+∞
i=0 d

(β)
i v(x + (i − q1)ĥ)

ĥβ
,

where p1, q1 are positive integers and the coefficients d
(β)
i are computed as follows

d
(β)
0 = 1, d

(β)
i =

i − β − 1
i

d
(β)
i−1, i ∈ Z

+.
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According to the reference [12] and using the shifted Grunwald formulae, the
WSGD operator is of the following form:

LD̃β
hv(x) =

∑+∞
i=0 z

(β)
i v(x − (i − 1)ĥ)

ĥβ
,

RD̃β
hv(x) =

∑+∞
i=0 z

(β)
i v(x + (i − 1)ĥ)

ĥβ
,

where
{

z
(β)
0 = λ̃1d

(β)
0 , z

(β)
1 = λ̃1d

(β)
1 + λ̃0d

(β)
0 ,

z
(β)
i = λ̃1d

(β)
i + λ̃0d

(β)
i−1 + λ̃−1d

(β)
i−2, i � 2,

(4)

and

λ̃1 =
β2

12
+

β

4
+

1
6
, λ̃0 =

2
3

− β2

6
, λ̃−1 =

β2

12
− β

4
+

1
6
.

Let the operator B be

Bv(x) = cβv(x − ĥ) + (1 − 2cβ)v(x) + cβv(x + ĥ),

where cβ = −β2

24 + β
24 + 1

6 . Therefore, the fourth-order approximation to the
operator (−Δ)

β
2 can be obtained by

Δβ

ĥ
v(x) =

LD̃β

ĥ
v(x) +R D̃β

ĥ
v(x)

2 cos(βπ
2 )

(5)

= B(−Δ)
β
2 v(x) + O(ĥ4). (6)

In the following, we will give the numerical discretization of (1)–(2) in the
domain Π = [a1, b1]. Let τ̂ = T1

N1
and denote ti = iτ̂ , where N1 is a positive

integer, 0 � i � N1. Given a grid function u = {ui|0 � i � N1}, denote

D̃tu
i+1 =

3ui+1 − 4ui + ui−1

2τ̂
,

ũi+1 = 2ui − ui−1.

Let ĥ = b1−a1
M1

and xi = a1 + iĥ, where M1 is a positive integer, 0 � i � M1.
Moreover, we denote FM1 = {i|i = 1, 2, . . . ,M1 − 1}. According to the method
of [39], we can obtain the following finite difference scheme for the fractional
complex Eq. (1) and (2):

BD̃tv
i+1
j + (ν1 + iη1)Δ

β

ĥ
vi+1

j + (κ1 + iζ1)B|ṽi+1
j |2ṽi+1

j − γ1Bṽi+1
j = 0,

j ∈ FM1 , 1 � i � N1 − 1, (7)

v0
j = v0(xj), j ∈ Z, (8)

vi
j = 0, j ∈ Z \ FM1 , 0 � i � N1. (9)



Fast Preconditioned Iterative Method 81

In the practical computation, we can calculate u1 as follows [39]
⎧
⎨

⎩

B(v1
j −v0j

τ̂ ) + (ν1 + iη1)Δ
β

ĥ

v1
j+v0j

2 + (κ1 + iζ1)B|v(1)
j |2v(1)

j = γ1Bv
(1)
j ,

B(
v
(1)
j −v0j

τ̂/2 ) + (ν1 + iη1)Δ
β

ĥ
v0j + (κ1 + iζ1)B|v0j |2v0j = γ1Bv0j , j ∈ FM1 .

(10)

Let
vi+1 = [vi+1

1 , . . . , vi+1
M1−1]

T ,

D1 = τ̂(κ1 + iζ1)

⎡

⎢
⎢
⎢
⎣

|v01|2 0 . . . 0
0 |v02|2 . . . 0
...

...
. . .

...
0 0 . . . |v0,M1−1|2

⎤

⎥
⎥
⎥
⎦

− (2 + γ1τ̂)I,

D2 = (κ1 + iζ1)

⎡

⎢
⎢
⎢
⎢
⎣

|v(1)
1 |2 0 . . . 0
0 |v(1)

2 |2 . . . 0
...

...
. . .

...
0 0 . . . |v(1)

M1−1|2

⎤

⎥
⎥
⎥
⎥
⎦

− γ1I,

D3 = (κ1 + iζ1)

⎡

⎢
⎢
⎢
⎣

|ṽi+1
1 |2 0 . . . 0
0 |ṽi+1

2 |2 . . . 0
...

...
. . .

...
0 0 . . . |ṽi+1

M1−1|2

⎤

⎥
⎥
⎥
⎦

− γ1I,

Z =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

z
(β)
1 z

(β)
0 0 · · · 0 0

z
(β)
2 z

(β)
1 z

(β)
0 0 · · · 0

...
. . . . . . . . . . . .

...
...

. . . . . . . . . . . . 0

z
(β)
M1−2

. . . . . . . . . z
(β)
1 z

(β)
0

z
(β)
M1−1 z

(β)
M1−2 · · · · · · z

(β)
2 z

(β)
1

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

, (11)

and
Aβ = tridiag

(
cβ , 1 − 2β , cβ

)
,

then the fourth-order finite difference scheme (7)–(10) has the following form

2Aβv(1) = −AβD1v
0 − ωCv0, (12)

(Aβ +
ω1

2
C)v1 = (Aβ − ω1

2
C)v0 − τ̂AβD2v

(1), (13)

(
3
2
Aβ + ω1C)vi+1 = Aβ(2vi − 1

2
vi−1 − τ̂D3ṽ

i+1), 1 � i � N1 − 1. (14)

where C = Z + ZT and ω1 = (ν1+iη1)τ̂

2ĥβ cos( βπ
2 )

.
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3 A Fast Preconditioned Numerical Method

In this part, we give an effective preconditioned generalized minimum residual
(PGMRES) method [34] to solve the discreted linear system of the finite differ-
ence scheme (7)–(10), in which the preconditioned matrix is Strang’s circulant
preconditioner proposed in [2].

3.1 Toeplitz Matrix and GMRES Method

The Toeplitz linear system is as follows

Bn1u = b̃,

where Bn1 is a Toeplitz matrix, b̃ is a given vector. Toeplitz systems are widely
used in various fields; see [1,3,7,11,25,26,31]. The elements of an n1×n1 Toeplitz
matrix Bn1 satisfy (Bn1)ij = bi−j for i, j = 1, 2, . . . , n1. The elements of a
circulant matrix Cn1 satisfy c−i = cn1−i for 1 � i � n1 − 1 [2].

It is well-known that [8] the computation cost will be O(n1 log n1) operations
if one wants to compute the matrix-vector products Cn1u and C−1

n1
u by the fast

Fourier transform. In addition, we can calculate the matrix-vector product Bn1u
in O(2n1 log(2n1)) by the FFT [2]. These important properties can be exploited
to fast solve the discreted linear system in the form (12)–(14).

Consider the following non-Hermitian linear systems

Bu = b̃,

where B is a non-Hermitian matrix. As we know, the GMRES method [34] is
a very effective iterative method for solving these linear systems. Under normal
circumstances, the convergent rate of the this method is very slow because of
the very large condition number of the matrix B. To deal with this drawback,
we could exploit the preconditioned matrix to speed up the convergent rate of
the GMRES method. Please refer to [34] for the PGMRES method.

3.2 A Preconditioner for the Implicit-Explicit Difference Scheme

It can be seen that Aβ and C are Toeplitz matrices in the matrix-vector form
(12)–(14). According to Sect. 3.1, we can store an M1 ×M1 Toeplitz matrix BM1

in O(M1) of memory, and we can compute the matrix-vector product BM1u in
O(M1 log M1) by the FFT. Moreover, the coefficient matrices of the complex
linear systems (13) and (14) are non-Hermitian.

In this section, we exploit Strang’s circulant matrix as a preconditioner to
speed up the GMRES method. For the matrix Aβ in (12), the preconditioned
matrix is

S1 = s(Aβ),

where s(Aβ) is the Strang circulant matrix for the matrix Aβ . For the matrix
Aβ + ω1

2 C in (13), the preconditioned matrix is

S2 = s(Aβ) +
ω1

2
s(C).



Fast Preconditioned Iterative Method 83

For the matrix 3
2Aβ + ω1C in (14), the preconditioned matrix is

S3 =
3
2
s(Aβ) + ω1s(C).

It easily knows that S1, S2 and S3 are circulant matrices. In the following, we will
see that the proposed preconditioners are very efficient to speed up the GMRES
method.

4 Numerical Experiments

In this part, we show the computational advantage of the PGMRES algorithm by
two numerical examples for the fractional complex equation. We denote “GaE”
by the direct method, which is implemented by left divide in MATLAB. For the
PGMRES method with Strang’s circulant preconditioner, we denote by “cPGM-
RES”. We stop the cPGMRES method if the condition satisfies

‖res1k‖2
‖res10‖2

< 10−7,

where res1k denotes the k-th residual vector for the cPGMRES method. In all
tables, “Icpu” denotes the computational time in seconds for GaE and cPGM-
RES, and “Ite” is the iteration numbers for cPGMRES.

Example 1. In this example, the parameters in the fractional complex Eq. (1)
and (2) are same as these in [39].

Furthermore, according to [39], the numerical exact solution v is calculated
with τ̂ = 10−4 and ĥ = 1.25 × 10−2. Let vĥ be the numerical solution. We
compute the error ERR = v − vĥ as the numerical accuracy at T1 = 2 with the
l∞
ĥ

norm.
We report the numerical results in Table 1. In this table, ERR1 and ERR2

denote the errors for the cPGMRES method and the GaE method, respectively.
We can see that there is little difference between numerical errors of the two
methods. But, if the size of the matrix in the complex linear systems (12)–(13)
is large, the computational times of GaE are much more than the computational
times of cPGMRES. Furthermore, Figs. 1, 2 and 3 show the distribution of the
eigenvalues for the matrix 3

2Aβ + ω1C and S−1
3 ( 32Aβ + ω1C) at T1 = 2, respec-

tively, when the size of the matrix is 320, and β = 1.3, 1.6, 1.9. In the figures, the
blue points indicate that most of the eigenvalues of the matrix S−1

3 ( 32Aβ +ω1C)
approach to 1, while the eigenvalues of the matrix 3

2Aβ + ω1C do not approach
to 1. Therefore, the figures show that our new preconditioner is very effective
for solving the linear systems (12)–(14).
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Table 1. Numerical results for Example 1

β (τ̂ , ĥ) cPGMRES GaE

ERR1 Ite Icpu ERR2 Icpu

1.3 (2−4, 0.4) 3.7500e − 2 3.1 0.0470 3.7500e − 2 0.0160

(2−6, 0.2) 2.4074e − 3 3.0 0.1090 2.4074e − 3 0.1870

(2−8, 0.1) 1.6404e − 4 2.9 0.4070 1.6405e − 4 3.1100

1.6 (2−4, 0.4) 2.1789e − 2 3.0 0.0320 2.1789e − 2 0.0150

(2−6, 0.2) 1.3764e − 3 2.8 0.0780 1.3764e − 3 0.1570

(2−8, 0.1) 8.8752e − 5 2.0 0.3120 8.8693e − 5 3.0000

1.9 (2−4, 0.4) 1.4653e − 2 2.1 0.0160 1.4653e − 2 0.0150

(2−6, 0.2) 9.1163e − 4 2.0 0.0620 9.1163e − 4 0.1570

(2−8, 0.1) 5.7246e − 5 2.0 0.2970 5.7246e − 5 3.1250
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Fig. 1. Example 1: Spectrum of 3
2
Aβ + ω1C (upper) and S−1

3 ( 3
2
Aβ + ω1C) (lower),

when β = 1.3.

Example 2. In this example, we take the parameters which are same as these
in [39]. Moreover, we compute the exact solution v with τ̂ = 10−4 and ĥ =
1.25 × 10−2.
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when β = 1.6.

Table 2 gives the numerical results and Figs. 4, 5 and 6 show the distribution
of the eigenvalues for the matrices 3

2Aβ + ω1C and S−1
3 ( 32Aβ + ω1C) at T1 = 2,

respectively, when the size of the matrix is 320, and β = 1.3, 1.6, 1.9. Similar
to Example 1, the computational results and figures indicate the superiority of
the preconditioned numerical method.
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Table 2. Numerical results for Example 2

β (τ̂ , ĥ) cPGMRES GaE

ERR1 Ite Icpu ERR2 Icpu

1.3 (2−4, 0.4) 1.6529e − 4 3.9 0.0250 1.6529e − 4 0.0160

(2−6, 0.2) 1.1880e − 5 3.7 0.1160 1.1879e − 5 0.1870

(2−8, 0.1) 7.5537e − 7 3.0 0.4440 7.5333e − 7 3.2500

1.6 (2−4, 0.4) 2.1495e − 4 3.4 0.0250 2.1495e − 4 0.0160

(2−6, 0.2) 1.6276e − 5 2.8 0.1010 1.6276e − 5 0.1400

(2−8, 0.1) 1.0397e − 6 2.6 0.3470 1.0396e − 6 3.0790

1.9 (2−4, 0.4) 3.3256e − 4 2.9 0.0250 3.3256e − 4 0.0160

(2−6, 0.2) 2.5996e − 5 2.6 0.0960 2.5996e − 5 0.1560

(2−8, 0.1) 1.6857e − 6 2.2 0.3000 1.6857e − 6 2.9380

5 Conclusion and Future Work

In this work, we have given a fast preconditioned numerical method to solve the
linear system, which is discreted from the space fractional complex Ginzburg-
Landau equation. We propose a circulant preconditioner due to the Toeplitz
structure of the coefficient matrix of the linear system. Numerical examples
show that the preconditioned numerical method is very efficient.
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The Mechanism and Case Analysis
of Restriction on the Diffusion Effect

of “Development Pole” in Gelao Ethnic Group
Areas in Northern Guizhou
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Guizhou Minzu University, Guiyang 550025, Guizhou, China

Abstract. In the context of Guizhou’s rapid economic growth, the county’s econ-
omy of thewhole province has shown an increasingly unbalanced economic devel-
opment pattern. This phenomenon is more prominent in the province’s minority
autonomous counties, and has been in a “Two-Tiered Lag” development state for
a long time. Based on this background, this article focuses on the Gelao ethnic’s
settlements in northern Guizhou Province, and uses the theory of development
poles to analyze its causes and formation mechanisms. The conclusion is that the
essence of “two-tier lag” is that the diffusion effect of “development pole” has
not been brought into full play effectively, which is due to the priority policy of
lagging behind in transportation, less and later, and finally evolved into a vicious
circle of low finance, insufficient transportation and weak economy. The article
selects Wuchuan district’s economic and transportation data from 2003 to 2014,
and uses factor analysis and comprehensive evaluation to quantify the matching
degree of the economic and transportation development of Wuchuan district. The
results are the average matching degree of economic and transportation develop-
ment in Wu-chuan district was poor, the development of transportation has been
unable to keep up with the demands of economic growth. And development has
entered a well-matched low-level development model, strengthening the vicious
circle path.

Keywords: Qianbei Gelao nationality · Developmental pole theory · Diffusion
effect · Compatibility

1 Introduction

In the 70s century, China’s economy began to develop. The strategywas adopted: priority
policies such as material resources, financial resources, and manpower were tilted to
the east first and then transferred to the west. With its construction of different levels
of “development poles”, the nation achieved common prosperity. The ultimate goal.
Therefore, in the process of China’s economic development, the Pearl River Delta, the
Yangtze River Delta and other places have taken the lead in becoming the “development
poles” of urbanization and the fastest-growing regions in China’s economy. In order to
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promote the spreading effect of the “development poles” of eastern urbanization, the
state implemented the strategy of western development in 2000, and constructed the
“development poles” with 12 provincial capitals and some prefecture-level cities in the
western regions. The preferential policies of various regions have fostered the necessary
conditions for maximizing acceptance of the diffusion effect of the “development pole”
of eastern urbanization, thereby accelerating the economic growth of the “development
pole” of urbanization in the western region. The “development poles for making the
urbanization of the western region bigger and stronger” drive the economic development
of the western region through the radiation effect. Under this background, the economic
development of the Guizhou Qianbei Gelao populated area is observed vertically (See
Fig. 1), but from a horizontal perspective, the indicators of the two counties have lagged
behind the average level of the entire Zunyi region for a long time. To further compare
the economic structure, the total rural economic volume and growth rate of the region
lag behind the average development level of the county. It is a “two-layer lagging” (see
Figs. 2 and 3).

Fig. 1. GDP of chuanWuchuan County andDaozhen County, 2010–2014Unit: 100million yuan.
Data source: research materials

The Realistic economic development is far from the “unbalanced-balanced” eco-
nomic development pattern predicted in the theory. This topic attracts academics and
political circles to actively discuss it. The scope of discussion is global, national, and
regional. The research perspective includes natural conditions, history, human capital,
Finance, etc., research methods are qualitative and quantitative [1–5]. The research con-
clusions show that: due to the different endowments of economic entities and different
stages of economic development, the main factors that cause the imbalance in the local
economy are various. Not the same, but for the main cause of the more unbalanced
development of the economy in the initial development, scholars believe that the trans-
portation factor is the main explanatory variable, because transportation facilities have
a guiding, supporting and guaranteeing role in regional development, and reflect the
advantages and disadvantages of regional development conditions Important indica-
tors. A convenient network of transportation facilities is a prerequisite for strengthening
regional economic ties and enhancing regional comparative advantage [6, 7]. Scholars
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Fig. 2. GDP per capita from 2010 to 2014 Unit: RMB Yuan. Data source: Website of Zunyi
Municipal Government of Guizhou Province

Fig. 3. Per capita income of urban and rural in Daozhen County andWuchuan County from 2011
to 2013 Unit: Yuan. Data source: Website of Zunyi Municipal Government of Guizhou Province.

have further analyzed the development and evolution mechanism of regional economic
development and transportation development that are based on each other, are mutually
dependent, and are interdependent and mutually reinforcing [8–13].

Based on the research on the relationship between transportation and regional econ-
omy, andbasedon thedevelopment pole theory, the formationmechanismof the “two-tier
lagging” economic phenomenon in the northern Qianbei Gelao community is clarified
in three steps, and combined with the current country marked by the rural revitalization
plan. The “balanced” economic development strategy focuses on the purpose of maxi-
mizing the “development pole” diffusion effect and cracking its formationmechanism as
a breakthrough point. The article proposes to increase the financial support of the Gelao
ethnic community in northern Guizhou as the first driving force to make up for short
traffic. Suggestions and countermeasures such as infrastructure and cultivation industry



The Mechanism and Case Analysis of Restriction 93

to expand the effects of fiscal policy as a channel, with a view to promoting the local
economy from exogenous growth to endogenous growth.

2 Economic Development Status and Transportation Situation
of Gelao Ethnic Community in Northern Guizhou

2.1 Economic Development Status of Gelao Nationality Community in Northern
Guizhou

The Gelao nationalities are mainly distributed in Guizhou, and they mainly live in the
three counties of Wuchuan, Daozhen and Zheng’an in the northern Guizhou area. The
development history shows that the Zunyi area is not only culturally developed, but
also has been at the forefront of economic development in Guizhou Province, but it is
measured by the county and measured by the GDP growth rate in 2011. Among the
88 counties in Guizhou, Daozhen and Wuchuan are two the autonomous counties are
ranked in the bottom 10, and after struggling to catch up during the 12th Five-Year Plan
period, in 2014, Daozhen County and Wuchuan County ranked 25th and 32nd in the
province’s 57 non-economically strong counties, respectively. When the overall ranking
has improved, the gap between the rural economy of the two counties and the average
level of the entire county is getting wider. See the following data.

2.1.1 The Level of Economic Development Generally Over the Years

Longitudinal observation, from 2010 to 2014, Wuchuan and Daozhen counties achieved
certain economic growth: the regional GDP of Wuchuan County was 2.18 billion yuan,
2.366 billion yuan, 2.828 billion yuan, 3.449 billion yuan, and 4.299 billion yuan in that
order. The regional GDP of Daozhen Autonomous Region was 1.674 billion yuan, 2.04
billion yuan, 2.458 billion yuan, 3.203 billion yuan, and 3.965 billion yuan in turn (see
Fig. 1). From the horizontal observation, from 2010 to 2014, the development level of
Wuchuan and Daozhen counties lags behind Zunyi City and other counties in Zunyi area
(such as Zunyi County), and there is no sign of the gap narrowing (see Fig. 2). From a
structural perspective, from 2010 to 2014, there was a large gap between urban income
and rural per capita income in Wuchuan and Daozhen counties, and the gap tended to
widen significantly (see Fig. 3).

Longitudinal observation shows that from 2010 to 2014, the economy of both
Wuchuan and Daozhen counties has achieved certain growth: the regional GDP of
Wuchuan county is RMB 2.180 billion, RMB 2.366 billion, RMB 2.828 billion, RMB
3.449 billion and RMB 4.299 billion respectively; the regional GDP of Daozhen
Autonomous County is RMB 1.674 billion, RMB 2.04 billion, RMB 2.458 billion,
RMB 3.203 billion and RMB 3.965 billion respectively (see Fig. 1). According to the
horizontal observation, the development level of Wuchuan and Daozhen counties from
2010 to 2013 lagged behind that of Zunyi City and other counties in Zunyi region (such
as Zunyi County), and the gap did not narrow (see Fig. 2). From the perspective of
structure, there is a large gap between urban income and rural per capita income in
Wuchuan and Daozhen counties from 2010 to 2013, and the gap has a significant trend
of expansion (see Fig. 3).
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2.1.2 Transportation Status of Gelao Ethnic Community in Northern Guizhou

The investigation data and data show that the transportation infrastructure construction in
the area inhabited by the Qibei Gelao nationality is seriously backward (see Fig. 4). The
length of highway in the two counties is far less than that of other counties in Zunyi (such
as Zunyi). There is no railway, no water transport in the county, county and township
roads for a long-timeoverload operation, serious damage, traffic conditions are extremely
bad. Among them: Wuchuan county is the only county in Zunyi region and one of the
few counties in the province that does not have the highway above grade 2 (including
national highway). Although Daozhen has the geographical advantage of being close to
Chongqing, the lagging traffic blocks the radiation of Chongqing’s economy. There is
no interconnection between the two counties, and the construction of roads to villages
is even weaker. By the end of 2013, 14 villages in Wuchuan county had not opened
asphalt (cement) roads. At the end of 2014, seven villages in Daozhen county still had
no asphalt (cement) roads.

Fig. 4. Road mileage of Zunyi County, Daozhen County and Wuchuan County, 2010–2012 Unit:
km. Data source: Website of Zunyi Municipal Government of Guizhou Province

In a word, in terms of economic development and traffic conditions, Daozhen and
Wuchuan counties lag behind the average level of development in Zunyi area, and the
urban and rural development of the two counties also presents amore unbalanced pattern,
and the imbalance of these two levels tends to expand.

3 An Analysis of the Restrictive Mechanism of the Development
Effect of the “Development Pole” of the Gelao Community
in Northern Guizhou

3.1 Theoretical Basis-Development Pole Theory

The theory of development poles was formed in the 1940s and 1950s, and the viewpoint
was: Priority policy to build “development poles”, through the diffusion effect of “de-
velopment poles”, to radiate the economic development of the surrounding areas and
achieve an “unbalanced-balanced” economic development. However, the actual eco-
nomic phenomenon shows a siphon effect, the production factors in the surrounding
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areas are further lacking, and they fall into a lower level of economic development.
The gap between the “development pole” and the surrounding areas is widening. This
phenomenon is explained by scholars: Because the “development pole” not only has a
diffusion effect, but also an echo effect, when the “development pole” has a diffusion
effect greater than the echo effect, the region will present an “unbalanced-balanced” eco-
nomic state on the contrary, there will be another economic state of “imbalance-more
imbalance”. Considering the fact that the market operating mechanism of developing
economies is not sound, the economic growth benefits cannot be automatically and nat-
urally radiated to the peripheral areas, but the fact that the echo effect is more likely
to be exerted. It is recommended that the government participate in ensuring that the
development potential of the peripheral areas is not destroyed, which is a reversal. The
best way to “Matthew Effect”.

3.2 The Causal Mechanism Restricting the Development Effect
of the “Development Pole”

Based on the economic facts obtained from the research, and according to the devel-
opment pole theory, the article further clarifies the mechanism of the “development
pole” diffusion effect that the Qianbei Gelao community has failed to play effectively:
—Traffic lag—Limited funding for road construction—low fiscal revenue—relative lag
in economic development—the diffusion effect of the “development pole” did not play
well. Vicious circle (see Fig. 5). According to this, the formation of “two-layer lag” can
be decomposed into three layers of causal mechanism: 1) The “two-tiered lag” economic
development pattern stems from the fact that the “development pole” diffusion effect has
not been effectively exerted; 2) the “development pole” diffusion effect has not played
well due to the lagging traffic; 3) the lagging traffic originates from local government
repair Road matching funds are limited.

Fig. 5. Intrinsic Determining Mechanism of the “Two-tiered Lag” Economic Phenomenon in the
Gelao Community in Northern Guizhou
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3.2.1 The First Causal Mechanism: The “Two-Tiered Lag” Economic Develop-
ment Pattern is Due to the Two-Tiered “Development Pole’s” Diffusion Effect
not Being Effectively Exerted

With the implementation of the western strategy, Zunyi City has become the “develop-
ment pole” of urbanization in northern Guizhou. The policy promotes the accumulation
of factors, Zunyi City’s economy has achieved rapid growth and its development poten-
tial has been enhanced. The regional economies have been radiated through the diffusion
effect, and the regional economy as a whole has achieved relatively high growth. The
average level of economic development in Zunyi. Investigate the reason: The article
believes that the conditions for the diffusion effect of Wuchuan and Daozhen counties
receiving the “development pole” of Zunyi City have not been formed, and there is a
large gap compared with other counties. Just like investigating the economic facts, the
population flow between the two counties and the surrounding counties has shown over
the years-the two counties are a net outflow of population, and the surrounding counties
are a net inflow of population. The surrounding counties of the two counties have grad-
ually formed a crowd of people, especially talents, and an industrial cluster of a certain
size. The economic vitality of the surrounding counties has been rapidly improved, and
transportation and other infrastructure have been further improved, which has increas-
ingly attracted people from the two counties to the surrounding areas. The outflow of
production factors such as county home ownership, population and other factors has
weakened the two counties ability or conditions to accept the “development pole” diffu-
sion effect in Zunyi City, increasing the economic development level of the two counties
and their surrounding counties.

Moves fromurbanization to the stage of urbanization, the county seat plays the role of
“development pole” of the county economy. Its purpose is to make the county economy
bigger and stronger, and to use the “development pole” of the county seat to promote the
growth of the county economy. However, the towns and rural areas of the two counties,
Daozhen and Wuchuan, are showing an increasingly uneven economic development
pattern. For this reason, the article believes that the two counties and counties have
weak diffusion effects of the “development poles” of the receiving cities, which further
results in their inability to effectively exert their “development poles” diffusion effects.
Rich ecological and cultural advantages resources, a large number of idle farmland and
farm houses, characteristic mountain agricultural products, Chinese medicinal materials
and other industries have not been formed or expanded, leading to a large number of
production factors outflow or waste, as seen in the Gelao ethnic villages: 1) A large
amount of farmland is deserted, and the population of natural villages is declining year
by year. Some people with a little labor ability comes to work or go out to work in the
county. 2) Some rural schools have more teachers than students, but the primary and
secondary schools in the two counties are in each grade and class. The number of people
exceeded the standard seriously. 3) There was almost no commodity transaction in the
countryside, and they were self-sufficient or bought in the county seat. Therefore, the
“development pole” of urbanization exerts more of an echo effect, further reducing the
economic development potential of the two counties. Therefore, the “development pole”
of urbanization exertsmore of an echo effect, further reducing the economic development
potential of the two counties.
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3.2.2 The Second Causal Mechanism: The “Development Pole” Diffusion Effect
Does not Play Well Due to Lagging Traffic

According to the related research on themechanism of the role of transportation and eco-
nomic development and the facts of the investigation, the article believes that the main
factor restricting the diffusion effect of the “development poles” in the two counties is
the lagging transportation. Because the transmission mechanism of the “development
pole” diffusion effect is [15]: The continuous expansion of the “development pole” pro-
duction scale will cause a tight supply of production factors, increase production costs,
favorable investment opportunities will gradually decrease, the scale effect will disap-
pear, and capital will necessarily find a way out in other regions. At this time, capital
and technology will appear. The phenomenon of spreading to the “development pole”
surrounding areas, the surrounding areas obtain economic development factors (capital,
technology, etc.), and enhance the economic development potential of the surrounding
areas; at the same time, the slowdown of the “development pole” economic growth leads
to the decline in prices of production factors The scale effect of the “development pole”
is gradually disappearing, which will further stimulate the concentration of production
factors and commodity flows in the periphery of the “development pole” and promote
economic growth in the periphery. The theory is also the reason why China’s countryside
revitalization strategy is launched at this stage: the implementation of the imbalanced
economic development strategy has formed large and small “development poles” in
China, and the “development poles” represented by cities have experienced excessive
production factors. Clusters, low production efficiency, and the surrounding areas repre-
sented by countryside areas are seriously lacking in production factors, the production
potential has been severely damaged for a long time,widening the gap between urban and
countryside development, and the introduction of countryside revitalization plans, which
aim to guide production factors to flow to less developed areas through national poli-
cies to achieve the current “harmonious” goal of improving the efficiency of production
factors and balanced development.

But, the flow of various production factors and commodities from scope, category
and speed must be effectively expanded and improved, and convenient transportation
is a key leading factor. However, the current transportation situation in Wuchuan and
Daozhen districts: Th traffic between the County town and the outside world is behind
and the transportation in the County is slowing down. The full flow of production factors
and commodities between the “development poles” of Zunyi City and the two counties
and counties, and between the two counties and the county countryside area was severely
restricted, and the regional production function could not be optimized. Therefore, just
as the Daozhen and Wuchuan counties have rich Gelao national culture and a good
ecological environment, they have entered the era of leisure, health, and greenness in
the country’s economic development. The products and services of rural tourism and
ecological leisure should have comparative advantages and can form a certain scale of
industry, but the facts of the investigation are not the case. Investigation facts show
that due to the inconvenience of transportation, 1) higher logistics costs weaken the
relative advantage of the product; 2) most rural tourist spots are difficult to enter the
1–1.5-h journey circle; 3) the ecological leisure network is difficult to synchronize the
surrounding county attractions. In short, lagging transportation makes the advantages of
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resource endowment unable to be reflected, the factors are difficult to agglomerate, the
industry cannot be formed and upgraded, resulting in the inability to optimize the local
production function and fail to form the ideal mechanism shown in Fig. 6.

Fig. 6. Optimized mechanism for facilitating transportation optimization in Wuchuan and
Daozhen counties

3.2.3 The Third Causal Mechanism: The Lagging Traffic Is Due to the Limited
Funding for Road Construction by the Local Government

The inconvenient transportation in the two counties is the lack of investment in trans-
portation infrastructure. According to survey materials, there are two reasons for the
lack of investment: 1) the current policy on exempting road construction support funds
from ethnic minority areas has not been implemented. Economic facts show that for each
road construction, the governments at the county and township levels need to bear about
50–60% of supporting funds, and the proportion of supporting funds for local roads in
rural areas is higher. 2) Local governments at all levels have limited financial resources,
as shown in Fig. 7. Fiscal expenditures are far greater than fiscal revenues. This is partly
due to China’s tax-sharing system, which has greatly reduced the fiscal revenue of local
governments. In 2006, the state introduced a policy of exempting agricultural taxes. In
this context, the two counties of Wuchuan and Daozhen, which are mainly agricultural
economies, in terms of finances, fiscal revenues are more and more inadequate. Over the
years, total expenditures are about 10 times the general budget revenue. Therefore, as a
result, by step-by-step exhaustion of the reasons behind the long-term “two-tier lagging”
in the economic development of the northern Qiang Gelao populated area, the conclu-
sion is: the reason is that the layers are superimposed, and its backward relationship
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“the development pole diffusion effect has not been effectively played Lagging traffic
priority policies are less and late”, which eventually evolved into a vicious circle of low
finances, poor transportation, and weak economy, presented as a “two-tiered lagging”
economic phenomenon.

Fig. 7. Total fiscal expenditure and general budget revenue ofDaozhen andWuchuan, 2010–2013.
Unit: 10,000 yuan

4 Case Study on the Matching Degree Between Traffic
and Economic Development in Wuchuan Gelao Autonomous
County

4.1 Indicator Construction and Sample Period

According to the availability of data, Wuchuan County was selected as the research
sample for the study period from 2003 to 2014. The variables that characterize the state
of economic development are: GDP, GDP per capita, GDP growth rate, tertiary value
added, general fiscal budget revenue, fixed asset investment, and per capita income.
The variables that characterize traffic are: infrastructure, highway mileage, and freight
Volume, cargo turnover. The data are from the official websites of Zunyi and Wuchuan
Government of Guizhou.

4.2 Analysis Methods and Reasoning

The article uses factors analysis, comprehensive analysis, elastic coefficient analysis
and other methods to quantify the matching degree of economic development and trans-
portation facilities in Wuchuan County over the years, The idea is: the first concept,
Construction of regional economic indicator system and transportation facility indica-
tor system, The scores of the respective systems were calculated by factor analysis and
recorded as the comprehensive development index of the region’s economy and trans-
portation system. In the second concept, based on the comprehensive development index
of the two, the elasticity coefficient is used to describe the matching degree all of the
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two, The specific implementation steps are: the first case use factor analysis to extract
economic factors and traffic factors, and get factor scores; second, based on factor scores,
use the comprehensive evaluation method to calculate the economic development index
and transportation development index; the third, use the elastic coefficient method to
calculate the degree of matching between the two.

4.3 Case Results of an Actual Example

Table 1 present numerical and graphical representations of the economic and transporta-
tion development index of Wuchuan County from 2003 to 2014. Table 2 shows the
matching degree between Wuchuan County’s economic development index and trans-
portation development index. The results show that: 1) Wuchuan County’s economy is
in a long-term growth trend; the development of transportation fluctuates greatly, and
the trend of rapid decline has begun from the beginning of 2012. 2) From 2003 to 2010,
the transportation-first model favored local economic growth. In 2010, economic growth
changed from negative to positive. At the same time, in early 2010, transportation devel-
opment lagged behind economic growth, and transportation development could not keep
up with economic development needs. 3) There are 7 “poor” and 4 “good” matches, with
an average of −3.83036. The overall match between the two is “poor”, of which 2003–
2008 consists of three “poor” to “good” cycles Explain that the transportation-first model
greatly improves the local economic situation. The spiral growth of economic growth
is matched with the development of transportation, showing the state of the economic
system being pushed up. During 2009–2013, 4 consecutive “poor”, with 1 A “better”
end, explaining the role of transportation in boosting the economy, began to turn into a
restrictive effect in 2009, and finally in 2013, the economy and transportation entered a
low-level development state with a matching degree of “better”. In summary, the results
of the case analysis show that the previous mode of transportation advancement is ben-
eficial to promote the economic growth of Wuchuan County, but since the beginning of
2009, transportation development has not kept up with the needs of economic develop-
ment, restricting the development of the “development pole” diffusion effect. Step into
a vicious circle of low finance, lack of transportation and weak economy.

5 Suggestions and Countermeasures for Maximizing the Diffusion
Effect of the “Development Pole” in the Gelao Ethnic Community
in Northern Guizhou

In the context of China’s realization of common prosperity through the construction
of large and small “development poles”, the “development poles” diffusion effect has
not been effectively exerted, leading to a long-term economic phenomenon of “two-
tiered lag” in the Gelao ethnic settlements At the same time, the national economic
development strategy has shifted—to give way to “equilibrium”, and it is proposed to
increase efforts to promote the return of production factors to less developed regions
to achieve harmonious development. Combining the strategy of revitalizing the coun-
tryside led by the prosperity of the industry, the article puts forward suggestions to
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Table 1. Comprehensive development index of regional economic and transportation system in
Wuchuan County from 2003 to 2014.

Time Economic Transportation

2003 −10.468 5.274

2004 −8.679 −0.530

2005 −7.594 −0.462

2006 −10.222 −3.676

2007 −4.100 −2.123

2008 −3.896 5.217

2009 −1.828 3.045

2010 0.966 4.523

2011 4.222 3.409

2012 10.153 4.810

2013 13.163 −8.331

2014 18.282 −11.154

Table 2. Analysis of the matching degree between the traffic system and regional economy in
Wuchuan from 2003 to 2013.

Time Elasticity Compatibility

2003 13.100 Poor

2004 1.024 Relatively good

2005 5.263 Poor

2006 0.626 Relatively good

2007 −92.799 Poor

2008 0.727 Relatively good

2009 −0.060 Poor

2010 −0.223 Poor

2011 0.413 Poor

2012 28.906 Poor

2013 0.889 Relatively good

alleviate the local “two-tiered lagging” economic phenomenon: the theme of expand-
ing the “development pole” diffusion effect and cracking its formation mechanism (low
finances-poor transportation-weak economy- Low down finance) as the starting point,
increasing financial investment as the first driving force, and developing industries as
a channel to improve the effect of fiscal policy, prompting the local transition to an
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endogenous economic growth model as soon as possible. Therefore, it is suggested to
improve the circular path of the region’s economy from the perspective of ethnic sup-
port, improve transportation infrastructure, support and cultivate industries, and increase
economic development potential, development opportunities and development levels.

5.1 Improve National Policy Support

It is recommended to implement the “zero matching” policy for infrastructure construc-
tion projects in ethnic areas in the laws and regulations of ethnic minority areas, cancel
the county-level supporting funds for public welfare construction projects in ethnic areas
and concentrated and particularly poor areas, and exempt the northern Qiang Gelao eth-
nic communities from the county level. The supporting funds for public welfare projects
are included in the year-end assessment of relevant departments and bureaus, and the
“zero matching” is effectively implemented. The state should pay more attention to the
objects that are neither in the category of large ethnic groups nor in the very small ethnic
groups (based on the total number of ethnic populations). For a long time, the state has
invested a lot in both ends, but the ethnic minorities in the middle of the total population
have not been the same for a long time. Degree of financial support, it is recommended
to implement equivalent economic support policies.

5.2 Improve Transportation and Information Convenience

The state needs to increase the construction of transportation and other infrastructure
facilities in the Gelao community in northern Guizhou, and improve and build the trans-
portation infrastructure in order to: 1) Optimize the structure of the highway network
and strengthen the accessibility of county-to-district, county-level counties, county-to-
township, and town-to-town highway; 2) Reconstruct and upgrade some potential high-
ways, increase the proportion of high-grade highways and highways, and increase trans-
portation capacity; 3) Expand and optimize the construction of information networks
to improve rural 4G coverage. Specifically: as soon as possible, the county roads in the
northern Guilin Gelao community can be upgraded to provincial roads, second-level
highways in tourist attractions, second-level highways in towns and villages, third-level
highways in administrative villages, and fourth-level highways in natural villages Oil
road, fully realize the last mile project of transportation, fast logistics and e-commerce
services.

5.3 Establish a Government-Led Industry Fund

This local government has rich Gelao Ethnic’s culture and good ecological resources.
Through fund support, it can reduce risks and guide social capital to enter. First, it can
cultivate and expand local characteristic agricultural products and traditional Chinese
medicine industry to realize the integrated development of the first industry and the
second industry. Second, it can develop healthy, leisure and other tourism products in
combination with the local minority culture and good natural environment to expand
the cooperation with the local government Optimize the products and services of the
tertiary industry; finally, rely on good ecology to promote the integration of agriculture,
processing industry, tourism and other primary, secondary and tertiary industries.
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5.4 Increase Ecological Compensation

In the industrialization era, due to geographical and location reasons, the Qianbei Gelao
community has not been able to participate in it, and has saved a lot of mountains and
rivers. The country has entered the post-industrialization era and proposed green eco-
nomic development goals. The ecological economic development model is reflecting
local resources. Given the endowment advantages, it is recommended to increase the
details of detailed compensation for reducing CO2 in forests, etc., which is more con-
ducive to the local green and economic harmonious development, and is also a blueprint
for implementing the country’s rural revitalization.

5.5 Improving the Reform Policy of Peasants’ Idle Fields and Farm Houses

A large amount of idle farmland and farmhouse resources require capital and
entrepreneurs to activate. Therefore, it is recommended that the “three rights separa-
tion” reform be promoted and detailed rules be issued to promote the flow of more
production factors to the local area and cultivate and expand local specialty agricul-
tural products, Chinese medicinal materials and leisure tourism. And other industries,
expanding the effects of fiscal policy and shifting towards an endogenous economy.
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Abstract. The report of the 19th national congress points out that from now on
to 2020 is the decisive period for building a moderately prosperous society in
an all-round way, while PPP project investment involves 19 industries, such as
transportation, comprehensive development of cities and towns, education, health
care, pension, etc., providing more convenience and services for people’s life. At
present, the amount of investment in PPP projects in China is relatively large,
and the cumulative investment is more than 13 trillion yuan. China’s PPP projects
have formed the largest PPP market in the world. The promotion of PPP model
is conducive to solving the problem of funds shortage of local governments, but
the poor application of PPP model will lead to debt risk, even financial risk. This
paper first analyzes the current situation of PPP model in China, then uses VAR
model to quantify the debt risk loss caused by PPP projects, and local governments
should prepare corresponding reserve funds to prevent the loss. Finally, in view of
the debt risk, it puts forward some policy suggestions, such as the establishment of
PPP project feasibility analysis, implementation process supervision, performance
evaluation, and risk prevention mechanism.

Keywords: PPP model · Value at risk · VAR model · Risk prevention

1 Introduction

PPP (public-private partnership)mode refers to the government’s cooperationwith social
capital, which is mainly used in municipal engineering, transportation and other public
infrastructure construction projects. It is also an important financing mode. In this mode,
the government can not only solve the problem of finance shortage in infrastructure
construction, but also reduce the cost and improve the efficiency of the project through
private capital financing [1]. In recent years, with the increase of PPP project investment
and the amount of investment, in order to standardize PPP projects, the government set
up a PPP project management library in 2018. At the same time, PPP projects need
the government and enterprises to sign project contracts or agreements, respectively
regulating the rights and obligations of both parties [2].

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2021
Published by Springer Nature Switzerland AG 2021. All Rights Reserved
H. Song and D. Jiang (Eds.): SIMUtools 2020, LNICST 369, pp. 105–116, 2021.
https://doi.org/10.1007/978-3-030-72792-5_10

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-72792-5_10&domain=pdf
https://doi.org/10.1007/978-3-030-72792-5_10


106 G. Yang et al.

Local government debt can be divided into explicit debt and implicit debt, direct debt
and contingent debt, while under PPP mode, the government mainly faces implicit debt.
According to the investment reporting mechanism, PPP projects can be divided into user
paid projects, feasibility gap subsidy projects and government paid projects. User - paid
itemsdonot constitute government debt. Feasibility gap subsidyprojects andgovernment
paid projects can adopt government budget expenditure according toPPPcontract to form
government direct debt, explicit debt and contingent debt. From the perspective of PPP
project financing, it can be roughly divided into self-financing by enterprises through
banks, bonds, funds, etc. and guaranteed financing by the government. The latter is the
contingent liability that the government needs to bear when the enterprise cannot repay
normally. The government does not reflect the debt in the budget. Once it occurs, it will
form the government’s implicit debt. In addition, many enterprises will turn projects
that do not conform to the PPP model into PPP projects through packaging. If such
PPP projects cannot be implemented normally or problems arise in the implementation
process are eliminated, the government will bear corresponding debts, which also form
the implicit debts of the government. Therefore, under the PPP model, the government
mainly faces implicit debt risk.

Chinese experts and scholars have a lot of research on the debt risk of local gov-
ernments under the PPP model: Ou Chunzhi and Jia Kang pointed out that PPP should
fully consider its adaptability, value for money and financial tolerance in the process of
promotion, so as to prevent inducing new financial risks [3]. Zhang Ping pointed out
that the promotion of PPP model is indeed conducive to alleviating the finance shortage
of local governments and controlling the debt increase of local governments, but at the
same time, attention should be paid to the prevention and control of project risks [4]. Han
Jun and others clearly pointed out that not all projects are suitable for PPP mode, and
blindly use PPP may damage public interests and increase government debt burden [5].
Darrin andMervyn also believe that although PPPmode financing has many advantages,
it involves a series of complex implementation and supervision processes. Therefore,
due to different national conditions, its implementation in different countries may lead
to different consequences [6]. Bai Dequan pointed out that PPP has a double impact on
local government debt risk. PPP is likely to induce local government financial risk in
the short term, chain hidden debt risk in the medium term, and systemic financial risk
in the long term [7]. Zhang Tong pointed out that in the PPP mode, the financing mode
guaranteed by the government is the contingent responsibility that the government only
assumes when the enterprises cannot repay the financing funds to the financial insti-
tutions in the PPP project, which will not be reflected in the financial budget and the
balance sheet of the government, and will constitute the implicit debt of the government
[8]. From the above expert’s point of view, it can be concluded that the promotion of
PPP model is conducive to solving the problem of funds shortage of local governments,
but the poor application of PPP model will generate debt risk, even financial risk.

The government debt of PPP model in China has four important characteristics:
universality, complexity, concealment and separation of rights and responsibilities [9].
At present, the amount of investment in PPP projects in China is relatively large, with
a total investment of more than 13 trillion yuan, has formed the largest PPP market
in the world. However, there are still many problems in the operation of PPP projects.
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According to the latest data released by theMinistry of finance, as toApril 23, 2018, there
are 1695 projects that have been cleaned up and returned to the treasury, involving an
investment of 1.8 trillion yuan; there are 2005 projects that need to be rectified, involving
an investment of 3.1 trillion yuan [10].

Table 1. Statistics of items returned from management warehouse, rectification and withdrawal
of reserve list

Items to be withdrawn from the management warehouse, rectification and reserve
list

Numbers

PPP mode is not suitable 397

Early preparation not in place 506

Failure to carry out “two arguments” as required 217

No more PPP implementation 1120

No compliance with standard operation requirements 277

Suspected illegal debt guarantee 14

Failure to disclose information as required 488

Removed or rectified for other reasons 1354

Total 4373

From the above statistical table, it can be seen that the number of PPP projects which
will no longer continue to adopt PPP mode and other reasons is as high as 56%, and
the number of projects which are not in place in the early stage and have not made
information disclosure as required is 22%. From the above Table 1, it can be seen that
PPP project operation is not standardized, and there is no effective supervision in the
operation process. At present, there are still some problems in PPP projects in China,
such as the local government’s illegal borrowing, the irregular financing mode which
has large scale, the disguised borrowing through the financing platform, the inadequate
competition, the inadequate supervision, the lack of legal constraints on PPP projects and
so on. If the PPP project is not well operated, it will bring debt risk to the government.
The following content of this paper uses VAR (value-at-risk) model to quantify the
investment risk of PPP project in China, and provides suggestions for preventing the
debt risk of PPP.

2 Empirical Study on VAR Model

Value at risk refers to the maximum possible loss of a certain investment portfolio in a
given confidence level in a certain period in the future under normal fluctuation. Value
at risk is the amount of a loss. VaR is a tool for measuring risk, which applies statistics
and technology to risk management and quantify risk. In this paper, VAR model is used
to analyse the amount of investment and the quantity of investment under PPP mode in
China, and quantify the debt risk generated by PPP project through VAR model, and
then propose the debt risk response measures.
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2.1 Data and Analysis

As of the end of the first quarter of 2019, the investment of PPP management base
projects in China is shown in Table 2, mainly involving 19 industries such as transporta-
tion, municipal engineering and tourism, with a total cumulative investment of 13421.1
billion yuan and 8843 investment projects. The top three cumulative investment are
transportation, municipal engineering and urban comprehensive development, account-
ing for 29.9%, 29.8% and 13.8% of the amount of total investment respectively, and the
project investment accounts for 14.4%, 39.3% and 9.6% of the quantity of total invest-
ment respectively. Therefore, municipal engineering accounts for a large proportion in
the amount of investment and the quantity of total investment of the project, which is an
important management project in PPP project management.

Table 2. Investment of PPP management base project at the end of the first quarter of 2019

Project Cumulative investment
(100 million yuan)

Cumulative number of
investment projects

Transportation 40122 1269

Municipal engineering 40034 3474

Urban comprehensive
development

18584 561

Ecological construction and
environmental protection

9395 849

Tourism 4763 334

Water conservancy construction 3053 374

Affordable housing project 2822 158

Education 2471 425

Others 2103 140

Government infrastructure 2101 205

Health care 1957 256

Culture 1788 193

Forestry 978 41

Sports 956 113

Technology 908 132

Agriculture 769 72

Pension 724 107

Energy 562 107

Social secure 121 33

Total 134211 8843
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Correlation Analysis. According to the data in Table 2, the correlation analysis is
carried out on the accumulated investment amount and the accumulated investment
quantity of PPP projects at the end of the first quarter of 2019. The analysis results are
shown in Table 3.

It can be seen from Table 3 that there is a large correlation between the accumulated
investment quantity of PPPprojects and accumulated investment amount of PPPprojects.

Table 3. Correlation Analysis of investment amount and investment quantity of PPP project at
the end of the first quarter of 2019

Cumulative investment
(100 million yuan)

Number of projects

Cumulative investment
(100 million yuan)

1

Number of projects 0.861862522 1

Sample t-test. The results of t-test on the selected samples are shown inTable 4.Through
this table, it is known that the p value is less than 0.05, and the average value of the two
groups of data is statistically different, that is, there is a significant difference between
the quantity of cumulative investment and the number of cumulative investment projects
of the selected sample PPP project, and the data is valid.

Table 4. t-test: two sample equal variance hypothesis.

Variable 1 Variable 2

Average 7063.736842 465.4211

Variance 153565386 626739.8

Observed value 19 19

Combined variance 77096062.9

Hypothetical mean deviation 0

df 36

t Stat 2.316214623

P(T ≤ t) single tail 0.013176648

t single tail criticality 1.688297714

P(T ≤ t) double tails 0.026353295

t double tails criticality 2.028094001

Regression Analysis. On the basis of correlation analysis and sample t test, it is, there
is a large correlation between the cumulative investment quantity and cumulative invest-
ment amount of PPP project and the selected data is valid. Then, regression analysis is
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conducted on the cumulative investment quantity and the cumulative investment amount
of PPP projects. The analysis results are shown in Table 5.

Table 5. Regression Analysis of accumulated investment quantity and accumulated investment
amount of PPP project at the end of the first quarter of 2019

Intercept Project amount

Coefficients 784.7865 13.4909

Standard error 1733.205 1.925343

t Stat 0.452795 7.007012

P-value 0.656422 2.11E−06

Lower 95% −2871.96 9.428784

Upper 95% 4441.529 17.55302

Lower limit
95.0%

−2871.96 9.428784

Upper limit
95.0%

4441.529 17.55302

FromTable 5, it can be concluded that there is a linear relationship between the quan-
tity of cumulative investment and the amount of investment of PPP projects. Assuming
y is the quantity of cumulative investment of PPP projects and X is the amount of
investment projects, it can be concluded that the relationship between the quantity of
cumulative investment and the amount of investment projects is as follows:

Y = 784.79 + 13.49X (1)

At the same time, according to the regression analysis of the data in Table 2, Fig. 1
is obtained. It can be seen from the analysis that there is a linear relationship between
the quantity of cumulative investment of PPP projects and the amount of cumulative
investment, with a slope of 784.79. The quantity of accumulated investment of PPP
project can be predicted through Fig. 1. By the end of the first quarter of 2019, the total
amount of PPP projects is 8843. When the total amount of PPP projects is predicted
to reach 10000 in the future, the total quantity of investment will reach 13568.479
billion yuan. At the same time, through the linear regression analysis of the quantity of
cumulative investment and the amount of investment in PPP projects, it is found that
the quantity of cumulative investment of PPP projects is distributed in discrete form.
When the VAR model is used to analyze the debt risk of PPP, the calculation formula of
discrete distribution should be used.

2.2 VAR Model Analysis

VAR refers to the value at risk, that is, the maximum possible loss faced by a portfolio
under a given confidence level in a certain probability level and a certain period in the



Debt Risk Research on PPP Model Based on VAR Model 111

Predicted cumulative invest-
ment (100 million yuan) 

Fig. 1. The relationship diagram between the accumulative invest amount and the accumulative
investment amount of PPP projects.

future under normal fluctuation. In this paper, the VAR model is used to quantify the
debt risk of PPP project, and then we can know the maximum possible debt loss of PPP
project.

According to the investment reporting mechanism, PPP projects can be divided into
user paid projects, feasibility gap subsidy projects and government paid projects. Among
them, feasibility gap subsidy projects and government paid projects need government
subsidies or payments, whichmay form government debts in the future. By the end of the
first quarter of 2019, therewere 4892 feasibility gap subsidy projects and 324government
paid projects respectively, with an investment quantity of 8.7 trillion and 3.5 trillion
respectively, accounting for 64.9% and 25.7% of the total quantity of investment of PPP
projects. It can be seen that the feasibility gap subsidy projects and government paid
projects account for a large proportion of the quantity of investment in PPP projects.
Because the government bears the expenses of this part, if the PPP projects in this part
are not well operated, or they cannot generate the expected income, or the expected
income is greatly reduced, it will bring serious losses to the government. In this paper,
VAR model is used to quantify the loss, so as to prevent the loss caused by local debt
risk in advance.

There are two kinds of VAR calculation, one is based on continuous distribution
and the other is based on discrete distribution. According to the regression analysis of
the above data, it is found that the quantity of cumulative investment of PPP projects
is distributed in a discrete form. Therefore, this paper calculates the possible losses of
PPPP projects through the discrete VAR model.

VAR calculation based on continuous distribution. Let V0 represent the current
market price of an investment exposure, whose return follows the normal distribution R
~ n (μ, σ 2) at any future point, and the market value of the exposure is:

VT = V0 ∗ (1 + RT ) (2)

Expected value E(V ) = V0 ∗ (1 + μ) (3)
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Let R * denote 99% confidence, the worst return of the portfolio in the next trading
day,

Market value V ∗ = V0 ∗ (1 + R∗) (4)

�V = E(V ) − V ∗ = V0ασ (5)

That is, the absolute value

Var = V0ασ (6)

Relative value

Var = ασ (7)

In the above formula, V0 represents the cumulative investment of PPP projects, Vt
represents the market value of PPP projects at any point in the future, RT represents the
return on investment,μ represents the mean value, σ 2 represents the variance of random
variables, and V0 represents the current market price of an investment exposure.

VAR Calculation Based on Discrete Distribution. For population X and given C (0
< C < 1), if x exists, the formula is:

F(x) = P(X ≤ x) =
∫

f (u)du = C (8)

Then x is called theC quantile of X (or the probability distribution of x). In the value
at risk (VAR), we can use the cut-off point to explain the probability of occurrence, which
will not be greater than the loss of a certain probability. Because in discrete distribution,
C represents the probability of integration.

C =
∫ x

−∞
1

b − a
dx (9)

Where C represents the probability of loss, X represents the maximum loss amount
under the condition of probability C (that is, VAR of discrete distribution), b represents
the maximum income of the investment project, and a represents the maximum loss
amount of the investment project.

According to the regression analysis of the quantity of cumulative investment and
the amount of investment projects, it is found that the investment amount of PPP projects
is discrete distribution, and the discrete distribution method is used in the calculation
of VAR. By the end of the first quarter of 2019, the total quantity of investment of PPP
project is 13421.1 billion yuan, assuming a return on investment is 6.56%. According
to the formula of one-year compound interest final value:

F = P × (F/P, i, n) (10)

It is calculated that when the total quantity of investment of PPP project is 13421.1
billion yuan and the return on investment is 6.56%, the return on investment in one year
is 143015.5 billion yuan. VAR is calculated based on the amount of return on investment.
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Among the assumptions: (1) the probability of cumulative investment loss of PPP
project is 1%; (2) the outlook period is 1 year; (3) the confidence degree is 99%; then
the VAR is calculated as follows:

1% =
∫ x

−∞
1

b − a
dx =

∫ x

−143015

1

b − a
dx (11)

Among them, b is the maximum income of the PPP projects investment and a is the
maximum loss of the PPP projects investment.

It is calculated that

x = 14015.5 billion yuan (12)

That is to say, the total quantity of investment of PPP project is 13421.1 billion yuan.
In the case of one year’s outlook and 99% confidence, there are 1% possible to generate
14015.5 billion yuan of investment loss. Therefore, local governments in China should
do a good job in debt loss in order to prevent of PPP projects in advance, that is to say,
140.155 billion (14015.5 × 1% = 140.155 billion yuan) of reserve funds should be
prepared to prevent the debt risk of PPP projects.

3 Conclusions and Suggestions

3.1 Conclusions

Based on the above analysis, it can be concluded that the project investment of PPPman-
agement base in China mainly involves 19 industries, such as transportation, municipal
engineering, tourism, etc. There is a linear relationship between the quantity of accu-
mulated project investment and the amount of accumulated project investment. The
future investment can be predicted according to the linear regression line. As of the
first quarter of 2019, the total investment of PPP project is 13421.1 billion yuan. In the
prospect period of one year, under the condition of 99% confidence, when the return
on investment is 6.56%, the maximum loss will be 14015.5 billion yuan, that is, there
are 1% possible to generate 14015.5 billion yuan of investment loss. Local governments
in China should do a good job in debt loss prevention of PPP projects in advance, that
is to say, 140.155 billion yuan of reserve funds should be prepared to prevent the debt
risk of PPP projects. At the same time, we found that the larger the investment quantity
of PPP project, the greater the debt risk faced by the government, and the greater the
possibility of investment loss. Therefore, the government should control the investment
scale of PPP projects and carry out strict supervision.

3.2 Suggestions

Improve the Risk Prevention Mechanism of PPP Project. PPP project is an agree-
ment or contract signed by the government and the enterprise department. Although PPP
project is a debt risk shared by the government and the enterprise, when the enterprise
is in crisis or bankruptcy, the government will bear all risks for the debt. Therefore, the
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government should establish a risk prevention mechanism for PPP projects. The specific
contents include the following aspects: firstly, the government should conduct a compre-
hensive investigation on the cooperative enterprises to ensure that the enterprises have
certain economic strength and credit conditions; secondly, the government can stipulate
in the agreement or contract that the cooperative enterprises should reserve certain work-
ing capital as the guarantee fund for the PPP projects when the PPP projects In case of
problems, this part of funds can be used; secondly, it is clear that the government and the
cooperative enterprises bear the responsibility in proportion, which can reduce the debt
risk borne by the government when there is debt risk in the PPP project; finally, during
the implementation of the PPP project, the government should assign special personnel
to supervise and manage, to ensure the effective implementation of the PPP project, to
avoid uncompleted projects, which will lead to the debt risk borne by the government.

Establish Double Warning Lines for Debt Risk Assessment Indicators of PPP
Projects. In the process of PPP project operation in China, financing often plays an
important role, because PPP project involves amount Large, most enterprises finance
through banks, trusts, funds, etc. as an important participant in PPP projects, financial
institutions often provide more than 70% of the total amount of projects [8]. Some PPP
projects are government guaranteed financing, once there is a problem in PPP projects, it
will bring serious losses to the government, which forms the government’s implicit debt.
At present, China’s PPP project has set a financial capacity warning line of 10%, but has
not yet established a PPP project financing warning line. Therefore, in order to prevent
the debt risk of PPP project, we should establish a dual warning line of PPP project
financing and financial capacity. The compliant PPP project should not only meet the
financial capacity, but also the financing scale should not be too large, otherwise it will
bring implicit debt to the PPP project and the government.

Establishment of PPP Project Life Cycle Supervision System. PPP project life cycle
includes identification, preparation, procurement, implementation and handover. PPP
projects shouldbe strictly reviewed in the identification stage. For example, someprojects
that do not conform to the PPP model are transformed into PPP projects through pack-
aging. Such PPP projects should be strictly reviewed. At the same time, government
funded representatives should be prohibited from signing any supporting documents. If
such PPP projects occur, they should be stopped immediately. In addition, in the pro-
cess of PPP project implementation (i.e. preparation, procurement, implementation and
other stages), real-time monitoring shall be carried out at each stage, mainly to compre-
hensively monitor whether the cost amount and cost of the project are reasonable, the
implementation progress and the specific implementation process [11]. Problems in the
implementation of PPP project shall be found and solved in time to avoid the interruption
of PPP project and failure to continue the implementation, and the debts incurred by this
part shall be borne by the government. At the same time, we should be careful to carry
out government paid projects to prevent the rapid growth of the government’s financial
expenditure on the project, so as to exceed the financial tolerance.
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EstablishPerformanceAppraisal Systemof PPPProject. The performance appraisal
system of PPP project is to carry out comprehensive evaluation in the whole PPP project,
i.e. according to the PPP project. All stages of the life cycle. In the identification stage of
PPP project, it is necessary to assess the debt risk of PPP project, whether it is within the
financial tolerance range, i.e. nomore than 10% of the warning line. PPP projects beyond
the warning line will not be passed, and the financing scale will also be considered. In
the implementation process of PPP projects, success factor analysis, data envelopment
analysis and balanced scorecard can also be used to assess the performance of PPP
projects [12]. After the PPP project is completed, it also needs to be assessed, that is,
whether the completion of each indicator of the PPP project is consistent with the budget.
For the inconsistent PPP projects, the reasons should be found and analyzed, so that
the subsequent PPP project implementation can learn from the experience and lessons.
In addition, for the PPP projects that are not completed as required, corresponding
countermeasures shall be given to avoid the failure of thePPPproject, and the government
will incur large debts. Meanwhile, the Department and person in charge of the project
shall bear corresponding responsibilities. As for the PPP project completed according
to the regulations, and the completion effect is good, it can be vigorously publicized and
promoted, so that other PPP projects can learn from the experience of the successful
project.
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Abstract. With the development of communication technology, the integration of
space and space information network has become a research hotspot. This network
can be used for data transmission and sharing on the ground, in the air and in outer
space, which can greatly enhance the coverage and speed of the network. However,
the air space integration information network is composed of a large number of
mobile nodes, which makes it highly dynamic. Based on the time-varying graph,
this paper proposes a dynamic networking method to connect the aircraft in the
atmosphere to the space-based satellite network, which transforms the problem
into the shortest path solution at a certain time and avoids a lot of calculation. At
the same time, according to the established scene, the joint simulation platform
is built. And the simulation architecture with MATLAB as the core and STK and
NS-3 as the auxiliary is completed. On this platform, the simulation test of air
space integration information network can be carried out. Through the test of the
algorithm on the built simulation platform, the results show that this networking
method has good performance in the dynamic network networking.

Keywords: Space-air-ground integrated network · Graph · Shortest path
algorithm

1 Introduction

The space network technology based on satellite is now developing rapidly, gradually
realizing the satellite broadband access, satellite mobile data and other services [1, 2].
Because the satellite network can form a good complementary relationship with the
network on the ground in terms of coverage and mobile access, the combination of the
two is the best solution to the problem that the current network cannot cover the world.
Therefore, it is an inevitable trend that the air space integrated network is composed of
ground network, UAV network and satellite network system [3, 4].

Satellite networks are different from fixed networks and mobile networks on the
ground because satellites move in high-speed periodic motion in orbit outside the earth,
whichwill cause the topological structure of satellite networks to change. So that the inter
satellite link will be periodically established and interrupted due to the selection of the
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optimal link [5, 6]. When providing services to a certain place on the ground, the current
satellite may be not the best access point due to the change of topology. So it is necessary
to switch services to other satellite nodes which have good access conditions. In this way,
satellite can provide services to the ground. At present, there are a lot of researches. W.
Zhang et al. studies the topological control problem in spatial information network (SIN)
by using the method of hierarchical autonomous system (AS) [7]. An AS-TC algorithm
is proposed to minimize the delay in sin; J. Spencer et al. proposed using software to
define the network application in the integrated network to improve the flexibility and
traffic management ability of the network [8]; F.Wang et al. studied the satellite network
routing algorithm based on software defined network, which can find the shortest path
[9]. F. D. Kronewitter propose a real-time tactical mobile network optimization agent
(TNOA) based on real-time simulation is proposed. The near real-timemodeling ofwired
and wireless links is carried out by using a large-scale parallel and high-performance
network simulator, QUALNET, to simulate the air space integrated information network
[10, 11].

2 Problem Statement and System Model

Since the network nodes on the ground do not have the characteristics of high-speed
movement, it is considered that the topological shape of the ground network is unchanged
in the study. We only study the connection between the satellite network and the air
network of the aircraft in the atmosphere. The flying speed of the air vehicle is slow,
and the optimal access point is no longer the optimal access point after a period of
operation. This high-speed moving characteristic causes the complexity of the topology
structure, which leads to the communication link need to be established and switched
from time to time. For the general satellite topology structure, it can be represented by
the graph G(V ,E), where E is the connection relationship between the satellites. It can
be described as fallowed:

V = {s1, s2, . . . , sn} (1)

where n is the number of satellites in the satellite network topology. Each vertex
in the graph represents a satellite. And the relationship between each satellite can be
described by the edge set E, which is recorded as:

E = {s1s2, s1s3, . . . , sisj}, i �= j, i ∈ n, j ∈ n (2)

where i, j are the number of satellite, sisj indicates that there is a link between nodes
si and sj. Through the mathematical description of nodes and edges, the mathematical
model of the whole satellite network is established based on this.

In order to solve the problem that the traditional graph theory cannot accurately
describe, the time-varying graph theory used in the delay tolerant network (DTN) is
applied to this problem. In reference, Fraire transformed the shortest delay path problem
in the delay tolerant network into the shortest path problem in the time-varying graph
[12–14]; S. Qi et al. Using software defined network to analyze network traffic of satellite
network [15]. Huang et al. studied the link schedulingmethod in the sensor network [16].
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Based on the theory of time-varying graph, it can guarantee the link connectivity in a
given period of time, but it considers the reliability in a fixed time interval T, which
is not realistic for the integrated information network of Space-Air-Ground. The static
topological graph of network in discrete time is used to describe the change of network
topology. However, this method is to superimpose the fast photos at different times in the
network to form a graph, which will greatly increase the complexity of calculation when
the path of large time span needs to be calculated [17]. Therefore, it is only suitable for
satellite networks with fewer satellite nodes. P. Yuan et al. the method of event driven
graph is used to record the operation of satellite nodes sending and receiving data at
different times as events [18]. The vertex set in the event driven graph is composed of
all events, and link arcs are used to connect the events of the same link. The continuous
events of the same node are connected by storage arcs [19, 20]. Although this method
reduces the redundancy of the graph, it is mainly used to describe the data transmission
in the network, and the link planning is too complex [21, 22].

Different from the above method, this paper studies the networking mode of satellite
network and air target in the atmosphere. The proposed method based on time-graph
does not consider complex data transmission. It directly introduces time parameters into
general network topology to carve the changing network, so as to solve the problem of
rapid change of network topology. Because there is time parameter t in the graph. The
exact network topology can be obtained by taking different T and the satellites’ orbit
motion constraints. Given the starting time and time span, the satellite network topology
can be obtained at any time [23–25]. The optimal link switching decision condition can
be obtained by thismethod. Thismethod avoids a lot ofmathematical calculation and has
no too many constraints. The optimal link path and link switching time can be obtained
by simple calculation.

3 A Method of Space-Air-Ground Integrated Network for Air
Mobile Target

The network includes:

a) S = {s1, s2, . . . , sm} is the aggregate of m near earth satellites in the space. Each
satellite near the earth can establish communication with the ground launch station
or other satellites.

b) A = (a1, a2, . . . , aj) is the aggregate of j aircrafts in the air, which are detected and
guided by satellite.

After the satellite detects the air moving vehicle target, the missile is launched from
the ground launch station. At this time, the communication among the missile, the
satellite network and the air vehicle are established. The satellite network is responsible
for the guidance of the missile and the detection of the air vehicle. In this scenario, the
main problem to be solved is the movement of missile, satellite and air target vehicle,
which results in the connection and switching of satellite network to the other two.
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In order to solve the problem of topological dynamic change of satellite network,
the time parameter t is introduced to describe the topological map of satellite network,
and the time-varying map of satellite network can be recorded as the time-varying map
of time t as:

G(V ,E(t)) (3)

Among them, V is the vertex set composed of all communication nodes such as
ground station, air target and LEO satellite. E(t) represents the edge set in graph G(t),
which represents the link connection relationship and the optimal connection mode.
Considered scene is composed ofmultiple satellites, according to the same or not satellite
orbit, the satellites can be divided as:

⎧
⎪⎪⎨

⎪⎪⎩

S1 = {s11, s12, . . . s1i}
S2 = {s21, s22, . . . s2i}

...

Sn = {sn1, sn2, . . . sni}
(4)

where Sn represents the set of all satellites in n orbit, and i represents the number of
different satellites in the same orbit. At a certain time t0, consider that all the vertices in
the network are stationary, and all the edges in the graphG(V ,E(t0))will not change any
more. At the same time, according to the parameters of satellite orbit, all the information
of satellite motion can be calculated to obtain the longitude los and latitude las of the
satellite. And then the satellite and the target can be connected by these. Suppose that
the longitude loa and latitude laa of the air moving target are known. Now it is necessary
to connect the target to the satellite network. In the past, all the satellites were divided
into n different longitudes through the orbit of the satellite. Now, the loa longitude of the
target aircraft is known, and the absolute value of the difference between the longitude
of n orbits and the longitude of the target aircraft is calculated by the following formula:

Di = ∣
∣losi − loa

∣
∣, i = 1, 2, 3 . . . n (5)

whereDi represents the difference between the longitude of the ith orbit and the target
aircraft. Through the calculation of the above formula, n sets Di can be recorded as:

D = {D1,D2, . . . ,Dn} (6)

All elements inD are sorted, and the minimum value is recorded asDm,m is the orbit
of the satellite closest to the air target. When the minimum two values inD are the same,
the satellite orbit with small label is taken. The next step is to calculate the distance.
Obtain the longitude and latitude of all the satellites on the m orbit, and calculate the
distance from the target aircraft according to the following formula:

⎧
⎪⎨

⎪⎩

L = 2 arcsin
√

sin2 a
2 + cos(laa) · cos(las) · sin2 b

2 · R
a = laa − las
b = loa − los

(7)
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where L is the distance between the satellite inm orbit and the target flying object, R
is the radius of the earth. Through calculation, the nearest three satellites are obtained.
The best communication satellite node is obtained, the communication link between the
selected satellite and the air target is established. And the shortest path at the current time
has been established too. We get the link connection mode at a specific time. However,
due to the motion of the satellite and the target aircraft, we need to predict the position
of the next time. Set the next link transformation time t, at this time, the satellite and the
aircraft have moved. According to the speed of the satellite and the aircraft, calculate the
longitude and latitude of them after t. And then implement the above steps again. Repeat
this process until the end of the scenario. Because the missile strikes the air target in
this scenario, the missile, as the air target after launch, uses the same method to connect
another satellite node to enter the network. At the same time, it is necessary to establish
a connection between the satellite nodes connected with the flight target. Because the
same satellite network, the topology of the network is fixed at a certain time. Therefore,
Djsktra algorithm can find the shortest path with the smallest number. According to
this path, satellites, missiles and air targets are networked. If the topology changes, the
new topology is input to complete the path finding again. The reasoning process of the
whole networking method is given above, and the main steps of this method are given
in Algorithm 1.

4 Simulation and Analysis

STK (Satellite Tool Kit) developed by analytical graphics company is used to build the
simulation environment. We also need another simulation platform to realize the whole
algorithm and establish a connection with STK and send control instructions to control
STK. MATLAB has an interface with STK, as shown in Fig. 1. The data exchange
between them can be carried out better. By calling the STK function in MATLAB,
we can control the satellite and other targets, so as to complete the whole algorithm
process. A network simulation system is required to simulate the network in operation.
NS-3 (Network Simulator-3) network simulation tool is used for network simulation.
MATLABsendsout instructions to control STKand sends calculatedparameters toNS-3,
which establishes the corresponding network topology to obtain the network simulation
parameters. Therefore, in order to complete the whole simulation process, it needs to be
completed through the combination of three platforms.
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Algorithm 1. Networking algorithm
Input: Satellite adjacency matrix M ,The number of Satellite orbit n

The longitude aLo and the latitude aLa of missile, 
The number of satellites per orbit m

Output: Nearest access satellite. The j th satellite in the k th orbit
1 function SATELLITECLASSIFICATION( n ) 
2 for 1i = to n
3 Table  [ i ] = n longitude→
4 end for
5 return Table
6 end function
7
8 function FINDORBIT(Table , aLo )
9 for 1i = to n
10 d [ i ] = | aLo Table− [ i ]|
11 min = 1
12 if ( 1i > and d [ min ] > d [ i ]) then
13 min = i
14 end if
15 end for
16 return min
17
18

end function

19 function FINDSATELLITE (Table , aLo , aLa , n , m)
20 Table =  SATELLITECLASSIFICATION( n )
21 k = FINDORBIT(Table , aLo ) 
22 1j =
23 for 1i = to m
24

aLo = [ ] [ ] →
25

aLa = [ ] [ ]
M k i longitude
M k i latitide→

26 L [ i ] = GETDISTANCE( aLo , aLa , sLo , sLa )  //  Equ(7).
27 if ( 1i > and d [ j ] > d [ i ]) then
28 j i=
29 end if
30 end for
31 return j , k
32 end function

Figure 2 shows the data relationship between the simulation platforms. In this sce-
nario, 132 low earth orbit satellites are used, which are distributed over 6 different orbits.
Each orbit is evenly distributed with 12 satellites, with height of 758.14 km from ground
and operation cycle of 6027.15 s. Three ground launch stations, missile everywhere and
a target flying object are established. Because NS-3 is on the Linux and the former two
simulation tools are on Windows operating system. It is necessary to interconnect the
two platforms to transfer the data from MATLAB running algorithm to NS-3 in real
time to complete network simulation. MySQL database is used to solve this problem.
Because NS-3 bases C++ to program to call internal functions to complete the estab-
lishment of simulation scenarios. It is easy to read the data in MySQL which generated
by MATLAB in the Windows. And the shell script of Linux is used to control the data
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receive and the working way of NS-3. According to the above operation scenario, the
algorithm completes the animation scenario of missile attacking the UAV. Although the
movement of the satellite at this time is the optimal access node, there is a link between
the missile, the satellite and the target flying object. As the operation time progresses.

Windows LINUX

STK

MATLAB

MySQL

NS-3

Fig. 1. Simulation platform

Fig. 2. Experiment result.

Figure 3 shows the link switching which is calculated by MATLAB. The distance
between the satellite and the target flying object at the current time is not the shortest
distance, so the link will automatically switch to the satellite with the shortest distance.
Through the processing of this algorithm, it can be seen that the target flying object can
be well connected to the satellite network, and the link can be switched when the satellite
topology changes. The Djsktra algorithm is used to calculate the shortest path adjacency
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matrix which obtained according to the current topology. The detailed information of
the system can be obtained by the simulation platform.
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Figure 4 shows the GDOP (Geometric Dilution Precision) which represents the
positioning accuracy of the satellite system. In order to show the validity of the algorithm,
we record calculation time in Fig. 4. If we do not use thismodel to calculate the switching
time which is based distance, we will use a lot of time in calculation. For a simulation
platform, it will waste a lot of computing resources. Because the simulation platform
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is composed of many software, the large amount of computation overhead will lead to
the incompatibility between the simulation software. The simulation model in this paper
can simplify the solution of link switching problem and greatly improve the efficiency
of operation. With the proposed simulation platform, the simulation task of air space
integrated information network can be completed well. According to the results of the
above scenario operation, it can be seen that the algorithm completed the animation scene
of missile attacking the target flying object. The link in the scenario can be smoothly
switched, and the target flying object and other air flying ground objects can be connected
to the satellite network. Compared with the previous method, only the network topology
map with equal time interval is calculated.

5 Conclusion

This paper studies the networking problem in the air space integrated information net-
work. Using MATLAB, STK and NS-3 to stimulate. Although the simulation platform
built in this paper can simulatemost of the problems in the research of air space integrated
information network, it includes a large number of programming parts, which need to
cross platform and involve the use of a variety of simulation tools. It also requires higher
requirements for different programming languages. And simulation has become a big
difficulty in the research. Therefore, in the future research, the new model construc-
tion of dynamic topology and the construction of network simulation platform will be
considered.
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Abstract. The traditional information security protection cannot prevent themali-
cious and directed intrusion of the network. To discover potential risks com-
prehensively, accurately, and timely, the polymorphic heterogeneous executor is
constructed to confuse the attacker, called mimicry multimode decision. How-
ever, heterogeneous executors are composed of complex hardware, systems and
applications, so how to select the optimal combination to face the potential risks
becomes a problem. This paper proposes a mimicry multimode decision scheme
based on Adaboost machine learning algorithm. The administrator can utilize
Adaboost classifier to adaptively select the combination of the most defensible
executor, so as to realize mimicry multimode defense and improve the security of
applications. Simulation results demonstrate that the adaptive mimicry multimode
decision method is promising.

Keywords: Information security · Mimicry multimode decision ·
Heterogeneous executor · Adaboost

1 Introduction

While the improvement of information technology and the increasing coverage of infor-
mation system [1–3], the information disclosure is no longer only the loss of economic
interests to the society, enterprises and individuals [4]. The importance of informa-
tion security has gradually risen. To effectively cope with the increasingly complex
information threats and attacks, Technologies like Intrusion Detection system (IDS),
vulnerability scanning system, firewall, are widely used [5]. However, these traditional
security protection systems still have insufficiencies. IDS can only detect the attack, with
high non-response rates and the rate of false positives. The existing firewall technology
cannot solve the malicious intrusion behavior of the internal network [6]. In addition,
these defense techniques are passive, often focusing on localized threat information. At
the same time, considering the polymorphic and heterogeneous service system, these
self-directed working mechanisms are unable to find potential risks comprehensively,
accurately and timely [7]. As a result, the detection results of existing technologies are
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greatly deviated, which is not conducive to helping administrators to formulate security
defense strategies. At present, the architecture of information system is polymorphic and
heterogeneous, which not only includes the heterogeneity of hardware such as CPU, but
also exists the heterogeneity of operating system [8, 9]. Therefore, the storage, transfer
and elimination of all kinds of services on heterogeneous platforms may be targeted at
any time. Backdoor, virus, and Trojans are emerging in endlessly [10]. The traditional
information system defense methods can no longer meet the needs of existing informa-
tion system [11–13]. The lack of security perception ability now is the biggest threat to
the security protection of key services.

Aiming at the above problems, many researchers are studying the mimicry defense
system. The current information network is a huge and time-varying system, differ-
ent kinds of network behaviors have different hidden dangers [14–17]. Aiming at the
protection of execution applications, the heterogeneous executors are constructed to
confuse the attacker. This kind of protection is called mimicry multimode decision.
It will turn the vulnerability backdoor of the specific applications into the uncertain
attack effect at the system level. As shown in Fig. 1, Different platforms are combined
into a heterogeneous executor set. The administrator selects the currently most secure
executor to load the application and extend it to all executors to confuse the attacker.
This mechanism can make the target system from the attacker’s perspective and present
an “uncertainty” effect, so as to effectively improve the level of protection system.
Among them, how to efficiently select heterogeneous executor and the adaptive trans-
formation is the key to realize intelligent multimode decision. There have been several
research about mimicry multimode decision. Zheng et al. [18] analyzed two background
mimicry defense method: the semantic modeling method and the semantic consistency
analysis method. They proposed a novel software defined networking (SDN) mimic
server defense method, which could effectively modify the active defense efficiency of
malicious attacks on Web servers. Authors in [19] proposed a random seed scheduling
method considering historical confidence for maximum heterogeneity and QoS. The
proposed method could achieve a good dynamic balance between security, dynamics,
and QoS. Although some mimicry defense methods were proposed in the above studies,
they were complex and lack of adaptability. These methods were difficult to be effective
in environments where the best heterogeneous implementations need to be updated at
all times.

Machine learning algorithm can keep the continuous learning of decision and
improve the accuracy. Consider the above defects, we propose a mimicry multimode
decision scheme based on Adaboost machine learning algorithm in this paper. Under
the management of the controller, the heterogeneous actuator can use Adaboost model
to adaptively select the combination of the currently most defensible executors to face
the potential attack threat, so as to realize mimicry multimode defense and improve the
security of the important applications.

The following is organized as follows. Section 2 constructs the mathematical model
of Adaboost algorithm and then proposes the mimicry multimode decision scheme. The
simulation results and analysis are expressed in Sect. 3. We then conclude our work in
Sect. 4.
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Fig. 1. The mimicry multimode decision architecture.

2 Adaboost Model

In this section, we mainly consider how to carry out mimicry multimode decision using
Adaboost classifiers. First,we analyze the classification indicators needed. Subsequently,
we established the Adaboost classification model.

As shown inFig. 1, the heterogeneous element pool includes heterogeneous hardware
such as Longson, Intel, AMD, etc. It also includes heterogeneous systems such as Kirin
system, Deep OS system, Windows system, Linux system and so on. It also includes
heterogeneous applications such as Web services, IP transport services, Local transport
services, Storage services, Encryption services and so on. The combination of different
platforms has different capabilities of risk resistance. We can evaluate the capabilities
of different combinations and set a label based on specific requirements. For example,
we can divide all the combinations into four levels: Safety performance 1, 2, 3, and 4.
The higher the value, the higher the resistance capabilities. So the problem is how to
quickly and efficiently select the most appropriate combination to implement mimicry
multimodal decision. The traditional approach, which considers only a limited number
of combinations, is weak in the face of endless risks. Therefore, we need to use machine
learning algorithms, like Adaboost model, to help administrators adaptively choose the
best combination.

AdaBoost is an adaptive classification algorithm, as Fig. 2 shows. A fleet of weak
classifiers is trained then combined to form a strong classifier to complete the training
framework. The adaptability is that the weight of the data from the samples wrongly
classified by the former weak classifier will increase. The weight of properly classified
samples will be reduced. These are utilized to build the next weak classifier. The final
classifier will only be determined in the following cases: if the error coefficient is small
enough or reaches the maximum number of iterations.

Firstly, we obtain a collection of N + P heterogeneous combinations. Then we get
the result R1,R2, · · · ,RN , · · · ,RN+P . Each Ri has n items that can be represented by
Ri = [v1, v2, · · · , vn]T , where vi is the code name of the platform. Each result Ri is then
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Fig. 2. The Adaboost model.

pre-processed to get the result Gi and its safety performance label m. Finally, we get the
dataset D:

D = {(G1,m1), (G2,m2), · · · , (GN+P,mN+P)} (1)

where Gi ∈ χ ⊆ Nn, mi ∈ {1, 2, 3, 4}. We divide the former N data into the training
dataset DN . We set the other P data as the testing dataset DP . Now the training dataset
DN is utilized for model training. We divide DN into two datasets, where class I is
m = 1,m = 2 and class II ism = 3,m = 4. Then datasetD(1)

N with current classification
label is shown as:

D(1)
N = {(G1,m

(1)
1 ), (G2,m

(1)
2 ), · · · , (GN ,m(1)

N )} (2)

where the classification features are:

m(1)
i =

{
1, m ∈ {1, 2};
0, m ∈ {3, 4}; (3)

Then, we configure the weight value of each Gi in D(1)
N . The initial weight value of

each training item is uniform. We can calculate that the initial weight valueW1(i) of the
training data set D(1)

N is:

W1(i) = (w1,w2, · · ·wN ), wi = 1/N (4)

Then, the fleet of weak classifiers begin to be trained in t times iterative. The training
steps are shown as follows:

Step 1: Initialing the weight value Wt of D
(1)
N . Then, design the t weak classifier:

Ht(x) : G → {1, 0} (5)

Step 2: Using the current weak classifier to divide the training dataset D(1)
N . The

classification error is calculated:

et = P(Ht(Gi) �= mi) =
N∑
i=1

wtiI(Ht(Gi) �= mi) (6)
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Step 3: The weight value v of current weak classifier in the final strong classifier is
calculated as follows:

vt = 1

2
ln(

1 − et
et

) (7)

Then the t weak classifier is obtained:

ft(x) = vtHt(x) (8)

Step 4: Update the weight value of the training dataset D(1)
N :

Wt+1 = Wt(i) exp(−vtmiHt(xi))

Zt
(9)

where Zt is the normalization constant:

Zt = 2
√
et(1 − et) (10)

Assemble existing weak classifiers:

f (x) =
T∑
t=1

vtHt(x) (11)

Then we evaluate the current strong classifier. If the classification error is below the
threshold, the iteration is over, and the final strong classifier is obtained as:

Hstrong = sign(f (x)) = sign

(
T∑
t=1

vtHt(x)

)
(12)

Otherwise, enter the t + 1 iteration until the classification error reaches the threshold.

After obtaining the first strong classifier, we make all the data D(1)
N pass through the

strong classifier, and pick out the data with Hstrong(Xi) > 0, which represent the data
classified into safety performance 1 and safety performance 2. The remaining data is
safety performance 3 and safety performance 4. Analogously, the classification feature
for safety performance 1 and safety performance 3 is labeled as 1, the classification
feature for safety performance 2 and safety performance 4 is labeled as 0. Repeat the
training process once again and the 2nd and 3rd layer strong classifiers will be obtained:

H (2)
strong

= sign(f (2)(x)) = sign

(
T∑
t=1

vtH
(2)
t

(x)

)

H (3)
strong

= sign(f (3)(x)) = sign

(
T∑
t=1

vtH
(3)
t

(x)

)
(13)
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Then, the first time of Adaboost classifier training is complete and the classifier will
be tested later. According to the above, process of classifying the safety performance is
shown in Fig. 3. The detailed steps are expressed in Algorithm 1.

Algorithm 1 Adaboost based mimicry multimode decision

Input: Table O of original items.

Input: Adaboost classifier 1 2 3H (x), H (x), H (x) .

Output: Safety performance vector: SP[N]
1:  j  1 to n =for do

2:  SP [j] 0= ;

3:  ( )1 sign(H O[j] 0>if then

4:   ( )2 sign(H O[j] 0>if then

5:  SP[j] 1;=
6:   else

7:  SP[j] 2;=

8: ( )1 sign(H O[j]< 0else if then

9: ( )3 sign(H O[j] 0>if then
10: SP[j] 3;=

11: else
12: SP[j] 4;=
13: end for
14: SP[N]return
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Fig. 3. The Adaboost-based mimicry multimode decision architecture.
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3 Simulation Results

Next, we verify the proposed Adaboost classification model for mimicry multimode
decision. We mark different types of hardware, systems and applications to values 1–6.
Meantime, we make a high defense level environment configuration table and added
security performance 1–4 labels for different combinations according to this table. All
the preprocessed items are divided into the training dataset and the test dataset of the
Adaboost model, and the label are considered as the output result of the model and the
reference of the security performance. We first evaluated the model training accuracy
under different training samples. Then, we compared the model training complexity of
Adaboost algorithm and other common machine learning algorithms. We implement all
the algorithms in Matlab 2017b and on the Window10 platform of 3.6 GHz CPU and
32.00 GB RAM. The simulation results are as follows.

We first examined the training results of adaboost model under 100 items. We ran-
domly divided 70 items into a training set, 30 items into a test set, and set the number
of weak classifiers to 20. Figure 4 shows the model training results, taking the average
value after several experiments. As can be seen from Fig. 4, with the increase of the
number of weak classifiers, the training error decreases gradually, and it drops to 0 when
the number of weak classifiers reaches 20. At the same time, the test error decreases with
the increase of weak classifier, and the final test error is 6%. This shows that Adaboost
model can better identify the security performance of different platforms and help realize
mimicry multimode decision.

Fig. 4. Classification results and training/testing errors of Adaboost model with 100 items.

Then, we made these 100 items as input to detect the performance of mimicry
multimode decision, and the results are shown in the right of Fig. 4. It can be seen
that the model can well distinguish the platform combinations with different security
performance, and the classification error is 10%. These results show that the training
model performs well under 100 items.

In order to verify the adaptability of the proposed model, we randomly selected 200
test items to verify the model classification accuracy at different scales. We randomly
divided 150 items into a training set, 50 items into a test set, and set the number of weak
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classifiers to 20. Figure 5 shows the model training results, taking the average value
after several experiments. As can be seen from Fig. 5, with the increase of the number
of weak classifiers, the training error decreases gradually, and it drops to 3% when the
number of weak classifiers reaches 20. At the same time, the test error decreases with
the increase of weak classifier, and the final test error is 4%. These results show that the
training accuracy of the model increases with the increase of training samples. Although
the error is larger when the number of weak classifiers is less, the model training error
decreases rapidly with the increase of the number of weak classifiers. It shows that the
model has a better classification performance under 200 items. Then, we made these 200
items as input to detect the performance of mimicry multimode decision, and the results
are shown in the right of Fig. 5. It can be seen that the model can well distinguish the
platform combinations with different security performance, and the classification error is
7%. These results show that the proposed mimicry multi-mode decision model has good
learning-ability and self-adaptability under the complex and changeable environment.

Fig. 5. Classification results and training/testing errors of Adaboost model with 200 items.

In Fig. 6, the time complexity of different machine learning algorithms, like BPNN,
SVMandAdaboost, are compared.Weutilize the same200 items to train the two-hidden-
layer BPNN and SVM model. For fair comparison, the number of support vectors of
the SVM is 20. Similarly, the node number in each BPNN hidden layer is 20. The
number of Adaboost weak classifiers is set as 20 for fair comparison. We can find out
that as the number of training items increasing, the training time of both BPNN and
SVM algorithm are higher than that of Adaboost. The time complexity of upper bound
SVM method is a few magnitude orders higher than other three methods. Considering
the mimicry multimode decision model needs to keep learning and adaptability in a
changing environment, the lightweight Adaboost model that has better performance
on time complexity is the optimal machine learning algorithm for mimicry multimode
decision.
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Fig. 6. The comparison of training complexity.

4 Conclusion

The performance of mimicry multimode decision directly affects the intrusion tolerance
ability and operation efficiency of the executive system. This paper proposes a mimicry
multimode decision scheme based on Adaboost machine learning algorithm. The het-
erogeneous actuator pool can adaptively select the combination of the most defensible
executor using Adaboost classifiers to realize mimicry multimode defense and improve
the security of the applications. Simulation results show that the proposed lightweight
method can keep good self-learning and adaptability.
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Abstract. The iterative Gauss-Seidel method is an effective and prac-
tical method for solving the absolute value equations. However, the solu-
tion efficiency of this method usually decreases, and even the equation
cannot be solved even when the problem reaches a certain large scale. To
improve the efficiency of the Gauss-Seidel method for solving absolute
value equations, a modified Gauss-Seidel (MGS) iteration method is pre-
sented in this paper. In the our method, we create a diagonal matrix Ω
with nonnegative diagonal elements in the Gauss-Seidel matrix splitting.
Under the given constraints the convergence theory of the MGS method
have been studied. The numerical results show that the method is effec-
tive. It can be noted that with the increase in the scale of the problem,
the setting effect of the matrix Ω is more obvious.

Keywords: Absolute value equation · Gauss-Seidel splitting · MGS
iteration method · Convergence theory

1 Introduction

Let matrix A = (aij) ∈ R
n×n, b ∈ R

n, we consider the absolute value equation
with the following form

Ax − |x| = b, (1.1)

where |x| denotes the absolute value of the vector x.
Absolute value equalization is a special, non-differentiatable optimization

problem proposed by O.L. Mangasarian in 2006 [1]. Absolute value equaliza-
tion is widely distributed in the optimization field There are many optimization
problems that can be transformed into Eqs. (1.1), such as linear programming
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problems, convex quadratic optimization problems and general linear comple-
mentarity problems [2–6]. Formally, the Eq. (1.1) is relatively simple, but in fact
the equation is NP-hard in general [1].

Since the absolute equation has been proposed, there are many different
methods to solve the Eq. (1.1) from different perspectives have been proposed.
In recent years we have found that there are many iterative methods to solve
the Eq. (1.1). In [7], D.K. Salkuyeh proposed the iterative method picard-HSS,
which is used, to the formula Ax−|x| = b, where A ∈ C

n×n and b ∈ C
n. In [8], by

the Gauss-Seidel matrix splitting, Edalatpour et al. established the generalized
Gauss-Seidel (GGS) iteration method for solving the Eq. (1.1). The Eq. (1.1)
is used on the SOR-like iterative method in two non-linear equations with two
blocks in both [9] and [10] block converted, Ke et al. and Guo et al. presented
the SOR-like iteration methods to solve the Eq. (1.1) respectively.

It is worth mentioning that Edalatpour et al. establishes an iterative Gauss-
Seidel method based on the Gauss-Seidel splitting, and analyses its convergence
from a specific angle in [8]. However, we find that the GGS method cannot
solve the equation when the problem size n becomes larger. Therefore this paper
improves the GGS method to improve the efficiency of theGauss-Seidel method
in solving the Eq. (1.1). Inspired by the work of Edalatpour et al. in [8], by
introducing a diagonal matrix Ω whose diagonal elements are all nonnegative in
the splitting of the matrix A, we propose a modified iterative modified Gauss-
Seide (MGS) to solve the Eq. (1.1). Some convergence theories of the method
are maintained and given limitations proven. In the last phase we give some
examples to illustrate the effectiveness of the iterative MGS method.

In this article the rest of the organization is as follows. In the Second section,
we list some necessary results in the form of symbols, definitions and frames. The
third section, the MGS method for solving the Eq. (1.1) is determined and its
convergence under given conditions has been proven. In fourth section numerical
examples are given to illustrate the effectiveness of the MGS method and the
results of the comparison between the MGS method and the GGS method are
given.

2 Preliminaries

For the sake of the subsequent convergence discussions, we list some summary
results in this section.

For the given matrices A = (aij) ∈ R
m×n and B = (bij) ∈ R

m×n, then
A ≥ B(A > B) if A − B ≥ 0(A − B > 0). The absolute value of the matrix A is
denoted by |A| = (|aij |). The infinity norm of the matrix A is defined as

‖A‖∞ = max
1≤i≤m

n∑

j=1

|aij |.

Moreover, the definitions of the absolute value and infinity norm of the matrices
can be applied to the vectors.
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Suppose A = (aij) ∈ R
n×n, then the comparison matrix of A is defined as

〈A〉 = (〈aij〉), where

〈aij〉 =

{
|aij |, for i = j,

−|aij |, for i �= j,
i, j = 1, 2, · · · , n.

The above results can be seen in [11].
Next, we will list some special matrices for the sequel discussions. Assume

that the matrix A = (aij) ∈ R
n×n, then A is said to be [12]

(1) a Z-matrix if aij ≤ 0 holds for all i �= j.
(2) an M -matrix if A−1 ≥ 0 and A is a Z-matrix.
(3) an H-matrix if 〈A〉 is an M -matrix;
(4) an H+-matrix if A is an H-matrix and aij > 0 holds for all i = j.

Lemma 1. [13] If A = (aij) ∈ R
n×n and B = (bij) ∈ R

n×n be two matrices
which satisfy B ≥ A and bij ≤ 0 for any i �= j. Then the matrix B is an
M -matrix if A is an M -matrix.

Lemma 2. [14] If A be an H-matrix. Then 〈A〉−1 ≥ |A−1|.
Lemma 3. [11] If A be a n×n matrix and A = M −N be a regular splitting of
the matrix A. Then A is nonsingular with A−1 ≥ 0 if and only if ρ(M−1N) < 1
.

Lemma 4. [11] If A be a n × n nonnegative matrix. Then I − A is nonsingular
with (I − A)−1 ≥ 0 if and only if ρ(A) < 1.

Lemma 5. [11] Let x, y be two vectors ∈ R
n. Then ‖x − y‖∞ ≥ ‖|x| − |y|‖∞.

3 The MGS Method

For the Eq. (1.1), we make the following matrix splitting

A = D − L − U = (Ω + D − L) − (Ω + U),

where D, L and U , respectively, are the diagonal, the strictly lower-triangular
and the strictly upper-triangular matrices of A, and Ω is a n × n nonnegative
diagonal matrix.

Based on the above splitting, we can convert the Eq. (1.1) to the fixed-point
equation with the form

(Ω + D − L)x − |x| = (Ω + U)x + b. (3.1)

Then, we present a modified Gauss-Seidel (MGS) iteration method to solve the
Eq. (1.1) which has the iterative scheme as follows
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(Ω + D − L)x(k+1) − |x(k+1)| = (Ω + U)x(k) + b, k = 0, 1, 2, . . . , (3.2)

where the initial vector x(0) is given in advance by the experimenter.
By adjusting the matrix Ω, we expect to be able to improve the solving

efficiency of the Gauss-Seidel method for the Eq. (1.1). It is easy to see that the
MGS method just reduces to the GGS method when Ω = 0.

In the following, we will discuss the convergence properties for the MGS
method.

Theorem 1. Assume that the Eq. (1.1) is solvable. Suppose the diagonal entries
of the matrix A are all greater than 1, the matrix Ω is a n × n nonnegative
diagonal matrix, the matrix I is the n × n identity matrix and the matrix Ω +
D − L − I be strictly row diagonally dominant. If

‖(Ω + D − L)−1(Ω + U)‖∞ < 1 − ‖(Ω + D − L)−1‖∞, (3.3)

then the iteration sequence {x(k)}∞
k=0 generated by (3.2) converges to the unique

solution x∗ of the Eq. (1.1) for any initial vector x(0) ∈ R
n .

Proof. By the conditions of the theorem, we can obtain that the diagonal entries
of the matrix D are all greater than 1.

Firstly, we will prove that ‖(Ω + D − L)−1‖∞ < 1.
For L = 0, because Ω is a nonnegative diagonal matrix and the diagonal

entries of D are all greater than 1, it can be shown that

‖(Ω + D − L)−1‖∞ = ‖(Ω + D)−1‖∞ < 1.

We assume that L �= 0 in the following. By the assumption of the theory, one
can get

0 ≤ |L|e < (Ω + D − I)e,

or equivalently,
(Ω + D)−1e < (I − |F |)e, (3.4)

where e = (1, 1, · · · , 1)T and F = (Ω + D)−1L. In addition, we have

0 ≤ |(I − F )−1| = |I + F + F 2 + · · · + Fn−1|
≤ (I + |F | + |F |2 + · · · + |F |n−1) = (I − |F |−1).

(3.5)

Hence, from (3.4) and (3.5), we obtain

|(Ω + D − L)−1|e = |(I − F )−1(Ω + D)−1|e
≤ |(I − F )−1||(Ω + D)−1|e
< |(I − |F |)−1||I − |F ||e = e.

Therefore,
‖(Ω + D − L)−1‖∞ < 1. (3.6)
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Next, we are going to show that the Eq. (1.1) has an unique solution. Assume
that x∗ and y∗ are two different solutions of the Eq. (1.1). From the Eq. (3.1),
we have

x∗ = (Ω + D − L)−1|x∗| + (Ω + D − L)−1[(Ω + U)x∗ + b], (3.7)

y∗ = (Ω + D − L)−1|y∗| + (Ω + D − L)−1[(Ω + U)y∗ + b],

then

x∗ − y∗ = (Ω + D − L)−1(|x∗| − |y∗|) + (Ω + D − L)−1(Ω + U)(x∗ − y∗).

By taking infinity norm on both sides of the latter equation, it holds from
Lemma 5 and the Eq. (3.3) that

‖x∗ − y∗‖∞ ≤‖(Ω + D − L)−1‖∞‖|x∗| − |y∗|‖∞
+ ‖(Ω + D − L)−1(Ω + U)‖∞‖x∗ − y∗‖∞

<‖(Ω + D − L)−1‖∞‖x∗ − y∗‖∞
+ (1 − ‖(Ω + D − L)−1‖∞)‖x∗ − y∗‖∞

=‖x∗ − y∗‖∞,

which is a contradiction. Thus, x∗ = y∗.
Finally, we will prove that the iteration sequence {x(k)}∞

k=0 generated by
(3.2) converges to the unique solution x∗ of the Eq. (1.1). From (3.2), we get

x(k+1) =(Ω + D − L)−1|x(k+1)| + (Ω + D − L)−1[(Ω + U)x(k) + b]. (3.8)

From (3.7) and (3.8), it holds that

x(k+1) − x∗ =(Ω + D − L)−1(|x(k+1)| − |x∗|) + (Ω + D − L)−1(Ω + U)(x(k) − x∗).

Taking infinity norm on both sides of the latter equation. By similarly calcula-
tions, we get the following results

‖x(k+1) − x∗‖∞ =‖(Ω + D − L)−1(|x(k+1)| − |x∗|)
+ (Ω + D − L)−1(Ω + U)(x(k) − x∗)‖∞

≤‖(Ω + D − L)−1(|x(k+1)| − |x∗|)‖∞

+ ‖(Ω + D − L)−1(Ω + U)(x(k) − x∗)‖∞

≤‖(Ω + D − L)−1‖∞‖|x(k+1)| − |x∗|‖∞

+ ‖(Ω + D − L)−1(Ω + U)‖∞‖x(k) − x∗‖∞,

which equivalent to

‖x(k+1) − x∗‖∞ − ‖(Ω + D − L)−1‖∞‖|x(k+1)| − |x∗|‖∞

≤ ‖(Ω + D − L)−1(Ω + U)‖∞‖x(k) − x∗‖∞.
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By Lemma 5, we obtain the following formula

‖x(k+1) − x∗‖∞ − ‖(Ω + D − L)−1‖∞‖x(k+1) − x∗‖∞

≤ ‖(Ω + D − L)−1(Ω + U)‖∞‖x(k) − x∗‖∞.

By a simple calculation, one can see that the above formula is equivalent to

(1 − ‖(Ω + D − L)−1‖∞)‖x(k+1) − x∗‖∞ ≤ ‖(Ω + D − L)−1(Ω + U)‖∞‖x(k) − x∗‖∞.

Since ‖(Ω + D − L)−1‖∞ < 1, then

‖x(k+1) − x∗‖∞ ≤ ‖(Ω + D − L)−1(Ω + U)‖∞
1 − ‖(Ω + D − L)−1‖∞

‖x(k) − x∗‖∞.

By the above inequality, we can find that the sequence {x(k)}∞
k=0 converges to

the unique solution x∗ when the condition (3.3) is fulfilled.
The convergence theory of the MGS method to solve the Eq. (1.1) is proved.

By the Theorem 1, one can obtain the following corollary easily.

Corollary 1. Assume that the Eq. (1.1) is solvable. Suppose the matrix A − I
is a strictly row diagonally dominant matrix with positive diagonal entries and
the matrix Ω is a nonnegative diagonal matrix. If

‖(Ω + D − L)−1(Ω + U)‖∞ < 1 − ‖(Ω + D − L)−1‖∞, (3.9)

then the iteration sequence {x(k)}∞
k=0 generated by (3.2) converges to the unique

solution x∗ of the Eq. (1.1) for any initial vector x(0) ∈ R
n.

Following, we will demonstrate the convergence property of the MGS method
when the matrix A is an H-matrix.

Theorem 2. Assume that the Eq. (1.1) is solvable. Suppose the matrix A − I
is an H+-matrix and the matrix Ω is a nonnegative diagonal matrix. Then the
iteration sequence {x(k)}∞

k=0 obtained from (3.2) converges to the unique solution
x∗ for any initial vector x(0).

Proof. From the mentioned splitting in this section

A = (Ω + D − L) − (Ω + U),

by the definition of the comparison matrix, we can get

〈A〉 = 〈Ω + D − L〉 − |Ω + U |.

Then, we obtain

〈A − I〉 ≤ 〈A〉 ≤ 〈Ω + D − L〉 ≤ diag(Ω + D − L) = Ω + D.
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Therefore, by Lemma 1, it can be easy to know that Ω + D − L is an H-matrix.
With that, we get the following formula by Lemma 2

|(Ω + D − L)−1| ≤ 〈Ω + D − L〉−1. (3.10)

Since x∗ is the solution of the Eq. (1.1), from (3.2) and (3.7) we obtain

x(k+1) − x∗ =(Ω + D − L)−1(|x(k+1)| − |x∗|) + (Ω + D − L)−1(Ω + U)(x(k) − x∗).

By the inequality (3.10), by taking absolute values on both sides of the latter
equation, we get

|x(k+1) − x∗| ≤|(Ω + D − L)−1||x(k+1) − x∗| + |(Ω + D − L)−1||Ω + U ||x(k) − x∗|
≤〈Ω + D − L〉−1|x(k+1) − x∗| + 〈Ω + D − L〉−1|Ω + U ||x(k) − x∗|.

(3.11)

Let G = 〈Ω+D−L〉−1. Because of the matrix Ω+D−L is an H-matrix, we can
know that the matrix 〈Ω + D − L〉 is an M -matrix with 〈Ω + D − L〉−1 ≥ 0. In
addition, it is obviously shown that ρ(G) < 1 because A−I is an H+-matrix. By
Lemma 4, one can derive that I −G is nonsingular and (I −G)−1 ≥ 0. Therefore,
it follows from the Eq. (3.11) that

|x(k+1) − x∗| ≤(I − 〈Ω + D − L〉−1)−1〈Ω + D − L〉−1|Ω + U ||x(k) − x∗|
≤(〈Ω + D − L〉 − I)−1|Ω + U ||x(k) − x∗|.

Let M̃ = 〈Ω+D−L〉−I and Ñ = |Ω+U |. Assume that Ã = M̃−Ñ , it just be
a matrix splitting of Ã, then G̃ = M̃−1Ñ is the iteration matrix corresponding
to the splitting. As we all know that the sequence {x(k)}∞

k=0 converges to x∗

if ρ(G̃) < 1. Since the matrix A − I is an H+-matrix, the diagonal entries of
A are all greater than one. It is obviously that Ã = 〈A〉 − I = 〈A − I〉 and
M̃ = 〈Ω +D −L− I〉. Hence, by Lemma 1, we know that Ã is an M -matrix and
then M̃ is also an M -matrix because of M̃ > Ã. Moreover, the matrix splitting
Ã = M̃ − Ñ is a regular splitting because of Ñ ≥ 0. Then, by Lemma 3, it holds
true that

ρ(G̃) = ρ(M̃−1Ñ) < 1.

The conclusion is obtained.

4 Numerical Examples

In this section, three examples are used to verify the efficiency of the MGS
method to solve the Eq. (1.1). We compare the MGS method with the GGS
method in the iteration steps (IT), CPU time in seconds (CPU).

In the examples, the right-hand-side vector b is uniquely determined by sub-
stituting the vector x∗ = (x1, x2, ..., xn)T (xi = (−1)i, i = 1, 2, ..., n) into the Eq.
(1.1). Let Ω = αI with α ≥ 0, the values of α is obtained by the experiments.
For the sake of clarity, we denote the experimental optimum parameter as αexp
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in the following examples. All of the runs terminated if the current iteration
satisfies IT ≥ 500 or ERR < 10−9, where

ERR =
‖Ax(k) − |x(k)| − b‖2

‖b‖2 .

Example 1. [15] Let m ∈ N
+ and n = m2, we consider the Eq. (1.1) in which

A = M + μI ∈ R
n×n, where

M = tridiag(−I, S,−I) ∈ R
n×n,

with
S = tridiag(−1, 4,−1)

=

⎛

⎜⎜⎜⎜⎜⎜⎜⎝

4 −1 0 · · · 0 0
−1 4 −1 · · · 0 0
0 −1 4 · · · 0 0
...

...
...

. . .
...

...
0 0 0 · · · 4 −1
0 0 0 · · · −1 4

⎞

⎟⎟⎟⎟⎟⎟⎟⎠

∈ R
m×m,

and I being the m order identity matrix. b = Ax∗ − |x∗| ∈ R
n, here x∗ =

(−1, 1, ..., (−1)n)T .

Table 1. Numerical results for Example 1

M Method μ = 0 μ = −0.5

αexp IT CPU αexp IT CPU

20 GGS – 112 0.1875 – 68 0.1719

MGS 0.10 111 0.1563 0 68 0.1719

40 GGS – 112 3.8125 – 73 4.4063

MGS 0.20 102 3.4688 0 73 4.4063

60 GGS – 115 22.0469 – 75 25.7813

MGS 0.20 100 19.1406 0 75 25.7813

80 GGS – 119 121.5781 – 76 81.2188

MGS 0.20 98 125.5938 0.10 75 47.2188

100 GGS – 122 315.4375 – 77 133.1875

MGS 0.20 97 321.0781 0.10 75 127.8438

We use the methods GGS and MGS to use the Eq. (1.1) of Example 1 sep-
arately. Table 1 lists the calculation results of the CPU time of the above two
methods for different problem sizes of n are listed when μ = 0 and μ = −0.5.

For μ = 0, we found that the MGS method is smaller than the GGS method
when the parameter αexp is correctly specified. In other words, the matrix Ω =
αI plays an important regulating role in our method, and with the magnification
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of the problem the adaptation effect of the matrix Ω is more obvious. For μ =
−0.5, we can see that the parameter αexp = 0 when the scale of the problem is
small (m = 20, 40, 60), and the MGS method is reduced exactly to GGS. It is
not difficult to see that the MGS method is also superior to the GGS method
when we choose αexp = 0.1 with the larger problem size (m = 80, 100).

Example 2. [15] Let m ∈ N
+ and n = m2, we consider the Eq. (1.1) in which

A = M + μI ∈ R
n×n, where

M = tridiag(−1.5I, S,−0.5I) ∈ R
n×n,

with
S = tridiag(−1.5, 4,−0.5)

=

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

4 −0.5 0 · · · 0 0
−1.5 4 −0.5 · · · 0 0

0 −1.5 4 · · · 0 0
...

...
. . . . . .

...
...

0 0
. . . . . . 4 −0.5

0 0
. . . . . . −1.5 4

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

∈ R
m×m,

and I being the m order identity matrix. b = Ax∗ − |x∗| ∈ R
n, here x∗ =

(−1, 1, ..., (−1)n)T .

Table 2. Numerical results for Example 2

M Method μ = 0 μ = −0.5

αexp IT CPU αexp IT CPU

20 GGS – 143 0.6563 – Fail –

MGS 0 143 0.6563 0.20 263 1.1719

40 GGS – Fail – – Fail –

MGS 0.075 284 12.8594 0.29 263 12.0156

60 GGS – Fail – – Fail –

MGS 0.19 444 91.1875 0.30 255 55.9375

80 GGS – Fail – – Fail –

MGS – Fail – 0.30 249 157.1563

100 GGS – Fail – – Fail –

MGS – Fail – 0.30 244 366.7656

For Example 2, we also list the calculation data related to the Example 2
for different problem sizes of n when μ = 0 and μ = −0.5 in Table 2. The table
shows ′Fail′ that the method cannot find a solution if the abortion condition is
met, such as Example 4.2.
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Table 2 shows that the GGS method can solve the problem of μ = 0 when
m = 20 and and the GGS method is ′Fail′ when m > 20. Compared with
the GGS method, the MGS method can solve the problem when m ≤ 60. For
μ = −0.5, it is obvious that the GGS method cannot find the solution for all the
given m in Table 2. Nevertheless, the MGS method can solve the problems for
all the given m when the the parameters αexp are suitable choice. That is to say,
the regulating role of the matrix Ω = αI becomes more obvious as the problem
size has increased.

Example 3. Let m ∈ N
+ and n = m2, we consider the Eq. (1.1) in which

A = M + μI ∈ R
n×n, where

M = tridiag(−0.5I, S,−1.5I) ∈ R
n×n,

with
S = tridiag(−0.5, 4,−1.5)

=

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

4 −1.5 0 · · · 0 0
−0.5 4 −1.5 · · · 0 0

0 −0.5 4 · · · 0 0
...

...
. . . . . .

...
...

0 0
. . . . . . 4 −1.5

0 0
. . . . . . −0.5 4

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

∈ R
m×m,

and I being the m order identity matrix. b = Ax∗ − |x∗| ∈ R
n, here x∗ =

(−1, 1, ..., (−1)n)T .

Table 3. Numerical results for Example 3

M Method μ = 0 μ = −0.5

αexp IT CPU αexp IT CPU

20 GGS – 143 0.7344 – Fail –

MGS 0 143 0.7344 0.20 263 1.2344

40 GGS – Fail – – Fail –

MGS 0.075 284 13.8438 0.29 263 11.0469

60 GGS – Fail – – Fail –

MGS 0.19 444 90.2563 0.30 255 45.4688

80 GGS – Fail – – Fail –

MGS 0.20 462 220.3634 0.30 249 154.3366

100 GGS – Fail – – Fail –

MGS – Fail – 0.30 243 328.6675

To better observe the adaptation effect of the matrix Ω = αI in MGS method,
we construct Example 3. Similar to the Example 1 and Example 2, we also list
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the calculation data for different problem sizes of n when μ = 0 and μ = −0.5
in Table 3. In the table, ′Fail′ still denotes that the method cannot find the
solution for Example 3 when the termination conditions are satisfied.

As shown in Table 3, if the parameter αexp is the right choice, the MGS
method can solve more problems than the GGS method. The results also show
that Matrix Ω plays an important role in the solution.

5 Conclusion

In this paper, by introducing a non-negative diagonal matrix Ω, a new split of
the matrix A in the absolute Eq. (1.1) is given firstly. And then, based on the
new splitting, we have presented the MGS method for solving the Eq. (1.1) and
discussed the convergence theory of the method. The numerical results show that
the MGS method is better than the GGS method if the matrix Ω is appropriate.
In general, the matrix Ω plays an important role in our method. It can effec-
tively improve not only the convergence rate, but also the iterative Gauss-Seidel
method for solving Eqs. (1.1). It creates some uncertainty that the parameter α
in the matrix Ω = αI is acquired by the experiments. This affects the efficiency
of the algorithm to some extent. In the following research, we will try to deter-
mine the optimal parameters α through the theoretical derivation and further
improve the efficiency of the method.
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Abstract. In this paper, a modified LPMHSS (MLPMHSS) method is
proposed to solve the problem of a class of complex symmetric linear sys-
tems with strong Hermitian parts. Theoretical analysis shows that the
MLPMHSS method can converge to the unique solution of linear equa-
tions under appropriate conditions. Numerical experiments show that
the method is effective.

Keywords: Complex symmetric linear system · Modified LPMHSS
method · Convergence

1 Introduction

Consider the numerical solution of the linear system of the form

Ax = b, A ∈ C
n×n, x, b ∈ C

n, (1.1)

where
A = W + iT, (1.2)

i =
√−1 is the imaginary unit, and W ∈ R

n×n is symmetric positive definite, and
T ∈ R

n×n is symmetric positive semidefinite. In the fields of structural dynam-
ics, diffuse reflectance optical tomography, lattice quantum chromodynamics,
eddy current problems, molecular dynamics, fluid dynamics and quantum chem-
istry, this form of complex symmetric linear system can be used to model these
problems. You can view and reference [1–10] for more specific examples.

In order to solve the large-scale sparse complex symmetric linear system
(1.1)–(1.2), based on the HSS method [11] and MHSS method [2], the prepro-
cessing MHSS (PMHSS) method was ingeniously designed by Bai et al. [3] and
the following work was done.

The PMHSS Method. Assum that α > 0 and x(0) ∈ C
n is a given arbi-

trary initial vector. For k = 0, 1, 2, . . . until the iterative sequences {x(k)}∞
k=0 are

convergent, calculate x(k+1) by{
(αV + W )x(k+ 1

2 ) = (αV − iT )x(k) + b,

(αV + T )x(k+1) = (αV + iW )x(k+ 1
2 ) − ib,

(1.3)
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where V ∈ R
n×n is a given symmetric positive definite matrix.

Under suitable conditions, the convergence of PMHSS method is given by
Bai et al. [3]. Numerical experiments which is solving complex symmetric lin-
ear system (1.1)–(1.2) show that PMHSS method has better performance than
MHSS method.

In order to further enhance the effect of this iterative method, a lopsided
PMHSS (LPMHSS) method is introduced to solve the problem of complex sym-
metric linear system (1.1)–(1.2) in [12] and described as follows.

The LPMHSS Method. Assum that α > 0 and x(0) ∈ C
n is a given arbi-

trary initial vector. For k = 0, 1, 2, . . . until the iterative sequences {x(k)}∞
k=0 are

convergent, calculate x(k+1) by
{

Wx(k+ 1
2 ) = −iTx(k) + b,

(αV + T )x(k+1) = (αV + iW )x(k+ 1
2 ) − ib,

(1.4)

where V ∈ R
n×n is a given symmetric positive definite matrix.

The convergence theory of LPMHSS method is proposed in [12] by Li et al.
and the theoretical optimal parameter with the minimum upper bound of spec-
tral radius of LPMHSS iterative matrix is also derived. The numerical experi-
ments in [12] show that the LPMHSS method is more efficient than the PMHSS
method when it is used to solve complex symmetric linear systems with strong
Hermitian parts (1.1)–(1.2).

In this paper, the iterative method for solving the complex symmetric lin-
ear system with strong Hermitian part (1.1)–(1.2) is further studied, in which
the strong Hermitian part represents ‖W‖ � ‖T‖ in (1.2) of a matrix norm.
Based on the previous work in [13], a modified LPMHSS (MLPMHSS) method
for a class of complex symmetric linear systems with strong Hermitian parts is
proposed. Based on the upper bound of the spectral radius of MLPHSS itera-
tive matrix, the convergence conditions of MLPHSS method are given, and the
optimal parameters of MLPHSS method are given theoretically. The MLPHSS
method is compared with LPMHSS method. Numerical experiments verify the
effectiveness of the proposed method.

This paper is organized below. In Sect. 2, the MLPMHSS method is estab-
lished and its convergence condition is discussed. Numerical examples are pro-
vided to verify the efficiency of the proposed method in Sect. 3. Finally, in Sect. 4,
some conclusions are drawn to end this paper.

2 The MLPMHSS Method

To establish the MLPMHSS iteration method, the complex symmetric linear
system (1.1)–(1.2) can be equivalently expressed as

Wx = −iTx + b (2.1)

and
(αV + W )x = (αV − iT )x + b, (2.2)
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where V ∈ R
n×n is a given symmetric positive definite matrix. Based on

Eqs. (2.1) and (2.2), we can establish the following alternating splitting method
for the complex symmetric linear system (1.1)–(1.2). Since the following alter-
nating splitting method is similar to the LPMHSS method, which is called the
MLPMHSS method.

The MLPMHSS Method. Assum that α > 0 and x(0) ∈ C
n is a given arbi-

trary initial vector. For k = 0, 1, 2, . . . until the iterative sequences {x(k)}∞
k=0 are

convergent, calculate x(k+1) by
{

Wx(k+ 1
2 ) = −iTx(k) + b,

(αV + W )x(k+1) = (αV − iT )x(k+ 1
2 ) + b,

(2.3)

where V ∈ R
n×n is a given symmetric positive definite matrix.

To gain the convergence condition of the MLPMHSS method, we require
Lemma 2.1.

Lemma 2.1 [11]. Let A = Mi −Ni (i = 1, 2) be two splittings of A ∈ C
n×n, and

let x(0) ∈ C
n be a given initial vector. If the two-step iteration sequence {x(k)}

is defined by {
M1x

(k+ 1
2 ) = N1x

(k) + b,

M2x
(k+1) = N2x

(k+ 1
2 ) + b,

then

x(k+1) = M−1
2 N2M

−1
1 N1x

(k) + M−1
2 (I + N2M

−1
1 )b, k = 0, 1, . . . .

When ρ(M−1
2 N2M

−1
1 N1) < 1, for all initial vectors x(0) ∈ C

n, the iteration
sequence {x(k)} converges to the unique solution x∗ ∈ C

n of the linear system
(1.1).

Based on Lemma 2.1, from (2.3) we have

x(k+1) = Mαx(k) + Nαb, k = 0, 1, 2, . . . , (2.4)

where
Mα = −i(αV + W )−1(αV − iT )W−1T

and
Nα = (αV + W )−1(αV + W − iT )W−1b.

Theorem 2.1. Let A = W +iT ∈ C
n×n in (1.2) be normal, V ∈ R

n×n be a sym-
metric positive definite and α > 0. Then the iteration matrix Mα of MLPMHSS
method is

Mα = −i(αV + W )−1(αV − iT )W−1T (2.5)

and

ρ(Mα) ≤ δ(α) =
μmax

√
α2 + μ2

max

λmin(α + λmin)
, (2.6)
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where μmax is the largest eigenvalue of V −1T and λmin is the smallest eigenvalue
of V −1W . Moreover, if

μmax ≤ λmin,

then δ(α) < 1, i.e., the MLPMHSS method (2.3) is convergent.

Proof. Let

M1 = W,N1 = −iT,M2 = αV + W and N2 = αV − iT.

Then the matrices W and αV + W are nonsingular on the base of the above
assumptions, so (2.5) is valid.

Since matrix A = W + iT is normal matrix, by simple computations, we
obtain WT = TW . Further, W−1T = TW−1. Based on (2.5), the matrix Mα is
equal to

Mα = −i(αV + W )−1(αV − iT )TW−1.

Noting that V is symmetric positive definite, the matrices

W̄ = V − 1
2 WV − 1

2 and T̄ = V − 1
2 TV − 1

2

are well-defined. It follows that Mα is similar to

M̄α = −i(αI − iT̄ )T̄ W̄−1(αI + W̄ )−1.

Because W̄ and T̄ , respectively, are symmetric positive definite and symmet-
ric positive semidefinite, there exist unitary matrices V1 and V2 such that

W̄ = V1Λ1V
∗
1 , T̄ = V2Λ2V

∗
2 ,

where Λ1 = diag(λ1, λ1, . . . , λn) and Λ2 = diag(μ1, μ2, . . . , μn) with λj and
μj (j = 1, 2, . . . , n) being the eigenvalues of matrices W̄ and T̄ , respectively.

Further, we obtain

ρ(Mα) =ρ(M̄α)

=ρ(−i(αI − iT̄ )T̄ W̄−1(αI + W̄ )−1)

=ρ((αI − iT̄ )T̄ W̄−1(αI + W̄ )−1)

≤‖(αI − iT̄ )T̄ W̄−1(αI + W̄ )−1‖2
=‖V2(αI − iΛ2)Λ2V

∗
2 V1Λ−1

1 (αI + Λ1)−1V ∗
1 ‖2

≤‖(αI − iΛ2)Λ2‖2‖(αI + Λ1)−1Λ−1
1 ‖2.

Since W̄ is similar to V −1W and T̄ is similar to V −1T ,

‖(αI + Λ1)−1Λ−1
1 ‖2 = max

λj∈λ(V −1W )

1
λj(α + λj)

=
1

λmin(α + λmin)
(2.7)

and

‖(αI − iΛ2)Λ2‖2 = max
μj∈μ(V −1T )

μj

√
α2 + μ2

j = μmax

√
α2 + μ2

max, (2.8)
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where λ(V −1W ) and μ(V −1T ) the spectrum of matrices V −1W and V −1T ,
respectively.

Combining (2.7) with (2.8), the bound δ(α) in (2.6) for ρ(Mα) can be
obtained. If μmax ≤ λmin, then ρ(Mα) ≤ δ(α) < 1. �

Theorem 2.1 tells us that the rate of convergence of the MLPMHSS method
is limited by δ(α), which depends on the largest eigenvalue of V −1T and the
smallest eigenvalue of V −1W . If the largest eigenvalue of V −1T and the smallest
eigenvalue of V −1W are obtained, then the specifical upper bound of ρ(Mα)
can be provided. In the meantime, we gain the theoretical optimal parameter to
minimize this upper bound, see Corollary 2.1.

Corollary 2.1. Let the conditions of Theorem 2.1 be satisfied. Then the optimal
value of the parameter α is α∗ = μ2

max
λmin

and the minimum bound for ρ(Mα) is

δ(α∗) =
μ2
max

λmin

√
μ2
max + λ2

min

. (2.9)

Proof. Differentiating the bound δ(α) leads to

δ′(α) =
μmax

λmin
· λminα − μ2

max√
α2 + μ2

max(α + λmin)2
.

Setting δ′(α) = 0, we have

α∗ =
μ2
max

λmin
, (2.10)

Substituting (2.10) into (2.6) leads to (2.9). �

It is emphasized that in Corollary 2.1, the upper bound δ(α) of ρ(Mα)
achieves the minimum under the optimal parameter α∗, but this optimal param-
eter α∗ does not minimize ρ(Mα) of Mα. Even so, based on Corollary 2.1, we can
choose an effective parameter α for the MLPMHSS method. If we can choose
the precondition matrix V such that μmax = λmin, then ρ(Mα∗) ≤ δ(α∗) =

√
2
2 .

For the convergence condition of the LPMHSS method, the following result
was obtained in [12].

Theorem 2.2. Let A = W + iT ∈ C
n×n be defined in (1.2), V ∈ R

n×n be
symmetric positive definite and α > 0. Let μmax and λmin be defined in Theorem
2.1. Then the iteration matrix Lα of the LPMHSS method is

Lα = −i(αV + T )−1(αV + iW )W−1T

and ρ(Lα) ≤ σ(α), where

σ(α) =
μmax

√
α2 + λ2

max

λmin(α + μmax)
.
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Moreover, it holds that

(i) If λmin ≥ μmax, then σ(α) < 1 for any α > 0;
(ii) If λmin < μmax, then σ(α) < 1 if and only if

α <
2μ2

maxλmin

μ2
max − λ2

min

.

Further, the optimal parameter α is α� = λ2
min

μmax
and

σ(α�) =
μmax√

μ2
max + λ2

min

.

Based on Corollary 2.1 and Theorem 2.2, Theorem 2.3 gives a comparison
between the MLPMHSS method and the LPMHSS method.

Theorem 2.3. Let A = W + iT ∈ C
n×n in (1.2) be normal, V ∈ R

n×n be
symmetric positive definite and α > 0, and let μmax and λmin be defined in
Theorem 2.1. Then the optimal upper bound δ(α∗) of the spectral radius of the
MLPMHSS iteration matrix and the optimal upper bound σ(α�) of the spectral
radius of the LPMHSS iteration matrix satisfy

δ(α∗) ≤ σ(α�) for μmax ≤ λmin.

Proof. By calculation, we have

μmax√
μ2
max + λ2

min

≥ μ2
max

λmin

√
μ2
max + λ2

min

.

This completes the proof. �

Theorem 2.3 tells us that when both of them are optimal parameters, the
optimal upper bound of MLPMHSS is less than or equal to the optimal upper
bound of MLPMHSS, and the maximum eigenvalue of V −1T is less than or
equal to the minimum eigenvalue V −1W . It is worth noting that the result of
Theorem 2.3 gives the comparison of the upper bounds of spectral radius of
MLPMHSS and MLPMHSS iterative matrices, but does not give the compari-
son of spectral radii of MLPMHSS and MLPMHSS iterative matrices. Even so,
Theorem 2.3 may imply that the convergence rate of LPMHSS is less than that
of MLPMHSS when the complex symmetric linear system (1.1)–(1.2) takes their
respective optimal parameters. The numerical results are confirmed in the next
section.
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3 Numerical Experiments

In this section, we test three problems to demonstrate the effectiveness of the
MLPMHSS method for solving the complex symmetric linear system (1.1)–(1.2).
In the implementations, x(0) = 0 is chosen as the initial guess and

‖b − Ax(k)‖2
‖b‖2 ≤ 10−6

is chosen as the stopping criteria. All tests are performed in MATLAB 7.0 with
machine precision 10−16.

In order to verify the effectiveness of MLPMHSS, LPMHSS in [12] is better
than PMHSS and MHSS, while PMHSS in [2,3] is better than MHSS and HSS.
Based on the above characteristics, we compare MLPMHSS with LPMHSS.

In our calculation, based on the choice of V in LPMHSS [12], the precon-
dition V used in LMPHSS and MLPMHSS methods is set to V = W . Since
the coefficient matrices of all linear subsystems are symmetric and positive def-
inite in each iteration step of LMPHSS and MLPMHSS methods, we use sparse
Cholesky factorization to obtain the inverse of the corresponding matrix. Based
on two aspects, we compare MLPMHSS method with LPMHSS method: one is
iteration step (expressed by “IT”) and the other is CPU running time in seconds
(represented by “CPU”).

3.1 Results for MLPMHSS Iteration

Example 3.1 ([7,12,14]). Let σ1, σ2 be two real coefficient functions. Then we
consider the Helmholtz equation

−Δu + σ1u + iσ2u = f,

where u satisfies Dirichlet boundary conditions in D = [0, 1] × [0, 1]. Using the
five-point centered difference technique for the negative Laplacian operator on
an uniform mesh with mesh-size h = 1

m+1 , we can obtain the complex symmetric
linear system (1.1)–(1.2) of the form

[(H + σ1I) + iσ2I]x = b,

where H = Bm⊗I+I⊗Bm with Bm = h−2·tridiag(−1, 2,−1) ∈ R
m×m. Clearly,

H is an n×n block-tridiagonal matrix with n = m2. In addition, we set σ1 = 100
and b = (1+ i)Ae, with e = (1, 1, . . . , 1)T . Further, by multiplying both sides by
h2, we can normalize the corresponding system.

To compare the MLPMHSS method with the LPMHSS method under the
same conditions, based on Theorem 2.3, some values of the real coefficient func-
tion σ2 are necessary to be selected. In this case, Table 1 lists some values of the
real coefficient function σ2.

Next, the spectral radius of MLPMHSS and LPMHSS iterative matrix is
considered, because the spectral radius of iterative matrix largely determines
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Table 1. The optimal parameters and the least upper bounds of MLPMHSS and
LPMHSS for Example 3.1.

σ2 20 40 60 80 100

n = 16384 MLPMHSS α∗ 0.0279 0.1116 0.2511 0.4464 0.6975

σ(α∗) 0.0275 0.1059 0.2245 0.3712 0.5353

LPMHSS α� 5.9869 2.9935 1.9956 1.4967 1.1974

σ(α�) 0.1647 0.3168 0.4480 0.5555 0.6410

n = 65536 MLPMHSS α∗ 0.0279 0.1116 0.2511 0.4464 0.6975

σ(α∗) 0.0275 0.1059 0.2245 0.3712 0.5353

LPMHSS α� 5.9869 2.9935 1.9956 1.4967 1.1974

σ(α�) 0.1647 0.3168 0.4480 0.5555 0.6410

the convergence speed of iterative method. The comparison of spectral radii of
two different iterative matrices obtained by MLPMHSS and LPMHSS is shown
in Table 1. When the optimal parameter α∗ of MLPMHSS method is selected by
inference 2.1, and the optimal parameter α� of LPMHSS method is selected by
Theorem 2.2. See Table 1 for details. The numerical results in Table 1 show that
the theoretical results in Theorem 2.3 are valid.

From the numerical results in Table 1, fixing the mesh size m with σ2 increas-
ing, it is easy to see that the optimal parameter α∗ and the upper bound σ(α∗) of
the MLPMHSS method are increased, the optimal parameter α� of the LPMHSS
method are decreased but the upper bound σ(α�) are increased. Fixing σ2 with
the mesh size m increasing, we find that the optimal parameter α∗ and the upper
bound σ(α∗) of the MLPMHSS method are decreased, the optimal parameter α�

of the LPMHSS method are increased but the upper bound σ(α�) are decreased.
The numerical results of MLPMHSS and LPMHSS are given in Table 2 using

the best parameters in Table 1. It can be seen from the numerical results in
Table 2 that the iteration steps and CPU time of MLPMHSS and LPMHSS
methods increase with the increase of σ2. With the increase of mesh size m,

Table 2. IT and CPU of MLPMHSS and LPMHSS for Example 3.1.

σ2 20 40 60 80 100

n = 16384 MLPMHSS IT 3 5 8 11 18

CPU 0.609 0.984 1.578 2.187 3.547

LPMHSS IT 6 10 14 19 24

CPU 1.235 2.063 2.875 3.828 4.875

n = 65536 MLPMHSS IT 3 5 7 10 16

CPU 4.109 6.765 9.454 13.609 21.719

LPMHSS IT 6 9 12 17 22

CPU 8.203 12.516 16.656 23.516 29.672
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the iteration steps of MLPMHSS and LPMHSS methods decrease after fixed
σ2. Not surprisingly, the CPU time of all methods increases with the grid size
of m. It can be seen from the numerical results in Table 2 that the MLPMHSS
method is superior to the LPMHSS method in iterative step size and CPU time in
solving complex symmetric linear systems (1.1)–(1.2). Under certain conditions,
MLPMHSS is more effective than LPMHSS for solving complex symmetric linear
systems (1.1)–(1.2).

Example 3.2 ([2,3,9,15,16]). Consider the complex symmetric linear system

[(−ω2M + K) + i(ωCV + CH)]x = b,

where ω is the driving circular frequency, K and M are the stiffness and inertia
matrices, CH and CV are the hysteretic damping and viscous matrices, respec-
tively. In our numerical computations, we take ω = 1, M = I, CV = 10I,
CH = μK with μ being a damping coefficient, where K = I ⊗ Vm + Vm ⊗ I with
Vm = h−2tridiag(−1, 2,−1) and the mesh-size h = 1

m+1 . In addition, we take
b = (1 + i)Ae with e = (1, 1, . . . , 1)T .

Table 3. The optimal parameters and the least upper bounds of MLPMHSS and
LPMHSS for Example 3.2.

μ 0.1 0.01 0.001

n = 16384 MLPMHSS α∗ 0.4083 0.2962 0.2859

σ(α∗) 0.3441 0.2602 0.2521

LPMHSS α� 1.5649 1.8376 1.8701

σ(α�) 0.5385 0.4780 0.4715

n = 65536 MLPMHSS α∗ 0.4083 0.2961 0.2859

σ(α∗) 0.3441 0.2601 0.2521

LPMHSS α� 1.5650 1.8376 1.8702

σ(α�) 0.5384 0.4780 0.4715

Analogously to Example 3.1, we select some values of μ to satisfy Theorem 2.3
such that we can compare the MLPMHSS method with the LPMHSS method
under the same conditions. Specifically, see Table 3. Numerical results in Table 3
further confirm that the theoretical results in Theorem2.3 are right.

From these numerical results in Table 3, fixing the mesh size m with μ
decreasing, we find that the optimal parameter α∗ and the upper bound σ(α∗)
of the MLPMHSS method are decreased, the optimal parameter α� of the
MLPMHSS method are increased but the upper bound σ(α�) are decreased.
When n = 256, 1024 and 4096, fixing μ with the mesh size m increasing, the
optimal parameter α∗ and the upper bound σ(α∗) of the MLPMHSS method are
decreased, and the optimal parameter α� of the LPMHSS method are increased
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but the upper bound σ(α�) are decreased. When n = 16384 and 65536, the
optimal parameters and the upper bounds of both are almost unchanged, see
Table 3.

Table 4. IT and CPU of MLPMHSS and LPMHSS for Example 3.2.

μ 0.1 0.01 0.001

n = 16384 MLPMHSS IT 9 7 7

CPU 1.75 1.36 1.359

LPMHSS IT 15 12 12

CPU 2.969 2.391 2.375

n = 65536 MLPMHSS IT 8 6 6

CPU 10.469 7.828 7.828

LPMHSS IT 13 11 11

CPU 17.172 14.547 14.453

Table 4 lists the numerical results of the MLPMHSS and LPMHSS methods
for Example 3.2 when the optimal parameters in Table 3 are employed. From
Table 4, fixing the mesh size m with μ decreasing, the number of iteration steps
and CPU times of the MLPMHSS and LPMHSS methods decrease. Fixing μ with
the mesh size m increasing, the number of iteration steps of the MLPMHSS and
LPMHSS methods are decreased. It is no surprise that CPU times for all methods
grow with the mesh size m. Based on the numerical results in Table 4, from the
view of iteration step and CPU time, the MLPMHSS method is superior to the
LPMHSS method. That is to say, the MLPMHSS method is more efficient than
the LPMHSS method when both are used to solve the complex symmetric linear
system (1.1)–(1.2).

In all, by our numerical experiments, the MLPMHSS method is superior to
the LPMHSS method under certain conditions when both are employed to solve
the complex symmetric linear system (1.1)–(1.2).

3.2 Results of the Related Preconditioner

In this subsection, we consider the related preconditioner for the complex sym-
metric linear system (1.1)–(1.2). When V = W , the preconditioner P2 = αW +T
was considered in [12]. In the same way, we take the preconditioner P1 =
αW + W = (1 + α)W . It is noted that the multiplicative factor 1 + α in the
preconditioner P1 has no influence on the preconditioned system and thus it can
be dropped. Whereas, for convenient comparison, in our numerical experiment,
the multiplicative factor 1 + α in the preconditioner P1 is not deleted.

For Example 3.1, in Tables 5, 6, 7, 8 and 9, we present some numerical results
of GMRES(20) with P1 and P2 for solving the complex symmetric linear system
(1.1)–(1.2).
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Table 5. IT and CPU of P1 and P2 for σ2 = 20.

α 0.01 0.05 0.1 0.5

n = 16384 P1 IT 2 2 2 2

CPU 0.437 0.453 0.453 0.453

P2 IT 16 8 6 3

CPU 1.9061 1.047 0.844 0.531

n = 65536 P1 IT 2 2 2 2

CPU 2.765 2.719 2.765 2.75

P2 IT 15 7 5 3

CPU 11.89 6.093 4.719 3.344

Table 6. IT and CPU of P1 and P2 for σ2 = 40.

α 0.01 0.05 0.1 0.5

n = 16384 P1 IT 3 3 3 3

CPU 0.547 0.547 0.547 0.563

P2 IT 21 10 7 4

CPU 2.594 1.25 0.937 0.625

n = 65536 P1 IT 2 2 2 2

CPU 2.719 2.719 2.719 2.672

P2 IT 19 9 6 3

CPU 14.969 7.578 5.406 3.297

Table 7. IT and CPU of P1 and P2 for σ2 = 60.

α 0.01 0.05 0.1 0.5

n = 16384 P1 IT 3 3 3 3

CPU 0.531 0.531 0.531 0.531

P2 IT 26 11 8 4

CPU 3 1.328 1.016 0.594

n = 65536 P1 IT 3 3 3 3

CPU 3.344 3.328 3.328 3.28

P2 IT 24 10 7 4

CPU 18.75 8.157 6 3.985

For Example 3.2, Tables 10, 11 and 12 present some numerical results of
GMRES(20) with P1 and P2 for solving the complex symmetric linear system
(1.1)–(1.2).

To easily compare the precondtioner P1 with the precondtioner P2, the same
iteration parameter α is employed. With respect to the choice of α, one can
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Table 8. IT and CPU of P1 and P2 for σ2 = 80.

α 0.01 0.05 0.1 0.5

n = 16384 P1 IT 4 4 3 3

CPU 0.656 0.641 0.531 0.531

P2 IT 29 12 9 5

CPU 3.36 1.437 1.109 0.703

n = 65536 P1 IT 3 3 3 3

CPU 3.328 3.328 3.328 3.328

P2 IT 26 11 8 4

CPU 20.015 8.781 6.75 4.016

Table 9. IT and CPU of P1 and P2 for σ2 = 100.

α 0.01 0.05 0.1 0.5

n = 16384 P1 IT 4 4 4 4

CPU 0.625 0.641 0.641 0.625

P2 IT 32 13 10 5

CPU 3.625 1.531 1.219 0.687

n = 65536 P1 IT 3 3 3 3

CPU 3.391 3.328 3.343 3.344

P2 IT 28 12 9 4

CPU 21.391 9.5 7.437 3.969

Table 10. IT and CPU of P1 and P2 for μ = 0.1.

α 0.01 0.05 0.1 0.5

n = 16384 P1 IT 3 3 3 3

CPU 0.532 0.531 0.515 0.516

P2 IT 6 5 5 3

CPU 0.812 0.703 0.703 0.531

n = 65536 P1 IT 3 3 3 2

CPU 3.359 3.359 3.344 2.672

P2 IT 5 5 4 3

CPU 4.719 4.625 3.953 3.281

see [17] for more details. In this case, some numerical results are presented in
Tables 5, 6, 7, 8, 9, 10, 11 and 12 to illustrate the convergence behaviors of two
preconditioners P1 and P2.

From Tables 5, 6, 7, 8, 9, 10, 11 and 12, it is easy to see that the iteration
steps and CPU times of the preconditioner P1 are less than the preconditioner
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Table 11. IT and CPU of P1 and P2 for μ = 0.01.

α 0.01 0.05 0.1 0.5

n = 16384 P1 IT 3 3 3 3

CPU 0.531 0.531 0.531 0.531

P2 IT 12 8 6 4

CPU 1.422 1.047 0.797 0.61

n = 65536 P1 IT 3 3 3 2

CPU 3.391 3.344 3.344 2.703

P2 IT 11 7 5 3

CPU 8.828 6.063 4.64 3.13

Table 12. IT and CPU of P1 and P2 for μ = 0.001.

α 0.01 0.05 0.1 0.5

n = 16384 P1 IT 3 3 3 3

CPU 0.531 0.531 0.531 0.531

P2 IT 16 8 6 4

CPU 1.875 1.016 0.812 0.609

n = 65536 P1 IT 3 3 3 2

CPU 3.344 3.36 3.359 2.688

P2 IT 15 7 6 3

CPU 11.703 6.031 5.328 3.296

P2 in [12]. When used as a preconditioner, the computational efficiency of P1

performs much better than P2. Based on these numerical results, we can draw a
conclusion that the preconditioner P1 has considerable competition.

Finally, the following complex symmetric linear system is considered.

Example 3.3 [2]. Consider the complex symmetric linear system of the form

(W + iT )x = b,

with

K = I ⊗ V + V ⊗ I and W = 10(I ⊗ Vc + Vc ⊗ I) + 9(e1eT
m + emeT

1 ) ⊗ I,

where V = tridiag(−1, 2,−1) ∈ R
m×m, Vc = V − e1e

T
m − emeT

1 ∈ R
m×m, and

e1 and em are the first and the last unit vectors in R
m, respectively. We take

b = (1 + i)Ae with e = (1, 1, . . . , 1)T . Specifically, see Example 4.3 in [2].

From the numerical results in Tables 2, 4, 5, 6, 7, 8, 9, 10, 11 and 12, we
find that the MLPMHSS method outperforms the LPMHSS method, the pre-
conditioner P1 also outperforms the preconditioner P2. Further, we can find that
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the related preconditioner P1(P2) with GMRES(20) is more efficiency than the
MLPMHSS(LPMHSS) method. Based on this case, we only consider the effi-
ciency of the preconditioners P1 and P2.

Table 13 reports the numerical results for GMRES(20) with P1 and P2 for
Example 3.3.

Table 13. IT and CPU of P1 and P2 for Example 3.3.

α 0.01 0.05 0.1 0.5

n = 16384 P1 IT 8 8 8 8

CPU 1.609 1.578 1.578 1.547

P2 IT 19 16 14 9

CPU 3.437 2.86 2.562 1.719

n = 65536 P1 IT 10 10 10 10

CPU 15.171 15.094 15.125 15.188

P2 IT 25 19 17 11

CPU 36.359 27.296 24.672 16.641

Compared with the preconditioner P2, Table 13 further confirms that the
preconditioner P1 has considerable competition.

4 Conclusion

In this paper, a modified LPMHSS (MLPMHSS) method is proposed for a class
of complex symmetric linear systems with strong Hermitian parts, and its conver-
gence conditions are given. It is proved that the MLPMHSS method converges
unconditionally under suitable conditions. The effectiveness of MLPMHSS is
verified by three examples.
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Abstract. In this paper, we use the rational Lanczos method to approx-
imate Toeplitz matrix functions, in which the matrices are symmetric
positive semidefinite (SPSD). In order to reduce the computational cost,
we use the inverse of the Toeplitz matrix and the fast Fourier transform
(FFT). Then, we apply this method to solve a heat equation. Numeri-
cal examples are given to show the effectiveness of the rational Lanczos
method.
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1 Introduction

Recently, many authors have been interested in exponential integrators which
are widely used in various fields [15,16,27,32]. In the exponential integrators,
one needs to compute some products of ϕi matrix functions and vectors:

yi(t) = ϕi(−tAm)v, i = 0, 1, 2, . . . , s1, (1)

where Am is an m × m matrix, s1, t are given parameters, and v is a vector.
And ϕi-functions are of the following form

ϕ0(x) = exp(x), ϕi(x) =
∫ 1

0

exp
(
(1 − ξ)x

)
ξi−1

(i − 1)!
dξ, i ∈ Z

+. (2)

Furthermore, the ϕi-functions satisfy the following relations

ϕi(x) = xϕi+1(x) +
1
i
, i ∈ Z

+. (3)
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Toeplitz matrices have various applications [5,6]. Based on the importance of
Toeplitz matrices, we want to approximate the products of the ϕi matrix func-
tions and vectors (TMF), in which the matrices are the SPSD Toeplitz matrix.
That is, in (1), the matrix Am is the SPSD Toeplitz matrix. TMF can be applied
to practical calculation problems; see [12,36] for example. Recently, some new
techniques are proposed to improve network routing and performance measure-
ment [17,39]. Based on effective user behavior and traffic analysis approaches
[19,20], we can design more effective scheduling strategies to raise resources uti-
lization [22,26] and energy-efficiency [23,24]. To test new scheduling strategies,
traffic must be reconstructed in test bed [18,21,25,34,38]. Fluid model is effec-
tive model to reconstruct the bursty data traffic. In this situation, TMF can also
be used to build the fluid model.

Classical methods for solving ϕi matrix functions require very high complex-
ity [2]. Recently, Krylov subspace method has been widely studied in large-scale
sparse matrix due to its high efficiency [1,3,4,7–9,29,30,40]. In this method, we
only need to compute the smaller matrix functions instead of computing the
large matrix functions. Moreover, rational technique could be exploited to speed
up Krylov subspace method [10,11].

It is known that we can calculate Toeplitz matrix-vector products by the fast
Fourier transform [5,6], and one can calculate the explicit inverse of the Toeplitz
matrix by the Gohberg-Semencul formula (GS) [13,14]. These important prop-
erties can be used to accelerate the rate of convergence of the computation of
TMF. In this work, we use the rational Lanczos method to compute the TMF
and reduce the computational cost by using the GS.

2 Toeplitz Matrix

An m×m Toeplitz matrix Tm satisfies (Tm)i,j = ti−j for 1 ≤ i, j ≤ m. A circulant
matrix Cm((Cm)i,j = ci−j) satisfies ci = ci−m, 1 ≤ i ≤ m − 1. According to [5],
we know that the complexity is O(m log m), if one computes the products Cmu
and C−1

m u for a given vector u by the FFT.
A skew-circulant matrix Sm((Sm)i,j = si−j) satisfies si = −si−m for 1 ≤

i ≤ m − 1. Similarly, the computational complexity of the products of Smu and
S−1

m u is also O(m log m) by the FFT.
In addition, by constructing a proper circulant matrix, we can compute Tmu

in O(2m log(2m)) complexity by the FFT; see [5,6].
The GS for the inverse of a Toeplitz matrix Tm which is SPD is as follows [13]

T−1
m =

1
a1

(AmAᵀ
m − ÂmÂᵀ

m), (4)

where the matrices Am and Âm are of the following forms

Am =

⎡
⎢⎢⎢⎢⎣

a1 0 · · · 0

a2 a1
. . .

...
...

. . . . . . 0
am . . . a2 a1

⎤
⎥⎥⎥⎥⎦
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and

Âm =

⎡
⎢⎢⎢⎢⎣

0 0 · · · 0

am 0
. . .

...
...

. . . . . . 0
a2 . . . am 0

⎤
⎥⎥⎥⎥⎦ .

Denote a = [a1, a2, . . . , am]ᵀ, then we can get a by solving the following linear
system

Tma = e1 = [1, 0, . . . , 0]ᵀ. (5)

According to [31,33], by using (4), one can obtain

T−1
m u = Re(p) + ĴIm(p) (6)

and
p =

1
2a1

[
(Am + Âᵀ

m)(Aᵀ
m − Âm)

]
(u + iĴu), (7)

where i is the imaginary unit and Ĵ is the anti-identity matrix, and Re(p) is
the real part of p and Im(p) is the imaginary part of p. Thus, we can compute
T−1

m u in O(m log m) operations. To construct T−1
m by the GS, we need to solve

the Toeplitz linear system (5). We use the PCG with Strang’s preconditioner to
solve (5) in this paper.

3 Rational Lanczos Method

In this section, we first introduce the Lanczos method for solving yi(t) =
ϕi(−tTm)v. By using the Lanczos algorithm for a symmetric matrix Tm, we
can get a basis of a Krylov subspace

Kn(Tm, v) = span{v, Tmv, T 2
mv, . . . , Tn−1

m v}.

Please see [35] for the details of this algorithm.
The following formulation can be obtained by the Lanczos algorithm [35]

TmUn = UnHn + hn+1,nvn+1eᵀ
n, (8)

where Un = [u1,u2, . . . ,un] is an m × n matrix. Hn is an n × n symmetric tri-
diagonal matrix, and en is the n-th column of the identity matrix. Therefore, we
can give the following approximation

ϕi(−tTm)v ≈ β̂Unϕi(−tHn)e1, β̂ = ‖v‖2.

Therefore, the computation of large matrix functions ϕi(−tTm) are replaced by
the computation of the small matrix functions ϕi(−tHn). In addition, ϕi(−tHn)
can be effectively calculated by the function “phipade” in the software package
EXPINT [2].
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According to [35], we note that, for approximating ϕi(−tTm)v, the rate of
convergence of the Lanczos algorithm is very slow when the 2-norm of tTm gets
larger. In order to overcome this drawback, the rational Krylov subspace method
is proposed [10,11,30,40].

Let Im be the identity matrix and σ̂ is a parameter. We give the rational
Lanczos algorithm as follows:

Algorithm 1: Rational Lanczos algorithm
1. Calculate u1 = v

‖v‖2

2. For i = 1, 2, . . . , n
3. hi,i = uᵀ

i (Im + σ̂Tm)−1ui

4. ûi+1 = (Im + σ̂Tm)−1ui − hi,iui − hi−1,iui−1

5. hi+1,i = ‖ûi+1‖2
6. hi,i+1 = hi+1,i

7. ui+1 = ûi+1
hi+1,i

8. End

Similar to (8), we have the following formulation

(Im + σ̂Tm)−1Un = UnHn + hn+1,nun+1eᵀ
n, Uᵀ

nUn = In. (9)

Therefore, we can approximate ϕi(−tTm)v by

ϕi(−tTm)v ≈ β̂Unϕi(−tBn)e1, β̂ = ‖v‖2, (10)

where

Bn =
1
σ̂

(H−1
n − In) + h2

n+1,n

(
1
σ̂

+ uᵀ
n+1Tmun+1

)
H−1

n eneᵀ
nH−1

n = Uᵀ
nTmUn.

In [11], the following error bound for approximating (10) is given.

Theorem 1. Let Am = P ᵀ
mTmPm, where Pm is the projection operator of Tm

on the subspace Kn((Im + σTm)−1, v), then the approximation of ϕi(−tTm)v on
the subspace Kn((Im + σ̂Tm)−1, v) has the following error bound

‖ϕi(−tTm)v − ϕi(−tAm)v‖ ≤ D
mi/2

‖v‖, (11)

where D is a constant which depends on σ̂ and i.

For the rational Lanczos algorithm, Pm = UnUᵀ
n , and

ϕi(−tAm)v = ϕi(−tPmTmPm)v

= Unϕi(−tUᵀ
nTmUn)Uᵀ

nv

= β̂Unϕi(−tBn)e1.

The error bound of Theorem1 shows: Firstly, the error bound of the rational
Lanczos method (11) does not depend on the 2-norm of the matrix tTn. Secondly,
if the i increases, the rate of convergence of the approximation ϕi(−tTm)v will
increase.
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3.1 Implementation for the TMF Algorithm

In this section, we give the implementation of the algorithm for approximating
the TMF. We note that if a Toeplitz matrix Tm is a SPSD, then Im + σ̂Tm

(σ̂ > 0) is a SPD Toeplitz matrix. Therefore, the GS can be used to solve the
inverse of the Toeplitz matrix Im + σ̂Tm. For the computation of the TMF, the
rational Lanczos algorithm using the GS is as follows:

Algorithm 2: Rational Lanczos algorithm for the TMF
1. Solve (Im + σ̂Tm)a = e1
2. Run Algorithm 1, where (Im + σ̂Tm)−1uj is computed by (6) and (7)
3. Calculate ỹi(t) = β̂Unϕi(−tBn)e1

In step 1 of Algorithm 2, the cost of solving (Im + σ̂Tm)a = e1 is O(m log m)
[5,6]. Then, the matrix-vector products (Im + σ̂Tm)−1uj in step 2 of Algorithm 2
can be computed by using (6) and (7), and the cost of computation is O(m log m).
In step 3 of Algorithm 2, we need to approximate ϕi(−tBn)e1. From [37], we
know that n � m in general. Therefore, ϕi(−tBn)e1 can be fast approximated
by the function “phipade” in the software package EXPINT [2], the computation
amount is O(n3). As a consequence, the computation amount of Algorithm 2 is
O(nm log m).

4 Numerical Examples

In this section, we show the effectiveness of the rational Lanczos algorithm to
approximate ϕi(−tTm)v by two numerical examples. In Example 1, we use MAT-
LAB command “phipade” to calculate the exact solution ŷ(t). In the tables of
numerical examples, “m” is the size of the matrix Tm, and “Itol” is the accuracy
of the error ‖ŷ(t) − ŷn(t)‖2

‖ŷ(t)‖2 < Itol,

where ŷn(t) is the approximation of ŷ(t). “IStand” and “IRL” denote the Lanczos
method and rational Lanczos method, respectively. The parameter σ̂ in Algo-
rithm 2 is σ̂ = t

10 [28].

Example 1. In the first example, we study the SPD Toeplitz matrix. The ele-
ments of the SPD Toeplitz matrix are as follows [6].

ti =
1
2π

∫ π

−π

x4 exp(−iix)dx, i = 0,±1,±2, . . . ,±(m − 1).

The elements of the vector v are all 1. We approximate ϕi(−tTm)v (i = 1, 2, 3).
In this example, the order of the matrix Tm is 210 and the value of t changes.

It can be seen from Tables 1, 2 and 3 that the numbers of iterations of the
IRL are much less than these of the IStand, especially when the 2-norm of tTm

gets larger. In addition, for the IRL, the numbers of iterations do not change.
This indicates that the rate of convergence of the IRL does not depend on the
2-norm of tTm compared with the IStand.
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Table 1. Numerical results for Example 1 (i = 1)

Itol = 10−4 Itol = 10−7

m = 210 t IStand IRL IStand IRL

1 17 6 30 10

10 56 6 91 11

102 177 6 286 13

103 562 6 880 13

Table 2. Numerical results for Example 1 (i = 2)

Itol = 10−4 Itol = 10−7

m = 210 t IStand IRL IStand IRL

1 15 5 27 9

10 48 5 83 10

102 155 5 261 10

103 493 6 807 12

To compare the computational time of the IStand and the IRL, we give the
results of the numbers of iterations and computational time in seconds of the
IStand and the IRL in Table 4, where Itol = 10−9 and m = 210. It can be seen
from Table 4: Firstly, the computational times and the numbers of iterations of
the IRL are much less than these of the IStand. Furthermore, if the size of the
matrix Tm gets larger, the superiority of the IRL will become more obvious.
Secondly, if t is fixed, as i increases, the iteration numbers of the IRL decreases,
which also validates the result of (11) in Theorem 1.

Example 2. In the second example, we study a heat equation [12]. Please refer
to [12] for the detailed equation. Numerically solving the heat equation leads to
a matrix function problem

v̂(t) = (−tTm)ϕ1(−tTm)v0 + v0,

Table 3. Numerical results for Example 1 (i = 3)

Itol = 10−4 Itol = 10−7

m = 210 t IStand IRL IStand IRL

1 13 4 25 9

10 43 5 77 9

102 139 5 242 10

103 444 5 752 10



170 L. Chen et al.

Table 4. Numerical results of the IRL and the IStand for Example 1

i = 1 i = 2 i = 3

t IStand IRL IStand IRL IStand IRL

1 36(0.0107) 14(0.0030) 33(0.0113) 13(0.0042) 31(0.0073) 12(0.0014)

10 110(0.0261) 17(0.0041) 102(0.0246) 14(0.0012) 95(0.1597) 13(0.0056)

102 343(0.0524) 17(0.0043) 319(2.6682) 14(0.0019) 300(1.5130) 14(0.0063)

103 1050(59.1512) 17(0.0050) 980(77.9534) 16(0.1218) 915(85.0608) 14(0.0071)

where
v̂(t) = [v̂1(t), v̂2(t), . . . , v̂m(t)]ᵀ

is an approximation solution, Tm is a SPD Toeplitz matrix, and v0 is an initial
vector. We solve v̂(t) by the IStand and the IRL, respectively. Table 5 lists the
numbers of iterations and computational times of the IStand and the IRL for
different m and t.

Table 5. Numerical results for Example 2

t = 60 t = 300

m Ier IRL IStand Ier IRL IStand

27 7.88 × 10−5 12(0.0020) 60(0.0192) 6.71 × 10−5 12(0.0011) 64(0.0231)

28 1.97 × 10−5 14(0.0022) 142(0.0753) 1.68 × 10−5 12(0.0011) 128(0.1570)

29 4.92 × 10−6 14(0.0076) 270(0.9505) 4.19 × 10−6 12(0.0069) 256(1.0489)

210 1.23 × 10−6 14(0.0080) 510(8.0049) 1.05 × 10−6 12(0.0241) 512(9.4987)

211 3.08 × 10−7 14(0.0110) 1020(56.4147) 2.62 × 10−7 12(0.0739) 1024(65.0765)

212 7.70 × 10−8 14(0.0231) 2039(384.2013) 6.55 × 10−8 12(0.2682) 2048(450.0337)

213 1.92 × 10−8 14(0.0501) > 3600 1.66 × 10−8 12(0.3201) > 3600

According to Table 5, it is seen that the IRL needs fewer numbers of iterations
and calculation times to reach the final accuracies than these of the IStand. In
addition, for the large matrix size, the IStand becomes unacceptable due to a
lot of iteration numbers, while the IRL still works well.

5 Conclusion and Future Work

In this work, we use the rational Lanczos algorithm to approximate the TMF,
and this method is applied to the numerical calculation. Using the GS, we can
avoid the use of internal iterations to implement the rational Lanczos algorithm.
In addition, due to the Toeplitz matrix, the amount of computation can be
reduced. Numerical results show the advantage of the new method.
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Abstract. In this paper, an improved model based on the combination of residual
and inverted residual blocks is proposed for image expression recognition, named
as bi-directional residual network. The main objective of the proposed method
is to alleviate the problem of feature dispersion due to the deep network level in
traditional expression recognition research. In this case, residual block is a good
solution. However, residual network with small scale of training data can easily
lead to over-fitting, which is often the case for image expression recognition. To
improve the robustness of the network during training, inverted residual blocks
are therefore adopted. Depending on the organization sequence of residual blocks
and inverted residual blocks, three network structures are proposed and studied.
Fer2013 and CK+ datasets in facial field are adopted for experiment. The experi-
mental results show that the optimized algorithm improves the accuracy by 2.79%
on Fer2013 dataset compared with ResNet-50 models.

Keywords: Residual network · Deep learning · Image recognition · Feature
expression

1 Introduction

Image expression recognition plays an important role in social life. It has also become
an important research topic in the field of artificial intelligence. For example, according
to some previous study [14], there are six basic expressions, including happy, angry,
surprise, fear, disgust, and sad. Therefore, the goal of image expression recognition is
to design algorithms [21] for machines to recognize image expressions, especially the
six basic expressions.

So far, image expression recognition has been widely studied over the past several
decades. The recent work mainly adopts deep learning to address the task. Liu et al.
[17] proposed an expression recognition network based on deep belief network. With
Convolutional Neural Networks (CNN) achieving great performance improvement in
image recognition tasks, Yu and Zhang [26] proposed an expression recognition network
based on deep convolutional network integration and came upwith two different network
integration strategies. Based on their work, Mollahosseini et al. [15] further proposed
a deeper network by introducing the inception layer to the network structure. Recently,
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Yang et al. [25] proposed to generate an expressionless face image through conditional
generative adversarial network. Since the expression information is recorded in the
middle layer of the network in this process, the article proposed a method of performing
expression recognition based on residues in themiddle layer of the network. Specifically,
during the training process, the gradient of a derivative close to 0 will continue to
decrease aftermultiple successive products (in a back propagation process),whichmakes
the networks’ training ability poor. However, according to some previous research, the
deeper the network, the stronger the fitting ability. Therefore, there is a problem of how
to make the deep network easy to train. Additionally, according to Orhan and Pitkow
[16], the degradation of the weight matrix causes much worse problem, that is to say,
only a small number of hidden units can output valid activation values. As the network
growing deeper, this effect becomes worse. The deep residual network (ResNet) [11]
can solve these problems. The residual unit used by ResNet is to add a shortcut outside
the ordinary multi-layer convolutional layer. In this way, the gradient can be effectively
transmitted back to the shallow layers.

However, directly using ResNet for image expression recognition may result in slow
calculation speed and poor recognition performance, due to its deep network struc-
ture and strong fitting ability. When only relatively small dataset is available, it may
become easily overfitting, leading to degraded performance. To address these problems,
this paper proposes a bi-directional residual network (Bi-ResNet) which combines the
inverted residual blocks [19] and residual blocks. Inverted residual block was proposed
in MobileNetV2 [19], whose main idea is to replace the ordinary convolution of the
residual block with DepthWise (DW) convolution and PointWise (PW) convolution. In
DW convolution, a convolution kernel is responsible for the convolution of a channel,
that is, convolution in a two-dimensional plane. DW convolution is followed by PW con-
volution, which combines the weights of the individual channels of the DW convolution
into one new feature. These calculations effectively improve the calculation speed. In
this paper, the network structure combining residual block and inverted residual block is
studied. Specifically, three kinds of network structures, alternated residual connection,
IR residual connection and RI residual connection, are proposed. Compared with tradi-
tional residual network structures, it is verified that the network structure of this paper
performs better in expression recognition.

The main contributions of the paper are as follows:
In the proposed Bi-directional residual and the inverted residual network, alternated

residual connection, IR residual connection and RI residual connection are proposed
respectively in terms of the network structure design, with RI residual network finally
chosen as the best proposal.

Through the results of multiple sets of experiments, the proposed algorithm is more
advantageous than the traditional methods (baseline models). Specifically, RI achieves
the best results on the tested two datasets.
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2 Related Work

2.1 Traditional Feature Based Methods

Traditional expression recognition methods relies heavily on manual feature extraction.
At the same time, it requires designing appropriate classifiers. There aremany traditional
feature based methods. Some famous manual feature have been applied to expression
recognition, including Gabor wavelet transform [8, 23], Histogram of Oriented Gradi-
ent (HOG) [23], local binary patterns (LBP) [20], feature extraction based on manifold
learning [1, 2, 5, 10, 22, 24]. For classifiers, in [6, 9], support vector machine is used as
a classifier. Since the recognition algorithm directly depends on the features extracted
manually, and the expression recognition is affected by many factors such as imag-
ing posture, object occlusion, illumination change, etc., the robustness and recognition
accuracy of traditional feature based methods still have much room for improvement.

2.2 Deep Learning Based Methods

Liu et al. [17] proposed an expression recognition network based on deep belief network.
With Convolutional Neural Networks (CNN) presenting growing prominent advantages
in image recognition, Yu and Zhang, in [18, 26], proposed an expression recognition
network based on deep convolutional network integration and came up with two dif-
ferent network integration strategies. Based on this, Mollahosseini et al. [15] probed
further and deeper by introducing the Inception layer in the network structure. Based
on Generative Adversarial Networks (GANs), Yang et al. [25] proposed to generate an
expressionless face image through cGAN. Since the expression information is recorded
in the middle layer of the network in this process, the article proposed a method of
performing expression recognition based on residuals in a network middle layer.

3 Facial Expression Recognition Model

3.1 The Overall Network Structure

The overall structure of the proposed model is shown in Fig. 1. First, the face image is
aligned by a pre-processing module and we get normalized face images as input. Before
training, the images are augmented by data augmentation methods, such as, rotation,
cropping and so on. Then it will be input into one of the three networks proposed in this
paper. Finally, a fully connected layer is used. Classification results are obtained by the
Sigmoid classification layer. Categorical cross entropy is chosen as the loss function.
In the following, the residual block unit structure and the inverted residual block unit
structure will be introduced first. Then the three network structures proposed in this
paper will be presented.
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Fig. 1. Framework of the proposed method. With a normalized face input, data augmentation
is firstly performed. The augmented training data will be input into one of the three proposed
network structures for training. The final output is given by a sigmoid layer for all the three
network structures.

3.2 Residual Block Unit

The residual network is a breakthrough of CNN network. It significantly improves the
back-propagation ability of network, alleviating problems of gradient dispersion and gra-
dient explosion. Also, it accelerates convergence and effectively improves deep learn-
ing ability. The basic unit of the residual network is the residual block [7, 11]. Each
residual block contains a short-circuited parameter transfer path. This unique parameter
transfer method can transmit information across layers, thereby improving the effect of
back-propagation. A residual block is defined by the following function:

y = F(x,Wi) + x (1)

Where x is the input vector, y is the output vector, and F(x, Wi) represents the
residual map to be learned. F(x, Wi) consists of multiple convolutional layers, where x
is a shortcut.

For the residual block unit in the above figure, if the x and F dimensions are different
and the shortcut changes, the linear projection h(xl) = W

′
lx is used to correspond to the

dimension. The function of the residual block unit at this time is as follows:

xl+1 = h(xl) + F(xl,Wl) (2)

In the casewhere the residual block is stackedmultiple times and the input dimension
is maintained, the recursive expression can be obtained as follows:

xL = xl +
∑L−1

i=1
F(xi,Wi) (3)

The gradient of the partial differential of a residual block can be obtained by the
chain rule:
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In the above formula,
(
1 + ∂
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i=1 F(xi,Wi)

)
is never going to be 0, whichmeans

the gradient does not disappear, and it can be reversely inferred from the process of
backpropagation that any shallower layers can receive the influence of the previous
layer.

3.3 Inverted Residual Block Unit

The inverted residual block unit is proposed inMobileNetV2 [19] with the aim to reduce
computational cost. To fulfil this objective, it adopts the DepthWise (DW) separable
convolution and linear bottlenecks. Bottleneck and the DW separation convolution is
used to raise and decrease dimensions respectively. Its operation consists of three steps:
F(x) = [A ◦ N ◦ B]x. Among them, A and B are linear transformations, and N is a
nonlinear layer-by-layer transformation. In actual use, N = ReLU 6 ◦ DW ◦ ReLU 6.
Details can be found in [19].

With such a design to replace the convolutional operations, the inverted residual block
can largely reduce the computational cost. However, we found that when combined with
residual blocks, it can also improve the facial recognition performances under many
cases.

3.4 Bi-directional Residual Block Network

Based on the above introduction of residual block and inverted residual block and con-
sidering that deep network close to the pyramid shape can improve accuracy, this paper
introduces to combine residual and inverted residual blocks to form new network struc-
tures. Based on how we organize the sequence of residual and inverted residual blocks,
three kinds of network structures are proposed and studied, which are as follows [4, 12].

(1) Alternated residual and inverted residual network: The alternated residual and
inverted residual network first passes the data through the inverted residual block,
then flows it through the residual block. Looping back and forth over multiple such
connected inverted residual and residual blocks. Finally Relu(6) is used to activate
and fully connected layer is used to produce output. Details of this network structure
is shown in Fig. 1.

(2) RI residual and inverted residual network: The RI residual and inverted residual
network first passes data through multiple consecutive residual blocks, then flows
it through multiple consecutive inverted residual blocks.
Finally same structure as the alternated residual and inverted residual network is
used to produce output. Details given in Fig. 1. Among all the proposed three net-
works, in RI network structure, since the residual block is first compressed and then
expanded, and the inverted residual block is first expanded and then compressed,
the shape of the RI residual and inverted residual network is closer to the shape of a
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pyramid, which makes it performs best. The main reason may be because for struc-
tures of inverted pyramid shape, it is hard for network to complement information
when expanding the network. In experiments, we verified RI network performs best
among all the three network structures and it is also better compared with ResNet,
MobileNet and MobileNet V2.

(3) IR residual and inverted residual network: The IR residual and inverted residual
network adopts an inverse structure of the second network. Data flows through
multiple consecutive inverted residual blocks first, then flows through multiple
consecutive residual blocks. Details are given in Fig. 2.

Fig. 2. Example images from Fer2013+

3.5 Network Training Loss and Training Details

The fully connected layer adopts the Dense (2048)-BN-Dense (1024)-BN-Dense (10)
structure. All networks in this paper use the classification categorical cross entropy as
the loss function.

4 Experiment and Analysis

4.1 Dataset

The size of the facial expression dataset is mostly small. Most of the datasets only
label smiling and not smiling. This paper uses the Fer2013 dataset. The Fer2013 dataset
contains 35,886 images, including 28,708 images in the training set. There are 3,589
images in the validation set and 3,589 images in the test set. The FER+ [3] tag is used
for multi-classification learning. Fer2013+ dataset tags consist of neutral, happiness,
surprise, sadness, anger, disgust, fear, contempt, unknown, and NF, of which NF means
the image is not human face. The image resolution of the Fer2013 dataset is 48 48 1.
The images are collected in the wild with various variations than other facial expression
datasets. Example images are given in Fig. 2

On the other hand, this paper also uses the CK+ dataset [13] to further verify the
effectiveness of the three models introduced. The CK+ dataset has 593 sequences of
images, of which 327 have expression tags, and the expression tags consist of anger,
contempt, disgust, fear, happiness, sadness, and surprise.
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4.2 Experimental Environment and Parameter Settings

The experiment is run on a computer with CPU of Intel(R) Xeon(R) E5-2698 v4 @
2.20 GHz. The graphics card is Tesla V100 32G, the graphics card driver version is
NVIDIA-SMI 384.125, and the total memory is 528275840 kB. The environment is
Ubuntu 16.04.4 with Python version 2.7.12, Keras version 2.2.4, and tensorflow-gpu
version 1.8.0.

The batch size is set to 64, the optimization function uses Adam (0.001, 0.5), and
the learning rate is set as 0.0001. This paper uses two dropouts, one being Dropout (0.5)
and the other being Dropout (0.3)-BN layer - Dropout (0.3). The residual and inverted
residual block parameters adopt are embedded in ResNet-50 and MobileNetV2 models.

4.3 Comparison of the Proposed Method and State-of-the-Art Methods
on FER2013

In the following, we mainly compare our three versions of methods with the current
state-of-the-art methods. Details of the accuracy and loss are summarized in Table 1. We
mainly compared our method with ResNet-50, MobileNet and MobileNet V2. Besides,
to fully study the state-of-the- art methods, we also combine themwith transfer learning,
leading to six methods for comparison.

Table 1. Comparison of accuracy and loss of different networks on the FER2013 test set

Network Accuracy Loss

ResNet-50 79.19 1.0435

Migration Learning ResNet-50 78.76 1.0395

MobileNet 61.54 1.3921

Migration Learning MobileNet 81.12 1.0004

MobileNetV2 66.68 1.342

Migration Learning MobileNetV2 79.9 1.0209

Interspersed residual and inverted residual network 79.36 1.0313

MR residual and inverted residual network 75.72 1.1

RM residual and inverted residual network 81.98 0.9803

(1) ResNet-50 is the baseline model in this paper. ResNet-50, MobileNetV1, and
MobileNetV2 that used transfer learning were upgraded by - 0.43%, 19.58%, and
13.22% respectively on the Fer2013 dataset compared with results without using
transfer learning. Due to the serious over-fitting of ResNet-50, the accuracy is
reduced.

(2) Transfer learning adopted by MobileNet and MobileNetV2 witness a 2.36% and
1.14% improvement respectively compared with ResNet-50 in recognition accu-
racy, which proves that series network likeMobileNet has great demand for transfer
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learning. MobileNet based network has the advantage of smaller scale hashes and
faster convergence.

(3) In the absence of transfer learning, the accuracy of the alternated residual and
inverted residual network is 0.17%, 17.82%, and 12.68%higher than that ofResNet-
50, MobileNetV1, and MobileNetV2. Compared to MobileNet based network, its
demand for transfer learning is significantly reduced, and its over-fitting problem
is well suppressed compared to the ResNet-50 network.

(4) The accuracy of the proposed alternated network compared with the transfer learn-
ing based MobileNet and MoblineNetV2 is a little lower. However, the stability of
ourmethod is far better than that ofMobileNet andMoblineNetV2. As the proposed
method does not adopt transfer learning, it still got quite comparable result.

(5) Another finding is that, for the IR and RI residual and inverted residual networks,
the accuracy of IR is reduced by 3.64% compared with the alternated type, while
the RI network takes a leading position. RI network requires smaller number of
iterations for fitting, indicating wonderful stability and lowest loss. Besides, it got
the best accuracy with a nearly 82% accuracy. The accuracy is improved by 2.62%
compared with the alternated network. Also, it compensates for the problem of
overfitting which is severe for ResNet.

4.4 Results on CK+ Dataset

In order to further verify the effectiveness of the proposed residual and inverted residual
network, the three residual and inverted residual block networks are further verified on
the CK+ dataset. The following data is the test results of the validation optimal network
after 1200 epoch training, given in Table 2.

Table 2. Comparison of accuracy and loss of different networks on CK+ test set.

Network test_acc test_loss

Interspersed residual and inverted residual network 96.70% 0.13781

RM residual and inverted residual network 97.41% 0.09756

MR residual and inverted residual network 95.92% 0.15331

In a laboratory environment where the image is clearer, the RI residual and inverted
residual network still achieves the highest accuracy and lowest loss. Since the residual
block is first compressed and then expanded, and the inverted residual block is first
expanded and then compressed, the shape of theRI residual and inverted residual network
is closer to the shape of a pyramid.When the number of layers being observed increases,
the collected features by CNN network change from a lower level to a higher level. By
using asmany parameters as possible on a high level fitting, better expression recognition
performance and fitting ability can be obtained, which also explains why the RI residual
and inverted residual network can achieve better results.
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5 Conclusion

In this paper, the residual and inverted residual blocks are combined and applied to
the research of facial expression recognition. It adopts the two kinds of residual blocks
iteratively in the designed network structure, which jointly promotes the feature repre-
sentation ability of the neural network and alleviates the problem of feature dispersion
caused by deep network shown in the traditional facial expression recognition research.
The experimental results show that the RI residual network has achieved the best results
in the three Bi-directional residual networks proposed in this paper, whose accuracy
has increased by 2.62% compared with the alternated bi-directional residual network. It
also compensates for the problem of over-fitting of ResNet. Meanwhile, the algorithm
inherits the excellent features of ResNet and MobileNetV2 with high accuracy, robust
to over-fitting, and impressive recognition performance. The next step of this research is
to take a step further and accomplish the study on network confusion matrix data based
on the transfer of the RI residual and inverted residual network. Considering that the
network structure should be further optimized, it is also possible to try to improve and
fine-tune the network structure.
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Abstract. With the emergence of new requirements for the application of network
access network, network traffic presents new characteristics, and network man-
agement faces new challenges. The main contribution of this paper is to propose
a new network traffic model and prediction method based on generalized linear
regression model. Firstly, the network traffic is modeled and generalized linear
regression model is used to model it. Then, using the generalized linear regression
theory, we can calculate the modified parameters and determine the appropriate
model, so that we can accurately predict the network traffic. The simulation results
show that the method is feasible.

Keywords: Network traffic · Generalized linear regression · Traffic modeling ·
Parameter estimation · Traffic prediction

1 Introduction

With the rise of smart grid related research, due to its unique characteristics, power
line communication plays an increasingly important role in the power network. In the
communication from the user terminal to the service switching point, wireless commu-
nication technology occupies a place and occupies a dominant position. As a kind of
connection communication mode [1, 2], wireless communication can save cost, provide
voice, data, video and other comprehensive services, and canmeet the bandwidth, speed,
waiting time and other QoS requirements. However, with the combination of intelligent
devices and the rapid development of new intelligent network applications, the traditional
intelligent network technology has brought great pressure to the traditional intelligent
network. How to solve this problem is an important research direction, and there is no
feasible solution to solve this problem.

In the network ofwireless communicationLTEandbroadband providers, the network
traffic has the update and unknown characteristics compared with the traditional network
structure [5, 6]. How to effectively analyze and evaluate the transmission characteristics

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2021
Published by Springer Nature Switzerland AG 2021. All Rights Reserved
H. Song and D. Jiang (Eds.): SIMUtools 2020, LNICST 369, pp. 183–193, 2021.
https://doi.org/10.1007/978-3-030-72792-5_17

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-72792-5_17&domain=pdf
https://doi.org/10.1007/978-3-030-72792-5_17


184 H. Li et al.

of the network is a difficult problem to be solved; many algorithms can be used for
network feature modeling and analysis, which is a new method to extract network traffic
characteristics [7, 8]. Principal component analysis (PCA), RBM model and decision
tree based model can predict network traffic in aggregation network [9, 10].

Deep learning model can also be used for network traffic analysis. Specific trans-
mission modes can be classified by monitoring machine learning [11, 12]. At the same
time, time-frequency analysis can be combined with network feature analysis to analyze
the characteristics of traffic flow [15, 16]; the combination of recurrent neural network
(RNN) and convolutional neural network (CNN) can also be used to construct intelligent,
network traffic classifier with high recognition rate [17, 18].

The above methods can be used for network traffic modeling and analysis, but in
the converged network, the network feature types are more complex. Compared with
the traditional methods, the advantage of this method is that the traditional transmission
analysis method is difficult to apply to this situation.

Figure 1 shows the converged communication network architecture based on LTE
mobile and broadband operators. LTE wireless base station can not only transmit IP
signal through IP network, but also use broadband carrier as support carrier of data
transmission, and use licensed frequency band as main carrier [19, 20]. At present, the
free and unauthorized frequency resources are determined by the cognition of related
professions [21, 22]. It is an accurate and effective method to model and predict network
traffic based on AR model and Taylor series. Generally speaking, terminals and base
stations can control wireless resources within the approved frequency band. Because of
the high temporal variability of network traffic, it is difficult to describe it inmathematical
terms, so it is difficult to establish a model to simulate network traffic. In this paper, we
use AR model for static parts and Taylor model for inactive parts. This defines model
parameters based on network data, and then. Thenwe propose a newprediction algorithm
to accurately evaluate network traffic and the simulation results show the effectiveness
and application prospect of this method.

The rest of this paper is structured as follows. In Sect. 2, we build a mathematical
model and describe the method. In Sect. 3, the experimental simulation is carried out,
and the analysis of the results is given. Finally, we summarize our work in Sect. 4.

2 Problem Statement

Network traffic divides into stable and unstable parts. The stable component is the most
important Energy in the transmission. The unstable component changes greatly with the
passage of time, and network traffic details will also change. We use xS(t) to represent
stable components xNS(t), and show the Components prompt in it. To better simulate
flow, two methods are used in [24].

Firstly, x(t) can be divided into stable and unstable parts by STFT, and x(t) ∈ L2(R)

(the STFT with the window function g(t)) is assumed to be the following STFT.

WXg(ω, b) =
∫ ∞

−∞
x(t)g(t − b)e−jωtdt (1)

In the above equation, b is the time domain migration parameter, ω is the frequency
domainmigration parameter, andWXg(ω, b) is the spectral characteristics near the t = b.
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Fig. 1. The integrated network architecture of LTE wireless and broadband carrier communica-
tions.

Then, we can set g(t) that meets this condition.

gω,b(t) = g(t − b)e−jωt (2)

The Eq. (1) then is equal to:

WXg(ω, b) =
∫ ∞

−∞
x(t)gω,b(t)dt = <x(t), gω,b(t)> (3)

When and only if the effective window width of g(t) is Dt , WXg(ω, b) can get the
spectrum information of x(t) in [b − Dt/2, b + Dt/2] time interval.

Owing to the main Energy Sources of the Rivers are concentrated in the stable
Components, the details are reflected in the unstable Components, it is only necessary
to segment the Band signals in the frequency range.

Obviously, low pass filter and high pass filter are selected to filter the transformed
time seriesWXg(ω, b) [27, 28]. For low-pass filter, we can choose exponential low-pass
filter, the formula is as follows.

HL(u, v) = e
−

[√
u2+v2
D0

]2n
(4)

Due to the filtering of low-pass filter, the stable part of the original signal can be
obtained as follows:

WXS(ω, b) = WXg(ω, b) ◦ HL(ω, b) (5)

For high pass filter, since Butterworth high pass filter is selected, its formula will be
as follows:

HH (u, v) = 1
/

(1 + (D0

/√
u2 + v2)2n) (6)

The unstable components ofWXg(ω, b) can be obtained by high pass filter [29, 30].

WXNS(ω, b) = WXg(ω, b) ◦ HH (ω, b) (7)
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What we have to do next is to make different transformations for different dis-
tributions, and get the unstable component and the stable time-domain component as
follows

xS(t) = STFIT [WXS(ω, b)]
=

∫ ∞

−∞

∫ ∞

−∞
WXS(ω, b)g(t − b)ejωtdωdb (8)

xNS(t) = STFIT [WXNS(ω, b)]
=

∫ ∞

−∞

∫ ∞

−∞
WXNS(ω, b)g(t − b)ejωtdωdb (9)

The stable component xS = {xS(t), t = 1, 2, 3, ...} changes slowly and become a
strong short correlation term. The author’s ARmodel is widely used in linear forecasting,
which can extract data from the model. The AR model is better than the interpolation
method [31, 32], which is the representation of historical data Random. The process of
this model may be as follows.

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

xS(t) = ϕ1xS(t − 1) + · · · + ϕpxS(t − p) + θ(t)
E(θ(t)) = 0

E(θ(s)θ(t)) =
{

σ 2, s = t
0, s �= t

E(θ(s)XL(t)) = 0, s �= t

(10)

where ϕi is the auto-regressive coefficient that affects the other parameters, θ(t) is the
disturbance term at the time t, p is the order of the AR model.

Then, we establish a queue model to describe the disturbance term of the network
traffic, so as to obtain a model which obeys Poisson distribution and probability distribu-
tion [33, 34]. Finally, we express the mathematical description of the stable component
as follows.

θ(t) = αθp(t) + βθe(t) (11)

In the above formula, the parameters θp(t)∼P(λ1) and θe(t)∼e(λ2), λ1 and λ2 are the
relevant parameters of the model distribution respectively. In addition, α and β are traffic
interference coefficients. The probability function of our model can be written as

P
(
θp(t)

) = λk1 exp
(−λ1/θp(t)!

)
(12)

P(X < θe(t)) =
{
1 − exp(−θe(t)

/
λ2), θe(t) > 0

0, θe(t) ≤ 0
(13)

Since we need to estimate the AR model parameters, there are three methods that
can be considered. Moment. According to the characteristics of the model, we choose
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the moment estimation method [35, 36]. In this way, the coefficients of the model can
be described by mathematical formulas, as shown below.

⎡
⎢⎢⎣

ϕ1

ϕ2

· · ·
ϕp

⎤
⎥⎥⎦ =

⎡
⎢⎢⎢⎣

ρ0 ρ1 · · · ρp−1

ρ1 ρ0 · · · ρp−2
...

...
. . .

...

ρp−1 ρp−2 · · · ρ0

⎤
⎥⎥⎥⎦

−1⎡
⎢⎢⎣

ρ1

ρ2

· · ·
ρp

⎤
⎥⎥⎦ (14)

In the above formula, ρ̂k = γk/γ0 =
N∑

t=k+1
XtXt−k

/ N∑
t=1

X 2
t is the autocorrelation

function of the model. Furthermore, we can get the stable component of network traffic
according to the above conclusions and expressions.

x̂S(t) =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

p∑
i=1

ϕixS(t − i), t = 1

s−1∑
t=1

ϕi x̂S(t − i)+
p∑

t=1
ϕixS(t − i), 1 < t ≤ p

p∑
i=1

ϕt x̂S(t − i), t > p

(15)

Naturally, the stable part xS(t) can be predicted by known conditions.
The unstable part includes more detailed information on network traffic and fluc-

tuations. A general function can be approximated to a finite number of dates in the
Taylor series. Theoretical Taylor gives a quantitative estimate of the error produced
using this approach. It is the polynomial that records several initial conditions of Tay-
lor’s sequence. It’s Taylor polynomial. This model extracts two concepts from the Taylor
series of unstable components.

Therefore, we use the classical theory of Taylor series to express the unstable
component.

xNS(t) =
∞∑
n=0

x(n)
NS (t0)

n! (t − t0)
n (16)

In the allowable range of error, the redundant terms of Taylor series of unstable
components are removed.

x̂NS(t) = x′
NS(t0)

n! (t − t0) + x′′
NS(t0)

n! (t − t0)
2 (17)

The final expression of the flow is as follows.

x̂(t) = x̂S(t) + x̂NS(t) (18)

Combined with the abovemathematical derivation, we can design such an algorithm.

Step 1: According to formula (8), (9), the network is classified into two categories:
steady state and unsteady state;
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Step 2: According to formula (10), for Part 1, the method in (10) can be used for
parameter setting;
Step 3: The selected probability method be used for parameter estimation;
Step 4: According to formula (17), the mathematical description of Part 2 is carried out
and the approximate expression is established;
Step 5: Combine part one and part two to get the whole estimation model and calculate
the result;

The final algorithm flow chart is shown in Fig. 2.

Start

Execute STFT

Filter traffic with Low-
pass Filter

Filter traffic with High-
pass Filter

Execute STFIT Execute STFIT

Obtain Low-frequency 
components XS(t)

Obtain High -frequency 
components XNS(t)

Input data

End

Predict with 
autoregressive model

Approximate with 
Taylor series

Obtain  the network 
traffic model X(t)

Fig. 2. The flow chart of the flow traffic model.

3 Simulation Results and Analysis

In this part, we conductedmany tests to demonstrate our algorithmGLMTMA.Weverify
GLMTMA using real data from the U.S. real Abilene backbone. In order to highlight the
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performance of our algorithm, we compare our method with the best method today. All
the experimental data are true and reliable. First of all, we carried out several groups of
experiments on different methods. After the experiment, we analyze the network traffic
prediction results of GLMTMA algorithm, and compare GLMTMAwith other methods,
and give the average relative error of network traffic of four algorithms. Moreover, in
order to better highlight the performance ratio of the algorithm, we discuss the perfor-
mance improvement of GLMTMA on PCA, WABR and HMPA. In our simulation, the
data of the first 500 slots are used to train the models, while the other data are used to
verify the performance of all algorithms.

Figure 3 shows the prediction results of network traffic 53 and 96, in which network
traffic 53 and 96 are randomly selected from 144 end-to-end service pairs (or flows) in
the Abilene backbone network. In our experiments, the results are basically in a stable
range. The experiment only selected the most classic network traffic 53 and 96. Network
traffic is also known as an origin destination (OD) pair. Figure 1(a) shows that GLMTMA
can detect the dynamic changes of network flow 53 very quickly. For different time slots,
the network traffic in the experiment also has a significant change law with time.

Obviously, we can draw the following conclusion from Fig. 3(a). Our algorithm can
well detect the change trend of network traffic. In addition, as shown in Fig. 3(b), the
change trend of network flow 96 is in winter. Although our method has a large prediction
error for network traffic 96 under experimental conditions, it can still capture its changing
trend. We also show a method that can effectively predict the change in network traffic
over time.
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Fig. 3. Prediction results of network traffic flows 53 and 96.

From the above we can see that our method has good performance. In view of the
limitation that traditional methods are difficult to detect the dynamic trend of network
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traffic, we can effectively solve this limitation. In order to further verify our method,
we conducted a number of grouping experiments, each of which had more than 500
repetitions. The average relative prediction error is calculated.

The expression of average relative prediction error is as follow:

d(t) = 1

N

∑N

i=1

||ŷi(t) − yi(t)||2
||yi(t)||2 (19)

In the above formula, i = 1, 2, ...,N andN are the running times of the experimental
algorithm, ||.||2 is the norm of L2, and ŷi(t) is the traffic prediction value of i running in
time slot t.

Figure 4 shows the average relative prediction error of four algorithms for network
level traffic 53 and 96. It can be seen from the figure that the relative errors of three
methods (WABR, HMPA and GLMTMA) are relatively small for the two classic traffic
53 and 96, while the prediction error of PCA is relatively large. In addition, we can also
see that the relative error of GLMTMA is the smallest. Based on this, we can conclude
that GLMTMA has better network traffic prediction ability than the other three methods.
More importantly, considering the comparison of repeated experiments, we can see the
stability of the algorithm from the fluctuation of the average value of the experiment.
Compared with the other three algorithms, GLMTMA has better stability, especially in
detecting the dynamic trend of network traffic, which makes it more suitable for net-
work traffic prediction and network analysis modeling. Based on the above conclusion,
GLMTMA can predict network traffic more effectively than previous methods.

Finally, the performance of the algorithm is also an important part. Through many
experiments, we have obtained the performance improvement rate of network traffic
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Fig. 4. Average relative errors for network traffic flows 53 and 96.
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53 and 96, as shown in Fig. 5. For network traffic 53, GLMTMA is 23.1%, 20.3% and
1.33% higher than PCA,WABR andHMPA, respectively. In addition to the first time, for
another network traffic, our method improves by 13.6%, 26.2% and 4.77% respectively
compared with PCA, WABR and HMPA. The performance improvement of our method
for other methods is at least 1.33%, and the maximum performance improvement is
23.1%. Moreover, this is the performance improvement under the condition of ensuring
the prediction effect. This shows that our method has a comprehensive improvement
over other methods in terms of performance. This is of great significance for the imple-
mentation of the algorithm. Because the efficiency and performance of the algorithm
are closely related, the less the performance consumption and the faster the speed, the
better the overall energy efficiency ratio. Based on this, we can see that our method
has relative advantages in specific implementation, and can be better used as a tool for
network traffic prediction.
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Fig. 5. Improvement ratio of network traffic flows 53 and 96.

4 Conclusions

Anetwork trafficmodeling and predictionmethod proposed in this paper, which is based
on generalized linear regression theory. Different from the traditional methods, the gen-
eralized linear regression model with good robustness is selected to forecast the network
flow. Firstly, we model the model in the way of probability, and express the parameters
of the model with probability formula. Secondly, according to the regression character-
istics of the model, the parameters of the model are iterated by the algorithm. Finally,
through repeated iterations and calculations, we get the appropriate model parameters,
so as to get a model that can effectively describe the network traffic. The simulation
results show that the method is effective.
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Abstract. With the arrival of Internet of Things, the Internet of Vehicles (IoV) is
also developing rapidly. However, the construction of ground network in remote
areas is difficult and expensive. Additionally, for urban areas, the traffic situations
are sudden, the load pressure of the ground network is too high in this period.
This paper introduces a method of IoV path planning based on LEO constellation
satellite. The satellite first conducts global situational awareness, the control center
makes the initial route and then obtains the optimal path according to Dijkstra
algorithm and the Ant Colony Optimization (DiAC). It makes up for the defects
of ground communication. Simulation results show that the vehicle network path
planning based on STK+MATLAB designed in this paper is feasible and can
relieve the ground traffic pressure and network load pressure.

Keywords: LEO constellation · Satellite communications · Internet of vehicles ·
Route planning · Smart optimization

1 Introduction

With the remarkable development of the Internet of Things (IoT) in recent years, our
society has taken another step towards ubiquitous communication [1]. In the smart city
scenario, as a smart object with its own processor, computing power and communication
capabilities, the vehicle will become indispensable smart device in the future human life
due to its rapid growth and high mobility [2–5]. However, the construction of ground
network in remote areas such as the central andwestern regions is difficult and expensive.
Additionally, for urban areas, traffic conditions are sudden, during the situation similar
to the morning peak, the load pressure of the ground network is too high in this period
[6]. Therefore, it is very important to study a path planning for IoV based on LEO
constellation satellites.

Internet of Vehicles (IoV) can be seen as the convergence of the mobile Internet and
the traditional IoT. As a huge interactive network, IoV technology refers to vehicle-to-
vehicle (V2V), vehicle-to-roadside unit (V2R), vehicle-to-infrastructure (V2I), vehicle-
to-human (V2H) and vehicle-to-grid (V2G) [7–13]. In addition to safety applications
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in terms of collision avoidance and dissemination of accident data, there is a large
amount of research for development that can help the Traffic Information Center (TIC)
handle effective route management, route planning, and diversions [14, 15]. Zhang et al.
proposed a route planningmethod based on vehicles and driving environment [16]. Jiang
et al. proposed an effective method to cooperative routing [17]. J. Yang et al. proposed to
assign multiple TICs to smaller networks in a larger map [18]. Satellite communication
is a powerful and achievable supplement to terrestrial communication [19]. Compared
with the traditional GEO, LEO has the advantages of low loss, low delay, wide coverage
and large order of magnitude [20]. The introduction of 5G satellite communications
provides more possibilities for future IoT applications [21, 22]. Therefore, LEO satellite
coverage can be used to access the network. It can be seen that the future network is
based on LEO satellites.

Based on the above analysis, the research problem is the IoV route planning service
based on LEO constellation satellites under complex traffic flow [23–27]. We calculate
the current coverage satellite in real time according to the change of time, add the sensor.
The satellite realizes the perception of global road conditions through wide coverage,
and hands it to the ground control center to formulate a global route planning scheme.
Then the UAV, as a mobile communication auxiliary node and an edge network access
node, flew to complex traffic areas (such as intersections) to further plan the latest route.
In this paper, we proposed a specific algorithm for IoV route planning service based
on LEO constellation satellites. Dijkstra algorithm and ant colony algorithm (DiAC) is
used to plan the path, which makes the vehicle travel faster and relieves the pressure of
ground transportation and network load.

The rest of this paper is organized as follows. Section 2 establishes the mathematical
model of the network. The algorithm of route planning is described in Sect. 3. Section 4
illustrates the simulation analysis. We then conclude our work in Sect. 5.

2 Network Model

To cover certain area on the ground in some period of future time, and provide com-
munication services for path planning under the IoV, we calculate the current coverage
satellite in real time according to the change of time and add the sensor. We can obtain
the satellite orbit parameters required at time t to cover the area of the sub-satellite point
center to get the satellites currently covered. First calculate the latitude of the sub-satellite
point. The geo-centric geodetic coordinates (L,B,H ) of the sub-satellite point can be
obtained from the digital earth. The geocentric coordinates (r, ϕ,L) are calculated as
follows:

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

φ = arctan

[
N

(
1 − e2E

) + H

N + H
tanB

]

r = (N + H )
cosB

cosφ

(1)

⎧
⎪⎪⎨

⎪⎪⎩

N = aE/

√

1 − e2E sin
2 B

e2E = 0.00669437999013

aE = 6378137m

(2)
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where B is earth latitude, north latitude is positive, south latitude is negative; L is
longitude, east longitude is positive, and west longitude is negative.

When the sub-satellite point is (L,B,H ), the satellite’s flyingheightHS , the satellite’s
geocentric radial direction rs = r + Hs; the satellite’s geocentric spatial rectangular
coordinates (xD, yD, zD) are calculated according to Eq. (3):

⎧
⎪⎨

⎪⎩

xD = rS cosφ cos L

yD = rS cosφ sin L

zD = rS sin φ

(3)

The calculation of the hemispherical coordinates of the satellite at the future t at
the center of the hotspot area is the conversion of the above-mentioned rectangular
coordinates (xD, yD, zD) of the geocentric space of the satellite into J2000.0.

Using the parameters of the elliptical orbit of the orbiting satellite and the flying
height, by solving the system of equations, the velocity components (vx, vy, vz) of the
satellite in the hemispherical coordinate system are calculated when the latitude and
longitude of the satellite’s sub-satellite point at time t are L and B, respectively. The
satellite operating speed v at time t can be calculated by Eq. (4):

v =
√

μ(
2

rs
− 1

a
) (4)

where μ = 3.986004418 × 1014 m3/s2.
The satellite moves in elliptical orbit, and gets:

⎧
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tan i =
√
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√
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2
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1 − rS

a

)2

v2 = v2x + v2y + v2z

(5)

Among them, the semi-major axis a of the elliptical orbit of the orbiting satellite
a = 7177864.881 m, the eccentricity e = 0.0020, the orbit inclination angle i = 98.40◦,
x, y, z is the satellite’s flat sphere coordinate in epoch J2000.0.

Iterative method is used to obtain (vx, vy, vz). Using mature software, the satel-
lite’s orbital parameters a, e, i,Ω,�,M are obtained from the calculation of the satel-
lite’s position and velocity in the hemispherical coordinate system, and input the orbital
parameters into the STK for simulation, we can calculate real-time coverage satellite.

3 Route Planning Algorithm

The route planning algorithm DiAC is divided into two parts: initial path planning and
path optimization. Our IoV route planning strategy based on LEO constellation satellites
is shown in Fig. 1.
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Route optimization 

Initial route planning

The UAV fly into
a traffic jam

The satellite realizes 
the global road 

condition perception

Fig. 1. Route planning strategy.

We model the intersection mathematically as a weight map. The congestion of the
intersection will be detected by the UAV, based on the detected traffic flow of the current
intersection, and the feedback of the current intersection congestion of the vehicle will be
fed back to the vehicle to update the intersection weight. Carry out vehicle scheduling
and plan vehicle travel paths. Therefore, our task is to quickly find an effective path
that can be driven in the route planning of satellite car networking based on the LEO
constellation, and to ensure the shortest path length while driving effectively. Therefore,
we propose to use Dijkstra algorithm and ant colony optimization (ACO) algorithm
(DiAC) to plan the path. Suppose the starting point is S, the destination node is T , and
the objective function can be expressed as:

L(S,T ) = min[L(Nc,m)] (6)

whereL(S,T ) represents the path length,Nc stands for the number of iterations,L(Nc,m)

denotes the path length of them-th antmoving in the second iteration in the path planning
process.

Dijkstra algorithm: Dijkstra algorithm has high reliability and robustness. It is often
used to solve the shortest path problem in path planning. Therefore, we use the Dijkstra
algorithm in the initial path planning as shown in Algorithm.
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Algorithm 1: Dijkstra
Input Distance matrix L between the nodes of each link, the starting point S , The destina-

tion node T .
Output The shortest path from the starting point S  to the target node T .
1: Initialize { }M S , 1 2{ , ,..., , }nN V V V T ,
2:           [ ] [ ][ ]i i jdist V c V V

3:   do
4:      min{ [ ][ ] | }k i j iV dist V V V N

5:      { }kM M V , { }kN N V
6:        For vertex kV  in N
7:       if ( [ ] [ ][ ] [ ] [ ][ ]k k j k k jdist V L V V dist V L V V )

8:        [ ] [ ] [ ][ ]i k k jdist V dist V L V V

9:       end if
10: While N

11: return dist
12: end

According to the feasible path in the environmentmodel constructedbefore, construct
the distancematrixL between the nodes of each link. The construction rule of the distance
between adjacent nodes is obtained by Eq. (7), and the distance between non-adjacent
nodes is set as ∞.

L(vi, vj) = ||vi, vj|| (7)

Where vi and vj are the i−th and j−th points, respectively.
Set two setsM and N , the role ofM is to record the vertices of the shortest path and

the corresponding length. The role of N is to record the vertices that have not found the
shortest path and the distance between the vertices and the starting node S. According to
the shortest path of Dijkstra algorithm, the initial path is planned. The Dijkstra algorithm
is as Algorithm 1 shows.

According to the Dijkstra algorithm, the path can be initialized, but the path is not
optimal. Next, use the ACO to optimize the path. The new optimal path can be obtained
by using ACO algorithm. The goal is to solve some optimal parameters (λ1, λ2, . . . , λn)

on the link that the initial path traverses, so that the coordinates of each node satisfy
Eq. (8).

Qi(λi) = Q0
i + (Q1

i − Q0
i ) × λi λi ∈ [0, 1], i = 1, 2, . . . , n (8)

Among them,Q0
i and Q1

i are the coordinates of the two endpoints of the i-th link,
and λi is the scale parameter of the link.

Ant colony optimization (ACO): The basic principle of ant colony algorithm is that
during the foragingprocess of ants, the probability of the next path selection is determined
by the pheromone concentration and the heuristic information on the path between the
ants. Path selection is determined by this probability. The path transition probability
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formula is as follows:

Pk
ij =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

[
τij(t)

]α[
ηij(t)

]β

∑

s∈allowedk
[τir(t)]α[ηir(t)]β

s ∈ allowedk

0 otherwise

(9)

nij(t) = 1

dij
(10)

where allowedk is the node set that the k-th ant can choose next. τij(t) is the pheromone
concentration on the path from the current node to the next node at time t. α is the
pheromone heuristic factor, and β is the expected heuristic factor. ηij(t) is the heuristic
function on the path from the current node to the next node at time t.dij is the distance
from the i-th node to the j-th node.

In order to avoid the influence of pheromone changes on node selection, all ants
need to update and adjust the pheromone according to formula (12) after completing a
detailed search.

τij(t + 1) = (1 − ρ)τij(t) + ρ�τij(t, t + 1) (11)

�τij(t, t + 1)=
⎧
⎨

⎩

Q

Lk
ij ∈ Lk

0 otherwise
(12)

where ρ is the volatilization rate of pheromone. �τij(t, t + 1) is the pheromone concen-
tration increment. Q is the pheromone intensity, which is a constant greater than zero.
Lk is the path length of the k-th ant in this search. So, the ant colony algorithm is used
to optimize the initial path. The process is as follows:

Step 1: Initialize the parameters of the ant colony algorithm;
Step 2: Start the path search, select the next node according to the current node
information and the next node selection principle;
Step 3: After selecting the next node, update the local pheromone on the path that the
ant has just passed;
Step 4: Judge whether the ant reaches the target node, if true, jump to the next step,
otherwise repeat step 2;
Step 5: Search the optimal path for the current search, update the global pheromone;
Step 6: Judge the number of iterations and end the search if true, otherwise repeat step 2.

4 Simulation Analysis

The whole scenery is first built in the STK, including the low-orbit constellation satellite
network and the ground scenery. Choose the ground scenery as Beijing in the STK. In
the ground scenery, we select nine intersections to create a total of 74 cars, and a uniform
UAV with sensors near each intersection as shown in Fig. 2.
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Fig. 2. Path planning results.
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Taking the path planning of a car as an example, Fig. 2 shows the result of the path
planning of the car from junction 1 to junction 9. Based on the DiAC algorithm, the
optimum path from intersection 1 to intersection 9 is obtained, which is 1 → 4 → 5 →
6 → 9. Ground traffic pressure and network load pressure are alleviated by vehicle
network path planning algorithm based on low-orbit constellation satellite.

In order to evaluate the effect of the proposed DiAC algorithm, the Floyd-Warshall
algorithm (FloA) and a method for calculating shortest path by using graphshortestpath
(GRAS) are also built inMATLAB for comparison. In order to ensure that the evaluation
results are reasonable, we take the average value after several times of each experiment.
Firstly, evaluate the time required for the planned route at the same scale intersection
(take 9 intersections as an example) and the congestion degree of the same intersection
with the three methods.

As can be seen from Fig. 3, the time required by the car to plan the path according to
the three methods is similar, and the proposed algorithm DiAC is slightly better than the
other two algorithms. This is because in the DiAC method, when the car judges the next
target intersection at any intersection, it can find the best next intersection. However,
since the number of intersections is 9, the traffic situation is not very complicated at this
time, so the results of the three algorithms are similar.

In order to evaluate the continuity of the algorithm, we considered the time required
for the car to travel according to the path planning algorithmat the number of intersections
of different sizes. The time obtained by the three algorithms at intersections of different
sizes is shown in Fig. 4. It can be seen that the time under the three algorithms increases
with the number of intersections. This is because the more complicated the intersection,
the longer the car will travel, which is in line with our common sense of life. Among the
three algorithms, the path planned by the DiAC algorithm requires less time. Since the
DiAC algorithm is in the process of pathfinding, not only the shortest path but also the
optimal path is considered, so when there are more intersections, the selected path can
make the car travel faster.

Then, we compared the travel time of cars with different road congestion levels at the
same intersection scale. The degree of road congestion can be expressed by the weight
of each edge. The specific results are shown in Fig. 5. Here, nine intersections are used
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as examples to illustrate the problem. It can be seen that the car travel time is different
under different congestion levels.

Among them, the travel time of the car obtained by the proposed DiAC method is
lower than the other two. Shows the universality of the algorithm. When the degree of
congestion changes, the proposed algorithm performs better than the other twomethods.
This is because the calculation speed and accuracy of the proposed DiAC algorithm path
search are considered. As the degree of congestion changes, the importance of these two
indicators becomes more and more prominent, thereby achieving a relatively uniform
time change.

5 Conclusion

The LEO constellation satellite-based IoV is a supplement and extension to ground
vehicle networking, which can greatly expand the coverage of ground IoV. Especially
at the intersection, due to the complex road conditions, large traffic flow, the realization
of intelligent traffic control requires a large number of concurrent connections and data
calculations, intersection base stations are likely to overload, so there is an urgency to
get the help from satellites and UVAs. Satellites and UAVs can cooperate with each
other to achieve real-time control of vehicles within the coverage area and help base
stations to relieve traffic pressure at the intersection. This paper introduces a method of
IoV route planning based on low-orbit constellation satellite to provide the service of
vehicle route planning. For providing path planning services, the satellite first carries out
global situational awareness, and the control center formulates the initial route according
to the Dijkstra algorithm, and then obtains the optimal path according to the Dijkstra
algorithm and the ant colony algorithm (DiAC). Simulation results show that the design
of STK+MATLAB IoV route planning based on LEO constellation satellite can be
realized, which can efficiently relieve ground traffic pressure and network load pressure.
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Abstract. Edge computing is a supplement to cloud computing. It is deployed
at the edge of the access network and is closer to where data is generated and
used. In 5G and future networks, a large number of devices dynamically access
the network and integrate them into cloud computing for deep processing and have
high requirements for transfer rates and response time. However, network perfor-
mance is the bottleneck of the collaboration between cloud computing and edge
computing. Network traffic measurement is the core of network traffic manage-
ment. In order to solve the problems of low utilization of network resources and
high difficulty in network management, we study the problem of network traf-
fic measurement in cloud edge computing networks based on software-defined
networking (SDN). We propose a new cloud edge network traffic measurement
method based onSDN. In thismethod,we extract statistical records coarse-grained
from OpenFlow switches and use them to train an autoregressive moving average
(ARMA) model. Use the ARMA model to make fine-grained predictions of net-
work traffic. In order to reduce the estimation error, we propose to use optimization
methods to optimize the estimation results. However, we found that the objective
function is a very difficult NP-difficult problem, so we use a heuristic algorithm to
quickly find the optimal solution. Finally, we repeat some simulations to evaluate
the proposed method.

Keywords: Network traffic measurement · Software defined networking ·
Cloud-edge networks

1 Introduction

In the 5G and future networks, large capacity, low latency, and high dynamicwill become
the basic requirement of applications to the network. Improve network service capa-
bilities by deploying cloud computing, edge computing, network slicing and network
function virtualization (NFV), software-defined networking (SDN) and other new tech-
nologies in the access network and core network [1]. In the future, hundreds of millions
of devices will need to connect to the network anytime and anywhere, which requires
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high-performance cloud computing services to calculate and store massive amounts of
data. However, as the number of access devices continues to increase, and in order to
ensure that devices can access the network anytime and anywhere, a large number of
access points must be deployed and corresponding access networks must be constructed.
In this way, the network scale will be very large, and the access network will aggregate
and process massive amounts of real-time data. The core networks will transmit and
exchange a huge amount of data, which will be dozens of times the data volume of
4G/5G networks. The transmission network has become the bottleneck of data from ser-
vice to cloud computing. For many delay-sensitive applications, the transmission from
the terminal to cloud computing is intolerable. Edge computing is deployed in the net-
work access network, and only one virtual resource pool contains multiple servers. In
various terminal equipment, such as medical, industrial, and Internet of vehicles, many
terminals and sensors are connected to the edge platform through the edge side. The pres-
sure of resource shortage of edge computing is relatively high. Therefore, edge-cloud
collaboration can effectively solve these problems.

Cloud-edge collaboration computing includes collaboration in computing resources,
security policies, application management, and business management. To exchange the
data between cloud computing and edge computing, the network must be flexibility
and operability [2]. NFV utilizes IT (information technology) virtualization technology
to perform network services on unified industrial standards, high-performance, large-
capacity servers, or programmable switches to accelerate the development and update
of new services. So, the network architecture must be changed for adopting these new
applications. SDN decouples the control plane and forwarding plane in the traditional
switch and centralizes the logical control plane to the SDN controller, so it enables the
network to have functions such as flexibility, scalability, and programmability [3]. Net-
workmanagement has always been an important issue faced by operators and equipment
vendors [4].

The volume of network traffic is the foundation of network management and often
used for making decisions such as load balance, failure recovery, and anomaly detection
[5]. Flow is the unit that is dispatched by switches and controllers in SDN. Flow that
enters OpenFlow switch will match the flow entries in the flow table, and perform the
corresponding actions [6]. In order to manage the cloud edge computing network and
consider link load, quality of service (QoS) and network structure, the SDN controller
needs to accurately understand the flow and link traffic.

Many measurement methods support flow-based measurement tasks such as sFlow,
NetFlow, and SNMP (SimpleNetworkManagement Protocol) [7, 8]. sFlow andNetFlow
are based on traffic sampling and packets of statistical methods, respectively. They are
required the hardware supporting or the software that remote monitoring agent which
runs in the network management server [7]. SNMP is a network management protocol
that measures the network by sending probe packets. It has been widely used not only
in a traditional network but also in the SDN network [8]. However, the SNMP protocol
uses the polling method to collect the information of each switch in the network. The
transmission of switch status informationwill consumea lot of bandwidth, and frequently
reading switch information can cause network congestion.
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In the SDN-based cloud edge computing network, we use pull-based methods for
active network trafficmeasurement. This solution can not onlymeasure flow flexibly and
efficiently but can also be customized according to needs. Based on this, we extracted
coarse-grained network traffic statistics from OpenFlow switches and used it to train the
network traffic prediction model and infer other flows, and use optimization methods
to estimate fine-grained network traffic optimization. The structure of this article is
as follows. Section 1 is the summary. In Sect. 2, we describe a novel measurement
architecture in the SDN-based cloud edge computing network, and use a traffic matrix
to describe and analyze the scheme. In Sect. 3, we repeat the simulation to simulate the
performance of the proposed scheme and compare the simulation results. The Sect. 4 is
the conclusion.

2 Problem Statement

Cloud-edge computing networks are used for exchanging data between cloud computing
and edge computing. Cloud computing will transmit applications to the edge computing
platform, and edge computing transmits the raw data to the cloud computing platform
for deep processing or storage. Then, the traffic between cloud computing and edge
computing will have new characteristics. To this end, we study the cloud edge computing
network traffic measurement under the SDN framework.

2.1 System Model

Network trafficmeasurement refers to selecting a representative grouping subset from the
original traffic and tracking the characteristics of original traffic data through the group-
ing subset. With the increase of link capacity and the diversification of applications,
huge network traffic measurement results are used for traffic recognition, transmission,
storage, and analysis have brought huge pressure. To solve the problem of passive mea-
surement of high-speed networks in SDN, we use the pull-based method and actively
collect the statistics of Openflow-based switches for the high-speed cloud-edge com-
puting network traffic measurement, which can reduce the use of measurement, storage,
and processing under the condition of meeting the statistical accuracy of the problem.

In high-speed cloud-edge computing network traffic measurement, the implementa-
tion of active measurement is limited by technology and resources, and often requires
a compromise between sampling rate and estimation accuracy. Coarse-grained traffic
sampling can greatly reduce the processing load of the system and has better scalability,
and can reflect the original flow characteristic parameters from the sample characteristic
parameters, with certain measurement accuracy. In addition to the analysis of the flow
characteristics, the sampling data is also widely used in the fields of traffic accounting,
performance characteristic measurement, and abnormal detection. For flows in SDN,
sampling methods are mainly used the flow sampling.

2.2 Traffic Matrix Construction

The network traffic matrix reflects the amount of traffic from the source to destination
network nodes in the SDN-based cloud-edge computing network. Network engineering
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and network management projects (such as congestion control, load balancing, network
security, etc.) are based on the traffic matrix. Therefore, the flow matrix has very great
practical significance.However, in the current actual network, due to the different support
for the flow measurement function of the equipment produced by different network
equipment manufacturers, it is very time-consuming and costly to obtain an accurate
flow matrix through direct measurement. In contrast, the method of estimating the flow
matrix by combining mathematical methods has become more feasible.

The network traffic from the origin host to the destination host at the time slot t is
xij, where i is the origin host and j is the destination host. So, the traffic matrix can be
written as

X = [x11, x12, . . . , x1N , x21, x22, . . . , x2N , . . . , xN1, . . . , xNN ]T (1)

However, the transmission of flows in the network are aggregated on links, so the
link load can reflect some features of the flows. With the routing matrix, we know the
relationship between flows and links, so the relationship among traffic matrix, link load,
and routing matrix can be described as:

Y = AX (2)

where Y represent the traffic matrix of links, X̃ means the traffic matrix of flows, and A
represents the relationship of routing in the cloud-edge computing network.

Estimating the cloud-edge computing network traffic is a typical inversion problem.
As we all know, there is at least one stream between the source host and the destination
host in the network, and there is a link that transmits multiple data streams. In the cloud
edge network, a large number of applications are deployed on the cloud computing
platform. When real-time sensitive applications request services, cloud computing will
offload the applications to the edge computing platform. Since the number of flows in the
cloud edge computing network is far greater than the number of links in the network, this
means that there are unlimited solutions for traffic solutions. Then, we need to find some
ways to search the optimized network traffic in the SDN-based cloud edge computing
network.

In order to reduce the measurement overhead of the SDN-based cloud edge com-
puting network, we perform coarse-grained sampling on the SDN-based cloud edge
computing network traffic, forecast the fine-grained network traffic and estimate other
network traffic, and then predicted network traffic through optimization.

2.3 ARMAModel

Edge computing and cloud computing exchange data through networks and the traffic
can be described as a time sequence. The ARMA model (Auto-Regressive and Moving
Average Model) is a method that is widely used for predicting the time sequence, it
includes an autoregressive model (AR) and a moving average model (MA). ARMA can
collectively reflect the characteristics of variance changes and has been widely used in
long-term time series analysis and forecasting.

The traffic of flow can be formed as a random sequence over time. The dependence
of the random sequence reflects the continuity of the original data in time. The ARmodel
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can reflect the correlation of traffic in several adjacent time slots, so the traffic sequence
x1, x2, . . . , xt is

xt =
p∑

i=1

φixt−i + Zt (3)

where xt represents the predicted value of the next time slot service sequence; Zt repre-
sents the estimation error; φi(i = 1, . . . , p) represents the autoregressive coefficient; p
is the correlation order. The error Zt is caused by white noise and can be expressed as a
random sequence. Therefore, the MA model with random error is

Zt = γt + α1γt−1 + · · · + αiγt−i + · · · + αqγt−q (4)

where γt represents the Gaussian noise in the transmission links, the mean and variance
of γt can be calculated as E(γt) = 0 and E(γ 2

t ) = σ 2, respectively; The variable q is the
moving average order; Variables αj(j = 1, 2, . . . , q) are themoving average coefficients.
With the analysis above, the ARMA(p, q) is as follows:

xt = φ1xt−1+ · · ·+φjxt−j + · · · + φpxt−p

+γt + α1γt−1 + · · · + αiγt−i + · · · + αqγt−q (5)

The ARMA(p, q) model can predict the flow traffic accurately by determining the
order p and q accurately.

Use the pull scheme to extract statistics from the OpenFlow-based switch flow table.
The ARMA model is trained on the front end of the measurement data and uses it to fill
and reference the fine-grained traffic in the cloud edge computing network.

X̂ = ARMA(X ) (6)

With the fine-grained network traffic that predicts by the ARMA model, we refer
to the other flows with the constraints of link load. The fine-grained network traffic
obtained by forecasting has an error with the actual network traffic, then we should
optimize the forecasting result by utilizing the optimization method. In this process, we
should measure the link load Y in SDN-based cloud-edge computing networks firstly.
The objective of the flow traffic optimization is

f =
∥∥∥Y − AX̂

∥∥∥
2
+

∥∥∥X̂
∥∥∥
2

(7)

where Ameans a routing matrix that can be obtained from the controller directly. There-
fore, we use function (7) to construct a constrained target and use it to optimize the
SDN-based cloud edge network traffic estimate. However, we find that the objective
function is an NP-hard problem However, we find that the objective function is an NP-
hard problem which cannot solve. To quickly approximate the optimal solution, we use
a heuristic method to search for optimization results.
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2.4 Artificial Fish Swarm Algorithm

The artificial fish swarmalgorithm (AFSA) is a biomimetic optimization algorithmbased
on the intelligent behavior research of animal groups. It simulates the foraging behavior
of fish swarm as they move toward nutritious areas in the waters. By simulating the
behavior of a single fish, a global optimal value in the swarm is achieved through the local
optimization of each fish. Artificial fish (AF) is an entity that abstracts and virtualizes
real fish. It is composed of some characteristic data and a series of executable actions
and can adjust its activities according to the information of the external environment.
Each state of AF is located in the solution space and other AF solutions are the current
environment. The next action of an AF will be affected by the solution space and its
environment and will have a certain impact on other AF activities. The AF model uses
the following methods to realize its virtual vision:

Xv = X + dvisual ∗ Rand() (8)

Xnext = X + Xv − X∥∥Xv − X̄
∥∥ ∗ S ∗ Rand() (9)

where X indicates the current state of AF; dvisual represents the visual distance of AF;
Rand() is a random function that randomly produces a number in the range [0,1], with
S being the step size.

A. Foraging Behavior
This mimics the foraging activity of fish. The AF considers the next swimming direction
by sensing the amount or concentration of food within the sensing range of the water.
By setting the current state of AF, and randomly selecting other states to swim within its
sensing range. If the new state objective function of AF is greater than its current state,
the state updated based on the new selection is closer to one step. Otherwise, please
randomly select a new state to determine whether it is satisfied. AF Xi selects the new
state Xj in its field of vision to update:

Xj = Xi + dVisual ∗ Rand() (10)

Otherwise, Xi repeatedly calculate a new state Xj in its field of vision and determine
whether the forward condition is satisfied. After repeatedly trying numbers, the forward
condition is still not satisfied, and random behavior is performed.

B. Cluster Behavior
A large number of fish gathered together for food is a way of life in the evolution of fish.
Each one will explore the current number of its adjacent individuals and calculate the
center position of the fish cluster, and then compare the newly acquired center position
target function with the current position target function. If the center position of the fish
cluster is more crowded than the current position, the fish will from the current position
swim towards the center position; otherwise, the fish will perform random foraging
behavior.
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AF Xi searches for the number of adjacent individuals nf and the center position of
the fish cluster Xc in its current visual field d ≤ dvisual . If Xc

/
nf < δXi is satisfied, fish

will be performed in the foraging process. We write the clustering behavior as

X t+1
i = X t

i + Xc − X t
it

‖Xc − Xi‖ ∗ S ∗ Rand() (11)

where Xc represents the center position of the AF cluster.

C. Rear-ending Behavior
When some find food, other fishwill follow them to swim, causing fish to gather the food.
The AF swim towards the optimal position of nearby fish. If a large number of fish gather
together, it will cause AF to be overcrowded at the optimization point. Therefore, we
introduce a threshold variable to prevent the AF from over clustering. If the optimization
point is not very crowded, theAFwill swim from the current position towards the optimal
AF one step, otherwise, the AF swims a step randomly.

AF Xi looking for the optimal individual Xj in the partner of the current field of
vision (dij < dVisual). If Xj/nf > δXi means that the optimal individual is not too
crowded nearby, then Xi moves towards the partner, otherwise foraging behavior.

X t+1
i = X t

i + Xj − X t
it∥∥Xj − Xi
∥∥ ∗ S ∗ Rand() (12)

D. Random Behavior
It is the foraging behavior of fish, which means that AF moves randomly within the
visual field. When a fish find the food, it moves quickly in the direction of increasing
food. The algorithm describes that the AF Xi moves towards the food a step and updates
the current state:

X t+1
i = X t

i + Visual ∗ Rand() (13)

E. Bulletin board
The bulletin board records the best place to update the status of the fish cluster. After each
iteration, each AF compares its current state with the best state recorded on the bulletin
board. If the objective function value of the current state of the fish is higher than the
objective function value of the bulletin board state, the state of the bulletin board update
as its status; otherwise, the state of the bulletin board will remain unchanged. When
the iterative process of the algorithm ends, the value recorded on the bulletin board is
the best solution for the entire cluster of fish . The traffic in the SDN-based cloud edge
computing network is AF, and the behavior evaluation reflects the autonomous behavior
of AF.on the bulletin board is the best solution for the entire cluster of fish.

3 Analysis of Simulation Result

3.1 Simulation Environment

We evaluate the proposed network traffic measure and prediction method by implement-
ing some simulations with the Ryu, Mininet, and Docker. We use python programming
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to implement functional modules and install them into the Ryu controller. Then, we
use the Mininet to create the network topology and use the Open vSwitch to simulate
the OpenFlow switches and create some hosts in the Mininet topology, and also use
the docker to create the hosts and mount them on to the OpenFlow switch. Iperf is a
software that can generate traffic and fill them into the access switches from the origin
host and catching them at the destination host, then we send data from the origin host to
the destination host. We used docker to create hosts H5, H8, H10 and H11, and transmit
big packaged data from them to other hosts. The network traffic between two hosts is
Fig. 1 shows.

Fig. 1. Flows between two hosts in the SDN-based cloud-edge computing network.

To intuitively display and analyze the performance of the proposed scheme, we have
introduced absolute error (AE) and relative error (RE) indicators. The AE and RE can
be expressed as

AEi = ∣∣xi − x̂i
∣∣ (14)

REi = ∣∣xi − x̂i
∣∣/ x̂i (15)

3.2 Simulation Evaluation

In this article, we choose two flows f1 and f2 as examples for discussion, as shown
in Fig. 2. Therefore, in this scheme, we use ARMA and AFSA models to estimate and
optimize the traffic in the cloud-side network. In the figure, we use ARMA-ASFA stands
for the scheme proposed in this article. Then, compare and analyze with ARMA and
Principal Component Analysis (PCA) methods.

Figures 3 and 4 respectively show the AE and RE of the measured results under
different measurement methods. It can be seen from Fig. 3 that the AE of the ARMA-
AFSA mentioned in this article is smaller than the AE of the measurement results of
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Fig. 2. Measurement results of network traffic.

ARMA and PCA. The flow in Figs. 3 and 4 fluctuate greatly. The AEs of ARMA-
AFSA, ARMA and PCA all exceed 1000 bps. The reason is that the flow has random
characteristics and the estimation results cannot eliminate Gaussian white noise in the
transmission channel. The measured value trends of different flow rates are similar, and
the relative error of the ARMA-AFSA and ARMA measurement methods is less than
0.3. Regardless of AE or RE, PCA has the largest error among these three methods.
We also compare the proposed method with the RE of the PCA method and the ARMA
method. The RE of the proposed scheme ARMA-AFSA is significantly smaller than the
PCA and ARMA methods in Fig. 4.

Fig. 3. Measurement results of network traffic.

In Fig. 5, we compare the CDF of RE of three network traffic estimation and mea-
surement schemes. We have noticed that the RE of the proposed measurement scheme is
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Fig. 4. The RE of different methods.

better than the CDF of the PCA method and the ARMAmethod. This is mainly because
we use coarse-grained measurement results to help the ARMA model obtain the fine-
grained measurement result, and use the AFSA method to reduce estimation errors. The
optimization for network traffic estimation results is effective as shown in Fig. 5 directly.

Fig. 5. The CDF of the relative error for different methods.

4 Conclusions

In the SDN-based cloud-edge computing network, the fine-grained network traffic mea-
surement result is significant for networkmanagement. Since the network between cloud
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computing and edge computing must flexible and efficient, we introduce SDN into the
cloud-edge computing network and propose a novel measurement method. We use pull-
based mechanisms to extract the coarse-grained statistics record of flows and links in
the flow table in OpenFlow-based switches. Then, we construct an ARMA model and
use the front measurement data to train it , and use the proposed ARMA model to
forecast and optimize the estimation results to reduce measurement errors. Finally, we
repeat some simulations to verify the proposed method in the SDN-based cloud-edge
computing network.
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Abstract. With the development of mobile Internet and cloud computing, the
amount of network traffic has been significantly increased. Security problems
have drawn a lot of attention, while traditional methods are becoming increasingly
unsuitable for it. In this paper, three machine learning algorithms are employed
to detect network intrusion, including KNN, Random Forest, and Multilayer Per-
ceptron. Performance evaluation and comparison between them are conducted, in
terms of precision, recall, training time, etc. Simulation results on the NSL-KDD,
a benchmark data set of network intrusion detection, show that the Random For-
est algorithm exhibits higher detection accuracy and remarkably shorter training
time.

Keywords: Network intrusion detection ·Machine learning · Random forest ·
Multilayer Perceptron · Performance analysis

1 Introduction

With the development of the mobile Internet, many business systems are deployed on
distributed cloud computing platforms. A large number of user groups generate massive
amounts of network traffic. Much of network traffic is generated by malicious attacks
carried out by attackers against certain servers or hosts. Some attackers act like normal
users, generating data, and hiding their malicious activities under TB or even PB-level
data. Due to a large amount of data or lack of network intrusion detection capabilities,
hackers can invade enterprise computer systems through Trojans, backdoors, and even
complex APT and “0-day” vulnerabilities, threatening the information security of the
companies. When the Trojan communicates with the attacker, the generated network
traffic showing obvious communication features, which can be effectively captured by
intrusion detection technology [1]. However, the anomaly detection algorithms behave
differently in different environments, and there is diversity between accuracy, recall,
precision. Therefore, it is especially important to compare and evaluate the performance
of different intrusion techniques.

Z. Li et al. propose a network intrusion detection method based on Recurrent Neu-
ral Networks and Broad Learning System to detect various known network attacks [2].
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Authors study the prediction approach to end-to-end traffic in space information net-
works [3, 4]. I. Ahmad et al. compare the performance of support vectormachine, random
forest and extreme learning machine algorithm [5]. Some studies also focus on estima-
tions to network traffic [6].M. C. et al. study the IDS built by Snort and Suricata based on
Raspberry Pi, and its performance comparison [7]. D. Jiang et al. research the behaviors
and activities [8]. SAMIRA et al. designed an anomaly-based detection called Mutation
Cuckoo Fuzzy for feature selection and Evolutionary Neural Network for classification
[9]. Compressive sensing-based approach also can be used in [10]. Authors propose to
optimize a soft computing tool widely used for intrusion detection namely Back Prop-
agation Neural Network using a novel hybrid Framework based on improved Genetic
Algorithm and Simulated Annealing Algorithm [11]. Wireless network is studied in
[12–14]. The scholars use the proposed State Preserving Extreme Learning Machine
algorithm [15]. Intrusion Detection for IoT network is studied in [16–18]. And industry
application is studied in [19–22]. An improved convolutional neural network model is
proposed in [23]. Large-Scale cyber networks are studied in [24, 25]. From the review
above, we can see that the performance of the network intrusion detection algorithms
still attracts a lot of attention in academia and industry.

In this paper, we study the performance comparison of three network intrusion detec-
tion algorithms. First, the general architecture of IDS (Intrusion Detection System) is
illustrated. And three network intrusion algorithms are introduced, including KNN (K
Nearest Neighbor), RF (Random Forest), and MLP (Multilayer Perceptron). To evalu-
ate the performance of three network intrusion algorithms, the network intrusion dataset
NSL-KDD is employed,which has been preprocessed to input to the algorithms. Besides,
we present several performance comparison metrics. Evaluating simulations are car-
ried out, which show that the Random Forest intrusion detection algorithm has better
performance than the other two algorithms.

2 System Model

In this section, we will briefly introduce three intrusion detection algorithms compared
in this paper, including KNN, RF, and MLP classifiers.

1. KNN
The basic rule of the KNN algorithm is to find the k nearest neighbors in all the N
samples. When k = 1, KNN becomes the nearest neighbor problem. The first step of
KNN is to calculate the distance between the input sample and all samples. The dis-
tance between the n-dimension vector a(x11, x12, . . . , x1n) and b(x21, x22, . . . , x2n)
is calculated as (1), which is called the Euclidean Distance.

d12 =
√
√
√
√

n
∑

k=1

(x1k − x2k)2 (1)

Then choose k nearest neighbors which have the shortest distance between the input
sample. Based on the main class of these k neighbors, the classification of the input
sample can be achieved.
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Fig. 1. Basic Architecture of Random Forest.

2. Random Forest
Random forest algorithm is an ensemble learning algorithm with decision tree as
base learner. The forest is constructed bymany decision trees. There is no correlation
between each decision tree of random forest. After the forest constructed,when a new
input sample enters, each decision tree in the forest judges separately and gets the
classification result of the sample. Finally, through the voting mechanism, combine
the results of all decision trees. The one with the most classification votes belongs
to this category. The basic architecture of RF is shown in Fig. 1. Figure 1 Basic
architecture of random forest.

3. MLP
MLP is also called artificial neural network (ANN). In addition to the input and output
layer, there can bemultiple hidden layers between the input layer and the output layer.
The general MLP contains only one hidden layer, which is shown in Fig. 2. The cells
of each layer are connected with all the cells of the adjacent layer. And there is no
connection between the cells of the same layer. When a training sample is input to
the network, the activation value of the neuron propagates from the input layer to
the output layer through each middle layer. Each neuron in the output layer obtains
the input response of the network. Next, according to the direction of reducing the
target output and the actual error, from the output layer through the middle layer,
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each connection weight is updated layer by layer, and finally back to the input layer.
By cycling the above processes, a trained neural network model can be obtained.

x1

x2

x3

x4

y1

y2

Input Layer

Hidden Layer

Output Layer

Fig. 2. General MLP architecture.

3 Research Methodology

The performance comparison is based on the standard network intrusion dataset NSL-
KDD, which is the improved version of KDD-99. The data preprocessing is conducted
to make the dataset more suitable for classifiers to handle. The metrics to evaluate the
performance of different detection algorithms are presented in this section.

3.1 Data Preprocessing

NSL-KDD includes 39 common types of network attacks, 22 of them in the training set,
and 17 in the test. There are several columns in text form. Therefore, it is necessary to
convert them into the form which can be inputted into the classifier.

The raw data of the NSL-KDD dataset has some useless features and some of the
features are in text form. And all of 39 types of attacks are in the data, causing it cannot
be handled directly. Therefore, we carry out data preprocessing. The main steps of data
preprocessing of NSL-KDD are data cleaning, data encoding, data normalization and
label binarization.

1. Data Cleaning.
The 43rd column attribute in the dataset indicates whether the sample is easy to
classify, which is not essential for this paper. Thereby, it is necessary to eliminate
the influence of useless features.

2. Data Encoding.
There are three character-type features, including protocol type, service and flag.
The detection algorithms based on machine learning are not capable of dealing with
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characters. We conduct data encoding for the character-type features. For example,
for the protocol type, there are three types, TCP, UDP and ICMP. We encode the
TCP as 1, UDP as 2, and ICMP as 3. The remaining columns are also encoded in
this way.

3. Data Normalization.
When the scales of features in different dimensions of the original data are incon-
sistent, normalization steps are needed to preprocess the data. The normaliza-
tion method we conduct to deal with NSL-KDD is the Z-Score normalization
method. Z-score standardization is to scale the data to a specific range, ensuring
the σ = 1, μ = 1. The σ is the standard deviation of samples, and the μ is the mean
value of samples. The standard deviation is defined as

σ =
√
√
√
√

1

N

N
∑

i=1

(xi − μ)2 (2)

where N represents the total number of tested samples, xi is the value of sample i.
Z-Score transformation formula is:

z = x − μ

σ
(3)

where x is the sample before Z-Score normalization and z is the converted value.
4. Label Binarization.

In some application scenarios, it is not necessary to distinguish different types of net-
work attacks in detail. It only needs to detect normal and abnormal traffic. Therefore,
in the data preprocessing, we encode the abnormal traffic type including Dos, Probe,
R2L, U2R to 1 and the normal traffic to 0. The label binarization could effectively
improve the performance of some classifiers.

3.2 Performance Comparison Metrics

The confusion matrix is a common evaluation method used to evaluate the classification
performance of the intrusion detection binary classification problem. The confusion
matrix used to determine the detection performance of the three systems in this paper is
shown in Table 1.

Common performance metrics used to evaluate IDS performance are as follows:

• Precision
The precision rate is an indicator of accuracy, which indicates the proportion of the
number of positive cases correctly classified by the classifier to the number of positive
cases. It can be expressed as

Precision = TP

TP + FP
(4)

where TP represents the number of abnormalities correctly detected, and the FP
represents the false positive prediction of negative class.
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Table 1. Confusion matrix.

Predicted value

Observed value TP (True Positive) FN (False
Negative)

FP (False Positive) TN (True
Negative)

• True Positive Rate (TPR)/Recall
The TPR is defined as the ratio of the number of correctly predicted network anomalies
and the total number of network anomalies. TPR is also called Recall or sensitivity.
TPR can be represented as

TPR = TP

TP + FN
=Recall = Sensitivity (5)

where FN represents the number of normal conditions that are erroneously detected.
• False Positive Rate (FPR)
The false positive rate is defined as the proportion of normal conditions incorrectly
classified as a intrusion and all normal conditions, which can be represented as

FPR = FP

FP + TN
(6)

where TN represents the number of correctly detected normal conditions.
• F1-Score
F-measure is the weighted harmonic average of precision and recall, which is quite
effective for the imbalanced classification problem.We use the F1-Score in this paper,
which can be expressed as:

F1 = 2 · precision · recall
precision+ recall

= 2TP

2TP + FP + FN
(7)

4 Simulation and Result Analysis

4.1 Evaluation Strategy

The simulation experiment in this paper is based on the NSL-KDD intrusion detection
data set. 80% of the dataset is taken as training set and 20% is taken as the testing set.
The officially provided test set is used as the validation set. We compared the training
results of the classifiers with the original data, the normalized and binary data, as well
as the training time and performance on the validation set. The metrics in 3.3 are used
to evaluate the performance of the KNN, RF, and MLP classifier. And the ROC Curve
is drawn to compare the performance of the two-class classification algorithm.
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4.2 Simulation Results

Comparison on precision, recall, F1-Score and training time between KNN, RF and
MLP is shown in Table 2. RF has better performance when processing the raw data of
NSL-KDD dataset. The precision, recall and F1-Score are higher than the other two
classifiers, while the training time is significantly shorter than them. As KNN is based
on the distance calculation between the samples, the training time is much longer than
the other classifiers, which will be even higher when the samples are normalized.

Table 2. Classification result on raw dataset.

Precision Recall F1-Score Time

KNN 0.71627 0.72529 0.67444 9.49819

RF 0.80297 0.73771 0.68995 0.83753

MLP 0.64075 0.70232 0.65793 4.54791

The detection precision on each attack type is shown in Fig. 3. If the detection
accuracy is less than 50%, the classifier is almost unavailable, because the accuracy is
less than that of the random guess classifier. Therefore, in the comparing experiment, we
only illustrate the detection result higher than 50%. The detection precision of the three
algorithms on the training data is higher than 95%. However, MLP cannot detect the
R2L and U2R attacks effectively. There is not much difference in the detection precision
between KNN and RF on the train data. As detecting on the test data, because there are
unknown attack types, detection precision decrease obviously. And the Random Forest
classifier has the best performance.

Fig. 3. Precision comparison on NSL-KDD.

The detection results after data normalization are shown in Fig. 4. After normal-
ization, the detection precision of KNN and MLP increases, while the Random Forest
decrease than before. Because KNN is based on the distance calculation of the samples,
and MLP can converge better and faster after standardization. But the training time of



222 Z. Wang et al.

Fig. 4. Precision comparison on normalized NSL-KDD.

Fig. 5. ROC curve of two-class classifier.

KNN increases to 106.38 s, and the MLP increases to 16.5 s. The precision of MLP
exceeds RF and KNN, while it is still lower than the RF on the raw data.

After label binarization, the three classifiers turn into the two-class classifier. Figure 5
shows the ROC (receiver operating characteristic) Curve of them. The larger the area
occupied by the ROC curve, the better the performance of the classifier. Obviously, the
Random Forest Classifier still has better performance than KNN and MLP.

5 Conclusion

This paper investigates and compares the performance of different machine learning
algorithms in network intrusion detection, including KNN, Random Forest and MLP.
The NSL-KDD data is employed in the comparison, with data preprocessing. Speaking
of detecting precision, recall and F1-Score, the Random Forest algorithm outperforms
the other two algorithms. Except the MLP behaves better slightly after normalization.
Besides, the Random Forest has the best training efficiency, with remarkably short train-
ing time. Therefore, as an ensemble learning method, the Random Forest is suitable
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for network intrusion detection in this paper. For future work, more intrusion detection
algorithms and feature transformation techniques will be investigated.
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Abstract. The present paper is studying a class of inertial BAM neural
networks with general activations and delays. With the help of the non-
reduced order method and designing some useful Lyapunov functions,
criterions ensuring the exponential stability of the investigated network
system are proposed, the obtained conditions are essentially new and
complement previously stability results. Moreover, a simulated example
is also presented in order to support the established fruits.

Keywords: General BAM neural network · Stability

1 Introduction

In recent decades, numerous neural networks (NNs) have attracted lots of atten-
tion of researchers in view of their wide applications in many engineering fields.
As an significant kind of NNs, the known bidirectional associative memory
(BAM) NNs, firstly introduced by Kosko [1,2], have a wide application prospect
in all kinds of fields, for example, pattern recognition, intelligent information pro-
cessing, optimization problem calculation and complex control, see [3–10]. It be
universally known that the limited signal propagation time and switching time
interval are inevitable in nature, the time delay is ubiquitous and inescapable
in the real world applications. Thus, the kinetic study of delayed NNs has been
extensively noticed and discussed during these years, particularly, dynamical
behaviors including stability [11], periodic oscillation [12,13], synchronization
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problem [14,15], and bifurcation [16,17], and so on, many kinds of delayed BAM
NNs have been widely investigated.

It is worth highlighting that the aforementioned theoretical results are mainly
with regard to neural networks modeling by first order DDEs (namely, delay dif-
ferential equations). Actually, inertial effects are inescapable in many practical
systems, for instance, power electronics, GRNs, NNs, etc., see such as [18–20].
Consequently, it is important and meaningful to research the dynamical behav-
iors of NNs with inertia characteristics. As a result of the existence of inertial
factors, the model stemming from the real word is usually expressed by two order
functional differential equations, which is having nothing in common with the
traditional ones and brings many theoretical and technical obstacles when inves-
tigating their dynamical behaviors. In addition, in many existing literatures,
many researchers applied the reduced-order technique to consider the inertial
NNs, although it is an effective method but there are still some problems, for
example, when by applying appropriate variable transformations, the two order
DEs are equivalent to two sub-systems, and considering BAM neural networks
are binary systems, which unquestionably raises the dimension of the system
and tremendously causes difficulty on theoretical analysis and the computational
complexity of the established outcomes. Consequently, it is badly in need of new
approach to investigate the exponential stability of delayed inertial BAM NNs
with general activations.

On account of the above discussions and some recent references [21–23], the
exponential stability of delayed inertial BAM NNs with activations. By employ-
ing the non-reduced order methods, a up-to-date Lyapunov-Kraiiovskii function
is constructed, efficient criterions are established for the investigated NNs. Dis-
tinct from existing theoretical results with regard to the exponential stability
of delayed inertial neural network where the reduced-order methods is adopted,
the obtained main results improve some of the latest research results.

This followings are the arrangements of this paper. Section 2 presents
some preliminaries. In part 3, we concretely research the exponential stability.
Section 4 provides a simulated example. Ultimately, a conclusion is obtained in
Sect. 5.

2 Preliminaries

In this part, we will study the delayed inertial general BAM neural networks
with general activations:

⎧
⎪⎪⎨

⎪⎪⎩

m′′
i (t) = −aim

′
i(t) − dimi(t) +

n∑

j=1

pjifj(mj(t − σji), zj(t − τji)) + Ii,

z′′
j (t) = −biz

′
j(t) − hjzj(t) +

n∑

i=1

qijgi(mi(t − δij), zi(t − ηij)) + Jj ,
(1)
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the initial datas concerning (1) are equipped as
⎧
⎨

⎩

mi(t) = ϑi(t), s ∈ [−r1, 0], r1 = max{ max
1≤i≤n,1≤j≤n

σji, max
1≤i≤n,1≤j≤n

δij},

zj(t) = ψj(t), s ∈ [−r2, 0], r2 = max{ max
1≤i≤n,1≤j≤n

τji, max
1≤i≤n,1≤j≤n

ηij},

(2)
In system (1), the second derivative terms are the so-called inertial terms, mi

and zj stand for the states of the ith neuron and the jth neuron, respectively;
fj(·, ·) and gi(·, ·) on behalf of the activation functions of the jth and ith unit,
respectively; di and hj delegate the rate with which the i-th nerve cell and j-th
nerve cell will reset its potential to the resting state in isolation when they are
not related to the system and external input; ai, bj are positive constants, pji

and qij mean the connection weights of the neuron i and j, and i, j = 1, 2, ..., n.

In order to establish the theoretical results, we impose the Lipschitz condi-
tions on the activation functions.
(H1) There are positive constants αj , βj , ωi, γi, such that

|fj(p1, q1) − fj(p2, q2)| ≤ αj |p1 − p2| + βj |q1 − q2|,

|gi(p1, q1) − gi(p2, q2)| ≤ ωi|q1 − q2| + γi|q1 − q2|,
for any p1, p2, q1, q2 ∈ R, i, j = 1, 2, ..., n.

3 Main Results

Theorem 1. Let Hypothesis (H1) hold. Then system (1) is globally exponen-
tially stable if the coefficients satisfy the following conditions:

Ji < 0, Ji < 0, (3)

and
4JiKi > (Li)2, 4JiKi > (Li)2, (4)

in which
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

Ji = ξ1iζ1i − aiξ
2
1i + 1

2

n∑

j=1

ξ21i|pji|(αj + βj),

Ki = 1
2

n∑

j=1

|ξ1i||ζ1i||pji|(αj + βj) + 1
2

n∑

j=1

(
ξ21i|pji|αj + |ξ1i||ζ1i||pji|αj

)

+ 1
2

n∑

j=1

(
ξ22i|qij |ωi + |ξ2i||ζ2i||qij |ωi

) − diξ1iζ1i,

Li = λ1i + ζ21i − diξ
2
1i − aiξ1iζ1i,
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and
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

Ji = ξ2iζ2i − bjξ
2
2i + 1

2

n∑

j=1

ξ22i|qij |(ωi + γi),

Ki = 1
2

n∑

j=1

|ξ2i||ζ2i||qij |(ωi + γi) + 1
2

n∑

j=1

(
ξ21i|pji|βj + |ξ1i||ζ1i||pji|βj

)

+ 1
2

n∑

j=1

(
ξ22i|qij |γi + |ξ2i||ζ2i||qij |γi

) − hjξ2iζ2i,

Li = λ2i + ζ22i − hjξ
2
2i − bjξ2iζ2i.

Proof. Let m(t) = (m1(t),m2(t), · · · ,mn(t)), z(t) = (z1(t), z2(t), · · · , zn(t)) and
m∗(t) = (m∗

1(t),m
∗
2(t), · · · ,m∗

n(t)), z∗(t) = (z∗
1(t), z∗

2(t), · · · , z∗
n(t)) be two dif-

ferent solutions of system (1). Denote xi(t) = mi(t)−m∗
i (t), yj(t) = zj(t)−z∗

j (t),
then

⎧
⎪⎪⎨

⎪⎪⎩

x′′
i (t) = −aix

′
i(t) − dixi(t) +

n∑

j=1

pjif̃j(xj(t − σji), yj(t − τji)),

y′′
j (t) = −bjy

′
j(t) − hjyj(t) +

n∑

i=1

qij g̃i(xi(t − δij), yi(t − ηij)),
(5)

where
f̃j(xj , yj) = fj(mj , zj) − fj(m∗

j , z
∗
j ),

and
g̃i(xi(t), yi(t)) = gi(mi(t), zi(t)) − gj(m∗

i (t), z
∗
i (t)).

We deduce from the continuity theory and (3)–(4) that there is a constant ε > 0
satisfying

Jε
i < 0, J ε

i < 0,

and

4Jε
iK

ε
i > (Lε

i )
2, 4J ε

i Kε
i > (Lε

i )
2,

where ⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Jε
i = ξ21iε + ξ1iζ1i − aiξ

2
1i + 1

2

n∑

j=1

ξ21i|pji|(αj + βj),

Kε
i = λ1iε + ζ21iε + 1

2

n∑

j=1

|ξ1i||ζ1i||pji|(αj + βj)

+ 1
2

n∑

j=1

(
ξ21i|pji|αj + |ξ1i||ζ1i||pji|αj

)

+ 1
2

n∑

j=1

(
ξ22i|qij |ωi + |ξ2i||ζ2i||qij |ωi

) − diξ1iζ1i,

Lε
i = λ1i + ζ21i + 2εξ1iζ1i − diξ

2
1i − aiξ1iζ1i,

(6)
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and ⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

J ε
i = ξ22iε + ξ2iζ2i − bjξ

2
2i + 1

2

n∑

j=1

ξ22i|qij |(ωi + γi),

Kε
i = λ2iε + ζ22iε + 1

2

n∑

j=1

|ξ2i||ζ2i||qij |(ωi + γi)

+ 1
2

n∑

j=1

(
ξ21i|pji|βj + |ξ1i||ζ1i||pji|βj

)

+ 1
2

n∑

j=1

(
ξ22i|qij |γi + |ξ2i||ζ2i||qij |γi

) − hjξ2iζ2i,

Lε
i = λ2i + ζ22i + 2εξ2iζ2i − hjξ

2
2i − bjξ2iζ2i.

(7)

Designing Lyapunov function with integral term as follows:

V (r) =
1
2

n∑

i=1

λ1ix
2
i (r)e

2εt +
1
2

n∑

i=1

(ξ1ix
′
i(r) + ζ1ixi(r))2e2εr

︸ ︷︷ ︸
V1(r)

+
1
2

n∑

i=1

λ2iy
2
i (r)e2εr +

1
2

n∑

i=1

(ξ2iy
′
i(r) + ζ2iyi(r))2e2εr

︸ ︷︷ ︸
V2(r)

+
1
2

n∑

i,j=1

[ξ21i|pji|αj + |ξ1i||ζ1i||pji|αj ]
∫ r

r−σji

e2ε(s+r1)(xj(s))2ds

︸ ︷︷ ︸
V3(r)

+
1
2

n∑

i,j=1

[ξ21i|pji|βj + |ξ1i||ζ1i||pji|βj ]
∫ r

r−τji

e2ε(s+r2)(yj(s))2ds

︸ ︷︷ ︸
V3(r)

+
1
2

n∑

i,j=1

[ξ22i|qij |ωi + |ξ2i||ζ2i||qij |ωi]
∫ r

r−δij

e2ε(s+r1)(xi(s))2ds

︸ ︷︷ ︸
V4(r)

+
1
2

n∑

i,j=1

[ξ22i|qij |γi + |ξ2i||ζ2i||qij |γi]
∫ t

r−ηij

e2ε(s+r2)(yi(s))2ds

︸ ︷︷ ︸
V4(r)

.

(8)
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Compute the derivatives of (8), we deduce

dV1(r)

dr
=2ε

[
1

2

n∑
i=1

λ1ix
2
i (r)e

2εr +
1

2

n∑
i=1

(ξ1ix
′
i(r) + ζ1ixi(r))

2e2εr

]

+

n∑
i=1

λ1ixi(r)x
′
i(r)e

2εr +
n∑

i=1

(ξ1ix
′
i(r) + ζ1ixi(r))(ξ1ix

′′
i (r) + ζ1ix

′
i(r))e

2εr

=2ε

[
1

2

n∑
i=1

λ1ix
2
i (r)e

2εr +
1

2

n∑
i=1

(ξ1ix
′
i(r) + ζ1ixi(r))

2e2εr

]

+

n∑
i=1

(λ1i + ζ21i)xi(r)x
′
i(r)e

2εr +
n∑

i=1

(ξ1iζ1i)(x
′
i(r))

2e2εr

+

n∑
i=1

ξ1i(ξ1ix
′
i(r) + ζ1ixi(r))e

2εr

[
− aix

′
i(r) − dixi(r)

+
n∑

j=1

pji(αj |xj(r − σji)| + βj |yj(r − τji)|)
]

≤e2εr

[ n∑
i=1

(λ1i + ζ21i + 2εξ1iζ1i − diξ
2
1i − aiξ1iζ1i)xi(r)x

′
i(r)

+
n∑

i=1

(λ1iε + ζ21iε − diξ1iζ1i)(xi(r))
2

+
n∑

i=1

(ξ21iε + ξ1iζ1i − aiξ
2
1i)(x

′
i(r))

2

+

n∑
i=1

n∑
j=1

(ξ21i|x′
i(r)| + |ξ1i||ζ1i||xi(r)|)|pji|(αj |xj(r − σji)| + βj |yj(r − τji)|)

]
.

(9)



Inertial BAM NNs 231

By the elementary inequalities, we have that

n∑

i,j=1

(ξ21i|x′
i(r)| + |ξ1i||ζ1i||xi(r)|)|pji|(αj |xj(t − σji)| + βj |yj(r − τji)|)

=
n∑

i,j=1

ξ21i|pji||x′
i(r)|(αj |xj(r − σji)| + βj |yj(r − τji)|)

+
n∑

i,j=1

|ξ1i||ζ1i||pji||xi(r)|(αj |xj(r − σji)| + βj |yj(r − τji)|)

≤1
2

n∑

i,j=1

ξ21i|pji|αj [(x′
i(r))

2 + (xj(r − σji))2]

+
1
2

n∑

i,j=1

ξ21i|pji|βj [(x′
i(r))

2 + (yj(r − τji))2]

+
1
2

n∑

i,j=1

|ξ1i||ζ1i||pji|αj [(xi(r))2 + (xj(r − σji))2]

+
1
2

n∑

i,j=1

|ξ1i||ζ1i||pji|βj [(xi(r))2 + (yj(r − τji))2]

=
1
2

n∑

i,j=1

ξ21i|pji|(αj + βj)(x′
i(r))

2 +
1
2

n∑

i,j=1

|ξ1i||ζ1i||pji|(αj + βj)(xi(r))2

+
1
2

n∑

i,j=1

[ξ21i|pji|αj + |ξ1i||ζ1i||pji|αj ](xj(r − σji))2

+
1
2

n∑

i,j=1

[ξ21i|pji|βj + |ξ1i||ζ1i||pji|βj ](yj(r − τji))2.

(10)

Putting (9) and (10) together, we have

dV1(r)

dr
≤e2εr

[ n∑
i=1

(λ1i + ζ2
1i + 2εξ1iζ1i − diξ

2
1i − aiξ1iζ1i)xi(r)x

′
i(r)

+

n∑
i=1

(
λ1iε + ζ2

1iε − diξ1iζ1i +
1

2

n∑
j=1

|ξ1i||ζ1i||pji|(αj + βj)
)
(xi(r))

2

+
n∑

i=1

(
ξ21iε + ξ1iζ1i − aiξ

2
1i +

1

2

n∑
j=1

ξ21i|pji|(αj + βj)
)
(x′

i(t))
2

+
1

2

n∑
i,j=1

[ξ21i|pji|αj + |ξ1i||ζ1i||pji|αj ](xj(r − σji))
2

+
1

2

n∑
i,j=1

[ξ21i|pji|βj + |ξ1i||ζ1i||pji|βj ](yj(r − τji))
2

]
.

(11)
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Analogously, we have

dV2(r)

dr
≤e2εr

[ n∑
i=1

(λ2i + ζ2
2i + 2εξ2iζ2i − hjξ

2
2i − bjξ2iζ2i)yi(r)y

′
i(r)

+
n∑

i=1

(
λ2iε + ζ2

2iε − hjξ2iζ2i +
1

2

n∑
j=1

|ξ2i||ζ2i||qij |(ωi + γi)
)
(yi(r))

2

+
n∑

i=1

(
ξ22iε + ξ2iζ2i − bjξ

2
2i +

1

2

n∑
j=1

ξ22i|qij |(ωi + γi)
)
(y′

i(t))
2

+
1

2

n∑
i,j=1

[ξ22i|qij |ωi + |ξ2i||ζ2i||qij |ωi](xi(r − δij))
2

+
1

2

n∑
i,j=1

[ξ22i|qij |γi + |ξ2i||ζ2i||qij |γi](yi(r − ηij))
2

]
.

(12)

Through a simple manipulation, one yields

dV3(r)

dt
≤1

2

n∑
i,j=1

[ξ21i|pji|αj + |ξ1i||ζ1i||pji|αj ]e
2εr(xj(r))

2

− 1

2

n∑
i,j=1

[ξ21i|pji|αj + |ξ1i||ζ1i||pji|αj ]e
2εr(xj(r − σji))

2

+
1

2

n∑
i,j=1

[ξ21i|pji|βj + |ξ1i||ζ1i||pji|βj ]e
2εr(yj(r))

2

− 1

2

n∑
i,j=1

[ξ21i|pji|βj + |ξ1i||ζ1i||pji|βj ]e
2εr(yj(r − τji))

2,

(13)

and
dV4(r)

dr
≤1

2

n∑
i,j=1

[ξ22i|qij |ωi + |ξ2i||ζ2i||qij |ωi]e
2εr(xi(r))

2

− 1

2

n∑
i,j=1

[ξ22i|qij |ωi + |ξ2i||ζ2i||qij |ωi]e
2εr(xi(r − δij))

2

+
1

2

n∑
i,j=1

[ξ22i|qij |γi + |ξ2i||ζ2i||qij |γi]e
2εr(yi(r))

2

− 1

2

n∑
i,j=1

[ξ22i|qij |γi + |ξ2i||ζ2i||qij |γi]e
2εr(yi(r − ηij))

2.

(14)
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With the help of (11)–(14) and (8) produces

dV (r)

dr
≤e2εr

{ n∑
i=1

(λ1i + ζ2
1i + 2εξ1iζ1i − diξ

2
1i − aiξ1iζ1i)xi(r)x

′
i(r)

+
n∑

i=1

[
λ1iε + ζ2

1iε − diξ1iζ1i +
1

2

n∑
j=1

|ξ1i||ζ1i||pji|(αj + βj)

+
1

2

n∑
j=1

(
ξ21i|pji|αj + |ξ1i||ζ1i||pji|αj

)

+
1

2

n∑
j=1

(
ξ22i|qij |ωi + |ξ2i||ζ2i||qij |ωi

)]
(xi(r))

2

+
n∑

i=1

(
ξ21iε + ξ1iζ1i − aiξ

2
1i +

1

2

n∑
j=1

ξ21i|pji|(αj + βj)
)
(x′

i(r))
2

}

+ e2εr

{ n∑
i=1

(λ2i + ζ2
2i + 2εξ2iζ2i − hjξ

2
2i − bjξ2iζ2i)yi(r)y

′
i(r)

+
n∑

i=1

[
λ2iε + ζ2

2iε − hjξ2iζ2i +
1

2

n∑
j=1

|ξ2i||ζ2i||qij |(ωi + γi)

+
1

2

n∑
j=1

(
ξ21i|pji|βj + |ξ1i||ζ1i||pji|βj

)
+

1

2

n∑
i=1

n∑
j=1

(
ξ22i|qij |γi

+ |ξ2i||ζ2i||qij |γi

)]
(yi(t))

2

+
n∑

i=1

(
ξ22iε + ξ2iζ2i − bjξ

2
2i +

1

2

n∑
j=1

ξ22i|qij |(ωi + γi)
)
(y′

i(t))
2

}

=e2εt

{ n∑
i=1

[
Jε

i (x
′
i(r))

2 + Kε
i (xi(r))

2 + Lε
i xi(r)x

′
i(r)

]

+

n∑
i=1

[
J ε

i (y′
i(r))

2 + Kε
i (yi(r))

2 + Lε
i yi(r)y

′
i(r)

]}

=e2εr

{ n∑
i=1

Jε
i

(
x′

i(r) +
Lε

i

2Jε
i

xi(r)
)2

+
n∑

i=1

(
Kε

i − (Lε
i )

2

4Jε
i

)
(xi(r))

2

+

n∑
i=1

J ε
i

(
y′

i(r) +
Lε

i

2J ε
i

yi(r)
)2

+

n∑
i=1

(Kε
i − (Lε

i )
2

4J ε
i

)
(yi(r))

2

}

≤0, for all r ∈ [0, ∞).

(15)

Therefore,
V (r) ≤ V (0), for all r ∈ [0, ∞),

we can deduce from (8) that

|xi(r)| ≤ Me−εr, |yi(r)| ≤ Me−εr,

where M is a constant, the above inequality means that |xi(r)|, |yi(r)| exponentially
converge to 0. The proof of Theorem 1 is ended.
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4 Numerical Simulations

Example 1. Consider the inertial delayed general BAM NNs with a general
binary activation function:

⎧
⎪⎪⎨

⎪⎪⎩

m′′
i (t) = −aim

′
i(t) − dimi(t) +

2∑

j=1

pjifj(mj(t − 0.4), zj(t − 0.4)) + Ii,

z′′
j (t) = −bjz

′
j(t) − hjzj(t) +

2∑

i=1

qijgi(mi(t − 0.4), zi(t − 0.4)) + Jj ,

(16)

where
fj(u, v) = gi(u, v) = 0.8|u| + 0.2|v|, i, j = 1, 2,

where a1 = 4.21, a2 = 3.15, b1 = 4.15, b2 = 3.9, p11 = q11 = 1.46, p12 = q12 =
−1.28, p21 = q21 = −2.1, p22 = q22 = 1.9, I1 = J1 = 1.5, I2 = J2 = 1.2, d1 = 10,
d2 = 9, h1 = 5.2, h2 = 7.1. By a simple calculation, we have αj = ωi = 0.8,
βj = γi = 0.2, ξ1i = ξ2i = ζ1i = ζ2i = 1, λ11 = 11.36, λ12 = 10.15, λ21 = 8.2,
λ22 = 8.5, and

J1 = −1.43,K2 = −0.56,K1 = −3.18,K2 = −1.666,L1 = −1.85,L2 = −1,

and

J1 = −1.78,J2 = −0.9,K1 = −2.57,K2 = −3.664,L1 = −0.15,L2 = −1.5.

It is easy to see that

J1 < 0, 4J1K1 = 18.1896 > 3.4225 = L2
1,

J2 < 0, 4J2K2 ≈ 3.7318 > 1 = L2
2,

and
J1 < 0, 4J1K1 = 18.2984 > 0.0225 = L2

1,

J2 < 0, 4J2K2 = 13.1904 > 2.25 = L2
2.

that the system (16) is exponentially stable. The performed numerical simula-
tions by Matlab to strongly verify this fact, see Figs. 1–2.

Remark 1. In recent years, many nice theoretical results concerning the dynam-
ics of BAM NNs have been reported, see, e.g., [6,9,24–26], nevertheless, the mod-
els studied in the aforementioned references do not include the inertial effect,
and therefore the established results effectively complement and extend exist-
ing ones. On the other hand, by choosing proper variable transformation and
reduced-order approach, the authors in [27–30] studied the dynamical behaviors
of inertial BAM NNs, clearly, the non reduced-order methods employed in this
paper enrich the analysis method for studying inertial BAM NNs.
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Fig. 1. The orbit graphics of variables mi(t) with distinct initial datas.
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Fig. 2. The orbit graphics of variables zi(t) with distinct initial datas.
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5 Conclusion

In this manuscript, without help of using the usual reduced order approach, we
investigated the exponential stability issue for a general delayed inertial BAM
NNs, new conditions are obtained by designing a novel Lyapunov function and
inequality methods. Finally, a simulation example is also performed to support
the established main interesting results. What is worth noting is that the pro-
posed non-reduced order approach in this manuscript can be extended to inertial
complex-valued NNs, we will study this problem in the foreseeable future.
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Simulation Study on Chinese Stock Market
Development Based on System Dynamics Model
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Abstract. This paper selects money supply, interest rate and gross domestic prod-
uct (GDP) as the key variables that affect the stock market value, and builds a sys-
tem dynamics simulation model. The annual data from 2011 to 2018 are selected
to simulate and analyze the impact of money supply, interest rate and GDP on
the development of the stock market by adjusting the values of key variables. The
simulation results show that money supply and GDP have a positive effect on
stock market value, while interest rate has a negative effect on stock market value.

Keywords: Stock market development · System dynamics · Simulation

1 Introduction

Since the establishment of the Shanghai stock exchange in the 1990s, China’s stock
market has experienced 29 years of rapid development. By the end of 2018, China’s
A-share market value had reached 43.37 trillion yuan, with 3,570 listed companies. The
stock market is the barometer of national economic development, and the sustained and
stable development of the stock market is crucial to national economic development.
On one hand, high-quality enterprises with good development status and capital needs
can be listed on the stock market for financing, thus promoting the development of
the real economy; On the other hand, the healthy and sustainable development of the
stock market also provides investment channels for the idle funds of individual investors
and enterprises, thus improving the utilization efficiency of social funds. Conversely,
the sustained and healthy development of the national economy can also promote the
development and improvement of the stock market.

China’s stock market has a long history of “policy market”, “bull short bear long”
said. Compared with the US stock market, the Chinese stock market started late and
developed relatively immaturely. The research on the development and fluctuation of
stock market has always been the focus of scholars. In this paper, through the literature
analysismethod, we use system dynamics theory to build a simulationmodel, to simulate
the stock market under the comprehensive effect of various factors. Based on the sim-
ulation results, it is expected to put forward relevant policy suggestions for promoting
the development of the stock market and reducing the volatility of the stock market.
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2 Literature Review

There are many factors influencing the development and volatility of the stock market.
Domestic and foreign scholars mainly study the stock market from the following three
aspects:

First, the impact of money supply on stock market volatility and stock market devel-
opment. Ioannidis and Kontonika (2007) [1] studied the relationship between monetary
policy changes and stock market returns in 13 OECD countries from 1972 to 2002. The
results showed that monetary policy changes had a significant impact on stock market
returns and the stock market transmission mechanism of monetary policy was effective.
Jansen and Tsai (2010) [2] divided stock returns into bull market and bear market by
using data from 1994 to 2005, and respectively studied the impact of monetary policy
on stock market. The empirical results showed that monetary policy had a negative and
significant impact on stock market in bear market. Xiao (2012) [3] by using Granger
causality test andVectorAutoregressivemodel, analyzed of the interactions of themoney
supply and stock market. The empirical results found that changes in the money supply
has a certain influence on stock price, but the effect was not significant. However money
supply changes affect the stock price volatility to a certain extent. Bekaert et al. (2013)
[4] decomposed the stock market volatility index VIX into two parts: risk aversion and
stock market expectation risk, building the VAR model, and analyzed the correlation
between them by impulse response analysis and variance decomposition. The research
results showed that loose monetary policy reduced risk aversion and uncertainty. Xu
et al. (2014) [5] took the data of China’s money supply and stock market volatility from
1997 to 2013 and used wavelet analysis to study the correlation between money supply
and SSE composite index volatility. The empirical results show that M1 change and SSE
index volatility have significant interaction effect in the short and medium term, while
M2 change and SSE index volatility have significant interaction effect in the short term.
Liu et al. (2015) [6] divided Chinese stock market into three interval states by using data
from 1997 to 2014 and SSE vector autoregressive model, and analyzed the influence of
monetary policy on stock market return rate under different interval states. The results
show that monetary policy has an asymmetric effect on stock market return. Fang and
An (2019) [7] selected the monthly data of Shanghai composite index and money supply
(M2) from 2001 to 2019 and conducted an empirical study on the relationship between
money supply and stock market by using VAR model and BEKK-GARCH model. The
empirical results showed that money supply had unilateral volatility spillover effect on
the stock market.

Second, the impact of interest rate adjustment on stock market volatility. Roberto
and Sack (2003) [8] conducted an empirical study on the relationship between interest
rate adjustment and stock price volatility. The empirical results showed that when short-
term interest rate was increased by 0.25%, the S&P index dropped by 1.9%. Rigobon
and Brian (2004) [9] analyzed the relationship between monetary policy changes and
stock market fluctuations in the United States, and the results showed that short-term
interest rates were negatively correlated with stock prices. Bernanke and Kuttner (2005)
[10] used event analysis to study the impact of unexpected changes in the funds rate
on stock market returns. The results showed that when the federal funds target rate was
unexpectedly lowered by 0.0025%, the stock market index rose by 1%. Stock market
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indexes move in the opposite direction of the federal funds rate. Hu (2016) [11] selected
monthly data from 2005 to 2015 and empirically analyzed the dynamic time-varying
correlation among interest rate, stock price and stockmarket volatility by using the TVP-
VARmodel. The empirical results showed that during the sample period, the relationship
between China’s interest rate change and stock market volatility successively showed
positive correlation, non-correlation and negative correlation. This shows that the interest
rate transmission channel of China’s monetary policy is gradually improving. Yang et al.
(2017) [12] used the RS-EGARCHmodel to study the impact of interest rate adjustment
on stockmarket volatility after 2012. The research results showed thatwhen the Shanghai
stock market was on the rise, the reduction of interest rate would significantly increase
volatility and yield, but when the Shanghai stock market was on the decline, the yield
would be significantly reduced. Wang et al. (2019) [13] selected the monthly interest
rate and SSE composite index volatility data from 2001 to 2018, and used the TVP-VAR
model to empirically analyze the impact of China’s central bank’s monetary policy on
the volatility of China’s stock market. The analysis results showed that the impact of
interest rate on stock market volatility should be classified into stages and short and
long periods. After 2012, raising interest rates will increase stock market volatility in
the short term and reduce stock market volatility in the medium and long term.

Third, the interaction between stock market development and economic growth.
In the research on the relationship between stock market development and economic
growth, most previous literatures have studied the one-way influence of stock market
growth on economic development, but fewhave studied the influence of economic growth
on stock market development. Gavin (2006) [14] believes that the rise in the price of
financial assets represented by stocks has awealth effect. The increase in asset prices will
lead to the increase in household wealth. If the marginal propensity to consume remains
unchanged, the increase in household wealth will lead to the increase in consumption
expenditure, thus promoting economic growth. Saciet et al. (2009) [15] constructed the
GMM dynamic panel model and empirically studied the relationship between stock
market volatility and economic growth. The empirical results showed that stock market
development had a significant impact on economic growth. Zalgiryte et al. (2014) [16]
selected GDP as a proxy indicator of economic development and studied the relationship
between economicgrowth and stockmarket development in theUnitedStates andFrance.
The results showed that stockmarket development was a powerful indicator of economic
growth. Lin and Cao (2014) [17] used the quarterly data of stock market and economic
growth from 1992 to 2012 to test the relationship between stockmarket development and
economic growth in China by using GMM method. The test results showed that stock
market development had a significant negative effect on economic growth. Ding (2018)
[18] tested the two-way causal relationship between China’s stock market volatility and
economic growth from both linear and non-linear perspectives. The test results show
that there is no significant linear Granger causality between the two, but the nonlinear
Granger causality between the two is significant. Wang and Xu (2019) [19] empirically
analyzed the threshold effect of stockmarket development on economic growth by taking
the size of China’s stock market as the threshold variable. The empirical results showed
that the size of stock market had a negative effect on economic growth on the whole, but
showed an increasing trend of marginal effect.
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To sum up, domestic and foreign scholars mainly analyze the influence of interest
rate, money supply and economic growth on the development and fluctuation of stock
market. In terms ofmethods, Vector Autoregressionmodel andGranger causality test are
mainly used to analyze themutual dynamic influence of various factors and stockmarket
volatility. The factors influencing the development of the stock market are complex and
varied, and it is not complete to analyze the explanatory power of stock market volatility
only by using a certain influencing factor. At present, there are few literatures studying
the development of stock market from the perspective that multiple influencing factors
constitute a whole system. Based on this, this paper USES the system dynamics theory to
construct a simulation model of stock market development to simulate the development
of stockmarket. By analyzing the simulation results, it is expected to put forward targeted
policy Suggestions for the sustainable and healthy development of stock market.

3 Model Construction

3.1 Data Sources

Combined with the development cycle of China’s stock market, this paper selects the
annual data of relevant variables from 2011 to 2018. In this period, China’s stock market
experienced a complete bull - bear market. The market value of the stock market is
selected from the market value of Shanghai stock market, the money supply is selected
from the broad money supply (M2), the interest rate is selected from the seven-day
interbank lending rate, and the economic development is selected from GDP as the
proxy indicator. The data came from the wind database, the national bureau of statistics
website and the people’s bank of China website.

3.2 System Boundary Determination and Structure Analysis

According to the theory of system dynamics, the dynamic change and development of
things over time is the result of the comprehensive action of internal variables rather
than external variables. By constructing the system dynamics simulation model, three
problems are mainly solved. Secondly, it systematically analyzes the influence of the
changes of variables in each subsystem on the development of the stock market, and the
influence of stock market fluctuations on each variable. Third, adjust various variables
to simulate the development of the stock market in various economic and financial
environments, and provide decision-making basis for relevant departments. In order
to solve these three problems, this paper refers to the subsystems divided by Li et al.
(2018) [20] when constructing the trust industry simulation system, and constructs the
simulation system of stock market development, which consists of four subsystems: the
economic subsystem, the financial subsystem, the stockmarket subsystem and the policy
subsystem. The system framework is shown in Fig. 1.

3.3 Description of Variables in the System Model

Based on the development status ofChina’s stockmarket, securities andBanks, this paper
selects 44 indicators, including 10 level variables, 19 rate variables and 15 auxiliary
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Fig. 1. Systematic framework of stock market development.

variables, to simulate the operation of the stock market by constructing a functional
relationship between indicators. Among them, three key indicators of money supply,
GDP and interest rate are selected to simulate the development of the stock market under
different circumstances by adjusting the parameters of these three indicators. This paper
ignores the impact of household income, savings-investment, government expenditure
and other factors. The description of each variable is shown in Table 1.

3.4 Analysis of Main Feedback Loops

This paper divides themain body of stock purchase into three types: individual investors,
institutional investors and industrial enterprises. Individual investors invest in stocks
through asset allocation to obtain dividend income and capital income, thus increasing
personal non-wage income, and then invest in stocks through asset allocation. Insti-
tutional investors through the analysis of market conditions, select the stock market
investment targets, part of the capital into the stock market. Institutional investors con-
tinue to invest part of their money in the stock market after distributing investment
income to shareholders and employees. After going public, industrial enterprises will
hold part of the shares or carry out stock buybacks. With the development of enterprises,
enterprises themselves can gain the benefits brought by the rising stock prices. In addi-
tion, the three major purchasers of the stock market obtain investment returns, which
will increase savings, thus increasing social savings. Through the savings-investment
effect, part of the capital flows into the stock market, promoting the growth of stock
market value. In addition, enterprises go public through listing financing to obtain the
capital needed for their own development. On the one hand, enterprises can promote the
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Table 1. Main variables of the system dynamics model of China stock market development.

Level variable Rate variable Rate variable Auxiliary
variable

Auxiliary
variable

Stockmarket value Capital inflow Annual
household
income

Money supply Resident stock
investment
expenditure

Institutional holdings Capital outflow Annual
household
expenditure

GDP Corporate capital
income

Residents holdings Institutional buy Corporate
capital inflow

interest rate Corporate
dividend income

Corporate holdings Institutional sell Corporate
capital
outflow

Investment
profit

Labor
compensation

Institutional assets Residents buy Savings
increase

Resident
capital income

Corporate
deposits

Corporate assets Residents sell Absorb
savings

Resident
dividend
income

savings stock Corporate buy Savings
allocation

Institutional
stock
investment
expenditure

Bank capital Corporate sell Bank loan Other income

Savings—investment Institutional
capital inflow

Interest
expense

Wage income

Resident wealth Institutional
capital outflow

Proportion of
net capital

increase of the gross national product, thus increasing the total social assets and increas-
ing the stock market capital inflow; On the other hand, when the performance of listed
enterprises improves, the stock price reflecting the company’s operating conditions will
also continue to increase.

The correlation among subsystems of the stock market development system is com-
prehensively studied. In this paper, Vensim PLE software is used to draw the causal
circuit diagram of the stock market development system, as shown in Fig. 2. As can be
seen from Fig. 2, the development of the stock market takes the market value as the core
indicator. With the development and improvement of the stock market, the market value
will gradually increase. In the causal loop diagram of the stock market development
system, there are 23 positive loops involving the market value:
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Fig. 2. Causal circuit diagram of stock market development system.

3.5 Establishment of Stock Market Development System Flow Chart

In this paper, according to the stock market development system module, the internal
structure of each system and their mutual relations, the flow diagram of the stock market
development system is established, as shown in Fig. 3.

Fig. 3. Flow diagram of stock market development system.

The system flow diagram is based on the causal circuit diagram. The mathematical
formulas between variables in the system flow diagram are established according to
the internal relationship between variables, or the parameter values are obtained by
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regression based on historical data, or by referring to the parameter values obtained by
relevant experts and scholars [21].

4 Model Verification and Simulation

4.1 Model Test

There are mainly three kinds of system dynamics simulation model test: (1) intuition
test. Combined with the relevant professional knowledge of the research content and
the requirements of the simulation model, the determination of the system boundary,
variable type, variable definition, function relationship between variables and so on were
tested. China’s stock market is heavily influenced by external factors. In order to clarify
the relationship between variables and improve the approximation between simulation
model and actual data, this paper simplifies themodel and ignores the impact of exchange
rate volatility and foreign stock market volatility on China’s stock market. (2) Running
test. When Vensim PLE software is used for simulation, the software will automatically
conduct repeated tests on the model structure, model equation and parameter rationality,
etc. After repeated modifications, the model in this paper passes the internal test of
the software system. (3) Historical test. The simulation results are compared with the
historical data to verify the fitting degree of the model. This paper will measure the
variable of stock market development – stock market value for simulation analysis. The
simulation results are shown in Table 2 and Fig. 4. It can be found from Table 2 that the
relative error between the simulation value and the historical actual value of the stock
market value is controlled within 6%, which can better simulate the development of the
stock market. Therefore, the simulation model established in this paper has passed the
historical test.

Table 2. Simulation results of stock market development system dynamics model.

Year Stock market value (RMB 100 million)

Simulation value Actual value Relative error

2011 148376 148376 0.00%

2012 152828 158698 −3.70%

2013 156003 151165 3.20%

2014 231196 243974 −5.24%

2015 292171 295194 −1.02%

2016 292317 284607 2.71%

2017 345351 331325 4.23%

2018 276256 269515 2.50%
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Fig. 4. Simulation results of stock market value.

4.2 Scenic Setting and Policy Simulation

After testing, the simulation model of stock market development can better simulate the
development of China’s stock market. In the sensitivity analysis of system dynamics,
the changes of the system are observed by setting different situations and changing the
values of variables. In general, changing the value of a variable has little impact on the
overall system development, that is, the system development has little response to the
change of a single variable. When the change of a variable has a great impact on the
system, the policy action point is generated. Policy makers adjust the parameter values
of variables to promote better development of the system. By adjusting the value of
money supply, interest rate and GDP, this paper simulates and analyzes the influence of
these variables on the development of the stock market, so as to provide relevant policy
Suggestions for policy makers.

(1) The influence of money supply on the development of stock market
Money supply and demand directly affect the liquidity of funds in the market, thus
affecting the volatility of stock prices. The money supply in the simulation model is
increased by 2%, 4% and 6% respectively, and the changes of stockmarket value are
shown in Fig. 5. As can be seen from Fig. 5, the market value of the stock market
is positively correlated with the money supply. With the increase of the money
supply, the market value of the stock market also increases gradually. Changes in
the money supply have a direct impact on the market value of the stock market.
The implementation of monetary policy and fiscal policy will change the money
supply, thus affecting the development of the stock market.

(2) The impact of interest rate adjustment on the development of the stock market.
The change of interest rate policy is an important factor affecting the fluctuation
and development of the stock market, and adjusting the benchmark interest rate
is a common monetary policy tool of the central bank. The central bank indirectly
regulates the supply and demand ofmoney in themarket by adjusting the benchmark
interest rate. The interest rates in the system were reduced by 0.25%, 0.5% and
0.75%, respectively. The changes in the market value of the stock market are shown
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Fig. 5. Influence of money supply adjustment on stock market value.

in Fig. 6. With the increase of interest rate reduction, the increase of stock market
value gradually increased. The central bank’s cut in the benchmark interest rate has
had a significant impact on the stock market. First, the yield of savings deposits
decreases, and residents are unwilling to deposit their income in Banks. Residents
tend to invest more in stocks, so capital flows into the stock market and the market
value increases. Second, the larger the rate cut by the central bank, the smaller the
financing cost of enterprises, which is conducive to the expansion of reproduction
of enterprises, increase the value of enterprises, and the rise of stock prices. Third,
the base rate cuts, the central bank to release the flow. When institutional investors
issue funds in the securitiesmarket, they can integrate fundsmore quickly.However,
stocks are one of the important targets of fund investment, and some funds flow
into the stock market.

Fig. 6. Impact of interest rate adjustment on stock market value.

(3) The impact of economic growth on the stock market
By increasing the GDP in the system by 10%, 20% and 30% respectively, the
changes in stock market value are shown in Fig. 7. As can be seen from Fig. 7,
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the stock market value is negatively correlated with the interest rate. With the
increase of GDP, the growth rate of stock market value will gradually increase.
The stock market is the “barometer” of the national economic development. The
economic development promotes the improvement of the national income level, so
more capital flows into the stock market and promotes the development of the stock
market. On the contrary, the sustained and healthy development of the stock market
can provide enterprises with necessary funds for production, promote enterprises
to expand reproduction, and help the development of the national economy. They
promote each other and can achieve coordinated development.

Fig. 7. Impact of GDP adjustment on stock market value.

4.3 Results Analysis

From the above scenic analysis, it can be seen that changes in money supply, interest rate
and GDP can all have a great impact on the market value of the stockmarket. The change
of money supply has a direct impact on the market value of the stock market. On the
premise of the same range of GDP growth, the increase of money supply can promote
a greater increase in the market value of the stock market. As an important indicator of
economic development –GDPgrowth, on the one hand, residents can obtain the dividend
of economic growth and obtain a higher level of annual income. On the other hand, the
sustained and healthy development of the national economy can enhance investors’
investment confidence, promote the sustained development of the stock market and
reduce stock market volatility. The change of the benchmark interest rate can regulate
the capital liquidity in the financial market, thus indirectly affecting the market value of
the stock market, which is negative.

5 Conclusion

Based on the comprehensive analysis of the internal and external factors affecting the
development of China’s stock market and their impact on social and economic develop-
ment, this paper constructs a system dynamics simulation model for the development of
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China’s stock market, and simulates the development of China’s stock market. Based on
literature analysis, it is concluded that money supply, interest rate andGDP are important
factors influencing the development of stock market. Among them, the change of money
supply has a direct impact on the stock market volatility, and the adjustment of interest
rate affects the market capital liquidity by changing the money supply in the financial
market, thus affecting the development of the stock market. When other financial market
conditions remain unchanged, changes in money supply, interest rate and GDPwill have
a significant impact on the development of the stock market.

The system boundary determined in this paper is limited to the domestic financial
market, and the effects of exchange rate fluctuations and foreign stockmarket fluctuations
are not included in the stock market development simulation model. However, the error
between the simulation data and the real data is small, which has strong explanatory
power. In addition to money supply, interest rate and GDP, this paper does not consider
other factors that affect the development of China’s stock market. It is an important
research direction to study the development status and future development trend of
China’s stock market by using complex system theory in the future.
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Abstract. In recent years, research on ensemble learning of neural networks is
very popular. As a research hotspot in the field of machine learning, ensemble
learning methods can effectively improve the accuracy and generalization of deep
network models, but not all neural networks are suitable for participating in the
construction of ensemble model. Deep network ensemble learning requires a sin-
gle neural network participating in the ensemble to have a high accuracy rate,
and there is a large difference between the networks. In the initial stage of deep
network ensemble learning, the generation process of the candidate deep network
set is first required. In this article, a multi-objective evolutionary ensemble model
is improved, and an evolutionary ensemble learning acceleration method based on
Gaussian random field is added before the evaluation of fitness function which can
screen individuals with great potential for improvement in the evaluation of fitness
function during the generation of candidate deep network sets, thereby effectively
improving the quality of the solution and reduce the time spent training neural net-
works. This pre-screening strategy is applied to the solution of the multi-objective
differential evolution algorithm, which can conveniently obtain a large number
of neural network models with high accuracy and large network differences. And
this strategy speeds up the solution process of multi-target algorithm.

Keywords: Gaussian random field · Ensemble learning · Differential evolution
algorithm · Neural network · Deep learning

1 Introduction

Ensemble learning [1] improved the prediction accuracy of the final model by building
and combining multiple basic models. Almost all machine learning algorithms or mod-
els can improve the generalization performance by introducing the idea of ensemble
learning, which makes it a research hotspot in the field of machine learning. With the
development of modern science and technology and the improvement of productivity,
major breakthroughs have been made in computer performance, and the acquisition of
massive data is no longer a difficult task. As a synonym for artificial neural networks,
deep learning [2] has suddenly become the hottest research direction in the field of
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machine learning, various algorithms for improving the training speed of neural net-
works have been proposed successively. Based on this, neural networks have achieved
rapid development, and more and more deep network models [3–6] have been proposed
and widely used in various fields such as face recognition, image classification, and
natural language processing.

Because ensemble learning methods have significant advantages in improving gen-
eralization performance, many experts and scholars are committed to combining deep
networks with ensemble learning to further improve the accuracy of neural network
models in various application scenarios [7–9] and specific tasks. If the neural network is
considered as an individual in ensemble learning, it is important to consider that not all
neural networks are suitable for participating in the construction of the ensemble model.
Deep network ensemble learning requires [10] that a single neural network participating
in the ensemble has high accuracy rate, and there are large differences between networks.

In the initial stage of deep network ensemble learning, the process of generating
candidate deep network sets needs to be performed first. In the candidate network gen-
eration stage, a multi-objective algorithm based on differential evolution is used to solve
the problem of generating candidate deep network sets, and the targets to be optimized
are the prediction accuracy of the deep network and the differences between the net-
works. However, since each individual in the population corresponds to a specific neural
network, and the individual needs to train the corresponding neural network when eval-
uating the fitness function, this part will take a lot of time, so pre-screening is required.
An existing pre-screening strategy is a guide model pre-screening strategy, which can
accelerate the evolution rate of the population and find the optimal solution faster, but it
is very expensive in terms of computational cost. This article proposes an evolutionary
ensemble learning acceleration method based on Gaussian random fields, which can
select individuals with great potential for evaluation during the generation of candi-
date deep network sets for fitness function evaluation, thereby effectively improving the
quality of the solution and reducing time spent training a neural network.

The rest of this article is arranged as follows. The second part introduces an existing
multi-objective deep belief networks sensitive (MODBNE) method [11]. The third part
details the evolutionary ensemble learning acceleration method based on Gaussian ran-
dom fields. The fourth part evaluates this method based on the existing two data sets, and
its performance is analyzed. The fifth part summarizes the research results and future
research plans of this article.

2 MODBNE Method

Differential Evolution algorithm [12] (Differential Evolution, DE) was originally pro-
posed byRainer Storn andKenneth Price. The idea is derived from theGeneticAlgorithm
(GA) proposed earlier, and it is also a search and optimization strategy simulating bio-
logical evolution. The multi-objective differential evolution algorithm is often used to
solve multi-objective optimization problems. The multi-objective optimization (MOP)
problem [13] is a mutually exclusive relationship between the objective functions. The
optimization of one goal will inevitably lead to the deterioration of other goals, which
means that there is a trade-off between the various objective functions.
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Zhang C et al.’s article proposes a multi-objective deep belief networks ensemble
(MODBNE) method [11]. In the multi-objective evolutionary ensemble learning model,
the MOEA/D algorithm [14] is integrated with traditional DBN training techniques,
and multiple DBNs are evolved at the same time. Accuracy and diversity are used
as two conflicting goals. The development of ensemble learning groups based on two
goals effectively balances the accuracy and diversity of individuals in the ensemble
learning group, and greatly optimizes the ensemble model. And the evaluation of this
method on theNASAC-MAPSS aero engine data set shows thatMODBNEhas excellent
performance.

In her article,metrics are established for accuracy anddifference. In termsof accuracy
metrics, the problem of maximizing accuracy is converted to the problem of minimizing
error rate. The specific calculation method after converting it into an objective function
is shown in formula (2.1)

minimize: Errm = 1

N

∑N

i=1

(
pim − REALi

)
(2.1)

among themN represents the total number of samples in the data set,Errm represents the
m-th (1 ≤ m ≤ M ) classification error rate (accuracy index) of each network, pim repre-
sents the output result of the m-th neural network on the i-th sample, REALi represents
the true value corresponding to the i-th sample, and agreed to be used in the classification
task when pim is equal to REALi, the difference between the two is 0, otherwise it is 1.

In terms of difference metrics, the differences between the output of neural networks
and other networks are used to characterize the differences between networks. By intro-
ducing the idea of negative correlation learning [15], it can subtly transform the problem
of maximizing the difference between networks into the problem of minimizing the
correlation between networks. Increasing the difference between networks is to reduce
the correlation or similarity between networks. The specific calculation method after
converting it into an objective function is shown in formula (2.2):

minimize: Divm =
∑N

i=1

(
pim − Pi

) ∑M

j=1,j �=m

(
pij − Pi

)
(2.2)

among them M represents the number of basic networks in the deep network set, N
represents the total number of samples in the data set, Divm represents the difference
(correlation) value between the m-th (1 ≤ m ≤ M ) network and other networks, Pi is
the average of the prediction results of theM-th network on the i-th sample, pij represents
the output results of the j-th neural network on the i-th sample.

The article’s way reduces the difficulty of solving effectively by decomposing
the multi-objective optimization problem into N scalar sub problem. First, gener-
ate a distributed average weight vector for all sub problems, and the weight vector
λi = {

λi1, . . . λiF

}
corresponding to the i-th sub problem, and then by calculating the

Euclidean distance between the weight vectors corresponding to the sub problems, we
can get the closest T sub problems of each sub problem (called the neighborhood), the
evolution of the multi-objective algorithm is realized through the information exchange
between adjacent sub-problems.

After getting the corresponding neighborhood of each subproblem, two indexes j
and k are randomly selected from the neighborhood of i-th subproblem. And then get
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the corresponding individuals xig , x
j
g and xkg , get mutant individuals xi

′
g according to

the basic mutation formula of the differential evolution algorithm and add a Gaussian
random variable to each dimensional value of the mutated individual according to the
probability. The specific method is shown in formula (2.3):

xi
′
gx =

⎧
⎨

⎩
xig + F ·

(
xjg − xkg

)
+ rndG(0, σ ) if rndU (0, 1) ≤ 0.5

xig + F ·
(
xjg − xkg

)
otherwise

(2.3)

among them rndU (0, 1) represents the fraction obtained from uniform random sampling
in range of [0, 1], scaling factor F∈ [0, 2], rndG(0, σ ) represents a Gaussian random vec-
tor with mean of 0 and standard deviation σ , and the value of σ is taken as one-twentieth
of the value range of the corresponding dimensional element. In the mutation process
of algorithm evolution, strict boundary control is required for each dimensional element
of the mutant individual. Once the corresponding maximum or minimum boundary is
exceeded, then it is mapped to a reasonable range through a specific operation.

The method mentioned in this article during the evaluation stage of the implemen-
tation of the multi-objective differential evolution algorithm requires the evaluation of
fitness functions for all mutated new individuals one by one, which greatly wastes com-
puting power and time. So this paper proposes to use an evolutionary ensemble learning
acceleration method based on Gaussian random field before the fitness function evalua-
tion. Calculate the increasable probability of all new mutant individuals by establishing
a pre-screening model. The fitness function evaluation was performed on individuals
with higher upgradeable probability, and Individuals with lower promotion probability
are directly discarded. This pre-screening model can effectively reduce the number of
fitness function evaluations and speed up the solution process of the multi-objective
algorithm.

Begin

Initialization

Building an external 
storage collection

Differential 
mutation

 Meet termination 
conditions ?

Output the 
external storage 

collection
end

Pre-screening
Fitness 

evaluation
Neighborhood 
replacement

Update the external 
storage collection 
and reference points

g=g+1

No

Yes

Fig. 1. The flow chart of multi-objective differential evolution algorithm based on Gaussian
random field.
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3 Multi-objective Differential Evolution Algorithm Based
on Gaussian Random Field

As shown in Fig. 1, before the population initialization, the accuracy rate objective func-
tion is first measured and a single-objective evolutionary algorithm is used to initialize
the population. The condition for stopping the iteration of this step is that the network
accuracy of all individuals in a certain generation of population is greater than a certain
threshold. Then all the individuals in the population are stored in the constructed exter-
nal storage set, and the weight vectors and reference points are initialized to determine
whether the population meets the termination conditions. If the termination conditions
are not met, then the MOEA/D algorithm is used to make the difference mutation oper-
ation, and use Gaussian random field model to predict the fitness value of the mutated
new individual, and use the predicted value of fitness to substitute into the sub problem
corresponding to the individual to calculate the function value’s PoI of the scalar sub
problem (Possible boost value). If the value of PoI is greater than or equal to 0.5, it indi-
cates that the mutant individual may be better, then it is evaluated using the true fitness
function, and finally the neighborhood is replaced, and the reference point information
and the external storage set are updated, while the evolution generation g = g + 1, then
determine whether the population meets the termination conditions. If the termination
conditions are met, the external storage set is directly output, and the algorithm ends.

3.1 Prediction of Fitness Value Using Gaussian Random Field Model

Michael TMet al. [16] proposed ameta-modelmethod based on aGaussian randomfield,
which can effectively reduce the number of fitness function evaluations of the evolution-
ary algorithm in the optimization process. The basic principle is before performing the
true fitness function evaluation, using the evaluated solution to build a Gaussian random
field model, and then predicting the value of the function corresponding to the unknown
solution. By setting a pre-screening rule, only those solutions with a large improvement
space are retained, thereby achieving the purpose of reducing the true fitness function
evaluation: Compared with other agent models, Gaussian random field models generally
takemore accurate results whenmaking predictions because of the variance information.

The Gaussian random fieldmodel is mainly based on the following two assumptions:

(1) In terms of a time-consuming function y = g(x), x ∈ Rn, the Gaussian random field
model assumes that it obeys the normal distribution of mean value μ and variance
δ2.

(2) In any x, x′ ∈ Rn, c
(
x, x′) = exp

[−d
(
x, x′)] is a correlation function, represents the

correlation between g(x) and g
(
x′). Among them, d

(
x, x′) = ∑n

i=1 θi
∣∣xi − x′

i

∣∣pi ,
the value of the correlation function is only related to the size of

(
x − x′). The larger(

x − x′) is, the less correlation is and vice versa.
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If we know K points x1, x2, . . . , xK ∈ Rn and their corresponding function values
are y1, y2, . . . , yK , Super parameter μ, δ, θ1, . . . , θn, p1, . . . , pn can be given by the
following maximum likelihood estimate:

PDF = 1(
2πδ2

)√
det(C)

exp

[
− (y − μ1)TC−1(y − μ1)

2δ2

]
(3.1)

among them C is an K × K Matrix of, and Ci,j = c
(
xi, xj

)
, y = (

y1, y2, . . . yK
)
as well

as 1 is all K dimensional column vector. To maximize the likelihood function pdf, there

must be μ = 1TC−1y
1TC−11

, δ2 = (y−1μ)TC−1(y−1μ)
K .

The unbiased estimate ofg(x) is c, variance ŝ2(x) = δ̂2
[
1 − rTC−1r + (1−1TC−1r)2

1TC−11

]
.

Among them r = (
c
(
x, x1

)
, c

(
x, x2

)
, . . . , c

(
x, xK

))T
, it can be considered g(x) obeys

N
(
ŷ(x), ŝ2(x)

)
.

TheGaussian randomfieldmodel can effectively reduce the number of evaluations of
the fitness function of the optimization algorithm in the optimization process. Although
it takes a lot of time to build a Gaussian random field model, for the problem of time-
consuming fitness function evaluation, the method can effectively reduce the solution
time of the optimization problem.

Each time the fitness function evaluation is performed on an individual in this article,
the specific neural network corresponding to the individual needs to be trained, and the
training of the neural network is time consuming. In order to reduce the number of fitness
function evaluations in the multi-objective algorithm, this article uses Gaussian random
field model to predict fitness values for mutated new individuals.

Suppose fi(x) obeys the mean value of ŷi(x), the normal distribution of variance
ŝ2i (x), that is fi(x) ∼ N

(
ŷi(x), ŝ2i (x)

)
holds for any i = 1, 2, . . .m, wherem represents the

number of objective functions. Therefore, each independent subproblem gte(x|λ, z∗) =
max
1≤i≤m

{
λi

(
fi(x) − z∗i

)}
has λi

(
fi(x) − z∗i

) ∼ N
(
λi

(
ŷi(x) − z∗i

)
,

[
λi ŝ2i (x)

] )
after decom-

posing themulti-objective problem based on Chebyshev decompositionmethod, accord-
ing to the research in the article [16] we can get the normal distribution that gte(x|λ, z∗)
obeys the mean value ŷte and the variance (ŝte)2, that is, the function value of gte(x|λ, z∗)
can be estimated by ŷi(x) and ŝ2i (x), the specific calculation method of ŷte is shown in
formula (3.2):

ŷte = μ1Φ(α) + μ2Φ(−α) + τφ(α) (3.2)

Where μi = λi
(
ŷi(x) − z∗i

)
, reference point z∗ = (

z∗1 , z∗2 , . . . , z∗m
)
for ∀i = 1, · · · ,m

has z∗i = min{fi(x)|x ∈ Ω}, τ =
√[

λ1ŝ1(x)]2+
[
λ2ŝ2(x)]2, α = (μ1 − μ2)/τ , φ(t) =

(
2π)−1/2exp(−t2/2

)
and Φ(t) = ∫t−∞ φ(θ)dθ .

PoI(x) = ∫fmin−∞ ϕ(y)dy = Φ

(
I(x)

ŝ(x)

)
(3.3)
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Where x represents a solutionvector, I(x) = fmin−ŷ(x), fmin represent theminimumvalue
(unknownvalue) of thefitness function.This article theminimumfunctionvalue obtained
in the evolution process is used to replace fmin. ŷ(x) as well as ŝ(x) sees the specific
definition above, PoI(x) represents the possible improvement probability corresponding
to the solution vector x, which is about 0.5.

First, record the individuals evaluated and their corresponding fitness function values
in the set Seval during the population initialization process and then each time a new
mutant individual is obtained, first select 2d individuals from Seval (d represents the
dimension of the search space) during the evolution of the algorithm, and establish
a Gaussian random field model, and then calculate the fitness prediction value of the
mutated individual. Then use the predicted value of the fitness value to substitute into the
sub-problem corresponding to the individual to calculate the function value’s PoI of the
sub quantum problem (Possible boost value), here PoI is defined as shown in formula
(3.3), and finally predict the probability that an individual may be improved according
to PoI .

3.2 Acceleration Algorithm Based on Gaussian Random Field

When the multi-objective differential evolution algorithm is executed, the final gen-
eration population obtained in advance is used as the initial population, and then the
external storage set is constructed by the fitness function outEP, used to calculate the
value of the difference objective function. After the algorithm is executed, all the indi-
viduals in the external storage set are the candidate network set. In addition, in order to
prevent the individuals with lower accuracy generated during the mutation process from
being excessively guided the algorithm searches in the direction of difference. Before
updating the reference point, it is necessary to determine whether the accuracy of the
network corresponding to the mutant individual is greater than the threshold r1. If the
accuracy is greater than r1, the reference point is updated, otherwise the reference point
is not updated. Where the reference point z∗ = (

z∗1 , z∗2 , . . . , z∗m
)
has formula (3.4) for

∀i = 1, · · · ,m

z∗i = min{fi(x)|x ∈ Ω} (3.4)

When performing a neighborhood replacement operation, the i-th individual’s (sub-
problem)T neighboring individuals is judged, and when the formula (3.5) is satisfied,
the corresponding domain individuals are replaced with mutant individuals.

max
nf ∈{1,...m} λ

i
nf ·

∣∣∣znf
(
xig

)
− z∗nf

∣∣∣ ≤ max
nf ∈{1,...m} λ

is
nf ·

∣∣∣znf
(
xisg

)
− z∗nf

∣∣∣ (3.5)

Where is is the element of the neighborhood B(i) corresponding to the i-th individual.
It can be seen from the above, the accuracy of the mutant individuals is controlled
here in this article, and only when the network accuracy of the mutant individuals is
greater than the threshold r1 and the replacement condition shown in formula (3.5) is
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satisfied, perform neighborhood replacement operation. This is to avoid the situation
where individuals with higher accuracy are replaced by individuals with lower accuracy.
The specific operation of the multi-objective differential evolution algorithm based on
Gaussian random field is as follows:

Input M (the number of basic networks in the deep network set), T (the number of
weight vectors in the neighborhood of each weight vector), G (the maximum population
number), r1 (the threshold for updating outEP).

The first step is to obtain the initial population through a single-objective evolution
algorithm, calculate the fitness of all individuals, and add them to outEP and Seval.

The second step is to generate uniformly distributed M weight vectors λ1, …, λM.
For each i in {1, …, M}, by calculating the Euclidean distance between the two vectors,
find the T closest weight vectors, then add them to B(i). And initialize the reference
point z*.

In the third step, a mutant individual is generated according to formula (2.3) for each
g in {1,…, G} and each i in {1, …, M}. If the elements of the mutant individuals exceed
the boundary, then reset within boundary.

The fourth step is to construct a Gaussian random field model based on Seval and
predict xi

′
g ’s fitness. Use the fitness function to predict thePoI of g

te according to formula
(3.2) and formula (3.3). If the value of PoI is less than 0.5, it indicates that the individual
is unlikely to achieve improvement, so it is abandoned to evaluate the fitness function. If
the value of PoI is greater than or equal to 0.5, it indicates that the mutant individual may
be better, and then it is evaluated using the true fitness function and added to the evaluated
set Seval for future use, the reference point z* is then updated, and the neighborhood is
updated with formula (3.5). On this basis, if the network accuracy is greater than r1, the
mutation individual is recorded and the outEP is updated. The algorithm ends.

The pseudo code of the above steps is shown in Algorithm 3.2.
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Whenusing the algorithmproposed in this article to solve a problemofd -dimensional
search space, the main steps are generating mutant individuals, establishing the high
random field model, replacing individual neighborhoods, and updating reference points.
Among them, the most time-consuming is to build a Gaussian random field model,
whose time complexity isO

(
d3

)
. Therefore, the total time complexity of the entiremulti-

objective evolutionary algorithm is O
(
G ∗ N ∗ d3

)
, among them G is the evolutionary

generation of the multi-objective evolution algorithm, N represents population size.

4 Experiment

In the experiments of this article, the last-generation population of the single-objective
evolutionary algorithm is used as the initial population of the multi-objective optimiza-
tion algorithm, which not only ensures the accuracy of the deep network corresponding
to each individual in the initial population is sufficiently high, but alsomakes the calcula-
tion of the difference between the netwks meaningful. In order to verify the effectiveness
of the multi-objective differential evolution algorithm based on the Gaussian random
field in reducing running time, while the overall algorithm setting remains unchanged,
five experiments were carried out to test whether the accelerated evolutionary ensemble
learning method based on Gaussian random field was set up or not to eliminate the
chance of the experiment and ensure the accuracy of the experimental results as much
as possible. Take the average of the experimental results and round up the running time.
The performance of the ensemble model in MNIST test set and fashion MNIST test
set and the running time of multi-objective part are obtained under the two conditions
of whether the pre- screening strategy is set or not. The specific experimental data are
shown in Table 1 and Table 2.

Table 1. The influence of pre-screening strategy based on Gaussian random field on the results
(MNIST).

Pre-screening
strategy

Training set
accuracy
(%)

Verification set
accuracy
(%)

Test set accuracy
(%)

Multi-objective
algorithm running
time
(s)

No 99.7453 99.5840 99.4390 22432

Yes 99.7592 99.6150 99.4750 19389

With the same population size and evolutionary generation, it can be seen from the
experimental data in Tables 1 and 2 that the evolutionary ensemble learning acceleration
methodbasedonGaussian randomfields can effectively reduce the running timeofmulti-
objective algorithms under the premise of ensuring high accuracy, which is because the
pre-screening strategy can reduce the algorithm’s evaluate of fitness function for those
individuals who have no obvious improvement possibility, thereby reducing the time to
train the corresponding neural network. However, the proportion of time improvement
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Table 2. The influence of pre-screening strategy based on Gaussian random field on the results
(Fashion-MNIST).

Pre-screening
strategy

Training set
accuracy
(%)

Verification set
accuracy
(%)

Test set accuracy
(%)

Multi-objective
algorithm running
time
(s)

No 96.7853 92.9400 92.8300 23452

Yes 96.6764 93.4800 93.1200 19947

is limited, which may be related to the time consumption of establishing a Gaussian
random field. And as the number of evaluated individuals increases, the time it takes
to calculate the correlation between unrated individuals and evaluated individuals also
increases.

It can be seen that the ensemble model obtained by the overall algorithm of the
evolutionary ensemble learning acceleration method based on the Gaussian random
field is only slightly improved in the accuracy index compared to the ensemble model
obtainedwithout the pre-screening strategy. During the experiment, it was found that this
situation may be related to the less evolutionary algebra of the evolutionary algorithm.
The reason is that when the evolutionary algebra is less, the amount of data in the set
of evaluated individuals may not be very sufficient, so when building the Gauss random
field model, because the correlation between the non-evaluated solution and the known
solution is weak, the fitness prediction is not particularly accurate, which leads to the
limited performance improvement of the final ensemble network. In the future, more
complete experiments will be used to verify this problem.

To sum up, the pre-screening strategy based on the Gaussian random field model
can effectively improve the generation efficiency of candidate deep network sets and
effectively shorten the running time. And at the same time, the integratedmodel obtained
by this strategy also guarantees a high accuracy rate when verified on the MNIST and
Fashion-MNIST data sets.

5 Conclusion and Future Work

This article mainly proposes an acceleration method of evolutionary ensemble learning
based on Gaussian random field. This method is applied to the solution process based
on the multi-objective differential evolution algorithm, which effectively reduces the
number of evaluations of the adaptation function and the running time of the multi-
objective algorithm, therebymaking obtain the appropriate network set accurately faster.
The experimental results show that the method can effectively reduce the algorithm to
evaluate the fitness function of those individuals without obvious improvement. And it
can conveniently obtain a large number of neural network model with high accuracy and
large network differences.
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In future work, consider using other methods and models to improve the pre-
screening strategy, as well as using more effective methods to optimize the two metrics
of accuracy and disparity of the multi-objective differential evolution algorithm.

This paper is funded by the project 202010145225 supported by National Training
Program of Innovation and Entrepreneurship for Undergraduates. And this paper is
supported by “the Fundamental Research Funds for the Central Universities” (project
approval number: N182410001).
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Abstract. One-dimensional bin packing problem and balanced opti-
mization problem are two classical problems in combinatorial optimiza-
tion, inspired by this, we research a balanced optimization splicing prob-
lem: given a weight connected G(V, E; w), a balanced spanning tree struc-
ture A and a specific material of fixed length �, where w : E → Q+ (or
w : E → Z+), each edge in the graph G is allowed to be greater than
or equal to �, we will use this specific material to splice a subgraph T
from graph G with balanced spanning tree structure A, and these edges
spliced in such required structures are supposed to be cut from some
pieces of a specific material of fixed length �, the objective is to minimize
the amount of special material used when splicing all the edges of the
subgraph T with the given material. In this paper, we consider three
kinds of balanced spanning tree structures for this problem and design
three approximation algorithms.

Keywords: Balanced optimization · Balanced spanning tree ·
Approximation algorithms

1 Introduction and Problem Description

Consider the example of an area which wants to a signal stations network will be
built to connect several towns, the construction period of the road linking any
two towns is known, and all sections of the road commenced at the same time, we
need design a signal station connected network to be finished at the same time
as possible and meet the requirements to connect the signal station networks of
cities and towns. In other words, the gap between maximum construction dura-
tion and minimum construction duration should be minimum. This example is
a typical of the balanced optimization (BO) problem. Generally, the balanced
optimization problem can be applied to the fair allocation of resources [1]. For
further applications of BO problem and related problems we refer to [2] and
[3]. We will give a brief introduction to the balanced optimization problem, let
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E = {1, 2, . . . ,m} be a finite set of m elements and F be a family of subsets of
E, and f : F �→ R. Let we be a prescribed cost associated with each element
e of E. For each S ∈ F , define f(S) = maxe∈S we − mine∈S we. Then, the bal-
anced optimization (BO)problem is to find S ∈ F such thatf(S) is minimum.
The balanced optimization problem was introduced by Martello et al., and they
suggested a general algorithm, called the double threshold algorithm to solve the
problem in polynomial time [3]. [4] considered balanced spanning tree problem
and proposed an O(m2) algorithm where m is the number of edges in the under-
lying graph. Later, Galil and Schieber [5] improved the algorithm presented in
[4], the complexity of the Algorithm is O(mlogn), where n is the number of
vertices considered in the graph. Wu [7] showed the balanced optimization prob-
lem with edge set restrictions(BOP -ESR), they provided efficient algorithms
to solve the problem in polynomial time O(mn). Punnen and Nair [6] consider
the balanced optimization problem with an additional linear constraint under
a general combinatorial optimization setting. It is shown that this constrained
balanced optimization (CBO) problem can be solved in polynomial time when-
ever an associated minimum problem can be solved in polynomial time. Other
related special cases of BO problem can be referred to [8–12].

1.1 Problem Definition

In this paper, let’s consider the previous example of BO problem again, in
order to ensure connectivity different signal stations, we not only require that
the between the maximum construction period and the minimum construction
period is minimal, but we also need to use some special materials to connect
the various signal stations, where the use of these special materials is limited in
length, we objective is to use the least amount of special materials. We can regard
each signal station as the vertex in the network and the route between stations
as the path connected by the edge in the graph, so this problem can be regarded
as a balanced optimization problem. In reality, when we splice such a balanced
spanning subgraph with a special material, we generally need to consider the
limitations of the length of the special material. Our motivation for considering
the constraints is that each piece of specific material has a fixed length, and one
piece of specific material can not splice all the edges of a balanced spanning tree
structure A in this paper.

Furthermore, When we intend to splice an edge of any length w(u, v) into such
a balanced spanning tree structure, this splicing process can be roughly divided
into two steps: (1) if one edge (u, v) < �, we need to “cut” a part of specific
material, using a specific material of length w(u, v) to splice this edge (u, v);(2)
if an edge (u, v) w(u, v) ≥ �, we first use r(u, v) whole pieces of such a specific
material of length �, and then “cut” a part of such a specific material with the
lengthw(u, v) − r(u, v) · L, splicing the edge (u, v), where r(u, v) =

⌈
w(u,v)

L

⌉
− 1.

Through the (1) and (2) splicing process, each edge (u, v) in this balanced span-
ning tree structure, the length of the remaining edges is less than �, in addition
to the other r(u, v) as a whole for such a specific material in balanced span-
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ning tree structure. Thus, we need to consider the minimum amount of material
of length � to be used in the splicing process. So we study a new problem of
splicing some required balanced structures in undirected graph, that is formally
defined as follows: given a weight connected G(V,E;w), a balanced spanning
tree structure A and a specific material of fixed length �, where w : E → Q+ (or
w : E → Z+), each edge in the graph G is allowed to be greater than or equal
to �, we will use this specific material to splice a subgraph T from graph G with
balanced spanning tree structure A, and these edges spliced in such required
structures are supposed to be cut from some pieces of a specific material of fixed
length �, the objective is to minimize the amount of special material used when
splicing all the edges of the subgraph T with the given material.

For the new objective mentioned above, we consider the following three differ-
ent structures A: (1)If the structure is a minimal balanced spanning tree, we may
call it the a minimal balanced spanning tree splicing(MBSTS, abbreviations)
problem; (2)If the structure is a minimal balanced spanning tree with edge set
restricted problem, we may call it the minimal balanced spanning tree splicing
problem with edge set restricted (MBSTS-ESR, abbreviations); (3)When the
structure is a constrained balanced tree problems, we may call it the constrained
balanced trees splicing (CBTS, abbreviations)problems.

1.2 Main Results

In this paper, for problems of MBSTS, MBSTS-ESR and CBTS, there is no
approximation algorithm to solve these problems, nor is there a special version
of polynomial time to solve them. Therefore, we design three kinds of approxi-
mation algorithms to solve these three problems. The organization of this paper
is as follows. In Sect. 2, We give a general description of terminology and lem-
mas. In Sect. 3, when this is a MBSTS problem, we design a 3

2 -approximation
algorithm, and an asymptotic polynomial time approximation scheme(PTAS).
In Sect. 4, when this is a MBSTS-ESR problem, we present a 3

2 -approximation
algorithm. In Sect. 5, when this is a CBTS problem, we present an asymptotic
3
2 -approximation algorithm.

2 Terminology and Lemmas

We will use the packing problem to solve the balanced optimization splicing
problem, we need to introduce some notation and terminology can be found in
reference [14–17]. For the sake of the clarity, we regard a particular material of
length � as the capacity of a bin �. If we are given an edge about an edge in
the undirected graph, we expressed this weight of edge (u, v) as “item” of size
w(u, v). We can assume that the length of the edge w(u, v) is allowed to exceed
the length of �. For each edge (u, v) of length w(u, v), we might first use the
material length � of r(u, v) as a whole and then “cut” the part at the w(u, v)
length, from a piece of material length �, to splice the edge (u, v) together, where
r(u, v) =

⌈
w(u,v)

L

⌉
− 1 and w′(u, v) = w(u, v) − r(u, v) · L. This process means
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that this item of size w(u, v) is “packed” into a bin with capacity �. Further, if we
can use m pieces of a specific material to splice all edges needed in the balance
spanning subgraph T , expressed this process as the one that it is sufficient to
use m pieces of such a specific material with length � to splice all edges needed
in the balance spanning graph.

We use three notations, G(V,E;w; �), G(V,E;w;E0; �) and G(V,E;w;B; �)
to respectively represent an instance of the BSTS problem, the MBSTS-ESR
problem, the CBTS problem, where E0 is a set of required edges of an instance
of the MBSTS-ESR problem, and B is a positive integer constraint condition
on CBTS problem. The two graphs G and T may have the same structure,
and this case that w(e) = f(e) for every edge e ∈ E may be considered viable.
Other undefined notations and terminology can be found in papadimotriou and
steiglitz (1998) [17], schrijver (2003) [18]. The lemma used in this paper is as
follows.

Lemma 1 [5]. The Galil and Schieber designed a polynomial time algorithm to
solves the most uniform problem in O(mlogn) time, where n is the number of
vertex in connected graph G, m is the amount of edges in connected graph G.

Lemma 2 [6]. The double threshold algorithm (DT-Algorithm) can correctly
solved constrained balanced optimization problem in O(mf(m)), O(f(m)) is the
complexity of solving SUM(a, b), where SUM(a, b) : min

∑
e∈S w(e), subject to

S ∈ F (a, b) = {S ∈ F : e ∈ S, implies a ≤ w(e) ≤ b}.
Lemma 3 [7]. The Wu’s improved algorithm correctly solves the minimum bal-
anced spanning tree with edge restrictions and runs in O(mn) time.

Lemma 4 [16]. Suppose that m items b1, b2, . . . , bm have sizes w(b1), w(b2), . . . ,
w(bm), respectively, If we use the fist-fit-decreasing algorithm (FFD, abbrevia-
tions) to pack these mitems into some bins with capacity 1, the total size of each
bin generated by the algorithm FFDis larger than 2

3 , with the exception of the
last bin.

Lemma 5 [16]. Suppose that m items b1, b2, . . . , bm have sizes w(b1), w(b2), . . . ,
w(bm), respectively, where 0 < w(bi) ≤ 1

2 . When we use the fist-fit-decreasing
algorithm (FFD, for short) to pack these m items into some bins with capacity
1, then the total size of items packed into each bin produced by the algorithm
FFD is greater than 2

3 , except the last bin used.

Lemma 6 [18]. For any edge-weighted graph G(V,E;w), w : E → Q+ is
a weight function. If a minimum spanning tree T of G has the edge set
ET = {ei1 , ei2 , . . . , ein−1} to satisfy: w(ei1) ≤ w(ei2) ≤ · · · ≤ w(ein−1), and
if any spanning tree T ′ of G has the edge set ET={ej1 , ej2 , . . . ,ejn−1} to satisfy:
w(ej1) ≤ w(ej2) ≤ · · · ≤ w(ejn−1), then w(eik) ≤ w(ej1), k = 1, 2, . . . , n − 1.
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3 The Minimal Balanced Spanning Tree Splicing Problem

In this section, in the case of MBSTS problem, given a balanced spanning tree
T = (V,E;w) as an instance, it can become the bin packing problem with the
n items w(e) as an input. In other word, the bin packing problem polynomial
time can reduction to splice balanced spanning tree problem, due to bin pack-
ing problem is NP -hard, so the splicing balanced spanning tree problem is also
NP -hard [15]. The approximate algorithm of MBSTS problem is described as
follows.

Algorithm 3.1: MBSTS
Input : A simple connected weighted graph G(V,E;w; �).
Output: A balanced spanning tree T = G(V,E′) and the number of bins used.
Step 1 A minimum balanced spanning tree T = G(V,E′) in simple connected

weighted graph G(V,E;w; �) is obtained by using the balanced spanning
tree algorithm [5], where E′={ei1 , ei2 , . . . , ein−1};

Step 2 For ∀e ∈ T , let insert(e) = �w(e)
� 	 − 1, then we use insert(e)

pieces of whole material to splice part of edge e, and denote m0 =∑
e∈T insert(e) as the number of special materials used in this step;

Step 3 For ∀e ∈ T , let w′(e) = w(e)−insert(e)·�, w′(ei1), w
′(ei1), . . . , w

′(ein−1)
are the length of remaining edge e in the balanced spanning tree T that
are spliced with the whole special materials. We regard the weight of
these edges of w′(ei1), w

′(ei1), . . . , w
′(ein−1) as the size of the items,

then we use the FFD algorithm to pack w′(ei1),w
′(ei1), . . . , w′(ein−1)

into bins with capacity �, and denote m1 as the number of bins used
this step;

Step 4 Output a balanced spanning tree T and the number of m0 + m1 bins
used in this algorithm, i.e. OUT = m0 + m1.

Using the 3.1 algorithm, we get the result of the BSTS problem as follows:

Theorem 1. Algorithm 3.1 is a 3
2 -approximation algorithm to solve the BSTS

problem, that is, the algorithm satisfies OUT ≤ 3
2 · OPT , where OUT refers

to the numbers of special materials output by the algorithm 3.1, OPT refers to
the numbers of optimization materials required for the BSTS problem, and its
running time is O(nlogn).

Proof. Suppose that T = G(V,E′) is a minimum balanced spanning tree pro-
duced by algorithm 3.1 with the value OUT , we assume that T = G(V,E′) has
the edges set E′={ei1 , ei2 , . . . , ein−1}, and satisfying w(ei1) ≤ w(ei2) ≤ · · · ≤
w(ein−1), where n = |V |. We also assume that T ∗ = G(V,E∗) is an optimal
balanced spanning tree to the instance G for the BSTS problem with the value
OPT , and the corresponding edge set satisfies w(ej1) ≤ w(ej2) ≤ · · · ≤ w(ejn−1).
By lemma 2.6, we can obtain this inequality w(eik) ≤ w(ejk) holds for each
k = 1, 2, . . . , n − 1.

Now let’s think about the splicing scheme for tree T , follow the previous
analysis in Sect. 2, we can divide the splicing of tree T into two stages for anal-
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ysis:(1) let insert(e) = �w(e)
� 	 − 1, let’s first cover the length of edges e with the

whole special materials � for all edges of length greater than or equal to � in T ,
until the length of all edges is less than �. (2) let w′(e) = w(e) − insert(e) · �,
we use the FFD algorithm to pack all the remaining edges of the tree T with
length w′(eik)(k = 1, 2, . . . , n − 1) into bins, and denote m1 as the number of
bins used this step, but the theoretical optimal value is m∗ in this step, so there
is m1 ≤ 3

2 · m∗. Then we obtain the fact OUT =
∑

eik
∈T insert(eik) + m1 ≤∑

eik
∈T insert(eik) + 3

2m∗ ≤ 3
2 (

∑
eik

∈T insert(eik) + m∗) ≤ 3
2 · OPTT .

Since T ∗ = G(V,E∗) is an optimal balanced spanning tree to the instance
G for the CBTS problem, and the items w(ei1), w(ei2), . . . , w(ein−1) are packed
into OPT bins with capacity �, we also can pack these items w(ei1), w(ei2), . . . ,
w(ein−1) of T into these OPT bins as follows:(1) if insert(eik) = insert(ejk),
we use the optimal packing method of T ∗ to find insert(ejk) bins that can
be pack into the bin with insert(eik) edges in T , and these edges of length
w(eik) − insert(eik) · � can be packed into w(ejk) − insert(ejk) · � bins. (2) if
insert(eik) ≤ insert(ejk), we can pack this part of w(eik) − insert(eik) · � into
one of insert(ejk)−insert(eik) bins. It implies that the minimum number OPTT

of bins for the items w(ei1), w(ei2), . . . , w(ein−1) of T is no more than OPT , so
we have the inequality OPTT ≤ OPT . Thus, we finally obtain OUT ≤ 3

2 · OPT
by the fact OPTT ≤ OPT .

Runtime analysis of Algorithm 3.1: by Lemma 1, step 1 needs running time
O(mlogn) to find a minimal balanced spanning tree T = G(V,E′); at step 2,
it’s most running time O(n) pack all items into bins; at step 3, FFD algorithm
needs at most running time O(nlogn) to pack n − 1 items of lengths of T into
bins with length �. Hence, the whole algorithm needs the running time O(nlogn).

In step 4 of Algorithm 3.1, when we use the bin packing algorithm to solve the
MBSTS problem, we use an asymptotic polynomial time approximation scheme
(PTAS)Aε [15] instead of the FFD algorithm, that is, using an asymptotic
PTAS Aε [15] to pack w′(ei1),w

′(ei1), . . . , w′(ein−1) into m1 bins with capacity
� in the step 3. Thus, we can get a improved algorithm for the MBSTS problem,
the conclusion is as follows.

Theorem 2. For any 0 < ε ≤ 1
2 and given an instance G(V,E;w; �) of the

MBSTS problem, there is an algorithm Aε that runs in time polynomial in n,
and the improved algorithm 3.1 can get at most(1+2ε)OPT +1 special materials
of length � to splice all edges in a balanced spanning tree T , where the improved
algorithm 3.1 is an asymptotic PTAS to solve the MBSTS problem.

Proof. In the third step of algorithm 3.1, use an asymptotic PTAS Aε [15] to
pack w′(ei1),w

′(ei1), . . . , w′(ein−1) into m1 bins with capacity � in a balanced
spanning tree, and an asymptotic PTAS Aε can obtain the output value of a
feasible solution m1 to satisfy m1 ≤ (1 + 2ε)(OPTT − m0) + 1. The same proof
is used for algorithm 3.1, we also have OPTT ≤ OPT . From what has been
discussed above, for each value of ε, we get OUT = m0 + m1 ≤ m0 + (1 +
2ε)(OPTT − m0) + 1 ≤ (1 + 2ε)OPT − 2ε · m0 + 1 ≤ (1 + 2ε)OPT + 1.
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4 The Balanced Spanning Tree Splicing Problem
with Edge Set Restricted

In this section, we consider the splicing balanced spanning tree problem with edge
set restricted (MBSTS-ESR). The argument for the MBSTS-ESRproblem is
similar to that for the MBSTSproblem, the MBSTS-ESR problem also can
not be approximated within performance ration 3

2 − ε, ∀ε > 0, unless P = NP .
We now can present an approximation algorithm to solve the MBSTS-ESR
problem as follows.

Algorithm 4.1: MBSTS-ESR
Input: A simple connected weighted graph G(V,E;w;E0; �)
Output: A minimum balanced spanning tree T = G(V,E′) with edge set

Restricted, and the number of m bins used.
step 1 A minimum balanced spanning tree T = G(V,E′) with edge set

Restricted in graph G(V,E;w;E0; �) is obtained by using the bal-
anced spanning tree algorithm with edge set restricted [7], where
E0 ⊂ E′={ei1 , ei2 , . . . , ein−1};

step 2 For ∀e ∈ T , let insert(e) = �w(e)
� 	 − 1, use complete special materials

� to splice part of edge e, and denote m0 =
∑

e∈T insert(e);
step 3 For ∀e ∈ T , let w′(e) = w(e) − insert(e) · �, we denote the weight of

these edges by w′(ei1), w
′(ei1), . . . , w′(ein−1) as the size of the items,

then we use the FFD algorithm to pack w′(ei1),w
′(ei1), . . . , w′(ein−1)

into bins with capacity �, and denote m1 as the number of bins used
this step;

step 4 Output a balanced spanning tree T and the number of OUT = m0+m1

bins used in this algorithm.

Using the Algorithm 4.1, we obtain the following result for the MBSTS-ESR
problem.

Theorem 3. Algorithm 4.1 is a 3
2 -approximation algorithm to solve the

MBSTS-ESR problem, that is the algorithm satisfies OUT ≤ 3
2 · OPT , where

OUT refers to the numbers of special materials output by the algorithm, OPT
refers to the numbers of optimization materials required for the MBSTS-ESR
problem, and its running time is O(mn).

Proof. Suppose that T = G(V,E′) is a minimum balanced spanning tree
with edge set restricted produced by algorithm 4.1, having the output value
OUT = m0 + m1, we assume that T = G(V,E′) has the edges set E′ =
{ei1 , ei2 , . . . , ein−1}, and satisfying w(ei1) ≤ w(ei2) ≤ · · · ≤ w(ein−1), where
n = |V |,E0 ⊂ E′. We also assume that T ∗ = G(V,E∗) is an optimal balanced
spanning tree to the instance G for the BSTS problem with the value OPT ,
and the corresponding edge set satisfies w(ej1) ≤ w(ej2) ≤ · · · ≤ w(ejn−1),
E0 ⊂ E∗. By Lemma 6, we can obtain this inequality w(eik) ≤ w(ejk) holds for
each k = 1, 2, . . . , n − 1.
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Now let’s think about the splicing scheme for tree T with edge set restricted,
the proof method of this algorithm is similar to Theorem1, this splice process
can be broadly broken into two steps:(1) let insert(e) = �w(e)

� 	 − 1, let’s cover
the length of edges e with the whole special materials � for all edges of length
greater than or equal to � in T , until the length of all edges is less than �. (2) let
w′(e) = w(e)− insert(e) ·�, we use the FFD algorithm to pack all the remaining
edges of the tree T with length w′(eik)(k = 1, 2, . . . , n− 1) into bins, and denote
m1 as the number of bins used this step, but the theoretical optimal value is
m∗ in this step, so there is m1 ≤ 3

2 · m∗. Then we obtain the fact OUT =∑
eik

∈T insert(eik)+m1 ≤ ∑
eik

∈T insert(eik)+ 3
2m∗ ≤ 3

2 (
∑

eik
∈T insert(eik)+

m∗) ≤ 3
2 · OPTT .

Due to T ∗ = G(V,E∗) is an optimal balanced spanning tree with edge
set restricted to the instance G of the MBSTS-ESR problem, and the items
w(ei1), w(ei2), . . . , w(ein−1) are packed into OPT bins with capacity �, we also
can pack these items w(ei1), w(ei2), . . . , w(ein−1) of T into these OPT bins as
follows:(1) if insert(eik) = insert(ejk), we use the optimal packing method
of T ∗ to find insert(ejk) bins that can be pack into the bin with insert(eik)
edges in T , and these edges of length w(eik) − insert(eik) · � can be packed into
w(ejk)−insert(ejk)·� bins. (2) if insert(eik) ≤ insert(ejk), we can pack this part
of w(eik) − insert(eik) · � into one of insert(ejk) − insert(eik) bins. It show that
the minimum number OPTT of bins for the items w(ei1), w(ei2), . . . , w(ein−1) of
T is no more than OPT , so we have the inequality OPTT ≤ OPT . Thus, we
finally obtain OUT ≤ 3

2 · OPT by the fact OPTT ≤ OPT .
Runtime analysis of Algorithm 4.1: in step 1 of Algorithm 4.1, by Lemma3,

we know that computing the running time of a balanced spanning tree T =
G(V,E′) with edge set restricted is O(mn); in step 2 of algorithm 4.1, it’s running
time is O(n) is O(mn); in step 3 of Algorithm 4.1, it’s most running time is
O(nlogn). Hence, the algorithm 4.1 needs the running time O(mn).

This completes the proof of the Theorem 3 mentioned-above.

5 The Constrained Balanced Spanning Tree Splicing
Problem

In this section, we consider the splicing problem of constrained balanced span-
ning tree(CBTS), use a simple connected graph G(V,E;w;B; �) as instance of
the splicing constrained balanced spanning tree problem, where w : E → Z+

is a non-negative function, and B is positive integer. There are some special
materials with length �, we need find a balanced spanning tree T ⊂ F from the
undirected graph G, it satisfies w(T ) =

∑
e∈T w(e) ≤ B, so that each edge in

the balanced spanning graph T is spliced by a part of a piece (or some whole
pieces)of a special material of length �, where F be a family of subsets of E.
The objective is to minimize the number of necessary pieces of such a specific
material to splice all edges needed in constrained balanced spanning tree T .

For the instance of G(V,E;w;B; �), if we can find a balanced spanning tree
T ⊂ F from the graph G, it satisfies w(T ) =

∑
e∈T w(e) ≤ B, and the length of
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all edges e in the tree T does no longer than the length of the special material �,
then the CBTS problem is the promotion form of the packing problem. Accord-
ing to the inapproximability of the packing problem, the CBTS problem can not
be approximated within performance ration 3

2 − ε, ∀ε > 0, unless P = NP . We
need design an asymptotic approximation algorithm to solve the CBTS prob-
lem, and the method of the algorithm is as follows:(1)for each edge e in graph
G, we denote insert(e) = �w(e)

� 	−1, w′(e) = insert(e) · �, w′′(e) = w(e)−w′(e),
and if �

2 < w′′(e) < 2�
3 , then θ(e) = 1, otherwise,θ(e) = 0; (2) given a simple con-

nected weighted graph G(V,E;w; �;B), we used the double threshold algorithm
(DT-algorithm) [6] to find a constrained minimum balanced spanning tree T in
graph G. (3) use the FFD algorithm [16] for the bin packing problem to pack
the items of lengths of edges in T into some bins with capacity �.

Algorithm 5.1: CBTS
Input: a simple connected weighted graph G(V,E;w;B; �)
Output: the number of bins used, and a minimum balanced spanning tree T =

G(V,E′), where T ⊂ F , w(T ) =
∑

e∈T w(e) ≤ B .
Step 1 Use the DT-algorithm to find a minimum balanced spanning tree

T = G(V,E′) in G(V,E;w; �;B), if w(T ) =
∑

e∈T w(e) > B, then
output “There is no feasible solution for this instance”, the algo-
rithm stopped; if w(T ) =

∑
e∈T w(e) ≤ B and T ⊂ F , where

E′(T )={ei1 , ei2 , . . . , ein−1}, then go to the next step;
Step 2 For each edge e in graph G, we denote insert(e) = �w(e)

� 	 − 1, w′(e) =
insert(e)·�, w′′(e) = w(e)−w′(e), and if �

2 < w′′(e) < 2�
3 , then θ(e) = 1,

otherwise, θ(e) = 0;
Step 3 For ∀e ∈ E′, the part of size w′(e) on edge e is packed into insert(e)

bins with capacity �, and denotes m0 =
∑

e∈E′ insert(e) as the number
of bins used in this step.

Step 4 For items of size w′′(ei1), w
′′(ei1), . . . , w

′′(eil), use the FFD algorithm
to pack w′′(ei1), w′′(ei1), . . . , w′′(ein−1) into bins with capacity �, and
denote m1 as the number of bins used this step;

Step 5 Output a minimum balanced spanning tree T and the number of m0 +
m1 bins used in this algorithm, i.e. OUT = m0 + m1.

By the Algorithm 5.1, we obtain the following result for the CBTS problem.

Theorem 4. Algorithm 5.1 is an asymptotic 3
2 -approximation algorithm to

solve the CBTS problem, that is the algorithm satisfies OUT ≤ 3
2 ·OPT + 1+r0

4 ,
where OUT refers to the numbers of special materials output by the algorithm,
OPT refers to the numbers of optimization materials required for CBTS prob-
lem, r0 denote the number of edges on the tree T where the remaining length
satisfies �

2 < w′′(e) < 2�
3 , and its running time is O(mf(m)).

Proof. Suppose that T ∗ = G(V,E∗) is an optimal balanced spanning tree to the
instance G for the CBTS problem with the value OPT , where T ∗ ⊂ F , w(T ∗) =∑

e∈T w(e) ≤ B. We also assume that T = G(V,E′) is a minimum balanced
spanning tree produced by Algorithm 5.1 with the value OUT = m0 + m1 .
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Since T is a minimum balanced spanning tree for weight function w(·) in sim-
ple connected weighted undirected graph G, we get

∑
e∈T w(e) ≤ ∑

e∈T ∗ w(e) ≤
� ·OPT by Lemma 6. For every edge e in a balanced spanning tree T , we first use
insert(e) pieces of whole special materials of length � to splice them, and then
the remaining length of the unspliced part of edge e in T is denoted as w′′(e),
it indicates that m0 pieces of whole special materials of length � were used in
the step 3. For items of size w′′(ei1), w

′′(ei1), . . . , w
′′(eil) in the step 4, we use

the following notation, let r0 denote the number of remaining edges in the tree
T that satisfy �

2 < w′′(e) < 2�
3 , use r1 denote the number of remaining edges in

the tree T should be 2�
3 ≤ w′′(e). The m1 bins used in the step 4 are listed as

B1, B2, . . . , Bm1 , respectively, and the sum of the items in each bin Bi is denoted
as f(Bi)( i = 1, 2, . . . ,m1), so we can get the following facts.

(1) f(Bi) ≥ 2�
3 , i = 1, 2, . . . , r1;

(2) f(Bi) ≥ �
2 , i = 1 + r1, 2 + r1, . . . , r1 + r0; (by Lemma 4)

(3) f(Bi) > 2�
3 , i = r1 + r0 + 1, r1 + r0 + 2, . . . , m1 − 1; (by Lemma 5)

(4) f(Bi) + f(Bm1) > �, i = 1, 2, . . . ,m1 − 1.

Thus, we can get
w(T ) =

∑
e∈T w(e) =

∑
e∈T w′(e) +

∑
e∈T w′′(e) =

∑
e∈T insert(e) · � +∑m1

i=1 f(Bi) = m0 · � +
∑r1

i=1 f(Bi) +
∑r1+r0

i=r1+1 f(Bi) +
∑m1−1

i=r1+r0+1 f(Bi) +
f(Bm1) = m0 · � +

∑r1
i=1 f(Bi) +

∑r1+r0
i=r1+1(f(Bi) + �

6 ) +
∑m1−1

i=r1+r0+1 f(Bi) +
f(Bm1) − r0

6 · � > m0 · � + 2�
3 (m1 − 2) + � + r0

6 · � ≥ 2�
3 · (m0 + m1) − r0+2

6 · � =
2�
3 · OUT − r0+2

6 · �.

In summary, we know 2�
3 · OUT − r0+2

6 · � <
∑

e∈T w(e) ≤ � · OPT , implying
4OUT < 6OPT + r0 + 2. Hence, we obtain the fact OUT ≤ 3

2OPT + r0+1
4 by

the integral property.
Runtime analysis of Algorithm 5.1: at step 1, by Lemma2, the running time

of the DT-algorithm is O(mf(m)); at step 3, it’s needs most running time is
O(n); at step 4, the FFD algorithm needs at most running time O(nlogn).
Hence, the whole algorithm needs the running time O(mf(m)). The running
time of the FFDalgorithm is O(mf(m)). Hence, the whole algorithm needs the
running time O(mf(m)) .

6 Conclusions

In this paper, we proposed three kinds of algorithms, and obtain three main
results:(1) for the MBSTS problem, we obtain an 3

2 -approximation algorithm
and an asymptotic PTAS, algorithm 3.1 running time is O(nlogn); (2) for the
MBSTS-ESR problem, we obtain an 3

2 -approximation algorithm, and algo-
rithm 4.1 has its running time O(nm); (3)for the CBTS problem, we get an
asymptotic 3

2 -approximation algorithm, and Algorithm 5.1 has its running time
O(mf(m)). Further improvement requires deeper exploration. The most hardest
work is to design approximation algorithms with lower constant approximation
ratios to solve the CBTS(orMBSTS-ESR) problem.
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Abstract. The Employees’ Financial Equity Perception in NPOs is the impor-
tant content of NPO human resource management. It has an important influence
on the efficiency of organization management by effecting on the organizational
effectiveness. Through a questionnaire survey of employees of some NPOs, the
structural equation analysis indicates the influence path of the employees’ finan-
cial equity perception on organizational effectiveness in NPOs, the results show
that the NPO employee job satisfaction is mainly positively affected by distribu-
tive equity and procedural equity; the degree of being approved of the staff is
mainly positively influenced by the financial information fairness and financial
result fairness; staff satisfaction affects organizational citizenship behavior and
organizational commitment; organizational commitment has some negative effect
on organizational failure behavior; normative commitment and continuance com-
mitment have positive influence on organizational identity perception, while affec-
tive commitment has not obvious positive impact on organizational identification
perception.

Keywords: Nonprofit organization · Financial justice · Organizational
citizenship behavior · Organizational commitment · Job satisfaction

1 Introduction

In recent years, the enhancement of social functions, the rapid development of non-profit
organizations (NPOs) and the complex and changeable environment together push the
organizations themselves to strengthen their construction, improve their financial and
human resource management level, so as to be able to flexibly respond to the changes
of various internal and external conditions, and provide better products and services for
customers. It is not only the important content of NPO human resource management,
but also the important way to improve the efficiency and effect of NPO management.

The perceived organizational justice is the subjective perception of stakeholders to
organizational justice, including four dimensions: distribution justice, procedural jus-
tice, interpersonal justice and information justice. The perceived financial justice is the
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financial part of organizational justice perception. By analyzing the details of organi-
zational justice, it is concluded that except interpersonal justice, the other three kinds
of justice are closely related to the funds movement. Therefore, the perceived financial
justice includes the perceived justice of financial procedures, outcomes and informa-
tion, emphasizing the process of economic income distribution, the amount of economic
income obtained by employees and the transmission of relevant information. The finan-
cial justice of NPO is the application of financial equity theory in NPO, including the
justice of distributions, procedures and information.

Organizational citizenship behavior (OCB), as an extra role behavior, can improve
organizational efficiency, although it is not included in the formal compensation system.
As a subjective perception, job satisfaction affects the behavior of employees, and plays
an important role in the mobilization and play of their work enthusiasm and initiative.
As a psychological contract, organizational commitment reflects employees’ loyalty to
the organization and their sense of belonging. OCB, job satisfaction and organizational
commitment are all important contents of organizational effectiveness, which can reflect
the role of employees in promoting organizational efficiency. The perceived financial
justice of employees in NPOs has a profound impact on their OCB, job satisfaction and
organizational commitment.

At present, some scholars have done some research on the impact of financial justice
on organizational effect, and think that the perceived financial justice of employees has
a certain impact on organizational effect. However, few scholars have made a systematic
analysis and discussion on the relationship between the perceived financial justice and
organizational effectiveness of NPOs. From the existing research, the impact of financial
justice is the main part of the impact of organizational effectiveness variables. Distribu-
tive justice and procedural justice can greatly influence employees’ work attitude and
OCBs (Colquitt et al. 2001). According to Tyler (1994), individual seeking justice is
to achieve personal goals under the stimulation of economic interests. Perceived justice
can promote more positive behaviors by comparing individual input-output ratio with
others. Perceived organizational justice canwell predict manymain organizational effect
variables (Liu et al. 2015). For NPOs, does the perceived financial justice of employees
have an impact on the organizational effect? If so, how?

In this paper, based on the investigation of NPO employees in China, the impact of
distribution, procedure and information justice on job satisfaction, organizational com-
mitment and OCBs are analyzed. The contribution of this paper is mainly reflected in
three aspects: Firstly, the effect of NPO is discussed from a new perspective of financial
justice, and the influences of financial procedure, outcomes and information justice on
organizational commitment, job satisfaction and OCB are investigated, which is con-
ducive to the improvement of human resource management and financial management
of NPO. Secondly, a scale of employee financial equity, job satisfaction, organizational
commitment and OCB, which is in line with the reality of NPOs in China, has been
developed, and the reliability and validity of the survey data have been tested. Even-
tually, a formal scale with high reliability and validity has been formed for NPOs in
China, which provides an appropriate tool for the follow-up research. Thirdly, the influ-
ence path of employee perceived financial justice on the main organizational effect
variables in NPOs has been clarified, and the impact of employee perceived financial
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justice on OCB in NPOs has been systematically analyzed, which provides a basis for
organizations to motivate employees, improve employee satisfaction and enthusiasm,
and formulate scientific reward and punishment systems.

2 Theoretical Basis and Research

Sufficient financial information disclosure helps the employees of non-profit organiza-
tions fully understand the organization’s distribution process and outcomes. Moreover,
they need to express their different opinions through unimpeded channels, which is
a necessary condition for the fair realization of financial outcomes. The disclosure of
financial information also makes the distribution process more transparent and reason-
able. Reasonable financial procedures will also promote the outcomes of distribution to
ensure the interests of more people. So the following hypotheses are made:

h1: Financial information justice of employees in NPOs has a significant positive impact
on financial procedure justice.
h2: Financial information justice of employees in NPOs has a significant positive impact
on distribution justice.
h3: Distribution justice of employees in NPOs has a significant positive impact on
distribution justice.

The perceived justice has both direct and indirect influence on employee’s job sat-
isfaction in enterprises. Han and Zhang (2015) discovered that perceived justice has a
positive impact on employee job satisfaction and organizational justice behavior, and
moral leadership also has an indirect effect on OCB and subordinate job satisfaction
through perceived justice. There is a strong correlation between perceived organiza-
tional justice and job satisfaction, and strongly perceived justice can bring high job
satisfaction. On the contrary, a strong sense of injustice will lead to a low level of job
satisfaction (Al-Zubi 2010). Job satisfaction includes job, promotion and pay. So the
following hypotheses are made:

h4: Financial information justice of employees in NPOs has a significant positive impact
on job satisfaction itself.
h5: Financial information justice of employees in NPOs has a significant positive impact
on pay satisfaction.
h6: Financial information justice of employees in NPOs has a significant positive impact
on chance of promotion.
h7: Financial procedural justice of employees in NPOs has a significant positive impact
on job satisfaction itself.
h8: Financial procedural justice of employees in NPOs has a significant positive impact
on pay satisfaction.
h9: Financial procedural justice of employees in NPOs has a significant positive impact
on chance of promotion.
h10: Distribution justice of employees in NPOs has a significant positive impact on job
satisfaction itself.
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h11: Distribution justice of employees in NPOs has a significant positive impact on pay
satisfaction.
h12: Distribution justice of employees in NPOs has a significant positive impact on
chance of promotion.

Bateman and Organ (1983) discovered that OCB is composed of a series of informal
cooperative behaviors, neither out of labor contract, nor informal role requirements, but
a kind of behavior and posture outside the role that is beneficial to the organization,
which can improve the organizational efficiency as a whole. OCB includes altruism
toward colleagues, identification with the company, conscientiousness, interpersonal
harmony and protection of natural resources. The sense of personal fairness will have
a certain impact on employees OCB (Organ 1990) When employees feel unfair, they
will reduce OCB, and when they feel fair, they will continue to show OCB in return for
the organization (Zhang and Qi 2001). Perceived organizational justice has a positive
impact on OCB.

Shen and Zhang (2016) discovered that job satisfaction of employees has a positive
impact on organizational commitment and OCB, and organizational commitment has
a positive impact on OCB. According to Wang (2010), employees’ job satisfaction is
significantly positively correlated with OCB. In NPOs, employees’ sense of happiness,
satisfaction and appreciation in their work will promote them to work harder and com-
plete some informal contract behaviors, otherwise, it is the opposite. OCB may be an
organizational identity behavior that has a beneficial impact on the organization, or it
may be an organizational destruction that seeks personal interests by using positions
and private use of the organization’s shared resources. The higher the employee’s job
satisfaction is, the more positive the working mood is, and the easier it is to engage in
organizational and altruism toward colleagues (Zhang and Qi 2001). So the following
hypotheses are made:

h13: Pay satisfaction of employees in NPOs has a significant positive impact on
identification with the company.
h14: Pay satisfaction of employees in NPOs has a significant positive impact on altruism
toward colleagues.
h15: Pay satisfaction of employees in NPOs has a significant positive impact on
conscientiousness.
h16: Pay satisfaction of employees in NPOs has a significant positive impact on
interpersonal harmony.
h17: Pay satisfaction of employees in NPOs has a significant positive impact on
protecting company resources.
h18: Chance of promotion of employees in NPOs has a significant positive impact on
identification with the company.
h19: Chance of promotion of employees in NPOs has a significant positive impact on
altruism toward colleagues.
h20: Chance of promotion of employees in NPOs has a significant positive impact on
conscientiousness.
h21: Chance of promotion of employees in NPOs has a significant positive impact on
interpersonal harmony.
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h22: Chance of promotion of employees in NPOs has a significant positive impact on
protecting company resources.
h23: job satisfaction of employees in NPOs has a significant positive impact on
identification with the company.
h24: job satisfaction itself of employees in NPOs has a significant positive impact on
altruism toward colleagues.
h25: job satisfaction itself of employees in NPOs has a significant positive impact on
conscientiousness.
h26: job satisfaction itself of employees in NPOs has a significant positive impact on
interpersonal harmony.
h27: job satisfaction itself of employees in NPOs has a significant positive impact on
protecting company resources.

Organizational commitment, also known as organizational attachment and organi-
zational loyalty, refers to the strength of individual identification and participation in
an organization. As a psychological contract, rather than a written one, it stipulates the
non-professional role behaviors that cannot be specified in a formal contract, including
continuous commitment, affective commitment and normative commitment (Meyer and
Allen 1991). According to Becker (1960), the organizational commitment is a psycho-
logical phenomenon that employees have to stay in the organization due to the increase
of organizational input, including the loss of turnover and the lack of alternative jobs.
Both procedural justice and distribution justice can lead to organizational support, which
canmediate organizational commitment (Jiang 2007). Organizational justice also affects
organizational commitment through job satisfaction, which is a major factor affecting
and has a significant correlation with organizational commitment (Ling and Ling 2009;
Kuang and Ling 2009). Employees with higher satisfaction will be more loyal to the
organization, will not change jobs frequently, and will get more happiness from their
work. They are more emotionally dependent on the existing organization, and think that
once they leave, it will probably mean a lot of personal sacrifice and less selectivity. So
the following hypotheses are made:

h28: job satisfaction itself of employees inNPOshas a positive impact on their continuous
commitment.
h29: job satisfaction itself of employees in NPOs has a positive impact on their affective
commitment.
h30: job satisfaction itself of employees inNPOs has a positive impact on their normative
commitment.
h31: Pay satisfaction of employees in NPOs has a positive impact on their continuous
commitment.
h32: Pay satisfaction of employees in NPOs has a positive impact on their affective
commitment.
h33: Pay satisfaction of employees in NPOs has a positive impact on their normative
commitment.
h34: Chance of promotion of employees in NPOs has a positive impact on their
continuous commitment.
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h35: Chance of promotion of employees in NPOs has a positive impact on their affective
commitment.
h36: Chance of promotion of employees inNPOs has a positive impact on their normative
commitment.

The impact of perceived justice on employees’ citizenship behavior is realized by
job satisfaction perception and organizational commitment. Organizational commitment
has a significant impact on OCB (Wang and Zhang 2008). OCB is positively related to
organizational justice and organization, and organizational commitment plays an inter-
mediary role in organizational justice and OCB (Yan and Zhang 2010). As for the
influence of organizational commitment on OCB, Johnson and Chang (2006) discov-
ered that shared group orientation and focus, group goals and norms internalization
make affective commitment significantly related to group shape self-image; continuous
commitment is related to individual self-image, because employees pay attention to and
maintain individual investment interests to avoid negative results; self-image is a buffer
variable between organizational commitment and organizational citizenship behavior.
The enhancement of emotional dependence on the organization and the recognition of
loyalty to the organization in terms of values will increase employees’ identification with
the company, promote their altruism toward colleagues and conscientiousness, contribute
to interpersonal harmony within the organization, and also reduce their organizational
destruction. Shore and Wayne (1993) discovered that affective commitment, perceived
organizational support andOCBare positively correlated, while continuous commitment
is negatively correlated with OCB. So the following hypotheses are made:

h37: Continuous commitment of employees in NPOs has a positive impact on their
identification with the company.
h38: Continuous commitment of employees in NPOs has a positive impact on their
altruism toward colleagues.
h39: Continuous commitment of employees in NPOs has a positive impact on their
conscientiousness.
h40: Continuous commitment of employees in NPOs has a positive impact on their
interpersonal harmony.
h41: Continuous commitment of employees in NPOs has a positive impact on their
protecting company resources.
h42: Affective commitment of employees in NPOs has a positive impact on their
identification with the company.
h43: Affective commitment of employees inNPOs has a positive impact on their altruism
toward colleagues.
h44: Affective commitment of employees in NPOs has a positive impact on their
conscientiousness.
h45: Affective commitment of employees in NPOs has a positive impact on their
interpersonal harmony.
h46: Affective commitment of employees in NPOs has a positive impact on their
protecting company resources.
h47: Normative commitment of employees in NPOs has a positive impact on their
identification with the company.
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h48: Normative commitment of employees in NPOs has a positive impact on their
altruism toward colleagues.
h49: Normative commitment of employees in NPOs has a positive impact on their
conscientiousness.
h50: Normative commitment of employees in NPOs has a positive impact on their
interpersonal harmony.
h51: Normative commitment of employees in NPOs has a positive impact on their
protecting company resources.

3 Research Methods and Design

3.1 Scale Development

According to Colquitt’s (2001), justice perception scale excluding the dimension of
interpersonal justice is thus selected to study the perceived financial justice of employees
in NPOs because it has nothing to dowith finance, and the rest three dimensions in which
are fitted with finance which are used tomeasure the financial justice by 16 items of three
dimensions: procedural, distribution and information justice. The internal consistency
coefficients of the subscale are 0.78, 0.85 and 0.83, respectively.

The three dimensions of organizational effectiveness, namely, citizenship behavior,
organizational commitment and job satisfaction, are measured by using the appropriate
scale according to the existing results and the actual situation. The five-level scale is used
in the dimension of OCB (Farh et al. 1997), dividing organizational effectiveness into
five dimensions: identification with the company, altruism toward colleagues, consci-
entiousness, interpersonal harmony and protecting company resources. Each dimension
has 3–5 items, 20 items in total, and their internal consistency coefficients are 0.87, 0.87,
0.82, 0.86 and 0.81 respectively.

According to Allen (1990), the organizational commitment scale used by is selected,
which has three dimensions: affective commitment scale (ACS), continuous commitment
scale (CCS) and normative commitment scale (NCS). Each dimension has 8 questions, a
total of 24 items,whichmeasure the commitment of individual loyalty to the organization
from the perspective of employee’s emotion and dependence on the organization. The
internal consistency coefficients of the three subscales are 0.87, 0.75 and 0.79.

According to Spector (1985), a 9-dimensional job satisfaction scale was developed.
The 9 dimensions of the original scale are pay, promotion, supervision, pay, contingent
rewards, operating procedures and co-workers, job satisfaction and communication.
Each dimension has 4 items, 36 items in total. Yang et al. (2010) discovered that the
overall structural validity of this scale is poor, especially the reliability of two subscales is
lower, which are not suitable for job satisfaction survey on Chinese employees. Among
them, the pay, chance of promotion, job satisfaction and supervision satisfaction are
applicable to the measurement of job satisfaction of Chinese employees, but during the
utilization, there are still some items in co-workers that need to be corrected due to the
consideration of different cultural backgrounds. Therefore, the sub-scales that are not
suitable for employees in China and the co-workers scale that needs to be revised are
removed, and the sub-scale of supervision that has nothing to do with financial matters
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is removed, thus finally, a three-dimensional 12-item scale including pay, chance of
promotion and job satisfaction is formed.

In addition, variables such as employee education, age, gender, and length ofworking
hours also have different effects on organizational effect variables such as perceived orga-
nizational justice and organizational commitment (Tian 2014). Therefore, the relevant
control variables are set.

3.2 Scale Pretest

A few questionnaires were sent out for pretest, and 260 valid ones were recovered. An
exploratory factor analysis was carried out by using the prediction test data to form the
final use scale.

OCBScale. By exploratory factor analysis, two factors are extracted, and the itemswith
factor load less than 0.6 and cross loading are eliminated, and two factors are obtained,
respectively as organizational destruction (OD) and identificationwith the company (IC).
The dimensions of organizational destruction include the following options: to seek per-
sonal interests by using improper strategies that are harmful to interpersonal harmony
(IH1), to seek personal interests by using position power (IH2), to haggle over every
detail for personal benefits (IH3), to often speak ill of colleagues or leaders behind their
backs (IH4), to do private things during working hours, such as stock speculation, shop-
ping, hairdressing, etc. (PR1), to use organizational resources for private affairs, such
as private use of office computers, copiers, telephones, etc. (PR2), to use illness as the
reason for asking for leave (PR3). The items in this dimension are the destruction of orga-
nizational interests by employees, while seeking personal interests or destroying unity in
various ways that harm the interests of organization is the combination of interpersonal
harmony and resource protection dimensions in the original scale. The dimensions of
identification with the company include my willingness to stand up to maintain orga-
nizational reputation (IC1), my desire to clarify misunderstandings and deliver good
news of organization (IC2), proposal of constructive suggestions for the operation of
organization (IC3), and active participation in organizational meetings (IC4).

The new scale extracted after factor analysis is further analyzed, as shown in Table 1.
The KOM value is 0.904, greater than 0.7, the explained total variance is 68.284%, the
factor loads are all greater than 0.6, and the internal consistency coefficients of the two
dimensions are 0.933 and 0.737, respectively, which have good reliability and validity.

Organizational Commitment Scale. After analyzing, the organizational commitment
scale is extracted, including three dimensions, namely, continuous commitment scale
(CCS), affective commitment scale (ACS) and normative commitment scale (NCS). The
dimension of affective commitment includes two items: I am not part of the organization
family (ACS6), and I am not attached to the organization emotionally (ACS7); the
dimension of continuous commitment includes three items: If I leave the organization
now, my life will fall into chaos (CCS2), the lack of selectivity is one of several serious
consequences of leaving the organization (CCS5), and the main reason that I continue
to work for the organization is that leaving means a lot of personal sacrifice - other
organizations can’t provide the current amount of revenue (CCS6); the dimension of
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Table 1. Analysis on reliability and validity of OCB scale.

Dimensionality Test item KMO Factor loading Total variance of
interpretation

Reliability

Organizational
destruction (OD)

IH1 0.904 0.843 68.284% 0.933

IH2 0.846

IH3 0.862

IH4 0.865

PR1 0.801

PR2 0.807

PR3 0.828

Identification with
the company (IC)

IC1 0.826 0.797

IC2 0.785

IC3 0.788

IC4 0.721

normative commitment includes three items: one of the main reasons that I continue
to work for the organization is that loyalty is very important and I should fulfill moral
responsibility (NCS2), I should hold the values of being loyal to the organization (NCS4),
and it is better to spend most of my career in one organization (NCS5).

The new scale extracted after factor analysis is further analyzed, as shown in
Table 2. The KOM value is 0.735, greater than 0.7, the explained total variance is
74.266%, the factor loads are all greater than 0.7, and the internal consistency coeffi-
cients of the three dimensions are 0.785, 0.761 and 0.773, respectively, which have good
reliability and validity.

Table 2. Analysis on reliability and validity of organizational commitment scale.

Dimensionality Test item KMO Factor loading Total variance of
interpretation

Reliabilit

Affective
commitment scale
(ACS)

ACS6 0.735 0.881 74.266% 0.785

ACS7 0.902

Continuous
commitment scale
(CCS)

CCS2 0.726 0.761

CCS5 0.857

CCS6 0.823

Normative
commitment scale
(NCS)

NCS2 0.821 0.773

NCS4 0.820

NCS5 0.739
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Nature of Work Scale. The factors of job satisfaction scale are extracted and 5 items
are eliminated. According to the re-integration of the test items, a new scale with two
dimensions and seven items is obtained, which are job satisfaction self (NW) and work
acceptance (WA). After further analysis, it is found that the KOM value is 0.849, greater
than 0.7, the explained total variance is 74.869%, the factor loads are all greater than
0.7, and the internal consistency coefficients of the two dimensions are 0.757 and 0.914,
respectively,which have good reliability andvalidity. SeeTable 3 for the detailed indexes.

Table 3. Analysis on reliability and validity of job satisfaction scale.

Dimensionality Test item KMO Factor loading Total variance of
interpretation

Reliability

Job satisfaction self
(NW)

NW1 0.849 0.880 74.869% 0.735

NW2 0.848

Work acceptance
(WA)

PN3 0.833 0.907

PN4 0.851

PY4 0.849

NW3 0.803

NW4 0.813

Financial Justice Scale. By analyzing the scale of financial justice of employees, a
three-dimensional 9-factor scale of distribution justice (DJ), procedural justice (PJ) and
information justice (IJ) is obtained. After further analysis, it is found that the KOMvalue
is 0.920, greater than 0.7, the explained total variance is 80.387%, the factor loads are
all greater than 0.7, and the internal consistency coefficients of the two dimensions are
0.857, 0.836 and 0.909, respectively,which have good reliability and validity. SeeTable 4
for the detailed indexes.

Table 4. Analysis on reliability and validity of employees financial justice scale.

Dimensionality Test item KMO Factor loading Total variance of
interpretation

Reliability

Distribution justice
(DJ)

DJ4 0.920 0.771 80.387% 0.857

DJ5 0.807

DJ6 0.819

Procedural justice
(PJ)

PJ2 0.825 0.836

PJ3 0.747

Information justice
(IJ)

IJ1 0.840 0.909

IJ2 0.805

IJ3 0.737

IJ4 0.738
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Model Confirmatory Factor Analysis. The results of confirmatory factor analysis are
shown in Table 5, χ2/df = 1.918 (p < 0.001), TLI = 0.934, CFI = 0.943, RMSEA =
0.048, most of the indexes meet the requirements, and the model fit is good.

Table 5. Goodness of fit index of first-order model.

X2/df IFI RMR RMSEA GFI CFI TLI

Standard
values

�3 >0.9 <0.05 <0.08 >0.9 >0.9 >0.9

Model 1.918 0.944 0.051 0.048 0.868 0.943 0.934

Fitting
judgment

Reach
standard

Reach
standard

sub-standard Reach
standard

Sub-standard Reach
standard

Reach
standard

3.3 Hypotheses for Formal Use

According to the pre-test results mentioned above, some dimensions or items of the scale
are removed, and the dimensions of the scale are re-integrated to get new hypotheses for
formal analysis. Among them, in OCB, the dimension of “organizational destruction”
integrates the original two dimensions of “interpersonal harmony” and “resource protec-
tion”. As these items are all reverse items, the assumed direction is adjusted during the
assumption, and the rest are kept the original assumed direction. The hypotheses used
in the formal analysis are as follows:

H1: Information justice of employees in NPOs has a significant positive impact on the
procedural justice.
H2: Information justice of employees in NPOs has a significant positive impact on the
distribution justice.
H3: Procedural justice of employees in NPOs has a significant positive impact on the
distribution justice.
H4: Information justice of employees in NPOs has a significant positive impact on the
job satisfaction.
H5: Information justice of employees in NPOs has a significant positive impact on the
work acceptance.
H6: Procedural justice of employees in NPOs has a significant positive impact on the
job satisfaction.
H7: Procedural justice of employees in NPOs has a significant positive impact on the
work acceptance.
H8: Distribution justice of employees in NPOs has a significant positive impact on the
job satisfaction.
H9: Distribution justice of employees in NPOs has a significant positive impact on the
work acceptance.
H10: job satisfaction of employees in NPOs has a significant positive impact on the
identification with the company.
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H11: job satisfaction of employees in NPOs has a significant positive impact on the
organizational destruction.
H12: Work acceptance of employees in NPOs has a significant positive impact on the
identification with the company.
H13: Work acceptance of employees in NPOs has a significant positive impact on the
organizational destruction.
H14: job satisfaction of employees in NPOs has a significant positive impact on the
continuous commitment.
H15: job satisfaction of employees in NPOs has a significant positive impact on the
affective commitment.
H16: job satisfaction of employees in NPOs has a significant positive impact on the
normative commitment.
H17: Work acceptance of employees in NPOs has a significant positive impact on the
continuous commitment.
H18: Work acceptance of employees in NPOs has a significant positive impact on the
affective commitment.
H19: Work acceptance of employees in NPOs has a significant positive impact on the
normative commitment.
H20: Continuous commitment of employees in NPOs has a significant positive impact
on the identification with the company.
H21: Continuous commitment of employees in NPOs has a significant positive impact
on the organizational destruction.
H22: Affective commitment of employees in NPOs has a significant positive impact on
the identification with the company.
H23: Affective commitment of employees in NPOs has a significant positive impact on
the organizational destruction.
H24: Normative commitment of employees in NPOs has a significant positive impact
on the identification with the company.
H25: Normative commitment of employees in NPOs has a significant positive impact
on the organizational destruction.

3.4 Object of Study

600 questionnaires were distributed to employees of NPOs for investigation, and
545 valid ones were collected. The statistical description results of valid samples are
shown in Table 6. In the process of issuing the questionnaire, in order to make the iden-
tity of the respondents fit, Wenjuanxing as the professional platform of questionnaire
service is entrusted to select the internal staff of NPO to answer, so as to ensure that
the respondents meet the requirements of the role of questionnaire. The respondents are
aged between 20 and 40, most of them are regular employees who have worked in NPOs
for more than one year, and their education level is concentrated in high school or above.
Among them, nearly 40% of the employees have not changed their working place, and
nearly 50% of the employees have changed their working place once or twice, with few
of them changing their work frequently.
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Table 6. Statistics of basic characteristics of samples.

Items State
variable

Number
of people
(PCs)

Percentage
(%)

Items State variable Number
of people
(PCs)

Percentage
(%)

Gender Male 310 56.88 Education
degree

Master or
above

24 4.4

Female 235 43.12 Undergraduate 336 61.65

Age ≤ 20 7 1.28 Junior college
student

97 17.8

21–30 254 44.95 Vocational
high school
education

71 13.03

31–40 197 36.15

41–50 73 13.39 Junior high
school and
below

17 3.12

>50 23 4.22

Years of
working in
the unit

≤ half 30 5.5 Job-hopping
number

0 202 37.06

half-1 27 4.95 1 147 26.97

1–2 96 17.61 2 112 20.55

2–5 155 28.44 3–4 71 13.03

>5 237 43.49 ≥5 13 2.39

Position Intern 12 2.2 Marital
status

Unmarried 140 25.69

General
staff

391 71.74 Married 391 71.74

Boss 142 26.06 Divorced 13 2.39

Be
religious
or not

Yes 105 19.27 Remarried 1 0.18

No 440 80.73 Widowed 0 0

3.5 Research Tools

According to the pretest results, the scales of financial justice, job satisfaction, organi-
zational commitment and OCB are finally determined, which have 9, 7, 8 and 11 items
respectively. As mentioned above, the reliability and validity of each scale are good.
Then, the formal scale will be used as a tool for analysis.

It should be noted that in these scales, the three scales of work acceptance, affective
commitment and organizational destruction are all reverse. In the above hypotheses,
the impact of all dimensions on organizational destruction is assumed to be negative,
reflecting the characteristics of negative indexes. However, the hypotheses related to
work acceptance and affective commitment are all set as positive impact except for the
impact on organizational destruction. Therefore, in the follow-up path analysis, when the
work acceptance or affective commitment does not appear at the same time with other
negative indicator dimensions, the correlation coefficient of negative value is positive
correlation, and the correlation coefficient of positive value is negative correlation in
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the relationship between the work acceptance or affective commitment and the positive
measurement dimension.

4 Data Analysis and Results

4.1 Model Fitting

Amos21.0 was used for the confirmatory factor analysis based on the first-order factor.
The results are shown in Table 7, χ2/df= 2.425 (p< 0.001), TLI= 0.936, CFI= 0.945,
RMSEA = 0.051, and the model has a good fit.

Table 7. Goodness of fit index of first-order model.

X2/df IFI RMR RMSEA GFI CFI TLI

Standard
values

�3 >0.9 <0.05 <0.08 >0.9 >0.9 >0.9

Model 2.425 0.945 0.051 0.051 0.881 0.945 0.936

Fitting
judgment

Reach
standard

Reach
standard

Sub-standard Reach
standard

Sub-standard Reach
standard

Reach
standard

4.2 Confirmatory Factor Analysis

Confirmatory factor analysis was used to test the reliability and validity of the model.
The validity was tested by convergence validity and discriminant validity. Convergence
validity was judged by factor composite reliability (CR) and average variation extraction
(AVE). Discriminant validity was judged by the comparison between the square root
of potential variable AVE and the correlation coefficient between potential variables.
Results as shown in Table 8 and Table 9, the reliability and validity of each scale were
good.

Table 8. Confirmatory factor analysis results.

Dimensionality Test item Factor loading CR Reliability

Organizational destruction (OD) IH2 0.870*** 0.945 0.945

IH3 0.875***

IH4 0.871***

PR1 0.804***

PR2 0.793***

PR3 0.826***

(continued)
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Table 8. (continued)

Dimensionality Test item Factor loading CR Reliability

Identification with the company (IC) IC1 0.821a 0.831 0.829

IC2 0.768***

IC3 0.728***

IC4 0.647***

Affective commitment scale (ACS) ACS6 0.884a 0.805 0.799

ACS7 0.754***

Continuous commitment scale (CCS) CCS2 0.662a 0.772 0.765

CCS5 0.758***

CCS6 0.763***

Normative commitment scale (NCS) NCS2 0.723a 0.797 0.797

NCS4
NCS5

0.726***

0.807***

Job satisfaction self (NW) NW1 0.728a 0.7609 0.757

NW2 0.837***

Work acceptance (WA) PN3 0.873a 0.9087 0.914

PN4 0.879***

PY4 0.890***

NW3 0.711***

NW4 0.712***

Distribution justice (DJ) DJ4 0.771a 0.8723 0.870

DJ5 0.840***

DJ6 0.887***

Procedural justice (PJ) PJ2 0.841a 0.8545 0.854

PJ3 0.886***

Information justice (IJ) IJ1 0.838a 0.9223 0.923

IJ2 0.844***

IJ3 0.874***

IJ4 0.863***

Note: a represents the measurement item with factor load of 1 by default, and *** represents that
factor load is significant at the significance level of 0.001

4.3 Path Analysis

The impact path as shown in Fig. 1 can be obtained based on the above hypotheses and
analysis. The financial justice of NPO employees influences OCB by influencing the
job satisfaction. The job satisfaction has a direct impact on OCB, as well as an indirect
impact through organizational commitment. Organizational commitment has a direct
impact on OCB. Thus it is clear that the financial justice of NPO employees directly or
indirectly affects the job satisfaction, organizational commitment and OCB.
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Table 9. List of variable correlation coefficients, AVEs and mean values.

Mean
Value

AVE
Square
Root

IJ DJ PJ NW WA CCS ACS NCS OD IC

IJ 3.5482 0.8649 0.7481

DJ 3.5994 0.8340 0.764 0.6956

PJ 3.6991 0.8638 0.841 0.779 0.7461

NW 3.9037 0.7844 0.647 0.646 0.734 0.6153

WA 2.6624 0.8173 −0.528 −0.517 −0.457 −0.508 0.6679

CCS 3.3364 0.7292 0.379 0.334 0.303 0.331 −0.141 0.5317

ACS 2.4046 0.8216 −0.330 −0.259 −0.291 −0.416 0.737 0.024 0.675

NCS 3.9083 0.7530 0.532 0.453 0.517 0.687 −0.281 0.554 −0.307 0.567

OD 1.8784 0.8433 −0.047 0.043 −0.035 −0.154 0.410 0.180 0.517 −0.155 0.7112

IC 4.0252 0.7437 0.595 0.465 0.619 0.597 −0.311 0.268 −0.303 0.613 −0.206 0.5531

Note: The data in black diagonal font represents the AVE square root value of each factor

Fig. 1. Path analysis.

The parameter estimation and model fitting analysis of the model show that most
of the indexes reach the standard level, with good fitting degree, which can be used to
verify the hypothesis. The specific values are shown in Table 10 and Table 11.
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Table 10. Goodness of fit index of the model.

X2/df IFI SRMR RMSEA GFI CFI TLI

Standard
Values

�3 >0.9 <0.05 <0.08 >0.9 >0.9 >0.9

Model 2.710 0.932 0.0623 0.056 0.865 0.931 0.924

Fitting
Judgment

Reach
standard

Reach
standard

Sub-standard Reach
standard

Sub-standard Reach
standard

Reach
standard

4.4 Hypotheses Testing

Internal Influence Relationship of Three Dimensions of Perceived Financial Jus-
tice of NPO Employees. As shown in the above table, the procedural justice of NPO
employees is positively affected by the information justice (β = 0.840, P < 0.01), the
distribution justice is positively affected by the information justice (β = 0.374, P <

0.01), and the procedural justice is positively affected by the distribution justice (β =
0.465, P < 0.01). Therefore, H1, H2 and H3 are true.

The Impact of Perceived Financial Justice on Job satisfaction of NPO Employees.
For NPO employees, the information justice has a significant positive impact on job
satisfaction (β = 0.242, P< 0.01), and a significant positive impact on work acceptance
(β = −0.353, P < 0.01); procedural justice has a significant positive impact on job
satisfaction (β = 0.455, P < 0.01); distribution justice has a significant positive impact
on job satisfaction (β = 0.159, P < 0.05), and a significant positive impact on work
acceptance (β = −0.272, P< 0.01). Therefore, H4, H5, H6, H8 andH9 are true. Besides,
procedural justice has no significant positive effect on work acceptance, (β = 0.045, P
= 0.664). Therefore, H7 is not true.

The Impact of JobSatisfaction onOCBofNPOEmployees. InNPOs, job satisfaction
has a significant negative impact on organizational destruction (β = 0.319, P < 0.01),
and a significant positive impact on identification with the company (β = 0.516, P <

0.01); work acceptance has a significant negative impact on organizational destruction
(β = 0.196, P < 0.01). Therefore, H10, H11 and H13 are true. However, the hypothesis
of the impact of work acceptance on identification with the company in NPOs was not
supported (β = 0.071, P = 0.324). Therefore, H12 is not true.

The Impact of Job Satisfaction onOrganizational Commitment ofNPOEmployees.
For NPO employees, the job satisfaction has a significant negative impact on continuous
commitment (β = 0.510, P < 0.01), and a significant positive impact on normative
commitment (β = 0.786, P < 0.01); work acceptance has a significant negative impact
on affective commitment (β = 0.725, P < 0.01). H14, H16 and H18 are supported.
Besides, the hypotheses of the impact of job satisfaction on affective commitment was
not supported (β = −0.018, P = 0.679), the impact of work acceptance on continuous
commitment was not supported (β = 0.129, P< 0.05) was not supported, and the positive
effect of work acceptance on normative commitment is not significant (β = 0.089, P =
0.056). Therefore, H15, H17 and H19 are not supported.
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Table 11. Model path coefficient estimation.

Unnormalized path 

coefficient estimation
S.E. C.R. Significance

Normalized path 

coefficient estimation

PJ<--- IJ 0.044 18.971 *** 0.840

DJ<--- IJ 0.080 4.831 *** 0.374

DJ<--- PJ 0.084 5.824 *** 0.465

NW<--- IJ 0.065 2.807 *** 0.242

WA<--- IJ 0.087 −3.696 *** −0.353

NW<--- DJ 0.052 2.207 ** 0.159

WA<--- DJ 0.070 3.389 *** −0.272

WA<--- PJ 0.095 0.434 0.664 0.045

NW<--- PJ 0.075 4.656 *** 0.455

ACS<--- NW 0.056 −0.389 0.697 −0.018

NCS<--- NW 0.061 11.737 *** 0.786

CCS<--- NW 0.074 7.752 *** 0.510

ACS<--- WA 0.057 12.812 *** 0.725

NCS<--- WA 0.035 1.915 * 0.089

CCS<--- WA 0.051 2.378 ** 0.129

OD<--- NW 0.120 3.204 *** 0.319

IC<--- NW 0.090 5.266 *** 0.516

OD<--- WA 0.074 2.643 *** 0.196

IC<--- WA 0.055 0.987 0.324 0.071

IC<--- ACS 0.053 −1.451 0.147 −0.101

OD<--- ACS 0.074 5.231 *** 0.389

IC<--- NCS 0.081 3.562 *** 0.285

OD<--- NCS 0.114 −4.127 *** −0.355

IC<--- CCS 0.043 −2.058 ** −0.107

OD<--- CCS 0.057 4.375 *** 0.233

IC .055 .987 .324 par_41

Note: "*, * *, * *", respectively, means significant at the significance level of 0.1, 0.05, 0.01. 

The Impact of Organizational Commitment on OCB of NPO Employees. For NPO
employees, continuous commitment has a significant negative impact on organizational
destruction (β = 0.233, P < 0.01), affective commitment has a significant negative
impact on organizational destruction (β = 0.389, P< 0.01), normative commitment has
a significant positive impact on identification with the company (β = 0.285, P < 0.01),
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normative commitment has a significant negative impact on organizational destruction
(β = −0.355, P< 0.01). H21, H23, H24 and H25 are supported. Besides, the hypotheses
of the impact of continuous commitment on the identification with the company was
not supported (β = −0.107, P = 0.40), and the impact of affective commitment on the
identification with the company was not supported (β = −0.101, P = 0.147). Therefore,
H20 and H22 are not supported.

5 Conclusions and Enlightenment

5.1 Conclusions

In the perceived financial justice of employees in NPOs, distribution justice is affected
by both information justice and procedural justice, and information justice also has a
positive impact on procedural justice; the three dimensions of justice have a positive
impact on the job satisfaction; the perceived recognition and good expectation of NPO
employees in the work do not make them actively put forward constructive opinions for
the organization and actively send positive information to the outside, while the job satis-
faction can stimulate the employees’ motivation to actively serve the organization. Both
job satisfaction and work acceptance have the significant negative impacts on organiza-
tional destruction; if the employees are very satisfied with their work, they will be more
loyal to the organization and have a stronger willingness to serve the existing organiza-
tions for life, and they believe that after leaving the existing organizations, they have less
selectivity and their lives are easy to fall into chaos. However, employees’ acceptance
of work and their degree of being recognized in work will make them more emotionally
dependent on the organization and regard themselves as a part of the organization family;
NPO employees’ organizational commitment as a kind of commitment, obligation and
responsibility to the organization can promote them to safeguard the organizational rights
and interests, and oppose the destruction behaviors of seeking personal interests at the
expense of organizational interests. The three dimensions of organizational commitment
have significant negative impacts on organizational destruction. However, identification
with the company is affected by normative commitment and continuous commitment,
while the positive impact of affective commitment on identification with the company
is not significant. Employees’ lack of confidence after leaving the existing organization
will make them more dependent on the current organization.

5.2 Theoretical Enlightenment

Based on the above analysis process and research conclusions, this paper holds that the
dimensions and specific contents of financial justice and organizational effectiveness of
NPO employees are different from those of enterprises. It is clear from the selection of
scale items that, the NPO employees compared with the employees from enterprises care
less about whether they can participate in the formulation of salary distribution system
and whether everyone is equal in front of the distribution system; NPO employees pay
less attention to salary, and aremore concerned about their happy experience in work and
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the embodiment of their own value; NPO employees pay less attention to the problem-
solving of their colleagues and challenging work, and less take the initiative to invest
more efforts in business research to improve and better complete the task.

Financial justice of NPO employees has different influence paths on organizational
effectiveness variables, which has direct influence on the job satisfaction, and indi-
rect influence on organizational commitment and OCB through job satisfaction. In the
direct impact on the job satisfaction, except that the impact of financial procedures on
work acceptance is not obvious, in other cases, the three dimensions of financial justice
have significant impact on the job satisfaction. The identification with the company of
employees mainly comes from the standardization of organizational management, less
emotional. The higher the employee’s job satisfaction is, the more willing they are to
abide by the rules and regulations and work for the organization for a long time. When
making employee incentive plan, NPOs should focus on the dimensions and specific
contents of employees’ financial justice, analyze the relationship between employees’
financial justice and job satisfaction, organizational commitment and OCB, and formu-
late practical measures and systems to enable employees to play a greater potential and
complete more work that is not stipulated in the formal contract but is beneficial to the
organization.

5.3 Deficiency and Prospect

In this paper, the influence path of the subjectively perceived financial justice on the
organizational effectiveness variables of NPOs is systematically analyzed from the per-
spective of financial justice, but there are still deficiencies. The influence of the per-
ceived financial justice of NPO employees on the organizational effectiveness may also
be affected by some control variables or adjustment variables, such as organizational
culture, leader style, structure setting, etc., whichwill be included in the later research. In
addition, when choosing organizational effectiveness variables, three aspects of job satis-
faction, organizational commitment and OCB are used, which do not cover all variables,
and a more detailed analysis will be made in the follow-up study.

The financial equity is an important part of financial topics of nonprofit organizations.
During the research of this topic, information and data acquisition is very difficult. This
is not related to the level of development of nonprofit organizations, but also related to
researchers’ information access technology. In future research, we will learn from other
research fields about the analysis of the related activities under the condition of big data,
such as network behavior analysis (Jiang 2020) and use some advanced technology such
as network selection (Jiang 2018), and establish a big data system related to nonprofit
organizations, so as to promote the financial research process of non-profit organizations.
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Abstract. This paper attempts to establish a conceptual framework for the solu-
tion of blockchain-driven supply chain finance. This framework is designed to
facilitate the coordination relationship between buyer and seller. Besides, it alle-
viates implementation inefficiency in discrete supply chain financial instruments,
such as reverse factoring and dynamic discounting. In addition, this paper proposes
the value drivers of blockchain technology and elaborates its unique characteris-
tics in the application of supply chain finance. Although blockchain technology is
considered a breakthrough financial technology, research on its impact on supply
chain finance is scanty. Therefore, this paper contributes to the future development
of supply chain finance based on the latest technological innovations.

Keywords: Blockchain technology · Supply chain finance · Reverse factoring ·
Dynamic discounting

1 Introduction

With the increasing application of supply chain financial instruments in various indus-
tries, working capital optimization and capital costs reduction is highly correlated. From
the perspective of individual company, it is imperative to optimize thefinancing processes
by adopting low-cost solutions (Klapper 2006). From the perspective of supply chain,
supply chain finance could both benefit buyers and suppliers by facilitating the ease and
capital allocation efficiency along the entire value chain (Popa 2013). Financial tools
such as reverse factoring and dynamic discountingmay enable companies to optimize the
allocation of working capital and alleviate financial risks. Although supply chain finance
possesses significant advantages in theory, the implementation of its component tools in
practice is scanty. Although supply chain finance provides a wide range of technologies,
blockchain technology in supply chain finance brings cutting-edge advancement for the
development, deployment, and utilization of effective business applications.

In recent years, the digitization of the physical supply chain has attracted widespread
interest. However, the logistics, information flow, and financial flow, more often than
not, are regarded as independent flows across differential functional departments and
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sections. As a result, the start of business application tends to rely on manual input and
sequential confirmation (Zhang and Dhaliwal 2009). In addition, business transactions
consist of numerous participants and intermediaries. The high expenditure and sophis-
tication of complex information technology systems, security deficiencies, and lengthy
processing time are typical disadvantages among others of nowadays’ usual operations
(Fellenz et al. 2009).

Accordingly, weak credit contract, taxes, legal enforcement, and regulations have
intensified efficient interactions and standard processes among supply chain partici-
pants (Klappe 2006). In addition, the inconsistent governance structure complicates the
gathering of key accounts receivables and the acquisition of archival data on default
risk assessments. Pfohl and Gomm (2009) argued that buyers were not able to oversee
associated account receivables. Subsequently, it would be sellers who implement the
accounts receivable monitoring procedure, and buyers still could not observe this pro-
cess. Therefore, in the traditional reverse factoring practice, intransigence and fraud are
a major problem (Beck et al. 2003; Klapper 2006).

By adjusting all pertinent data flows utilizing digital process to build creditability
and transparency, the transaction process can be significantly more functional while reg-
ulatory control can also be improved by eliminating as many unnecessary procedures as
possible (Templar et al. 2016). A truly valuable digitalized, autonomous, decentralized,
and distributed network will be applicable to numerous services and procedures (Raval
2016). Until now, there has been no method to show the function of supply chain finance
by comprehensively examining its shortfalls and potentials. The initial concept provided
a pathway to fill in the gap between opaque assumptions and actual implementation. If a
foundational conceptual framework could be proposed, relevant orientation and tactics
could be adopted. Additionally, it can identify plausible exploration in this field and
address the scale of industry adaption and business application. Blockchain technology
may offer such a technological advantage and serves as one of the most state-of-the-art
technologies at the moment. In terms of the fact that operational barriers poses hurdles
for key companies of widely adopting supply chain financial instruments, this paper
examines the general benefits of blockchain technology and elaborates in detail its value
in business practice along with supply chain finance. This paper attempts to answer the
following research questions:

1. From a technical perspective, what are the inefficiencies of existing supply chain
financial instruments?

2. In general, what are the potential and benefits of blockchain technology?
3. How can blockchain technology benefit supply chain financial solutions by mitigat-

ing technical deficiencies?

This paper first discusses how blockchain technology can improve the supply chain
financial solution from the buyer’s perspective. The concept study of Meredith (1993)
is adopted. Following the design proposed in the research, the current situation of sup-
ply chain finance was studied, especially two specific methods of reverse factoring and
dynamic discounting. Another goal is to determine the value drivers of blockchain tech-
nology. Based on literature review and desk research, this article highlights the main
capabilities of blockchain technology to characterize its unique characteristics from a



298 J. Chen et al.

technical perspective. In addition, this article emphasizes problem awareness by explain-
ing the need to improve existing supply chain financial instruments. This paper develops
design propositions and requirements through an iterative approach. On this basis, the
conceptual framework of two practical cases is designed. Finally, it evaluates and dis-
cusses its overall benefits from a theoretical and practical perspective. The remaining
part of this paper is organized as follows: Sect. 2 provides relevant theories by summa-
rizing the most essential parts of blockchain technology and related difficulties facing
supply chain finance. The third section first discusses reverse factoring and dynamic dis-
counting use cases by adding a technical dimension to handle analysis and key findings.
The fourth section is summary and prospect.

2 Stylized Facts

2.1 Block Chain Technology

Blockchain has emerged as a technology breakthrough in the last decade. It has attracted
wide attention in both academia and industry. Scientists and business practitioners have
been avidly following the development of blockchain. (Kelly and William 2016). To be
specific, blockchain can be regarded as a new form of decentralized data management.
It is considered as a synonym for a publicly accessible distributed ledger that ensures the
integrity of various transactions. It is usually referred to themajor making-up component
of operating cryptocurrency Bitcoin, and it has attracted increasing follow-up since it
was invented in 2008. Blockchain technology, as an enabling technology, is gainingmore
and more attention because it can build creditability between agents in a decentralized
networkwithout calling for a third party (Swan 2015). In contrast, traditional transactions
are usually processed on a centralized platform and monitored by an additional party.
Therefore, the competent third party testifies whether the transaction has occurred and
complied with all orders. General wealth, such as all kinds of assets, have complex
security signals and therefore cannot display in two spots at the same time. However,
data in digital form can be easily duplicated or intercepted. Therefore, intermediaries
in the form of banks are required to perform digital payments. This process can also be
applied to the produce digital products, such as keys to initiate software or downloadable
music pieces. The same for our daily lives, the certification of a notary public or the
registration of a public authority is necessary and often unavoidable. As a result, the
inconvenient correlation between the two main participants is takes a lengthy time and
costs a fortune, and it is a single point of failure for centralized systems (Bertino and
Sandhu 2005). Meanwhile, a shared ledger canmake a record of its content on thousands
of nodes, rather than an authorized ledger with evidence that the transaction took place.
If most ledgers can exceed the information that has been corrupted and manipulated,
trust will shift to multiple copies. Therefore, centralized authentication of the ledger
is no longer required. Although data dispersion is a viable option, an overwhelming
section is required to decide which information should be processed and recorded in
a timely manner. In terms of technical usage, to update the entire network, one must
determine which system truth to choose (Mainelli and Milne 2016). It is acknowledged
that replication serves as the main function of decentralization, the shared distributed
ledger asmentioned above visualizes the conceptual framework of providing functioning
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prototype among equal-capacity agents. It was not until the 2008 Bitcoin white paper
was released that a practical concept emerged that technically could build creditability
between strangers in the trading system.

Blockchain poses one of the first innovations to achieve a completely shared, unli-
censed distributed ledger. The system may function to establish creditability between
strangers in the trading system basically is on one hand usually associated with the
intactness of data, and is on the other hand related to the structure, generation, and dis-
tribution of information. Therefore, this technology integrates a great deal of research
and consists of four major components (Antonopulus 2015):

• Peer-to-peer network: this topography offers a dataware system for the publicly shared
ledger distribution

• Transaction logic: encryption and digital signatures are utilized to protect the
transaction procedures among anonymous accounts

• Data immutability: the ledger consists of continuous data blocks that are individually
protected and sealed in an encrypted manner, interconnected with previous data in the
chain

• Consistency mechanism: an algorithm allows participants to agree on a authentic
system state of the network, consequently performing synchronization of the shared
ledger

Blockchain and distributed ledger, in practice, are referred to interchangeably. How-
ever, the shared ledger method is not necessarily technically reliant on the use of
blockchain. Today, the development of blockchain technology has enabled many decen-
tralized data ware houses to keep a record of an expanding volume of transaction records.
All kinds of assets, physical or digital transactions, can be recorded in cyber space. People
verify that the transaction has actually been carried out because the transactions records
are always checked automatically according to the design. Therefore, no intermediary
is needed. Although the blockchain contains information about all occured transactions,
complete data integrity is also embedded in the blockchain framework (Swan 2015).

Due to the numerous application possibilities in different fields, this paper proposes
three key features on the basis of its technical capacities. In terms of efficiency, we can
improve processing in various aspects such as management, testification, approval, trad-
ing and settlement. As a matter of fact, in terms of hypervisors, blockchain technology
can be applied to handle and replace any standard procedures that do not involve human
thinking or accounting. This application saves tremendous time and minimizes errors,
lowers expenditures, reducing waste, and optimizes resource allocation and cuts fric-
tion. The second prominent characteristic of blockchain is enhanced transparency thanks
to the disclosure of complete records and the secure distributed public ledger. Due to
insufficient information, regulations, cooperation, legal enforcement and disbelief of
authorities, the operation of most firms are opaque. Blockchain technology improves
the visibility of errors, misappropriation and misleading. Moreover, it provides infor-
mation on business procedures and routines, strengthen business accountability, and
facilitate more precise evaluation and enhanced monitoring. The third striking feature
to mention is the realization of autonomy through decentralization and decentralization.
These larger autonomous functions enable to reach anonymous consent and establish
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creditability among agents involved in the system. It can set up amore compliant, fair and
feasible implementation. Despite incumbent technical difficulties and deficiencies, yet
the overwhelming expansion of blockchain-based applications to all kinds of industries
is a promising and growing area for future exploration (Swan 2015; Burgess 2015).

2.2 Supply Chain Finance and Its Challenges in the Supply Chain

Due to globalization, intense business competition, and ever-increasing levels of supply
chain risk, a large number of companies are exposed to complication and economic
uncertainty (De Boer et al. 2015). A potential outcome of this complication is that to
properly handle basic supply chain procedures, risks, and capital flows, the supply chain
needs to be transparent. To address these problems, companies that used to work inde-
pendently now need to work together to reduce redundant costs and increase efficiency
(Omran et al. 2016). In reality, themajority of companies have realized that it is necessary
to optimize not only logistics and information flows, but also capital flows. In addition,
companies realize that optimizing the capital flow and capital allocation in the supply
chain can improve the overall outcome of the supply chain and reduce financial risks.
In order to meet these challenges, supply chain finance has emerged as an integration
of modern innovation, and continues to evolve, providing innovative financial solutions
to participants along the supply chain. Therefore, supply chain finance are defined in
many different ways in extant literature. Pfohl and Gomm (2009) define supply chain
finance as inter-company optimization that optimizes financing by integrating financing
processes with supply chain partners. Wuttke et al. (2013) regarded the supply chain
financial management as the optimization, planning and control of cash flow in the
value chain and promote the optimal control of logistics. In addition, Hofmann (2005)
defines supply chain finance as an embedded approach of creating value by multiple
organizations in the supply chain (including third-party service providers) by designing,
executing, and allocating existing financial resources at the inner-organizational level.

Supply chain finance is a leading method adopted by prominent companies to opti-
mize the flow and distribution of resources in the supply chain. Therefore, it contributes
to increased corporate profit margins and reduced costs. Supply chain finance includes a
variety of financial instruments and technologies to improve capital flows.More broadly,
these solutions are designed to aid transactions among supply chain partners. By provid-
ing financing and payment options, these solutions may optimize the ease and financial
position of all participants in the network. Reverse factoring and dynamic discounting
are twomethods of supply chain finance after delivery (after invoicing), which are aimed
at alleviating the tight payment situation for buyers and suppliers.

Reverse factoring is regarded as a buyer-centric approach. Large buyers are closely
associated with financial institutions and provide their suppliers with short-term financ-
ing at low costs. By implementing reverse factoring, both buyers and suppliers benefit
in the process. The buyer compromised with the supplier so they can extend the pay-
ment period. By doing so can the supplier benefit from the advance payment. Due to
the functioning of reverse factoring, by selling their receivables to financial institutions
can suppliers increase their liquidity. The supplier receives a discount payment from the
finance department with a charged interest rate deducted from the invoice value. The
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buyer eventually pays the bank on the due date (Seifert and Seifert 2011). Figure 1 shows
the process of reverse factoring.

Fig. 1. Functioning of reverse factoring

During the process of reverse factoring, the buyer initiates the process and has to join
the supplier one by one, which may take a lot of time and costs quite a fortune. In addi-
tion, financial institutions require “know your customers” and testify if suppliers as new
participating agents. Dynamic discounting, similar to reverse factoring, is a buyer-driven
approach. It enables companies to optimize cash flow by dynamically clearing invoices
in a buyer-supplier relationship (Nienhuis et al. 2013). Dynamic discounting allows
buyers to get discounts on dynamic payment behavior from suppliers. In addition, both
suppliers and buyers are united on the same playground in dynamic discounting. Given
this condition, involved parties optimize the timing of invoice payments by exchanging
advance payment suggestions. The earlier the supplier receives payment, the higher the
discount the buyer receives from the supplier. In addition, buyers with abundant cash
started paying in advance in exchange for an agreed discount rate. As buyers and sup-
pliers interact directly, non-financiers are also involved (Nienhuis et al. 2013). Figure 2
illustrates dynamic discounting. During the entire functioning of dynamic discounting,
suppliers are able to obtain finance directly from buyers rather than borrowing from
financiers. In addition, once the supplier has the funds, there is no need to “know your
customer” check-in for dynamic discounting.

Reverse factoring, together with dynamic discounting, provides participants with the
possibility of using supply chain finance and cooperation for efficient resource alloca-
tion and distribution (Popa 2013). As for reverse factoring, financial institutions purchase
receivables from choice buyers and gather relevant information to assess the default risk
of related buyers (Klapper 2006). On the contrary, dynamic discounting serves to opti-
mize cash flow through dynamic invoices in a buying and selling relationship (Nienhuis
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Fig. 2. Functioning of dynamic discounting

et al. 2013). Nevertheless, due to shortage of competent technical financial and material
mobility platforms, high costs in many applications, like controversial invoices (Fellenz
et al. 2009). Due to the fact that reverse factoring and dynamic discounting are both
buyer-centric, the buyer takes the initiative to ask for an extension on the payment time
and hoard cash to optimize operating capital. In addition, accounts receivable from mul-
tiple buyers are sold by the supplier to a financial institution or factoring. Therefore, it is
imperative for financial institutions to assess the buyer’s credit portfolio before a deci-
sion is made, which will lead to a long-term process. Despite active efforts to encourage
the use of supply chain finance, a large number of SMEs are excluded and their financ-
ing options are limited. Due to the insufficiency in automation that discloses up-to-date
financial information of SMEs with financing needs, banks and other types of financ-
ing institutions have always considered financing SMEs a risky business. This prevents
smooth integration and cooperation. For example, conventional banking, mobile bank-
ing, and Internet-based services are not effectively delivered (Nienhuis et al. 2013). In
addition, physical transactions and insufficient automation processing deteriorates total
transaction costs of supply chain participants. As for now, in the supply chain financial
environment, when a large buyer needs to integrate many suppliers, supplier entry is a
complex activity. Implementation consists of numerous tasks and. In this stage, mul-
tiple parties can work effectively together. In the supplier entry process, there are still
inefficiencies, like man-made operations, wrongful information, or lack of up-to-date
data. In addition, the implementation process should be clear to all stakeholders so that
they can overcome communication difficulties. Due to the fact that inefficient operations
and high investments often deter companies from utilizing new supply chain financial
solutions, blockchain may poses as an intangible benefit (Wuttke et al. 2016). Extant lit-
erature has found that information sharing, data distribution, creditability, transparency,
and cooperation among supply chain participants are important conditions for the suc-
cessful implementation of supply chain financial tools across the network. The lack of
up-to-date information, like purchase information detail, order volumns, and order ID
numbers, can also cause delays in cash flow evaluation and payment delivery (Gavir-
neni et al. 1999). Therefore, innovative technologies, like web-based cloud computing
calculation, play a vital role in successful utilization. Novel hardware can to a larger
extent access up-to-date data bypassing the boundaries of the physical supply chain.
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As a result, transparency and automation will be key foundations of relationships and
cooperation between buyers and sellers (Hofmann and Belin 2011).

Due to the nature official documents and sensitive information, digitalization stands
a high chance of low authenticity. Contracts, licenses, and certificates possess the distin-
guished feature of security to display official identity. Digital property can be duplicated,
so creditability has to be built up through centralized data management or authorized
intermediaries. This consists of large information technology systems located in a single
institution. Meanwhile, participants including traders, exchanges, clearing houses and
other institutions responsible for legal information can conduct transactions. In partic-
ular, ledgers are major component part of business and are therefore centrally recorded
and managed by credit entities. With the initiation of blockchain embedded in supply
chain finance, the algorithm enables the coordinated establishment of a fully digital reg-
ister. Blockchain technology has the ability to convert ledgers into tools for recording,
enabling, and protecting large numbers of transactions. Working in a similar way like
the Internet, blockchain is not centrally administered by a central system. Instead, it is a
shared data ware house of information distributed across a large network of users (Raval
2016). Official documents in physical form are no longer the onlyway to build creditabil-
ity among unacquainted entities. Given this set up, the fundamental blockchain function
can be adapted to incorporate rules, smart contracts, digital signatures, and many more
options.

3 Discussion and Main Findings

3.1 Overall Findings

Evolving technology development and increasing information accessibility in the supply
chain have led to novel advancement in supply chain financial solutions. The negative
impact of the economic situation has accelerated this trend, increasing the importance
of liquidity and ease. In a complicated environment, obtaining financial resources might
be challenging, while it gives certain advantages of full adoption among large and small
companies. When each participant individually controls how supply chain finance is
organized, dependence on financial institutions is reduced, such as onboarding and the
“know your customer” process. This novel idea originates from digital trust infras-
tructure, like blockchain technology as a new form of license-free and collaborative
platform. Based on the original inspiration, any participant can establish an ecosystem
by providing new services. First, this paper analyzes post-shipment financing when the
supplier receives financing after the invoice is approved by the buyer. However, finan-
cial institutions also face additional risks because the shipment has not been finalized
yet. In addition, further development of technology on the basis of the full integration
of all parties in the financial supply chain can enhance the transparency of the value
chain. Building such an open platform allows financial institutions and companies to
arrange supply chain finance under their own control. Therefore, it is not recommended
to rely on new onboarding activities. Besides, the proposed solutions can provide active
cooperation among companies, scientific institutions, and governments soon.

Blockchain technology is a destructive solution that canmake the transaction process
between supply chain partners more efficient, improve the relationship between buyers



304 J. Chen et al.

and sellers during the payment process, and eliminate inefficiency in the flow of funds.
Working in the same fashion like the Internet, blockchain possesses the ability of making
transaction secure, transparent, and efficient. With the digitization of the process, supply
chain finance still has huge development potential. Nevertheless, with the aim of creating
new solutions combining the new technology, a new conceptual framework is needed. To
be specific, the digitization of the entire value chain calls upon all participants together
on the scale of digitization and collaboration. This integrated approach unifies material
flows, and at the same time takes into account of information flows and capital flows.
Following extant literature, this paper develops a supply chain financial framework with
blockchain technology (Fig. 3).

Fig. 3. Integrated supply chain finance and digitalization

Today, the supply chain finance has standardized procedures to optimize capital
flows and operating capital through the supply chain. The complex process and low
operating efficiency of incumbent financial services have brought significant risks to the
effective management of working capital. In addition, insufficient transparency and vis-
ibility causes mistrust and certain degree of insecurity among supply chain participants.
Technology is a key factor in making supply chain finance more efficient in process and
information sharing. With the aid of digital technology, supply chain participants can
be integrated into an ecosystem, which is fully effective and transparent. All involved
parties, like suppliers, buyers, financial service providers, logistics service providers,
and technology providers can benefit from it. Logistics service providers leads a vital
role in the whole process, especially when they are in charge of most of the customer’s
supply chain. The financial supply chain is mainly utilized in the banking sector for
the time being. With the continuous advancement of supply chain finance application,
such as improved invoice management, logistics service providers can provide cross-
functional quotations. Logistics service providers have a lot of data on the logistics
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process because they keep a close eye on the status of the goods. The risks are even more
pronounced, allowing logistics service providers to work with partners (such as finan-
cial institutions) to initiate inaugural services in the field of supply chain finance. The
buyer’s rapid approval of the invoice is an indispensable for reverse factoring. Because
of the inefficiency of logistics service providers in the process of invoicing, payment
processing time may increase. Therefore, only through digitization and technology can
automatically process transaction, invoice and payment status, and access to up-to-date
information by all relevant participants. All participants can benefit from this compre-
hensive supply chain financing method in terms of transparency and reduced costs.
Meanwhile, disputes and transaction costs are cut to the minimum.

The digitization of supply chain finance depends on both the technical level and the
need for active collaboration. Digitalization enables to bring all participants together
given the presence of an integrated supply chain financial ecosystem. As a matter of
fact, a new generation of collaboration networks can facilitate companies smoothly
process invoice and help supplier with onboarding and liquidity distribution. However,
in an isolated and disconnected business network, these benefits cannot be realized.
Blockchain technology, as an innovative revolution, has the capability of fundamentally
modify business operations. By introducing this technology to incumbent networks, it
can to a large extent increase supply chain financing and supply chain transparency.

3.2 The Case of Reverse Factoring

The business environment keeps changing. Supply chain finance and its practical tools
still have great potential. Reverse factoring has become a short-term method for tier one
supplier financing. This tool demonstrates a well-functioning advantage of unleashing
cash in the supply chain and financing suppliers through advance payments. However, in
the interests of suppliers, this tool still has considerable potential. In addition, regarding
the upstream and downstream supply chain, supply chain finance has not been given full
integration, as it is only utilized for the coordination of buyers with high credit ratings
and their direct suppliers. Partner networks include a integrated end-to-end supply chain
from start to finish. As a result, supply chain finance hardly affects indirect suppliers
traditionally assigned to tier one supplier. When it comes to operation, for simplicity,
reverse factoring does not receive timely information about accounts receivable and
credit limits. For tactic usage, empowerment is an essential condition for building cred-
itability. In order to organize the flow of funds and securely record ownership data, it will
take several days to verify that the company actually received the goods. The conclusion
is that there is a match between the inefficiency of supply chain financial practices and
the value drivers of blockchain technology.

To elaborate on the impact on reverse factoring, this paper proposes a framework that
combines supply chain finance with digitalization, as depicted in Fig. 3. This paper dis-
cusses the potential main value creation of blockchain technology to extend the reverse
factoring tool and equip it with the advantages and unique characteristics of the technol-
ogy. However, creating a new solution requires a perspective that involves all partners
in a digital collaboration network. Therefore, Fig. 4 shows an integrated supply chain
financial reverse factoring solution based on blockchain technology.
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Fig. 4. Conceptual framework of a reverse factoring solution based on blockchain technology

This integrated method has to be implemented across partners’ ecosystem of sup-
ply chain. This result will enable participants to obtain up-to-date information related
to supplies, data and capital flows, gain a clearer understanding of the supply chain,
and reduce potential risks of supply chain failures. Blockchain technology may trig-
ger a new perspective on innovation in the field of supply chain finance, especially
in the field of reverse factoring. Compared to other information technology infrastruc-
tures, blockchain technology has the capability of enabling databases, which are directly
shared between trust barriers. Each party in the blockchain independently testifies and
facilitates transactions. This works well as every participant in the system can view the
functioning database, access status, and real-time verification of transactions through
digital signatures and private keys.

By utilizing blockchain technology as the facility of the ecosystem of supply chain,
buyers and suppliers can get connected in the upstream supply chain. At the same time,
suppliers of financial institutions donot rely onnewonboarding activities. Information on
invoice status is transmitted securely, and financiers can offer high-efficiency financing
services for any transaction type regardless of the value with lower risk. Similarly,
suppliers can connect with customers in this digital system. Credit ratings and supplier
assessments are recorded in the blockchain and protected with encryption. If the buyer
fails to honor the payment on time or the supplier does not deliver in a timely manner,
dynamic adjustments and automatic evaluations are performed.Eachparticipant involved
in reverse factoringwill further see this information in order to set incentives and improve
reliability for all partners. Consequently, all participants can benefit from simultaneous
access to data related to transactions, invoices, and payments.

Blockchain technology can also enhance transparency in the supply chain and allow
trading entities to coordinatemore effectively and reach a newhigh level of efficiency and
responsiveness. Blockchain provides an innovative technology for tracking inventory,
overseeing product components, and tracking global footprints. It distributes the origin
of the product to all relevant personnel, like the place of production to the end user.
It eliminates the need to track projects manually. Blockchain can also set up a formal
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registry to identify individual products and keep a record on material ownership at
different nodes in the supply chain.

Compared to other IT infrastructures, robustness is another advantage of blockchain
technology. It ensures a higher availability of data, and ensures greater fault tolerance
working under centralized systems. Blockchain technology enables participating entities
to draft smart contracts, and it can automatically enforce contract terms. If participants
in a smart contract meet a series of prerequisites, payment can be automatically initiated
by the contract agreement in a transparent and efficient way. In addition, blockchain can
create a listserv database that records all kinds of data that may be open to all participants
in the system.Data can be accessed, shared, and added if appropriate in reverse factoring,
but individuals cannot change or delete it at all. People can use a shared ledger and the
only authentic information to increase transparency and creditability through a tamper-
resistant and error-free system. These advantages play an essential role in blockchain
technology as the preferred information technology topology in the context of supply
chain finance.

3.3 Dynamic Discounting Use Cases

If effective cooperation among supply chain entities primarily relies on valuable informa-
tion exchange. Effective integration of information and communication technologies is
needed to automatically process business procedures and transactions (Pramatari 2007).
Therefore, new financing tools in supply chain finance depend primarily on supply chain
links. Blockchina utilizes electronic data interchange and integrated business solutions
to optimize working capital and create financial value for relevant organizations (Gel-
somino 2016). To elaborate on dynamic discount use cases, this paper proposes a broader
concept framework of supply chain collaboration. This proposal can compare the gen-
erality of blockchain technology with conventional IT solutions, especially alternative
supply chain financial applications.

According to the potential of supply chain cooperation, this paper defines supply
chain cooperation as a business procedure in which supply chain participants undertake
supply chain work together (Mentzer et al. 2001). Bowersox et al. (2003) extended this
definition by incorporating information, resources, and risk sharing. By combining two
concepts, this paper adds the first concept component to the conceptual framework. It
is made up of six interconnected parts that achieve cooperative advantages by cutting
expenditures, response time, distributing resources, and enhancing innovation (Cao and
Zhang 2010). Regarding describing and evaluating the differential principles and mech-
anisms of blockchain technology, this paper adopts concepts of general system theory.
Following Boulding (1956), the function, structure and dynamics of technology-based
systems introduced a second dimension. Figure 5 shows the conceptual framework of
a blockchain-based integrated solution in supply chain finance. Dynamic discounting
uses the visibility of trade processes to initiate the dynamic processing of invoices in
a buying and selling relation and therefore relies on available technology (Polak et al.
2012). The framework proposed in this paper is the starting point for discussing the
premise of integrating blockchain technology in the practice of dynamic discounting.

According to Gelsomino et al. (2016), the procedure of dynamic discounting can
be divided into four stages. To check and evaluate relevant value drivers, every stage
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Fig. 5. Conceptual framework of a dynamic discount solution based on blockchain technology

applies elements of the conceptual framework. In this study,we further considered buyer-
centric out-of-pocket payments and assumed that invoiced goods were pre-shipped. All
procedures are usually performed through a single application, cloud solution, or a
third-party supplement based on an incumbent enterprise resource planning system.

Generally, the buyer’s size initiates the transaction by paying suppliers in advance
under discounted conditions. Under the agreement, invoice processing occurs when
suppliers create, upload, and exchange related documents electronically through elec-
tronic data interchange (EDI). This stage is completed when the electronic invoice is
electronically delivered to the buyer. In the second phase, the buyer’s size initiates the
receipt, reconciliation, and final registration of the required payment to begin defining an
repetitive approach to advance payment proposal (EPP). Therefore, the third phase aims
to approve the date for payment settlement and discounting of the proposals for such
advance payments. Therefore, after the buyer submits an advance payment proposal, the
supplier can accept or reject it. If rejected, the buyer may modify the terms and condi-
tions further. If an agreement is reached, this phase is finalized through archiving. With
regard to the last step, the supplier and the buyer both store the invoices electronically
or physically.

Compared with ordinary information and communication technology platforms, the
blockchain technology exhibits valuable advantages in terms of structure. To be spe-
cific, in multi-level supply chains or supply networks, distributed databases and inter-
operability improve data sharing and resource distribution. Combined with its facilities,
especially smart contracts, blockchain technology helps, or even speculates the launch of
dynamic discount plans. Similar to themulti-standard approach in the process of supplier
onboarding, the enhanced availability and auditability of trusted information automates
decision making. Thanks to the interconnection of different blockchains, implementing
autonomous methods through pegged sidechains becomes feasible. If the flow of funds



Empirical Analysis of Supply Chain Finance Innovation Model 309

across the value chain is built up on the same ledger that connects all components, the
risk of early default and shrinking liquidity can be automatically eliminated. For more
solvency participants in the downstream supply chain, the parameters of advance pay-
ment proposal will be calculated consistently. Regarding the dynamics of blockchain
technology, a solution will be applicable to consider not only vertical structures but also
horizontal structures. What is decisive is no longer the buyer’s current financial situa-
tion, but more likely to be the anticipated demand for customer orders in the pulling
supply chain. The multi-standard method can also be applied in other cases like trans-
forming physical objects into intelligent attributes and overseeing the material flow on
the blockchain.

In general, blockchain technology always represents a more accessible, secure and
inexpensive solution. This is particularly the case if the ICT service provider provides
funding to the buyer. Under this circumstance, blockchain technology can provide direct
funding among parties completely based on a peer-to-peer network that does not rely
on intermediary. Although there is no difference in the level of transparency between
different techniques, insufficient of blockchain technology remains a major hurdle in
the future. In a binary configuration, centralized ICT solutions enable simutaneous data
faster. Blockchain technology is still restricted to its consensus mechanism. Therefore,
it takes a short while to create a block, because as the time elapses, the security of the
entire chain also increases. In addition to these technical features, user cases outline
the aspects of supplier-buyer relation in a quantitative way based on autonomy and key
characteristics of autonomy. As complexity increases, a solution is recognized that exe-
cutes decisions within a well-established set of rules based on decentralized resources
and group consensus. If the entire supply chain utilizes the same visible information
and protocols, the all participants can benefit from it. As for traditional buyer-initiated
dynamic discounting, business exhibits significant concentration on independent partic-
ipants. To make good use of the solution based on blockchain technology, a paradigm
switch must be undertaken to obtain a global rather than two single local optimizations
between the buyer and the supplier. Therefore, it is assumed that the main value drivers
of adoption are key aspects of quality, like transparency and autonomy, rather than effi-
ciency. Finally, the adoption of blockchain technology solutions can largely depend on
the supply chain configuration and the market environment per se. Once the technical
limitations are overcome and a new consensus mechanism is established, blockchain
technology can ultimately have the opportunity to gain significant adoption in a highly
integrated supply chain.

4 Conclusion

With digital technologies such as blockchain, the flow of funds can be increasingly
streamlined, and all relevant participants can share and oversee financing-related infor-
mation, including the latest invoice status, check credit limits, and payments in a trans-
parent manner. The new era of digitalization and mobility allows all entities to easily
access synchronized supply chain financial information. Participants can continuously
check detailed products and transactions digitally. This inclusive infrastructure calls for
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a shared ledger which provides any information related to the supply chain, while ensur-
ing the global authenticity and security of data and information. This greatly reduces the
cost and complexity of the incumbent systems.

By answering the first research problem and determining the inefficiency of existing
supply chain financial instruments, this paper argues that existing challenges demand the
digitization of supply chain finance. Emerging technologies canfill in the gap and achieve
effective management. The flow of material, information, and funds that are considered
to be independent flows can now be synchronized, and all partners can benefit from
this new digital infrastructure. In addition to supply chain collaboration and traditional
centralized technologies, blockchain technology is a technology that that simplifies the
flow of information, goods and funds on a digital platform.

By analyzing the main potential of blockchain, this paper approaches the second
research question. It proposes a conceptual approach and identify value drivers. The
framework revealed the unique value proposition of blockchain technology to aid the
implementation of supply chain finance practices. Based on this, supply chain partici-
pants benefit significantly from three key features: efficiency, transparency, and auton-
omy. This paper discusses how the value drivers mentioned above can improve supply
chain finance solutions by elaborating on two practices in supply chain finance, namely
reverse factoring and dynamic discounting.

Therefore, based on supply chain collaboration, this paper proposes a conceptual
framework and defines the technical requirements of supply chain finance practices.
Therefore, this paper shows how companies can benefit from blockchain technology,
manage their capital flows in their supply chain, and identify how to improve the value
drivers of reverse factoring and dynamic discounting services. Blockchain-based reverse
factoring and dynamic discounting aid supply chain participants in making independent
decisions and smoothing the flow of funds in the supply chain. In addition, it improves
the security and service quality of reverse factoring, enabling the entire process to be
supervised in a visual and credible manner. This paper argues that interoperability, trust,
and robustness are the key drivers of blockchain technology’s superiority over traditional
information technology infrastructure. The research results also show that blockchain
technology provides an open organization platform of supply chain financing for all
participants. Discussion on dynamic discounting compares blockchain technology with
traditional information and communication technology from the level of structure, func-
tion, and dynamic capabilities. Traditional and centralized technologies show higher
efficiency in terms of quantitative aspects, such as responsiveness and speed, while
blockchain technology offers more qualitative advantages like dynamic discounting.
Due to the blockchain-based solution, the interoperability, availability, and trustworthi-
ness of information make it possible to automatically process within a fully peer-to-peer
information system. The results show that the choice of blockchain technology over
traditional solutions largely depends on the configuration of a single supply chain and
the initial trade-offs between quantity and quality aspects. Supply chain technology has
been proved to be more suitable for responsive and multi-level supply chains, in which
the reliability and availability of information and the automation of decision-making
processes lead to less expenditure. While in a stable supply chain with a higher level of
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vertical integration and a focus on efficiency, centralized information and communication
technology solutions may be preferred.

The research results of this paper show that, unlike other information technology
architectures, blockchain technology is a technology platform that endeavors to create
transparency, automation, and trust for supply chain financial tools. Based on this, a
case-based practice study is proposed to investigate and provide useful applications.
Although two solutions have been proposed, specific evaluations of their effectiveness
are still yet to be tested. In addition to theoretical discussions, more practical research
methods are necessary. Scenario analysis and even simulations can be used to measure
both qualitative and quantitative aspects. This will facilitate the further development and
widespread adoption of blockchain technology applications.
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Abstract. Continuous proportional data frequently appears in many
areas of research, where proportional outcome are in the open interval
(0, 1). Simplex mixed-effects model is a powerful tool for modeling lon-
gitudinal continuous proportional data; however, the normality assump-
tion of random effects in classic simplex mixed-effects model may be ques-
tionable in the analysis of skewed data. In this paper, we relax the nor-
mality assumption of random effects by specifying the random-effect dis-
tribution with the multivariate skew-normal distribution in mixed-effect
model and simultaneously model the dispersion parameter (heterogene-
ity) in mixed-effect model. An efficient Markov chain Monte Carlo algo-
rithm that combines the block Gibbs sampler, the Metropolis-Hastings
algorithm and the data-augmentation technique is proposed for producing
the joint Bayesian estimates of unknown parameters and random effects.
The Deviance Information Criterion (DIC), as a popular model compar-
ison criterion, is employed to select better model. The proposed method-
ology is illustrated by several simulation studies and a real example.

Keywords: Simplex distribution · Gibbs sampler ·
Metropolis–Hastings algorithm · Proportional data · Model selection

1 Introduction

Various random-effects models and marginal models based on simplex distribu-
tion are two classes of popular tool for modeling longitudinal continuous propor-
tional data; therefore, statistical inference on these complex simplex models have
been drawing much attention in the last two decades. For example, Song and
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Tan [12] and Song et al. [11] proposed the simplex marginal model with the con-
stant and varying dispersion parameter under the GEE framework, respectively;
Qiu et al. [9] proposed a simplex generalized linear mixed model by using the
PQL/REML inference; Zhang and Wei [16] developed the stochastic approxima-
tion (SA) algorithm for simplex distribution nonlinear mixed models; Zhao et al.
[17] studied Bayesian analysis of simplex distribution nonlinear mixed models
based on MCMC algorithm; Bandyopadhyay et al. [3] proposed the augmented
general proportion density (GPD) random effects model for clustered propor-
tion data; Bonat et al. [4] investigated a class of simplex mixed models based
on likelihood analysis. However, the random effects in all the above mentioned
mixed-effects models follow the multivariate normal distribution. It is difficult
for the normality assumption of random effects to capture the features of skewed
and heavy-tailed data.

Recently, the skew-normal distribution is widely incorporated into various
mixed effects models to relax the normality assumption of random effects and
response variables. For example, Sahu et al. [10] proposed the Bayesian ver-
sion of the multivariate skew-normal (SN) distributions; Arellano-Valle et al.
[2] presented skew-normal linear mixed models by assuming the random effects
and response variables to be a multivariate SN; Michaelis et al. [8] proposed a
new class of multivariate distributional regression with skewed responses and
skewed random effects by introducing the skew-normal and skew-t distribution;
Xing et al. [14] proposed a two-part mixed-effects model with logistic mixed-
effects model on the occurrence of positive values and linear mixed-effects model
with skew-t (ST) and skew-normal (SN) distributions on the continuous positive
values; Han et al. [6] proposed a class of skew-normal nonlinear mixed-effects
joint models in the presence of covariates measured with errors to analyze com-
plex longitudinal data; Zhang et al. [15] proposed the quantile regression-based
partially linear mixed-effects joint models for longitudinal data with multiple
features. However, to the best of our knowledge, there is little work done for
Bayesian analysis of simplex mixed-effects model with random effects following
the multivariate skew-normal distribution. Therefore, a novel Bayesian approach
to simplex mixed-effects model is developed by specifying the random-effect dis-
tribution with the multivariate skew-normal distribution.

On the other hand, modelling dispersion parameter has been considered by
different authors using various heterogeneous dispersion model. For example,
see Artes and Jørgensen [1], Song et al. [11], Duan et al. [5]. In particular,
Duan et al. [5] recommended the usage of modeling heterogeneous dispersion in
a semiparametric simplex regression model when the homogeneous dispersion
assumption is uncertain. Therefore, we introduce a new model for longitudinal
continuous proportional data by incorporating multivariate skew-normal random
effects into simplex regression models with heterogeneous dispersion. Also, an
efficient Markov chain Monte Carlo algorithm that combines the block Gibbs
sampler, the Metropolis-Hastings algorithm and the data-augmentation tech-
nique is developed.
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2 Model

2.1 The Multivariate Skew-Normal Distribution

In this section, we first introduce the following notations. Let Nk(μ,Σ) stand
for a k-variate normal distribution with k-dimensional mean vector μ and
k × k covariance matrix Σ. In what follows, the probability density func-
tion and cumulative distribution function of Nk(μ,Σ) valued at z will be
denoted by φk(z|μ,Σ) and Φk(z|μ,Σ); respectively. For abbreviation, we let
diag (a1, . . . , ak) denote a diagonal matrix with elements a1, . . . , ak and Ik denote
a k × k identity matrix. In this work, we implement the Bayesian version of the
multivariate SN distributions proposed by Sahu et al. [10], and the corresponding
probability density function is given as follow.

Definition 1. A k-dimensional random vector Z is subject to a k-variate skew-
normal distribution, if its probability density function can be expressed in the
following form

f(z|μ, Σ, Δ) = 2kφk(z|μ, Σ + ΔΔT )

× Φk(ΔT (Σ + ΔΔT )−1(z − μ)|0, (Ik + ΔT Σ−1Δ)−1),
(1)

where μ ∈ R
k is the location vector, Σ is the k×k scale positive-definite matrix,

Δ = diag (δ) with diagonal elements δ = (δ1, . . . δk)T ∈ R
k is the k × k diagonal

skewness matrix, z is a real k-dimensional vector.
From now on, the aforementioned distribution can be denoted by Z ∼

SNk (μ, Σ, Δ). Clearly, the multivariate normal distribution is a special dis-
tribution of multivariate SN distribution, if Δ = 0. Following Arellano-Valle
et al. [2], we introduce the following propositions.

Proposition 1. If Z ∼ SNk (μ, Σ, Δ), then Z = Δ |Z0| + Z1, where Z0 ∼
Nk (0,Ik) and Z1 ∼ Nk (μ, Σ) and Z0 and Z1 are independent.

A proof of this proposition has been given in Sahu et al. [10] and Arellano-
Valle et al. [2]. This proposition represents the stochastic representation which
can readily generate the random variables from the multivariate SN distri-
bution. In addition, this proposition has the following hierarchical structure:
Z|Z0 = z0 ∼ Nk (μ + Δ |z0| ,Σ) and Z0 ∼ Nk (0,Ik). Under the Bayesian
framework, this hierarchical structure readily facilitates the Markov chain Monte
Carlo algorithm in the skew-normal distribution.

Proposition 2. If Z ∼ SNk (μ, Σ, Δ), then E (Z) = μ +
√

2
π δ and var (Z) =

Σ +
(
1 − 2

π

)
Δ2.

Similarly, the proof of this proposition refer to Arellano-Valle et al. [2]. In

this work, we assume the location parameter μ = −
√

2
π δ in order to construct

a zero mean vector with respect to multivariate skew-normal distribution on
random effects in the following mixed-effect model.
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2.2 Model Formulation

To study a longitudinal proportional data based on regression-type technique,
we assume that yij is proportional outcome of the ith patient measured at time
tij(i = 1, 2, . . . , n, j = 1, . . . , ni). For each ith patient, yi1, yi2, . . . , yini

given bi,
which is a k × 1 vector of random effects characterized by the ith patient, are
conditionally independent and each yij |bi is assumed to be a simplex distribu-
tion with conditional means μij = E(Yij |bi) ∈ (0, 1) and dispersion parameter
σ2

ij > 0:

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

p(yij |bi, σ
2
ij , β, γ) =

[
2πσ2

ij{yij(1 − yij)}3
]−1/2

exp
{

− 1
2σ2

ij
d(yij ;μij)

}

logit(μij) = xT
ijβ + zTijbi,

log(σ2
ij) = wT

ijγ,

bi ∼ SNk

(
−√

2/πδ, Σ, Δ
)

(2)

where 0 < yij < 1, d(yij ;μij) = (yij−μij)
2

yij(1−yij)μ2
ij(1−μij)

2 , logit(μij) = log
(

μij

1−μij

)
, β

is a p×1 vector of unknown parameters for the fixed effects in the mean model, γ
is a q×1 vector of unknown parameters to be estimated in the dispersion model,
xij, zij and wij are the p × 1, k × 1 and q × 1 vector of design explanatory vari-
ables. Also, Σ, δ and Δ are given by the Definition 1. Here, wij may comprise
some or all of the variables in xij. Thus, the model defined in (2) is referred to
as a multivariate skew-norml simplex mixed-effects models with heterogeneous
dispersion. In what follows, we will denote by yij |bi ∼ S

−1
(μij , σ

2
ij), if yij |bi fol-

lows a simplex distribution with conditional means μij and dispersion parameter
σ2

ij . For the convenience of the implementation of the MCMC algorithms, it can

be seen from Proposition 1 and Proposition 2 that bi ∼ SNk

(
−√

2/πδ,Σ,Δ
)

in model (2) can derived as the simple hierarchical structure:

bi|ui ∼ Nk(−
√

2/πδ + Δui,Σ),ui ∼ Nk(0, Ik)I {ui > 0} , (3)

where ui is k×1 vector of unobserved latent variable, I {·} represents an indicator
function.

3 Bayesian Analysis of Mixed-Effects Model

Let Y = {yij : i = 1, · · · , n, j = 1, . . . , ni}, X =
{
xij : i = 1, · · · , n,

j = 1, . . . , ni

}
, Z = {zij : i = 1, · · · , n, j = 1, . . . , ni}, W =

{
wij : i = 1, · · · ,

n, j = 1, . . . , ni

}
, yi = {yi1, . . . , yini

}, xi = {xi1, . . . , xini
}, zi = {zi1, . . . , zini

},
wi = {wi1, . . . , wini

}, b = {bi : i = 1, · · · , n}, u = {ui : i = 1, · · · , n}, 1k =
(1, . . . , 1)T and θ = (β, γ,Σ, δ). Clearly, it is difficult to generate the ran-
dom sample from the marginal posterior distribution p (θ|Y,X,Z,W) because
of high-dimensional integral with respect of random effects b and latent vari-
able u involved. To address this issue, we adopt the data-augmentation strategy
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to augment the observed data (Y,X,Z,W) with the unobserved data b and u.
Specifically, an efficient Markov chain Monte Carlo algorithm is used to generate
random observations from the joint posterior distribution p (θ,b,u|Y,X,Z,W),
which is proportional to

⎧⎨
⎩

n∏
i=1

[
ni∏

j=1

p (yij |xij,zij,wij,bi,ui, θ)]p (bi|ui, θ) p (ui|ui > 0)

⎫⎬
⎭ p (θ) , (4)

where p (θ) is the prior distribution for unknown parameter θ. Furthermore, the
prior distribution p (θ) is specified as follows:

p (β)
D=Np

(
β0,Hβ0

)
, p (γ)

D= Nq

(
γ0,Hγ0

)
, p (δ)

D=Nk

(
δ0,Hδ0

)
,

p (Σ)
D= IWk (ρ0,R0) ,

(5)

where β0, Hβ0, γ0, Hγ0, δ0, Hδ0, ρ0, R0 are hyperparameters whose values
are given based on prior information; and IWk denotes the k-dimensional inverse
Wishart distribution.

3.1 Full Conditional Distributions

In this section, we derive the full conditional distributions of interest in the
MCMC sampling procedures as follows.

A tedious calculation gives that the full conditional distribution for latent
variable ui can be written as

p (ui|yi,xi,zi,wi,bi, θ) ∝
exp

{
− 1

2
uT
i ui − 1

2
(bi − Δ(ui − √

2/π · 1k))
T

Σ−1(bi − Δ(ui − √
2/π · 1k))

}
I(ui > 0),

which gives rise to

ui|yi,xi, zi,wi,bi, θ ∼ Nk(Auiaui,Aui)I(ui > 0), i = 1, 2, . . . n (6)

where Aui = (Ik + ΔΣ−1Δ)−1, aui =
√

2/πΔΣ−1δ + ΔΣ−1bi.
The full conditional distribution for random effect bi is proportional to

p (bi|yi,xi,zi,wi,ui, θ) ∝
exp

{
− 1

2
[

ni∑
j=1

d(yij ;μij)
σ2

ij

+ (bi − Δ(ui − √
2/π.1k))

T
Σ−1(bi − Δ(ui − √

2/π.1k))]

}
.

(7)

The full conditional distribution for scale positive-definite matrix Σ is pro-
portional to

p (Σ |Y, X, Z, W, b, u, θ) ∝ |Σ |−(n+k+ρ0+1)/2

exp

{
− 1

2
tr

[
Σ−1(R0 +

n∑
i=1

(bi − Δ(ui − √
2/π.1k))(bi − Δ(ui − √

2/π.1k))
T
)

]}

.
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Clearly, the full conditional distribution for Σ has the following inverse Wishart
distribution:

Σ|Y, X, Z, W, b, u,β, γ, δ ∼
IWk

(
R0 +

n∑
i=1

(bi − Δ(ui − √
2/π.1k))(bi − Δ(ui − √

2/π.1k))
T
,n + ρ0

)
.

(8)
The full conditional distribution for parameters β in the mean model is pro-

portional to

p (β|Y,X,Z,W,b,u, γ , Σ , δ) ∝ exp

⎧
⎨
⎩−1

2

⎡
⎣

n∑
i=1

ni∑
j=1

d (yij ;μij)

σ2
ij

+
(
β−β0

)T
H−1

β0

(
β−β0

)
⎤
⎦

⎫
⎬
⎭ .

(9)

Clearly, the conditional distribution for skewness parameter δ can be written
as

p (δ |Y,X,Z,W,b,u, γ , Σ , β) ∝
exp

{
− 1

2

[(
δ−δ0

)T
H−1

δ0

(
δ−δ0

)
+

n∑
i=1

(bi − Δ(ui − √
2/π.1k))

T
Σ−1(bi − Δ(ui − √

2/π.1k))

]}

which yields the multivariate normal distribution as follows:

δ|Y,X,Z,W,b,u,γ,Σ,β ∼ Nk(Aδaδ,Aδ), (10)

where Aδ =
[
H−1

δ0 +
n∑

i=1

(
√

2/πIk − diag(ui))
T
Σ−1(

√
2/πIk − diag(ui))

]−1

and aδ = H−1
δ0 δ0 −

n∑
i=1

(
√

2/πIk − diag(ui))
T
Σ−1bi).

The full conditional distribution for parameter γ in the dispersion model is
proportional to

p (γ|Y,X,Z,W,b,u,β,Σ, δ) ∝
exp

{
− 1

2

[
n∑

i=1

ni∑
j=1

log σ2
ij+

n∑
i=1

ni∑
j=1

d(yij ;μij)

σ2
ij

+
(
γ−γ0

)T
H−1

γ0

(
γ−γ0

)]}
.

(11)

Clearly, it is straightforward to generate random observations from the standard
and familiar conditional distributions given in (6), (8) and (10); however, it is
rather difficult to draw random observations from the unfamiliar and complicated
conditional distributions given in (7), (9) and (11). Therefore, we will implement
the Metropolis-Hastings (MH) algorithm to deal with these sampling difficulties
as follows.

3.2 MH Algorithm

For the full conditional distribution p (bi|yi,xi,zi,wi,ui, θ), p(β|Y,X,Z,W,
b,u,γ,Σ, δ) and p (γ|Y,X,Z,W,b,u,β,Σ, δ), we choose the normal dis-
tribution and multivariate normal distribution as the proposal distribution.
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The procedure for implementation of MH algorithm is presented as follows.
Given the current value b(t)

i , β(t) and γ(t), some new candidates b∗
i , β∗ and

γ∗ generated from Nk(b(t)
i , σ2

bi
Ωbi

), N
(
β(t), σ2

βΩβ

)
and N

(
γ(t), σ2

γΩγ

)
can cal-

culate the following accepted probability

min

⎧⎨
⎩1,

p (b∗
i |yi,xi,zi,wi,ui, θ)

p
(
b(t)

i |yi,xi,zi,wi,ui, θ
)
⎫⎬
⎭ ,

min

{
1,

p (β∗|Y,X,Z,W,b,u,γ,Σ, δ)
p
(
β(t)|Y,X,Z,W,b,u,γ,Σ, δ

)
}

,

min

{
1,

p (γ∗|Y,X,Z,W,b,u,β,Σ, δ)
p
(
γ(t)|Y,X,Z,W,b,u,β,Σ, δ

)
}

,

where

Ω−1
bi

=
ni∑

j=1

[
3μij (1 − μij) +

1
σ2

ijμij (1 − μij)

]
zijz

T
ij + Σ−1,

Ω−1
β =

n∑
i=1

ni∑
j=1

[
3μij (1 − μij) +

1
σ2

ijμij (1 − μij)

]
xijx

T
ij + H−1

β0 ,

Ω−1
γ =

1
2

n∑
i=1

ni∑
j=1

wijw
T
ij + H−1

γ0 ,

and σ2
bi

, σ2
β and σ2

γ are referred to as the tuned variance coefficients.

3.3 Bayesian Model Selection

Deviance Information Criterion (DIC) proposed by Spiegelhalter et al. [13] is a
popular criteria for model selection under the Bayesian framework. It is easily to
calculate the estimator for DIC in the complex model by using MCMC algorithm
. Thus, it follows from the idea of Spiegelhalter et al. [13] that the DIC under
our proposed model is defined as

DIC = D(θ) + pD

where D(θ) = −2Eθ,b,u {log p (Y,b,u|θ,X,Z,W) |Y,X,Z,W} is the posterior
mean of deviance D(θ) = −2Eb,u {log p (Y,b,u|θ,X,Z,W) |Y,X,Z,W}, pD =

D(θ)−D
(
θ̂
)

is a Bayesian measure of model complexity, θ̂ is the posterior mean
of θ . Then, DIC can be simplied as

DIC = 2D(θ) − D
(
θ̂
)

= −4Eθ,b,u {log p (Y,b,u|θ,X,Z,W) |Y,X,Z,W}
+ 2Eb,u

{
log p

(
Y,b,u|θ̂,X,Z,W

)
|Y,X,Z,W

}
.
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Clearly, the aforementioned expression for DIC involve the complicated expec-
tation algorithm; therefore, we use Monte Carlo method to approximate the
estimator for DIC as follows:

D̂IC = − 4
T

T∑
t=1

log p
(
Y,b(t),u(t)|θ(t),X,Z,W

)

+
2
T

T∑
t=1

log p
(
Y,b(t),u(t)|θ̂,X,Z,W

)
.

4 Numerical Examples

4.1 Simulation Study

In this simulation study, we suppose that the longitudinal proportional data
yij(i = 1, 2, . . . , n, j = 1, . . . , ni) given skew-normal random effect bi follows the
simplex distribution, yij |bi ∼ S

−1
(μij , σ

2
ij). The structure of the mean model

and the dispersion model are given by

logit(μij) = x1ijβ1 + x2ijβ2 + bi

log(σ2
ij) = γ1 + x2ijγ2,

where discrete covariate x1ij is randomly drawn as −1, 0, 1, continuous covariate
x2ij is simulated from the uniform distribution U [0, 1], the true values are set as
β = (β1, β2)T = (0.5, 0.5)T and γ = (γ1, γ2)T = (3, 2)T . Also, the random effect
bi is distributed as the skew-normal distribution, bi ∼ SN

(
−√

2/πδ,Σ,Δ
)
,

where the true value of the skewness parameter δ is 3 and variance component
Σ is 0.6.

In order to investigate the effect of different prior inputs on the Bayesian
estimate for parameter, three types of prior information for β and γ are specified
by

Type I: β0 = (0.5, 0.5)T , Hβ0 = 0.25I2, γ0 = (3, 2)T , Hγ0 = 0.25I2, δ0 ∼
N(0, 1), Hδ0 = 100, R0 = 2 and ρ0 = 5, where I2 stands for 2 × 2 identity
matrix. This scenario represents a good prior information.

Type II: β0 = 1.5× (0.5, 0.5)T , Hβ0 = 10I2, γ0 = 1.5× (3, 2)T , Hγ0 = 10I2;
whilst the other hyperparameter were set to be the same as those given in Type
I. This scenario shows an inaccurate prior information.

Type III: β0 = (0, 0)T , Hβ0 = 100I2, γ0 = (0, 0)T , Hγ0 = 100I2. Similarly,
the other hyperparameter were set to be the same as those given in Type I. This
scenario regards a non-informative prior information.

For the above simulated data sets, we used the preceding proposed hybrid
algorithm combining the Gibbs sampler and the Metropolis Hastings algorithm
to evaluate the Bayesian estimates of unknown parameter and random effects
based on different sample size n = 50 and n = 100. To monitor convergence
of the proposed algorithm, we randomly chose and plotted a mixing process of
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three Markov chains for unknown parameters via three different starting values
in a few test runs. Figure 1 indicated that the traces of three Markov chains
for parameters β and γ with three different starting values mix well under type
III prior input. Another useful tool for convergence diagnosis is the “estimated
potential scale reduction (EPSR)” values obtained from three parallel chains of
all the parameters generated with three different starting values in a few test
replications. We observed that the EPSR values are less than 1.2 after about 1000
iterations in all test cases and plotted the EPSR values for all unknown param-
eters against iterations in a randomly selected case in Fig. 2. To be conservative,
for each setting, 5000 observations collected after 5000 burn-ins in producing
the Bayesian estimate based on 100 replications were reported in Table 1, where
‘EST’ denotes the mean of the estimates based on 100 replications, ‘SD’ is the
standard deviation of the estimates based on 100 replications, ‘RMS’ is the root
mean square between the estimates based on 100 replications and its true value.
Table 1 showed that (i) Bayesian estimates for parameters β and γ are relatively
close to the corresponding true values under various prior inputs with different
sample size, which implies that the estimates are not sensitive to the prior inputs
and sample size in our considered simulation studies; (ii) the skewness parame-
ter δ gave some large deviation with small sample size; whereas the performance
of Bayesian estimate for δ is satisfactory as the sample size goes larger; (iii)
the values of ‘SD’ and ‘RMS’ are quite close, which implies that the estimated
standard deviation is rather reliable when the Bias is small.

4.2 A Real Example

We reanalysed the longitudinal proportional data for a prospective ophthalmol-
ogy study taken from Meyers et al. [7]. The prospective ophthalmology data
were analyzed by different authors using various approaches. To compare our
proposed approach with the existing approach, we simultaneously considered
a normal simplex mixed-effects models with heterogeneous dispersion; that is,
bi ∼ N (0, Σ). Thus, we called bi ∼ N (0, Σ) as the normal approach; whereas
bi ∼ SNk

(
−√

2/πδ,Σ,Δ
)

was called as the skewed normal approach in the
remainder of this paper. This prospective ophthalmology study described that
three gas concentration levels of C3F8 were injected into the 31 patients’ eye
before surgery and percentage of remained gas volume in all patients were
recorded at followed-up three to eight times over a 3-month period. We consid-
ered the following several variables such as percentage of remained gas volume,
gas concentration of C3F8, and time for 31 patients. Our scientific interest of
this study is to link percentage of remained gas volume with three initial gas
concentration levels of C3F8 and time while accounting for which covariates lead
to heterogeneity. Therefore, following the work of Song et al. [11], the structure
of the mean parameter and the dispersion parameter in simplex distribution are
modeled by
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Table 1. Summary statistics of the estimates in the simulation study.

Type Parameters n=50 n=100

EST SD RMS EST SD RMS

I β1 0.4930 0.0938 0.0935 0.4906 0.0571 0.0576

β2 0.5011 0.1570 0.1562 0.4848 0.1277 0.1279

γ1 2.9988 0.1177 0.1171 3.0028 0.0741 0.0738

γ2 1.9618 0.1305 0.1354 1.9713 0.1054 0.1087

Σ 0.6783 0.2686 0.2785 0.6103 0.2525 0.2515

δ 2.8102 0.7924 0.8109 3.0093 0.3534 0.3517

II β1 0.4882 0.0877 0.0881 0.5024 0.0604 0.0602

β2 0.5024 0.2189 0.2178 0.5079 0.1404 0.1399

γ1 2.9982 0.1245 0.1239 3.0083 0.0763 0.0764

γ2 2.0013 0.1718 0.1709 2.0036 0.1237 0.1232

Σ 0.6771 0.2645 0.2742 0.6391 0.3218 0.3225

δ 2.6431 1.0444 1.0987 2.9275 0.4292 0.4332

III β1 0.5092 0.1015 0.1014 0.5006 0.0523 0.0520

β2 0.5039 0.2047 0.2037 0.4942 0.1534 0.1527

γ1 3.0077 0.1161 0.1158 3.0191 0.0803 0.0821

γ2 2.0232 0.1696 0.1703 1.9999 0.1165 0.1159

Σ 0.6617 0.2704 0.2761 0.5838 0.2276 0.2270

δ 2.7506 0.8660 0.8970 3.0025 0.3035 0.3020
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Fig. 1. Mixing process of three Markov chains for parameters β1, β2, γ1 and γ2 under
prior III.
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Fig. 2. EPSR values of all parameters against iterations in the simulation study.

⎧
⎪⎪⎪⎨
⎪⎪⎪⎩

yij |bi ∼ S
−1

(μij , σ
2
ij)

logit(μij) = β0 + β1 log(tij) + β2 log2(tij) + β3xij + bi,
log(σ2

ij) = γ0 + γ1 log(tij) + γ2xij

bi ∼ SNk

(
−√

2/πδ,Σ,Δ
) (12)

where response yij denote the jth percentage of remained gas volume for the ith
patient at follow-up day tij , the time covariate tij is the follow-up day after the
C3F8 injection, and the discrete covariate xij are equal to −1, 0 and 1 by trans-
forming the initial gas concentration levels of 15%, 20% and 25%, parameters δ,
Σ and Δ involved random effect bi are specified by the Definition 1.

The model in Eq. (12) under the skewed normal approach together with
the proceeding proposed Bayesian hybrid algorithm was fitted to the data set.
To implement the hybrid algorithm, we set the hyperparameters with non-
informative prior information in Eq. (5) to be β0 = 0, Hβ0 = 100I4, γ0 = 0,
Hγ0 = 100I3, δ0 ∼ N(0, 1), Hδ0 = 100, R0 = 2 and ρ0 = 5. In the MH algo-
rithm, we took the tuned variance parameters σ2

bi
= 18, σ2

β = 2 and σ2
γ = 2,

which give rise to the average acceptance rates to be 31.8%, 30.5% and 30.7%,
respectively. Also, we plotted the “estimated potential scale reduction (EPSR)”
values against iterations in Fig. 3 to investigate the convergence of the proposed
hybrid. It can be seen from Fig. 3 that the hybrid algorithm converges about
2500 iterations because EPSR values of all unknown parameters were less than
1.2 after about 2500 iterations. Thus, we collected 5000 observations after 5000
burn-ins in producing the Bayesian estimate under the normal approach and
skewed normal approach. Bayesian estimates (EST), as well as their standard
error (Stderr) and 95% highest posterior density interval (HPD) of the unknown
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parameters and the estimated value of DIC are presented in Table 2, which indi-
cated the following: (i) the estimated DIC for skewed normal approach is less
than those for normal approach and HPD interval of parameter β and γ are
generally shorter than those for normal approach, which show that the perfor-
mance of our proposed skewed normal approach is clearly better than those for
normal approach in our considered example; (ii) it is necessary to consider the
structure of the heterogeneous dispersion because both covariates of time and
initial gas concentration levels are significant factors in the dispersion model;
(iii) the proposed skewed normal approach can capture possible right-skewness
of the percentage data of remained gas volume given the random effects.

Table 2. Summary statistics of the estimates in the real example.

Parameters Skew-Normal approach Normal approach

EST SD HPD interval EST SD HPD interval

β0 2.8540 0.5463 [1.7276, 3.8235] 2.7446 0.5123 [1.6772,3.6224]

β1 0.3106 0.5983 [–0.7124, 1.7133] 0.3813 0.9255 [–0.5841, 1.8754]

β2 –0.4273 0.1429 [–0.7321, –0.1594] –0.4372 0.1519 [–0.7896, –0.2046]

β2 0.7158 0.3312 [0.0997, 1.3596] 0.5823 0.3107 [0.0187, 1.2538]

γ0 5.7944 0.2759 [5.2541, 6.2945] 5.8476 0.2726 [5.3070, 6.3328]

γ1 –0.4789 0.1066 [–0.6859, –0.2835] –0.4936 0.1105 [–0.7127, –0.2770]

γ2 –0.5229 0.1750 [–0.8773, –0.1829] –0.5177 0.1772 [–0.8382, –0.1724]

Σ 0.6494 0.4498 [0.1112, 1.5479] 1.3485 0.5194 [0.5052, 2.3720]

δ 1.0002 1.3245 [–1.8292, 2.7875] – – –

DIC –4143.5 – – –4119.5 – –
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Fig. 3. EPSR values of all parameters against iterations in the real example.
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5 Conclusion

This paper proposed a multivariate skew-norml simplex mixed-effects models
with heterogeneous dispersion, obtained by incorporating skew-normal random
effects into simplex regression model. To conduct Bayesian analysis for the pro-
posed model, a hybrid algorithm combining the Gibbs sampler and the MH algo-
rithm is used to simultaneously obtain Bayesian estimates of unknown parame-
ters as well as their standard errors, random effect, model comparison criteria.
Several simulation studies and a real example from a prospective ophthalmology
study are used to illustrate the proposed methodologies. Empirical results show
that our proposed skew-normal approach performs better than normal approach
based on the estimate of HPD interval and DIC (see Table 2).
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Abstract. The wireless relay communication system can realize space
diversity, expand the communication range, and increase capacity. The
technology of frequency hopping communication helps the relay system
randomly hop on multiple channels, which can improve system reliabil-
ity. At present, most of the research related to relay communication and
frequency hopping is based on theoretical analysis and numerical simula-
tions, which can not precisely simulate the channel characteristics of the
actual wireless communication environment. According to the decoding
and forwarding (DF) relay transmission technology, this paper designs
and implements the wireless multi-radio relay frequency hopping trans-
mission system based on the software radio hardware platform USRP.
The results show that the system realizes multimedia wireless data com-
munication with a low packet loss rate through relay frequency hopping
transmission.

Keywords: Relay communication · Frequency hopping · USRP ·
LabVIEW

1 Introduction

Complex wireless channel environment seriously affects the reliability and cover-
age of the signal transmission. Relay communication technologies can effectively
increase the coverage, enhance reliability and availability of the communica-
tion system, which are widely used in wireless communication systems [1]. After
Erlang put forward the basic principles of relay theory, relay technologies have
been studied more and more extensively [2]. That is, the received wireless signal
from the base station is processed through a series of relay stations and then for-
warded. Microwave relay communication is the earliest communication system
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using relay technology. Its carrier wave is microwave, and long-distance radio
communication is realized by relay on the ground. If node A and node B are far
apart, to achieve communication between them, several relay stations need to be
added. After receiving the signal, the relay node amplifies and forwards it to the
next relay, and finally realizes the communication between the two places [3]. The
forwarding protocols of relay communication mainly include the amplify-and-
forward (AF), compress-and-forward (CF) and decode-and-forward (DF) in [4].
The sending node sends the signal to the RN, and the RN simply amplifies the
received signal and then forwards it, which is called amplified forwarding [5,6].
Differently, the RN in DF mode will decode and restore the original signal after
receiving the signal from the previous node, and then encodes and modulates the
signal and forwards it to the next node [7,8]. When the channel quality is poor,
the RN with the AF protocol not only amplifies the received signal, but also
accumulates noise, which ultimately affects the probability of correct decoding
by the destination node. If DF protocol is used, the noise can be well controlled,
ensuring the performance of the communication system. Therefore, the DF mode
is employed in this paper.

The quality of information transmission is subject to harmful interference. To
ensure the unimpeded transmission of information, the communication system
needs to have a certain anti-interference ability. Frequency-hopping communica-
tion is a type of spread-spectrum communication [9], which is characterized by
pseudo-random hopping of the carrier frequency at multiple frequencies and has
a certain ability to resist interference.

Universal Software Radio Periphehal (USRP) [10–12] is a very nimble open
source hardware device developed by Matt Ettus et al. The USRP works as
a digital baseband, RF front-end, and digital intermediate frequency, and the
remaining of the signal processing is done by software programming on the com-
puter [13]. LabVIEW is a virtual instrument development software which can
be used with USRP, with a flexible user interface and powerful interactivity.
Combining USRP with LabVIEW can overcome the limitations of traditional
communication experiment simulation methods, such as poor scalability of the
curing test chamber and non-objective software simulation results.

In this paper, combining relay cooperative communication and frequency
hopping communication, a wireless relay frequency hopping communication sys-
tem based on USRP platform and LabVIEW software simulation is built. The
main contribution of this paper is to achieve fixed sequence frequency hopping
transmission from source node (SN) to relay node (RN) and relay node (RN) to
destination node (DN), in addition, SN-RN link and R-D link do not interfere
with each other. Through relay frequency hopping transmission, wireless com-
munication can resist the attack of traditional interference, expand the scope of
communication.

The remaining of the paper is arranged as follows. In Sect. 2, physical layer
and data frame structure design are investigated. Section 3 is the system con-
struction and the introduction of related functional modules. Section 4 introduces
the design principles and system implementation of relay frequency hopping
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transmission. In Sect. 5, the experimental results are given. Finally, the paper is
concluded in Sect. 6.

2 Related Works

The authors in [14] implemented a single relay wireless transmission system
based on USRP and GNU Radio. The authors in [15] implemented a multi-
relay wireless transmission system based on USRP and GNU Radio. However,
the existing work [14,15] mainly focused on the construction of relay system,
while communication protocol was not discussed, as well as the multi-channel
model. In [18], a concept proof of LTE DF RN using two SDRs was proposed.
In [19], a cooperative communication system experimental platform based on NI
USRP2920 was proposed. The implemented experiments included voice commu-
nications and video streaming by GMSK modulation transmission to develop
the cooperative advantages of multimedia communication. In [20], the authors
used LabVIEW and USRP as the experimental platform. The three nodes coop-
erative communication based on amplifying and forwarding was simulated, and
the system performance was analyzed by turning the system time slot settings
by software.

Different from them, this paper combines wireless relay technology and fre-
quency hopping technology to achieve picture transmission, based on the soft-
ware radio platform USRP and software platform LabVIEW. The results show
that the system can realize relay frequency hopping transmission with low packet
loss rate.

3 General Design of Relay System

The designed wireless relay frequency hopping communication system is shown
in Fig. 1. The system is mainly composed of one SN, one RN and one DN. The
SN and DN are composed of a PC and a NI USRP2920, respectively. The RN
is simulated by one PC, one switch and two NI USRP2920. The system consists
of four transmission links, which are two data links and two ACK transmission
links. Two data links include the data link fsr from SN to RN, and the data
link frd from RN to DN. Two ACK transmission links include an ACK link frs

ack

from RN to SN and an ACK link fdr
ack from DN to RN.

Before the experiment, the system framework of the experiment is introduced.
The hardware of the experimental system in this paper mainly includes NI USRP
2920, supporting antenna, switch and computers. The software platform adopts
LabVIEW visual simulation programming environment. LabVIEW is a virtual
instrument development software that can be used with USRP, with flexible user
interface and strong interactivity.
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Fig. 1. USRP-based wireless relay frequency hopping system framework.

3.1 System Physical Layer Design

In the LabVIEW software platform, most modulation methods, such as FSK,
BPSK, QAM, GMSK, etc., have corresponding modules and corresponding
demodulation module. This experiment uses QPSK for modulation and demod-
ulation to ensure transmission reliability.

3.2 Data Frame Structure Design

In order to make sure the accuracy of the received data, we need to design
the frame format of the data. In this system, the sender performs equal-length
splitting, framing, and encapsulation of the data bit stream to form a data bit
packet for modulation transmission. The encapsulation frame format is shown
in Table 1. The definition of each data field function is shown in Table 2.

Table 1. Encapsulated frame format.

Protection

bit

Sync bit Message

type

Data fre-

quency

ACK

frequency

Package

number

Data bit Check bit Padding

Frame synchronization is extremely important for the receiver correctly
receiving data. Only when the sender and the receiver have achieved frame
synchronization can they correctly distinguish the starting position of the data
frame during reception and receive valid data. In a wireless communication sys-
tem, data is inevitably subject to errors during transmission due to various
adverse factors. Hence, data are detected and corrected, then the upper layers
can transmit more reliably. Error detection codes do not correct transmission
errors, but can increase transmission reliability and effectiveness. CRC (Cyclic
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Table 2. Frame format function.

Data field Number of bits Function

Protection bit 30 Allows the automatic gain control module to

reach a steady state quickly before processing
useful data

Sync bit 30 Generate a 30-bit random sequence using a

PN sequence generator for easy frame synchro-
nization

Message type 8 0000 0000 represents data; 0000 0001 represents
ACK

Data frequency 32 Data transmission channel

ACK frequency 32 ACK transmission channel

Package number 32 Received packet sequence number

Data bit 1024 Service data bit length in each frame, which can
be set by the user

Check bit 16 CRC check the data

Padding 30 Used to eliminate filter effects

Redundancy Check) is an error check code that is often used in the field of data
communications to detect or verify data transmission. The verification method
used in this experiment is CRC-16 [16].

4 System Construction and Function Modules

4.1 System Construction

The NI USRP2920 has two antennas, TX/RX1 and RX2. TX/RX1 can be used
to send and receive signals, and RX2 can only be used to receive signals. In the
wireless relay frequency hopping transmission communication system, because
the SN and the DN both need to send and receive information, the SN and
the DN are composed of one PC and one NI USRP2920, respectively. The RN is
relatively complicated which needs to receive the data information of the SN and
forwards the data processing to the DN, at the same time initiates a frequency
change request to the SN and receive the frequency change request initiated by
the DN. It can be seen that the RN needs two transmissions and two receptions,
so the RN needs to be composed of a PC, a switch, and two NI USRP2920.
Figure 2 shows a schematic diagram of the experimental system in this paper.

4.2 Function Modules

The experimental system in this paper is composed of three nodes. In general,
the design of RN is relatively complicated, two receptions and two transmissions
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Fig. 2. Experimental system diagram.

are required. To improve the development efficiency of the system, the SN and
the DN can be selected to implement the corresponding functions of the RN.

The RN can be divided into two major blocks, the receiving module and the
sending module. Among them, the receiving module is further divided into data
receiving and ACK receiving, the sending module is further divided into sending
data module and sending ACK module. The design of sending and receiving data
and ACK are different except for the frame structure design, the other designs
are the same, hence the processing flow of the transmitting module and receiving
module of the node are introduced here.

At the transmitting end of the node, the service to be transmitted is first
converted into a binary bit stream. According to the designed data frame format,
the binary data bit stream is grouped into several data packets of the same
length. The digital baseband signals are obtained through raised cosine filtering
and QPSK modulation, and finally written into USRP through the Ethernet
port and transmitted through the antenna.

On the receiving end of the node, the USRP obtains the baseband signal
through the receiving antenna and reads it into the PC. The data processing pro-
cess is completed with LabVIEW program. First, the received baseband signal is
separated according to the packet (remove DC component, the correspongding
position of each packet is detected by correlation operation, and the data packet
is separated), then the extracted data packet is resampled and QPSK demodu-
lated to obtain a binary bit stream. After the serial validity check (CRC check
and frame synchronization check), the correctly received data packets are recon-
structed and converted into a format to restore the original data information [17].
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5 Principle and Implementation of Relay Frequency
Hopping Transmission System

5.1 Design Principles of Relay Frequency Hopping

In actual wireless communication, comprehensive coverage is sought. For remote
areas, the coverage of the cell is limited and severely affected by shadow fading.
Relay communication technology can effectively conquer the fading of wireless
channels and increase spectrum efficiency and communication range. The basic
concept of wireless relay technology is to add a RN between a SN and a DN.
The RN receives the signal from the SN and forwards it to the DN after a
certain processing. Generally, in a wireless single-relay network, there are three
communication links, namely SN-DN, SN-RN, and RN-DN. In this experimental
system, the SN-DN link is not considered.

The handling of the received signal by the RN is diverse. Wireless repeater
technology is divided into two categories, AF and DF. AF: After receiving the
signal from the SN, the RN simply amplifies the signal and forwards it. DF: The
RN decodes and demodulates the received signal to recover the original signal,
then encodes and modulates the recovered signal to the DN. In this experiment,
the RN uses DF.

The interaction procedure among SN, RN and DN in wireless relay frequency
hopping transmission communication system is shown in the Fig. 3. The steps of
wireless relay frequency hopping transmission are analyzed as follows:

Step 1: The SN sends data to the RN on the channel fsr and receives ACK
signal sent by the RN on the channel frs

ack, and reconfigures the transmission
carrier frequency fsr after receipting the ACK signal.

Step 2: The RN receives data on the channel fsr, decodes and forwards it, and
sends the data to the DN on the channel frd; after a time interval Tr, initiates
a frequency change request, sends an ACK to the SN on the channel frs

ack, and
reconfigures the RN receive the carrier frequency fsr. At the same time receive
the ACK signal sent by the DN on the channel fdr

ack, and reconfigure the transmit
carrier frequency frd after receiving the ACK signal.

Step 3: The DN receives data information on the channel frd. After a time
interval Td, initiates a frequency change request, sends an ACK to the RN on
the channel fdr

ack, and reconfigure the receive carrier frequency frd of the DN.

5.2 System Implementation

Based on the above design analysis, a physical simulation system was built based
on the USRP software radio platform and LabVIEW software. The system con-
sists of 3 computers, 4 NI USRP2920, and 1 switch. The computer and USRP
are connected through a Gigabit Ethernet port, which simulates the SN, RN,
and DN.
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Fig. 3. Experimental flow chart.

The test steps of the system are as follows:

(1) Connect the USRP and the computer;
(2) Configure system related parameters (such as I/Q rate, carrier frequency,

antenna, gain, modulation method, frequency hopping interval, frequency
hopping range, frequency hopping time interval, etc.) on the front panel of
the program, as shown in the Table 3;

(3) Power on the USRP and run the SN, RN, and DN programs at the same
time for data transmission.

Table 3. Related parameter configuration.

Related parameters Value

S-R Frequency range 800MHz˜845 MHz

R-D Frequency range 915MHz˜960 MHz

Frequency interval 5MHz

S-R frequency hopping interval 3s

R-D frequency hopping interval 3s

Number of channels 10

Antenna gain 10 dB

S-R data I/Q rate 1M Sample/s

R-D data I/Q rate 800K Sample/s

I/Q rate of R-S ACK 400K Sample/s

I/Q rate of D-R ACK 400K Sample/s

Modulation QPSK

R-S ACK frequency 750MHz

D-R ACK frequency 500MHz
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6 Physical Test Results

During the system test, the SN selects a 400k image and sends it to the RN.
The front panel operation interface of the SN is shown in Fig. 4, where mod-
ule 1 is a modulation transmission constellation diagram, module 2 is a time
domain waveform diagram of a transmission signal; module 3 is an access fre-
quency point of each time slot, and module 4 is a picture to be transmitted. The
access frequency sequence is obtained by the ACK of the RN. The set of avail-
able frequencies is {800 MHz, 805 MHz, 810 MHz, 815 MHz, 820 MHz, 825 MHz,
830 MHz, 835 MHz, 840 MHz, 845 MHz}. It can be seen from the Fig. 4. that the
modulation method is QPSK.

Fig. 4. User operation interface of source node.

The system RN uses the decoding and forwarding (DF) method to re-encode
the received data information and send it to the DN. The RN is divided into
four parts in terms of function realization, data reception and transmission, and
ACK transmission and reception. The front panel operation interface of the RN
is displaied in Fig. 5. In Fig. 5, module 1 is the frequency hopping sequence from
the SN to the RN, module 2 is the packet loss rate of the RN receiving data,
module 7 is the constellation diagram of the RN receiving data, module 8 is the
time-domain waveform diagram of the RN receiving data, module 3 is the fre-
quency hopping sequence from the RN to the DN, available frequency points are
{915 MHz, 920 MHz, 925 MHz, 930 MHz, 935 MHz, 940 MHz, 945 MHz, 950 MHz,
955 MHz, 960 MHz}, module 5 is the constellation diagram and time domain
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waveform diagram of the RN sending data to the DN, module 6 is a constella-
tion diagram for sending ACK to the SN and a time-domain waveform diagram
for sending ACK information, module 4 is the original picture recovered by the
RN. It can be seen from the picture that there is a packet loss phenomenon.
There is a time lag between the SN and the RN during each frequency change,
resulting in a small amount of packet loss during the frequency change, the
packet loss rate floating around 0.1.

Fig. 5. User operation interface of relay node.

The DN is divided into two parts in terms of function implementation, which
are divided into data reception and ACK transmission. As shown in the Fig. 6,
module 3 is the DN to restore the received data information to the original
image, module 1 is the access frequency point sequence, module 2 is the packet
loss rate of the DN, the packet loss rate fluctuates around 0.2, module 4 is the
constellation diagram of the DN receiving data, module 5 is the time domain
waveform diagram of the received data.

Fig. 6. User operation interface of destination node.
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7 Conclusions

This paper makes full use of the reconfigurable, flexible and easy to operate char-
acteristics of the NI USRP software radio platform to build a wireless relay fre-
quency hopping communication transmission system. After many experiments,
the system runs stably reliable, and packet loss rate is also within a certain
range. On the basis of this article, the next step is to consider the existence of
interference, and implement intelligent relay frequency hopping anti-interference
combined with reinforcement learning.

References

1. Gouissem, A., Hasna, M.O., Hamila R, et al.: Outage performance of ofdm ad-
hoc routing with and without subcarrier grouping in multihop network. In: IEEE
Vehicular Technology Conference (VTC Fall) IEEE, vol. 2012, pp. 1–5 (2012)

2. Laneman, J.N., Tse, D.N.C., Wornell, G.W.: Cooperative diversity in wireless net-
works: efficient protocols and outage behavior. IEEE Trans. Inf. Theory 50(12),
3062–3080 (2004)

3. Chau, Y.A., Huang, K.Y.: Channel statistics and performance of cooperative selec-
tion diversity with dual-hop amplify-and-forward relay over Rayleigh fading chan-
nels. IEEE Trans. Wireless Commun. 7(5), 1779–1785 (2008)

4. Lee, D., Kim, S.I., Lee, J., et al.: Performance of multihop decode-and-forward
relaying assisted device-to-device communication underlaying cellular networks.
In: 2012 International Symposium on Information Theory and its Applications.
IEEE, pp. 455–459 (2012)

5. Krikidis, I., Thompson, J., McLaughlin, S., et al.: Amplify-and-forward with partial
relay selection. IEEE Commun. Lett. 12(4), 235–237 (2008)

6. Hwang, K.S., Ko, Y.C., Alouini, M.S.: Performance analysis of two-way amplify
and forward relaying with adaptive modulation over multiple relay network. IEEE
Trans. Commun. 59(2), 402–406 (2010)

7. Luo, J., Blum, R.S., Cimini, L.J., et al.: Decode-and-forward cooperative diversity
with power allocation in wireless networks. IEEE Trans. Wireless Commun. 6(3),
793–799 (2007)

8. Mills, D.G., Edelson, G.S., Egnor, D.E.: A multiple access differential frequency
hopping system. In: IEEE Military Communications Conference, MILCOM 2003.
IEEE 2003, vol. 2, pp. 1184–1189 (2003)

9. Sendonaris, A., Erkip, E., Aazhang, B.: Increasing uplink capacity via user coop-
eration diversity. In: Proceedings. 1998 IEEE International Symposium on Infor-
mation Theory (Cat. No. 98CH36252). IEEE, p. 156 (1998)

10. Abirami, M., Hariharan, V., Sruthi, M.B, et al.: Exploiting GNU radio and USRP:
an economical test bed for real time communication systems. In: 2013 fourth inter-
national conference on computing, communications and networking technologies
(ICCCNT). IEEE, pp. 1–6 (2013)

11. Ettus, M.: Universal software radio peripheral (USRP). Ettus Research LLC
http://www.ettus.com (2008)

12. Tong, Z., Arifianto, M.S, Liau, C.F.: Wireless transmission using universal soft-
ware radio peripheral. In: 2009 International Conference on Space Science and
Communication. IEEE, pp. 19–23 (2009)

http://www.ettus.com


338 L. Huang et al.

13. Xin, X., Hui, Z.: Design of experimental platform for wireless communication
based on LabVIEW and USRP. Experimental Technology and Management, vol.
33 (2016)

14. Bo, F.: Experimental Study of Wireless Relay Transmission Based on USRP Plat-
form (2019)

15. Xiaofang, Y.: Experimental Study of Wireless Multi-relay Transmission Based on
USRP Platform (2018)

16. Keller, R.B.: Fast cyclic redundancy check (CRC) generation: U.S. Patent
6,701,479[P]. 2004-3-2 (2004)

17. Lijun, K., Yuhua, X., Xueqiang, C., et al.: design and implementation of data trans-
mission system based on USRP and selective retransmission protocol. Commun.
Technol. 51, 1259–1267 (2018)

18. MarGarc, J.A., Romero-Franco, C., Alonso, J.I.: A software defined radio platform
for decode and forward relay nodes implementation. In: 2019 IEEE Conference on
Standards for Communications and Networking (CSCN), pp. 1–4 (2019) https://
doi.org/10.1109/CSCN.2019.8931410

19. Prince, A., Abdalla, A.E., Dahshan, H., Rohiem, A.E.D.: Multimedia SDR-based
cooperative communication. In: 2018 13th International Conference on Computer
Engineering and Systems (ICCES), Cairo, Egypt, pp. 381–386 (2018) https://doi.
org/10.1109/ICCES.2018.8639312

20. Yu, Z., Luo, H., Li, L., Zhang, Y., Han, Z.: Research on the influence of system
slot setting on the performance of three-node cooperative communication system.
In: IEEE 3rd Information Technology, Networking, Electronic and Automation
Control Conference (ITNEC). Chengdu, China, vol. 2019, pp. 368–371 (2019).
https://doi.org/10.1109/ITNEC.2019.8729297

https://doi.org/10.1109/CSCN.2019.8931410
https://doi.org/10.1109/CSCN.2019.8931410
https://doi.org/10.1109/ICCES.2018.8639312
https://doi.org/10.1109/ICCES.2018.8639312
https://doi.org/10.1109/ITNEC.2019.8729297


Progressive Iterative Approximation
of SOR for Non-uniform Cubic B-spline

Curve and Surface Interpolation

Liangchen Hu1 , Huahao Shou1(B) , and Shiaofen Fang2

1 College of Science, Zhejiang University of Technology, Hangzhou, Zhejiang, China
shh@zjut.edu.cn

2 Department of Computer and Information Science, Indiana University-Purdue

University Indianapolis, Indianapolis, IN, USA

Abstract. Progressive iterative approximation (PIA) is an efficient data
fitting technique which makes the initial curve or surface approximate
the data points to be processed by successive iterations. However, since
the spectral radius of iterative matrix in traditional PIA is relatively
large, the iterative convergence rate is relatively slow, which results
in poor efficiency of data fitting. In this paper, we develop a suc-
cessive over-relaxation progressive iterative approximation (SOR-PIA)
for non-uniform cubic B-splines to overcome the defect. Besides, we
employ the equidistant search strategy to estimate the relaxation fac-
tor, which greatly accelerates the convergence speed of the iterative pro-
cess. Experimental results show that SOR-PIA iterative interpolation
can achieve a higher accuracy within the equivalent number of iterations
compared with the standard PIA and weighted PIA (WPIA) iterative
interpolation.

Keywords: B-spline interpolation · Progressive iterative
approximation · Successive over-relaxation · Iterative acceleration

1 Introduction

Data fitting is a crucial basic task of modeling and forecasting, which is widely
employed in various fields. In fact, there have been many innovations and
improvements in data fitting technology, among which PIA plays an important
role due to its many satisfactory features. As a geometrically intuitive approach,
PIA takes given data points as initial control points and dynamically updates
them in a certain direction. PIA method has a broad application prospect, and
it is of great significance to find a new fast iterative method for its applications.

In 2004, Lin proved the property of profit-and-loss for non-uniform cubic
B-spline curve and surface [1], and for blending curves and tensor product blend-
ing patches with normalized totally positive basis in 2005 [2]. The approach pro-
posed in [2] is called progressive iterative approximation (PIA), which addresses
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both interpolation and approximation (including EPIA [3] and LSPIA [4,10,11]).
On the problem of iterative acceleration of PIA, Lu [5] derived the optimal
iteration weights for the best convergence speed, and named it as WPIA. For
large scale data fitting problems, Lin proposed the LSPIA algorithm using T-
splines [6]. PIA has also been applied for hexahedral mesh generation in finite
element analysis [7]. Since the iteration speed is independent of the number
of control points in LSPIA, it provides a robust and efficient solution for the
equation system of a tetrahedral mesh for an ideal NURBS body1[8]. In [9], the
method of how to determine fewer control points in the least square fitting is
also considered, which improves the fitting efficiency. PIA has also been used
in satellite image processing, pattern recognition, hand drawn curve approxima-
tion, rational curve approximation, and tree trunk shape modeling. Recently, Lin
et al. [12] provided an overview of the interpolatory and approximate geometric
iteration methods, including PIA, geometric iteration and so on, and summarized
that geometric iterative methods have wide applications in academic studies and
engineering practices. The above improvements have a common property that
the spectral radii of their iterative matrices are essentially at the same level,
limiting their performance. Inspired by this, we proposed an efficient progres-
sive iterative approximation algorithm based on HSS iteration in [13], whose
spectral radius is much smaller than PIA. The contributions of our paper can
be summarized as follows. Innovatively, we develop a SOR-PIA technique for
non-uniform cubic B-spline curve and surface interpolation. Besides, we employ
the equidistant search strategy to estimate the relaxation factor.

The rest of the paper is organized as follows. Section 2 reviews the standard
iterative non-uniform B-spline curve and surface and presents a simple analysis
of the relationship between the standard iterative format and directly solving
equation system. The successive over-relaxation iteration method is introduced
in Sect. 3 for solving the iterative interpolation problem, including the equidis-
tant search strategy to make approximate computation for the best relaxation
factor and to accelerate the convergence speed. The results of our numerical
experiments are presented in Sect. 4. Section 5 concludes the paper with some
additional summary.

2 Standard Iterative Interpolation and Its Analysis

2.1 Iterative Format of Curve

Given a set of data points list {QQQi}m
i=1, the accumulative chord length param-

eterization method can be used to calculate the parameter values {ui}m
i=1 on

the initial iteration curve corresponding to the data points. Cubic non-uniform
B-spline basis function is defined by the knot vector

{
0 0 0 0 u2 u3 · · · um−1

1 1 1 1
}
, whose interior knots are the parameter values.

Let PPP 0
i = QQQi, i = 1, · · · ,m, PPP 0

0 = PPP 0
1, PPP 0

m+1 = PPP 0
m, the initial iterative

interpolation curve CCC0(u) =
∑m+1

i=0 PPP 0
i Ni,3(u) can be constructed. Assuming

1 The NURBS body, or NURBS solid, refers to a NURBS-based CAD model.
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that the maximum number of iterations is N , the curve iterative formula is

PPP k
i =PPP k−1

i + ΔΔΔk−1
i , i = 1, · · · ,m; k = 1, · · · , N, (1)

in which, the difference vector is calculated as

ΔΔΔk−1
i =QQQi − CCCk−1(ui), i = 1, · · · ,m; k = 1, · · · , N,

and PPP k
0 = PPP k

1 , PPP k
m+1 = PPP k

m. The Eq. (1) can be rewritten in matrix form as
follows

PPP k = (III − NNN)PPP k−1 + QQQ,

where III is unit matrix,

NNN =

⎛

⎜
⎝

1
N1,3(u2) N2,3(u2) N3,3(u2)

. . . . . .
Nm−2,3(um−1) Nm−1,3(um−1) Nm,3(um−1)

1

⎞

⎟
⎠ ,

and PPP k = (PPP k
1 ,PPP

k
2 , · · · ,PPP k

m)T , QQQ = (QQQ1,QQQ2, · · · ,QQQm)T .

2.2 Iterative Format of Surface

Given a set of data matrix {QQQi,j}m,n
i=1,j=1, the cumulative chord length parame-

terization method can be used to calculate the parameter values {ui, vj}m,n
i=1,j=1

on the initial iteration surface corresponding to the data points. Bi-cubic non-
uniform B-spline basis functions are defined respectively by the knot vectors
{0 0 0 0 u2 u3 · · · um−1 1 1 1 1} and {0 0 0 0 v2 v3 · · · vn−1 1 1 1 1}, whose
interior knots are the parameter values.

Let PPP 0
i,j = QQQi,j , PPP 0

i,0 = PPP 0
i,1, PPP 0

i,n+1 = PPP 0
i,n, PPP 0

0,j = PPP 0
1,j , PPP 0

m+1,j = PPP 0
m,j ,

i = 1, · · · ,m, j = 1, · · · , n; PPP 0
0,0 = PPP 0

1,1, PPP 0
0,n+1 = PPP 0

1,n, PPP 0
m+1,0 = PPP 0

m,1,
PPP 0

m+1,n+1 = PPP 0
m,n, the bi-cubic initial iterative interpolation tensor product

surface CCC0(u, v) =
∑m+1

i=0

∑n+1
j=0 PPP 0

i,jNi,3(u)Nj,3(v) can be constructed. Suppose
the maximum number of iterations is N , then the surface iterative formula is

PPP k
i,j =PPP k−1

i,j + ΔΔΔk−1
i,j , i = 1, · · · ,m; j = 1, · · · , n; k = 1, · · · , N, (2)

where the difference vector is calculated as

ΔΔΔk−1
i,j =(QQQi,j − CCCk−1(ui, vj)), i = 1, · · · ,m; j = 1, · · · , n; k = 1, · · · , N,

and PPP k
i,0 = PPP k

i,1, PPP k
i,n+1 = PPP k

i,n, PPP k
0,j = PPP k

1,j , PPP k
m+1,j = PPP k

m,j , i = 1, · · · ,m, j =
1, · · · , n; PPP k

0,0 = PPP k
1,1, PPP k

0,n+1 = PPP k
1,n, PPP k

m+1,0 = PPP k
m,1, PPP k

m+1,n+1 = PPP k
m,n.

Similar to the case of curve iteration, the Eq. (2) can be rewritten in matrix
form as follows

PPP k = (III − NNN)PPP k−1 + QQQ,
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where III is unit matrix, NNN = NNN1 ⊗NNN2 is the Kronecker product between NNN1 and
NNN2,

NNN1 =

⎛

⎜
⎝

1
N1,3(u2) N2,3(u2) N3,3(u2)

. . . . . .
Nm−2,3(um−1) Nm−1,3(um−1) Nm,3(um−1)

1

⎞

⎟
⎠ ,

NNN2 =

⎛

⎜
⎝

1
N1,3(v2) N2,3(v2) N3,3(v2)

. . . . . .
Nn−2,3(vn−1) Nn−1,3(vn−1) Nn,3(vn−1)

1

⎞

⎟
⎠ ,

and

PPP k = (PPP k
1,1,PPP

k
1,2, · · · ,PPP k

1,n,PPP
k
2,1,PPP

k
2,2, · · · ,PPP k

2,n, · · · ,PPP k
m,1,PPP

k
m,2, · · · ,PPP k

m,n),

QQQk = (QQQk
1,1,QQQ

k
1,2, · · · ,QQQk

1,n,QQQ
k
2,1,QQQ

k
2,2, · · · ,QQQk

2,n, · · · ,QQQk
m,1,QQQ

k
m,2, · · · ,QQQk

m,n).

2.3 Analysis of Standard Iterative Interpolation

Remark 1. The standard iteration format of non-uniform B-spline curve and
surface can be seen as an iterative matrix decomposition NNN = III − (III −NNN) from
NNN , so that

NNNPPP = (III−(III −NNN))PPP = QQQ

⇓
PPP = (III −NNN)PPP +QQQ.

If an initial vector PPP 0 is substituted into the right-hand side of above formula,
we can calculate a new vector PPP 1 = (III −NNN)PPP 0 +QQQ. When PPP 1 is substituted into
the right-hand side of the formula, we will get PPP 2, and so on. As this process
continues, we have PPP k = (III − NNN)PPP k−1 + QQQ, k = 1, 2, · · · . The coefficient matrix
for this iterative process is: (III − NNN).

Lemma 1. Standard iterative format of the non-uniform B-spline curve and
surface is convergent.

Proof. Details are referred to Ref. [1].

Theorem 1. The standard iterative interpolation for non-uniform B-spline
curve and surface is an iterative method for solving linear equations system.

Proof. For the iterative interpolation of curve or surface, we know from Remark
1 as follows

PPP k = (III − NNN)PPP k−1 + QQQ, k = 1, 2, · · · .

We take limit to the above formula on both sides, then

lim
k→∞

PPP k = (III − NNN) lim
k→∞

PPP k−1 + QQQ. (3)
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By Lemma 1, we know the sequence of data points is convergent, suppose
limk→∞ PPP k = PPP , then Eq. (3) can be written as NNNPPP = QQQ, which is the equa-
tion system of non-uniform B-spline curve or surface interpolation. Thus, the
standard iterative interpolation for non-uniform B-spline curve and surface is
actually an iterative method for solving linear equations system.

3 The Derivation of SOR-PIA

In this section, we introduce the successive over-relaxation iteration for non-
uniform B-spline curve and surface interpolation. Compared with the standard
iteration interpolation method PIA [1,2], successive over-relaxation iteration has
a significant reduction of iterative steps for the iteration process.

3.1 The Case of Curve

Maintain the same conditions as the standard iteration such as the size of
the data points, the parameterization of the data points, the value of the
knot vector, the initial values of the control vertices. Using PPP k

1 ,PPP
k
2 , · · · ,PPP k

i−1

that has been calculated before PPP k
i to participate in the calculation of PPP k

i in
the standard iteration process for non-uniform B-spline curve interpolation,
then the iteration curve CCCk−1(u) =

∑m+1
p=0 PPP k−1

p Np,3(u) can be replaced by
CCCk,k−1(u) =

∑i−1
p=0 PPP k

pNp,3(u) +
∑m+1

p=i PPP k−1
p Np,3(u), and iterative format of

curve can be written as follows

PPP k
i =PPP k−1

i + ΔΔΔk,k−1
i , i = 1, · · · ,m; k = 1, 2, · · · , (4)

where the difference vector is calculated as

ΔΔΔk,k−1
i =QQQi − CCCk,k−1(ui), i = 1, · · · ,m; k = 1, 2, · · · .

Then we make an improvement on the Eq. (4) by adding a weight ω
Ni,3(ui)

to
the iterative difference vector as follows

PPP k
i =PPP k−1

i +
ω

Ni,3(ui)
ΔΔΔk,k−1

i , i = 1, · · · ,m; k = 1, 2, · · · . (5)

The iterative process expressed in Eq. (5) is progressive iterative approximation
format of successive over-relaxation for non-uniform B-spline curve interpolation
called SOR-PIA of curve. Its difference from the traditional PIA is that it uses
PPP k

1 ,PPP
k
2 , · · · ,PPP k

i−1 that has been calculated before PPP k
i to participate in the cal-

culation of PPP k
i and adds a weight ω

Ni,3(ui)
which includes a relaxation factor ω

in iterative difference vector.
Rewrite the Eq. (5) as follows

PPP k
i =PPP k−1

i +
ω

Ni,3(ui)
ΔΔΔk,k−1

i = PPP k−1
i +

ω(QQQi − CCCk,k−1(ui))
Ni,3(ui)

= (1 − ω)PPP k−1
i + ω

QQQi − PPP k
i−1Ni−1,3(ui) − PPP k

i+1Ni+1,3(ui)
Ni,3(ui)

,
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therefore the Eq. (5) can be written in matrix form

PPP k = (1 − ω)PPP k−1 + ωDDD−1
(
QQQ − LPLPLP k − UPUPUP k−1

)
, k = 1, 2, · · · ,

in which, DDD + LLL + UUU = NNN , where DDD is a diagonal matrix, LLL is a strictly lower
triangular matrix, UUU is a strictly upper triangular matrix.

3.2 The Case of Surface

Similar to the case of curve. Using PPP k
1,1, · · · ,PPP k

1,j ,PPP
k
2,1, · · · ,PPP k

2,j , · · · ,PPP k
i−1,1,

· · · ,PPP k
i−1,j ,PPP

k
i,1, · · · ,PPP k

i,j−1 that has been calculated before PPP k
i,j to par-

ticipate in the calculation of PPP k
i,j in the standard iteration process

for non-uniform B-spline surface interpolation, then the iteration sur-
face CCCk−1(u, v) =

∑m+1
p=0

∑n+1
q=0 PPP k−1

p,q Np,3(u)Nq,3(v) can be replaced by
CCCk,k−1(u, v) =

∑i−1
p=0

∑n+1
q=0 PPP k

p,qNp,3(u)Nq,3(v) +
∑j−1

q=0 PPP k
i,qNi,3(u)Nq,3(v) +

∑n+1
q=j PPP k−1

i,q Ni,3(u)Nq,3(v) +
∑m+1

p=i+1

∑n+1
q=0 PPP k−1

p,q Np,3 (u)Nq,3(v), and iterative
format of surface can be written as follows

PPP k
i,j =PPP k−1

i,j + ΔΔΔk,k−1
i,j , i = 1, · · · ,m; j = 1, · · · , n; k = 1, 2, · · · , (6)

in which, the difference vector is calculated as

ΔΔΔk,k−1
i,j =QQQi,j − CCCk,k−1(ui, vj), i = 1, · · · ,m; j = 1, · · · , n; k = 1, 2, · · · .

Then we make an improvement on the Eq. (6) by adding a weight
ω

Ni,3(ui)Nj,3(vj)
to the iterative difference vector as follows

PPP k
i,j =PPP k−1

i,j +
ω

Ni,3(ui)Nj,3(vj)
ΔΔΔk,k−1

i,j , i = 1, · · · ,m;

j = 1, · · · , n; k = 1, 2, · · · ,
(7)

The iterative process expressed in Eq. (7) is progressive iterative approximation
format of successive over-relaxation for non-uniform B-spline surface interpola-
tion called SOR-PIA of surface. It possesses properties similar to that of curve
iterative interpolation expressed in Eq. (5).

Similar to the case of curve, Eq. (7) can also be written as follows

PPPk
i,j = PPPk−1

i,j +
ω

Ni,3(ui)Nj,3(vj)
ΔΔΔk,k−1

i,j = PPPk−1
i,j +

ω(QQQi −CCCk,k−1(ui, vj))

Ni,3(ui)Nj,3(vj)

= (1− ω)PPPk−1
i,j + ω

(
QQQi,j −PPPk

i,j−1Ni,3(ui)Nj−1,3(vj)−PPPk−1
i,j+1Ni,3(ui)Nj+1,3(vj)−∑j+1

q=j−1((PPP
k
i−1,qNi−1,3(ui) +PPPk−1

i+1,qNi+1,3(ui))Nq,3(vj))

)

Ni,3(ui)Nj,3(vj)
.

When i = 1, 2, · · · ,m, j = 1, 2, · · · , n, Eq. (7) can also be written in matrix form

PPP k = (1 − ω)PPP k−1 + ωDDD−1
(
QQQ − LPLPLP k − UPUPUP k−1

)
, k = 1, 2, · · · ,

in which, DDD + LLL + UUU = NNN , where DDD is a diagonal matrix, LLL is a strictly lower
triangular matrix, UUU is a strictly upper triangular matrix, NNN = NNN1 ⊗ NNN2.
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3.3 Computing the Relaxation Factor

As described in Sects. 3.1 and 3.2, the matrix form of SOR-PIA for non-uniform
B-spline curve and surface interpolation can be written as

PPP k =(1 − ω)PPP k−1 + ωDDD−1
(
QQQ − LLLP k − UUUP k−1

)

=(DDD + ωLLL)−1 ((1 − ω)DDD − ωUUU)PPP k−1 + ω(DDD + ωLLL)−1QQQ, k = 1, 2, · · · .
(8)

Let BBBω = (DDD+ωLLL)−1 ((1 − ω)DDD − ωUUU), and lllω = ω(DDD+ωLLL)−1QQQ, the Eq. (8)
can be written as

PPP k = BBBωPPP k−1 + lllω, k = 1, 2, · · · , (9)

where BBBω is the iteration matrix. It is obvious that ρ(BBBω) ≥ |ω − 1|. If Eq. (9)
is convergent, then |ω − 1| ≤ ρ(BBBω) < 1, i.e. 0 < ω < 2.

The speed of over-relaxation iteration is closely related to the relaxation
factor. There is currently no automatic method for the selection of the relaxation
factor. A common practice is to select multiple different values within [0,2] and
compare them. Here, we adopt an equidistant search strategy with an interval
of 0.05.

4 Experiments

In this section, we employ two examples to illustrate the effectiveness of the
proposed SOR-PIA method and compare it with methods of PIA [1,2] and WPIA
[6]. First of all, we give two test examples, namely, an example of iterative curve
interpolation and an example of iterative surface interpolation. The fitting curve
and surface we used are all non-uniform cubic B-spline curve and surface. The
parameterization of data points is determined by the cumulative chord length
parameterization method, and the knot vector is determined by the parameters
of data points. The fitting error is measured by the Euclidean distance between
the data points to be interpolated and the points corresponding to the parameter
values on the curve or surface.

Example 1. 19 data points are taken in plane to constitute a 19× 1 sequence,
and shown in Fig. 1(a): (40, 200); (50, 200); (50, 240); (100, 240); (100, 210);
(80, 210); (80, 220); (70, 220); (70, 200); (100, 200); (100, 160); (150, 160); (150,
190); (130, 190); (130, 180); (120, 180); (120, 200); (150, 200); (150, 210).

Example 2. 40 data points are taken in space to constitute a 7× 9 matrix, shown
in Fig. 1(b): (0, 0, 0);(0, –8, –10), (8, –8, –10), (8, 0, –10), (8, 8, –10), (0, 8, –10),
(–8, 8, –10), (–8, 0, –10), (–8, –8, –10), (0, –8, –10); (0, –10, 0), (10, –10, 0), (10,
0, 0), (10, 10, 0), (0, 10, 0), (–10, 10, 0), (–10, 0, 0), (–10, –10, 0), (0, –10, 0); (0,
–15, 10), (15, –15, 10), (15, 0, 10), (15, 15, 10), (0, 15, 10), (–15, 15, 10), (–15,
0, 10), (–15, –15, 10), (0, –15, 10); (0, –6, 30), (6, –6, 30), (6, 0, 30), (6, 6, 30),
(0, 6, 30), (–6, 6, 30), (–6, 0, 30), (–6, –6, 30), (0, –6, 30); (0, –6, 50), (6, –6, 50),
(6, 0, 50), (6, 6, 50), (0, 6, 50), (–6, 6, 50), (–6, 0, 50), (–6, –6, 50), (0, –6, 50);
(0, –8, –55), (8, –8, –55), (8, 0, –55), (8, 8, –55), (0, 8, –55), (–8, 8, –55), (–8, 0,
–55), (–8, –8, –55), (0, –8, –55).
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Fig. 1. Test examples.

The experimental results of the first 15 iteration levels are shown in Tables 1
and 2, where PIA is the standard iterative interpolation method, WPIA is the
PIA method with a acceleration weight, SOR-PIA 1 is our method with an
arbitrary relaxation factor, SOR-PIA 2 is our method with a relaxation factor
calculated by using equidistant search strategy. In Table 1, the relaxation factor
is 1.1 in SOR-PIA 1 and it is 1.05 in SOR-PIA 2. In Table 2, the relaxation
factor is 1.2 in SOR-PIA 1 and it is 1.1 in SOR-PIA 2. Based on the nature of
the iterative process, it is generally believed that the smaller the error, the faster
the iteration speed. By comparison, we can find that the SOR PIA proposed in
this paper is much faster than PIA and WPIA, and it is effective to calculate
the relaxation factor by using the equidistant search strategy.

To visually show the performance of the three methods, we compare the
results after the first iteration, as shown in Fig. 2 and Fig. 3. The reason for
choosing to compare the visual results of the first iteration is that with the
increase of the number of iterations, the visual results of the subsequent iterations
can hardly be distinguished by the naked eye. And the relaxation factor of SOR-
PIA is 1.05 in Fig. 2. In Fig. 3, the relaxation factor is 1.1. As can be seen from
these figures, the iterative interpolation effect of SOR-PIA is significant.
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Fig. 2. Iterative interpolation in different methods of example 1.
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Table 1. The iterative errors of Example 1

Level PIA WPIA SOR-PIA 1 SOR-PIA 2

0 1.114 199e+02 1.114 199e+02 1.114 199e+02 1.114 199e+02

1 5.496 593e+01 3.267 479e+01 2.881 771e+01 2.745 255e+01

2 3.045 766e+01 1.312 380e+01 8.007 956e+00 7.344 945e+00

3 1.774 285e+01 6.003 406e+00 2.161 996e+00 2.020 399e+00

4 1.067 390e+01 2.843 402e+00 5.918 348e–01 5.670 205e–01

5 6.757 224e+00 1.412 444e+00 1.664 159e–01 1.432 362e–01

6 4.417 398e+00 7.102 530e–01 4.051 463e–02 3.272 078e–02

7 2.908 802e+00 3.617 117e–01 8.886 908e–03 6.845 107e–03

8 1.926 791e+00 1.851 538e–01 2.328 287e–03 1.383 686e–03

9 1.283 424e+00 9.518 904e–02 6.213 399e–04 2.749 991e–04

10 8.592 878e–01 4.899 593e–02 1.485 333e–04 6.815 204e–05

11 5.779 434e–01 2.528 939e–02 3.353 955e–05 1.988 929e–05

12 3.902 047e–01 1.305 820e–02 8.514 881e–06 5.739 107e–06

13 2.642 543e–01 6.756 562e–03 2.495 848e–06 1.405 999e–06

14 1.793 757e–01 3.495 290e–03 6.867 457e–07 2.930 517e–07

15 1.219 730e–01 1.811 265e–03 1.710 329e–07 5.940 200e–08

Fig. 3. Iterative interpolation in different methods of example 2.
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Table 2. The iterative errors of Example 2

Level PIA WPIA SOR-PIA 1 SOR-PIA 2

0 1.491 585e+02 1.491 585e+02 1.491 585e+02 1.491 585e+02

1 7.611 221e+01 4.922 341e+01 7.385 814e+01 6.129 211e+01

2 4.328 730e+01 2.795 687e+01 3.935 802e+01 2.789 917e+01

3 2.791 393e+01 1.486 221e+01 2.061 524e+01 1.217 103e+01

4 1.914 628e+01 9.058 060e+00 1.038 640e+01 5.080 306e+00

5 1.342 518e+01 5.846 255e+00 5.177 180e+00 2.045 256e+00

6 9.538 961e+00 3.848 654e+00 2.405 970e+00 7.489 668e–01

7 6.872 865e+00 2.644 782e+00 1.022 007e+00 2.500 636e–01

8 5.042 845e+00 1.833 794e+00 4.040 267e–01 7.804 021e–02

9 3.789 818e+00 1.283 230e+00 1.410 842e–01 1.974 009e–02

10 2.918 993e+00 9.107 264e–01 4.056 066e–02 4.886 369e–03

11 2.290 105e+00 6.444 096e–01 9.181 990e–03 1.281 902e–03

12 1.821 722e+00 4.623 262e–01 1.671 155e–03 5.012 722e–04

13 1.465 099e+00 3.298 248e–01 3.670 073e–04 1.940 344e–04

14 1.188 773e+00 2.379 626e–01 1.140 689e–04 6.683 711e–05

15 9.715 385e–01 1.708 819e–01 4.277 461e–05 2.057 718e–05

5 Conclusion

Above test results demonstrate that the successive over-relaxation iteration
method (SOR-PIA) proposed in this paper for the purpose of iterative inter-
polation of non-uniform cubic B-spline curve and surface is much more accu-
rate and therefore faster than the standard PIA interpolation method and the
weighted PIA (WPIA) interpolation method. In the future, we will try to prove
its convergence theoretically.
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Abstract. Federated learning is designed for multiple mobile devices to
collaboratively train an artificial intelligence model while preserving data
privacy. Instead of collecting the raw training data from mobile devices
to the central server, federated learning coordinates a group of devices
to train a shared model in a distributed manner with their local data.
However, prior to effectively deploying federated learning on resource-
constrained mobile devices in large scale, different factors including the
convergence rate, energy efficiency and model accuracy should be well
studied. Thus, a flexible simulation framework that can be used to inves-
tigate a wide range of problems related to federated learning is urgently
required.

In this paper, we propose FLSim, a framework for efficiently build-
ing simulators for federated learning. Unlike ad hoc simulators, FLSim
is envisioned as an open repository of building blocks for creating sim-
ulators. To this end, FLSim consists of a set of software components
organized in a well-structured software architecture that provides the
foundation for maximizing flexibility and extensibility. With FLSim, cre-
ating a simulator generally involves only putting the selected components
together, thus allowing users to focus on the problems being studied. We
describe the design of the framework in detail and use a few use cases to
demonstrate the ease with which various simulators can be constructed
with FLSim.

1 Introduction

Mobile devices (e.g., smartphone and wearable devices), powered by batteries,
intimately connect users and their environment. Equipped with various types
of sensors (e.g., GPS, accelerometer, gyroscope), mobile devices can collect dif-
ferent kinds of data, ubiquitously [19,21]. These data are valuable resources for
intelligent applications to efficiently understand user behavior and significantly
improve user experience from different perspectives. Acquiring these data raises
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a big question mark on preserving users’ privacy with any service provided [4].
For example, the scandal swirling around the Facebook App and Cambridge
Anaytica has begun to usher in a new era for this once-ignored community of
privacy researchers and developers [14,23]. Thus, intelligently analyzing the data
being generated from mobile devices while preserving data privacy is a critical
challenge.

Federated learning [22] is proposed in order to effectively train the data ubiq-
uitously from mobile devices while removing the concern of privacy. Unlike the
cloud-based approach which collects the local training data in the data center,
federated learning collaboratively trains a shared model with the data located
on each mobile device [16]. Specifically, in a training round, each participat-
ing device computes the updates to the current global model based on its local
training data. These updates are then sent to the central server. After receiving
the updates, the central server aggregates them, updates the shared model and
broadcasts the updated model to the mobile participants. This process iterates
until the model converges. In this approach, the predictive model can be collab-
oratively learned while the data privacy is well preserved. This is because the
privacy sensitive raw data never leaves the mobile device during the whole train-
ing process. Currently, federated learning has been adopted to support various
kinds of applications such as human activity recognition, on-device item ranking,
and next-word prediction [20].

Despite all the promising benefits, effectively deploying federated learning on
mobile devices in large scale is challenging. The whole system can be severely
impacted by different factors in a highly dynamic environment. For instance, the
training data generated from different mobile devices can have highly different
distributions due to different user interaction behaviors which can impact the
model convergence in totally different ways. On the other side, the participating
devices in a federated learning system usually possess different hardware con-
figurations which lead to totally different training capability. Thus, the training
progress of each device can be highly unbalanced which severely impacts the
overall training progress of the whole system. Moreover, some uncertainty issues
such as out of battery and poor network connection can further affect the con-
vergence rate of a federated learning system in practice. In addition, energy
consumption of the on-device learning process is another critical concern that
determines whether a specific user is willing to participate in the training pro-
cess. Prior to deploying a federated learning framework on real mobile devices
in large scale, assessing the impacts of different factors is critical for develop-
ers and researchers to make corresponding strategies for efficient and effective
deployment. Thus, a framework that can efficiently create simulators
to simulate different usage scenarios in federated learning and quickly
obtain corresponding information (e.g., model accuracy, model con-
vergence rate and energy consumption) is urgently required.

In this paper, we propose FLSim, an extensible and reusable simulation
framework for federated learning. FLSim adopts a layered software architec-
ture. It supports commonly used deep learning frameworks such as PyTorch
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and Tensorflow. Thus developers familiar with any one of these frameworks can
conveniently use FLSim to create corresponding simulators. FLSim can be eas-
ily ported to run on different hardware platforms. Moreover, FLSim adopts a
highly modular design, allowing different simulators to be easily created through
the integration of different components in FLSim. We use different case stud-
ies to evaluate the effectiveness of FLSim. The results show that FLSim can
effectively simulate different scenarios in Federated Learning and obtain corre-
sponding information accurately. To the best of our knowledge, FLSim is the
first work that provides a flexible simulation framework that can be efficiently
used to study a wide range of problems related to federated learning. Specifically,
our major contributions are as follows:

– We propose FLSim, a simulation framework for federated learning, which
intelligently helps developers create different simulators to simulate different
scenarios in an efficient way.

– FLSim adopts a layered software architecture. Moreover, techniques such as
inversion of control are used to make FLSim flexible and extendable.

– We implement the prototype of FLSim and use different use cases to demon-
strate the effectiveness of FLSim.

The rest of the paper is organized as follows. Section 2 introduces the back-
ground about federated learning and the previous research closely related to our
work. Section 3 introduces the system design and the implementation of different
components. Section 4 discusses different case studies we adopt to evaluate the
effectiveness of FLSim. Section 5 briefly evaluates the performance of FLSim.
Finally, Sect. 6 concludes the paper.

2 Background and Related Work

In this section, we introduce the background of federated learning and previous
work that is closely related with this paper.

2.1 Background About Federated Learning

Federated learning (FL) is proposed to effectively train the data being generated
on mobile devices while protecting data privacy. A typical FL system mainly con-
sists of a central server and multiple mobile devices with heterogeneous hardware
configurations. The typical workflow of a federated learning procedure contains
the following main steps:

1. Initialization. At the initialization step of each training round, the central
server selects a set of mobile devices to participate in the training process.

2. Model Download. The selected participants download the current shared
model state (e.g., current model parameters (wt)).

3. On-device Training. Each mobile device conducts local training based on
the shared model state and its local training dataset for a certain number of
training epochs.
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Fig. 1. Workflow of a typical federated learning system.

4. Gradient Update. After completing the local training process, each mobile
device sends the updated gradients back to the central server.

5. Model Fusion. After receiving the updated gradients from all selected par-
ticipants, the central server aggregates these gradient updates and comes up
with the updated global model. Then, the system enters the next training
round.

6. Training Iterates. The whole process iterates until the global model con-
verges.

We can note that, the raw training data (e.g., raw data generated during
user interaction with mobile devices) never leave the mobile device during the
whole training process. Data privacy is therefore well preserved which is the key
advantage of Federated Learning.

2.2 Related Work

Our work is closely related to the following research topics.

Federated Learning. Federated learning has raised a lot of attention as a
machine learning paradigm that effectively trains the data being generated from
mobile devices while guaranteeing the data privacy [7,8,11,15,17,22,24,25,28].
Sprague et al. [25] present a new asynchronous federated learning algorithm and
study its convergence rate when distributed across many edge devices, with hard
data constraints, relative to training the same model on a single device. Wang
et al. [28] analyze the convergence bound of distributed gradient descent from
a theoretical point of view and propose a control algorithm that determines the
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trade-off between local update and global parameter aggregation to minimize the
loss function under a given resource budget. Bonawitz et al. [7] build a scalable
production system for federated learning in the domain of mobile devices, based
on Tensorflow. Additionally, Bonawitz et al. [8] design a novel, communication-
efficient, failure-robust protocol for secure aggregation of high-dimensional data.
Previous work on federated learning mainly focuses on reducing the communi-
cation overhead during the training process and the model convergence from the
theoretical perspective. In this paper, we build FLSim which tries to provide a
flexible simulation framework that can be used to study a wide range of problems
related to federated learning to help efficient deployment in practice.

Simulation System Construction. From the system point of view, the most
relevant concept to this work is simulation system construction. Previous work
has explored system design principles along the same line that has guided the
creation of FLSim. An early work is SimJava [13], which is a library of Java com-
ponents for building general discrete-event simulation systems. CloudSim [10]
is a simulation framework created for simulating various hardware components
and software management services in the cloud computing settingss. Like FLSim
its main design focus is to provide a toolkit that is highly extensible and cus-
tomizable. Not surprisingly, it also adopts a layered software architecture. Wang
et al. [27] discuss component-based design followed in creating the Manifold sim-
ulation framework [26] for multicore computer architectures. They particularly
emphasize the importance of dependency management. Although targeting a
different application domain, its design principles are similar to what we have
adopted for FLSim.

3 FLSim System Design and Implementation

In designing FLSim, our goal is to provide a flexible simulation framework that
can be used to study a wide range of problems related to federated learning,
instead of an ad hoc simulator that limits itself to a single or a small number of
use cases. This idea is captured in our fundamental design rule.

Fundamental Design Rule. FLSim is a simulation framework that provides
building blocks for users to easily create simulators tailored for their own feder-
ated learning problems.

Another import question we face is whether the training of the neural net-
works should be simulated or literally carried out. It is obvious that any feder-
ated learning simulator will spend most of its time performing the training. If the
training can be simulated, it will greatly reduce the simulation time. However,
we suspect that in most cases the user would want for the neural networks to be
actually trained. Therefore, in the current version of FLSim, training is literally
performed.

With the Fundamental Design Rule in mind, we set the following design goals
for FLSim.



FLSim: Federated Learning Simulation Framework 355

– FLSim should support all the commonly used deep learning frameworks such
as PyTorch [2] and TensorFlow [3], so that users familiar with any one of
those frameworks should be able to use FLSim at the same level of ease.

– FLSim should, under the control of one or a few configuration parameters,
be able to run on different underlying hardware platforms.

– FLSim should be highly modular such that different simulators can be created
simply by choosing different components. On the other hand, if the system
does not include a component that fully meets the user’s needs, a new one
can be easily created and incorporated into the system.

The following sections give a detailed description of the system design of
FLSim.

3.1 Design Overview

In order to achieve the design goals outlined above, we adopt a layered soft-
ware architecture [9]. This type of architectures allows complex systems to be
decomposed into different levels of abstraction with cleanly defined interfaces
and dependence relationships. To be more precise, our design is a relaxed lay-
ered system where components in a given layer can use the services from any
layer below it, not just the one immediately below. However, no layer is allowed
to use any functionality from any layer above it. Figure 2 shows the software
architecture of FLSim.

Simulators

NN Models DataSets Lib-dep FLSim
Modules

Pytorch

Tensorflow

FLSim Core

Orchestration
Utilities Perf/Power

Models

Fig. 2. System architecture.

From the user’s standpoint, building a simulator is a simple two-step pro-
cess. First, the user selects the essential components such as the neural network
model, the dataset, and the hardware platform. The user can also create cus-
tomized components by sub-classing existing classes to meet their requirements.
For example, if one needs to select clients in each training round in a particular
way, they can simply extend the FLClientSelector class.
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Once the user has configured the system, in the second step the user instan-
tiates a Federation object and starts running the simulator.

In order to realize the clean dependencies as required by the layered soft-
ware architecture, we adopt a few design guidelines that center on dependency
management.

First of all, we adopt the design technique known as inversion of control [12]
whenever possible. When an object A directly uses an object B, A has a depen-
dence on B. The coupling between A and B would become too tight if B is
created by A. With inversion of control, the dependence of A on B is injected.
That is to say, B is created elsewhere and passed to A, while A only requires an
interface that B implements.

Another guideline is library-neutrality. Deep learning libraries such as
PyTorch and TensorFlow are commonly used. A pitfall we want to avoid is
tying the system to any particular library. Therefore, the components in gen-
eral are designed in a library-neutral manner, with library-dependent extensions
provided as a convenience. We next explain the layers individually.

3.2 Library-Independent Layer

At the bottom of the layered architecture is the Library Independent Layer. As
the name indicates, components in this layer are independent of deep learning
libraries such as PyTorch. This layer contains FLSim Core, Simulation Orches-
tration, common utilities, and, for studying system performance and energy effi-
ciency, Performance and Power Models. We further divide FLSim Core and
Orchestration into two layers, as the latter represents a distinctive layer of
abstraction.

Figure 2 also shows at the bottom-left of the layers some commonly used deep
learning libraries such as PyTorch and TensorFlow. It is clear from the positions
of these components that the FLSim components in this layer are independent
of them.

Simulation Orchestration Layer. In the context of FLSim, orchestration
means selecting the hardware platform on which to run the simulator, and,
when multiprocessing is used, determining the number of processes and how the
clients are assigned to the processes.

Fig. 3. Orchestration layer
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At the core of the Orchestration Layer is the class hierarchy for client-server
communications, as shown in Fig. 3. At present, we support using a single CPU
process, multiple CPU processes, and GPU SIMT execution, which are respec-
tively implemented in the sub-classes shown in Fig. 3.

These communication classes provide the abstraction for orchestration and
insulate the users of these classes from such details as the underlying inter-
process communication mechanism, or communication between CPU and GPU.
Once a platform is selected, the clients and server simply use the interface func-
tions such as those listed in Fig. 3 to communicate.

FLSim Core. This component includes the basic classes that implement a
Federated Learning system, such as server and client. Major classes of this com-
ponent are illustrated in Fig. 4.

Fig. 4. FLSim Core class diagram.

Clearly the classes form two clusters centered on FLServer and
FLClientRank, the latter representing a group of clients. The server has
a few injected dependencies: FLComm for communications with the clients,
FLClientSelector for client selection, and FLAvgAlgo for model averaging.

On the client side, injected dependencies include FLNet representing a neural
network model, FLTrainer representing a local trainer that trains the model.

Finally, the class FLFederation represents the federation and wraps a server
and one or more client ranks.

Utilities. The Utilities component contains utility functions that are indepen-
dent of deep learning libraries. These include the following: dataset splitter,
logging, visualization, and charting.

Performance and Power Models. A special feature of FLSim is its incorpo-
ration of performance and power models to support the study of system perfor-
mance and energy efficiency. At present this is mainly provided in the form of
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device profiles represented by the DevProfile class. This class basically has a
performance table and a power table. The former is an array of execution time
required to finish one round of training using different CPU frequencies, and the
latter is an array of the same size with the corresponding power consumption
values.

3.3 Library-Dependent Layer

The library-dependent layer contains modules that rely on specific deep learning
libraries such as PyTorch. At present this layer focuses on PyTorch.

Datasets. Strictly speaking, datasets should be independent of the deep learn-
ing libraries. However, libraries like PyTorch provides utilities for some common
datasets, making it easier to deal with the datasets. Obviously we can also include
library-neutral datasets in the library independent layer.

Neural Network Models. These are generally bound to a particular library.
FLSim includes a few models from simple multi-layer perceptrons to more com-
plex CNN and DNN models. Some of the models will be discussed in the case
studies.

Library-Dependent FLSim Modules. As mentioned, to maintain the clean
layered architecture, some functionalities are split into a library independent
part and a library dependent part. The former is generally in the form of base
classes, while the latter leverages the support of commonly used libraries.

An example is the FLTrainer class. This base class includes an interface for
carrying out training of a neural network. The PytorchTrainer class extends
the base class and is used to train PyTorch neural network models.

3.4 Simulators

At the top of the layered architecture we find simulators which are built with the
components from the lower layers. Some of the FLSim simulators are discussed in
the case study section. However, it is important to stress that the goal of FLSim
is to provide well-structured components for constructing simulators efficiently.

3.5 Steps for Constructing a Simulator

Using the components provided by FLSim, we can construct a generic simulator
for federated learning with the following steps:

– Step 1. Create a dataset partitioner and partition the dataset among the
given number of clients.

– Step 2. Create a neural network model.
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– Step 3. Create a local trainer object.
– Step 4. Create a client selector object.
– Step 5. Create an averaging algorithm object.
– Step 6. Create an FLFederation object with the following parameters:

• The neural network model
• The local trainer
• The dataset and the partitioning
• The client selector
• The averaging algorithm object.
• The platform. If CPU is selected, the number of processes as well.

– Step 7. In a loop call the run one round() method of the FLFederation object.

4 Case Studies

In this section we present a few use cases to demonstrate different types of
federated learning simulation that can be realized with the FLSim framework.
A brief description of the use cases is given below, followed by more details.

– Basic case. In this test case we try to repeat some of the experiments
reported in [22] to prove the basic capabilities of FLSim.

– Federated learning with non-IID data. In this test case we try to repeat
some of the experiments presented in [30], which focuses on the effects of
non-IID data.

– Real-time federated learning: In this test case we build a simulator that
is a simplified version of the work presented in [18] to study problems in
real-time federated learning.

4.1 Basic Test Case

We start with a basic test case in which we try to duplicate some experiments
reported in [22] in order to perform some basic validation of the implementation
of FLSim. We use FLSim to build a neural network that is referred to as 2NN
in [22] for the task of classifying hand-written numerical digits from the MNIST
dataset [29], which includes a training set of 60,000 images and a test set of
10,000.

The 2NN model is a multilayer perceptron (MLP) [6] with 1 input layer, 2
hidden layers and 1 output layer, the sizes of which are respectively 768, 200,
200, and 10, for a total of 199,210 parameters.

Components required to create the simulator include theose listed in Table 1.
Note that all those components are readily available in FLSim. Therefore,

building the simulator is a straightforward process.
In the first experiment, we modify a couple of training parameters and try to

find the least number of training rounds required to achieve a test accuracy of
97.0%, and we compare the results with what are reported in [22]. Specifically,
we fix the number of local training epochs to 20, and set the batch size to three
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Table 1. FLSim components for the basic test case.

• The 2NN model based on PyTorch

• The MNIST dataset

• The default federation FLFederation

• The FLRandomClientSelector to randomly select 10 clients out of 100
in each training round

• The PytorchLocalTrainer, a PyTorch based local training module

Table 2. 2NN MNIST with epochs fixed at 20: best of 10 runs.

Epoch BatchSize #Batches LearnRate Rounds Rounds [22]

20 10 60 0.1 31 32

20 50 12 0.3 38 39

20 50 12 0.1 88

20 ∞ 1 0.95 94 92

20 ∞ 1 0.1 409

different values (i.e., 10, 50, and all), and select different learning rates to see if
we can obtain results similar to [22]. The test results are listed in Table 2.

The infinity symbol (∞) means including all the local training data in the
batch, i.e., there is only one batch for each client. For the three batch sizes, the
best learning rate are respectively 0.1, 0.3, and 0.95. The last column contains the
results from [22]. Note that [22] did not state the learning rate used in obtaining
the results. We can see that in all three cases our results are very close to those
of [22], confirming the soundness of FLSim implementation. Additionally, we
have found that the learning rate has a great impact on the number of training
rounds required, and it is sensitive to the batch size. For example, while 0.1 is a
good learning rate for batch size 10, it produces bad results when the batch size
is much larger. Finally, Fig. 5a shows the evolution of the model accuracy with
three different batch sizes.

Table 3. 2NN MNIST with fixed batch sizes: best of 10 runs.

Epoch BatchSize #Batches LearnRate Rounds Rounds [22]

1 10 60 0.1 98 92

5 10 60 0.1 39 –

10 10 60 0.1 35 34

20 10 60 0.1 31 32

30 10 60 0.1 31 –

1 50 12 0.3 131 144

10 50 12 0.3 40 45

20 50 12 0.3 38 39
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(a) (a) Epoch=20; different batch (B) sizes (b) (b) Round v. epoch

Fig. 5. 2NN results: (a) Epoch (E) set to 20, numbers of rounds with different batch
sizes (B). (b) Comparison with [22]: batch size set to 10, epoch set to 1, 10, and 20.

We next try to find the best numbers of rounds with different parameters
and compare the results with [22]. Table 3 shows the results of fixing the batch
size and changing the epoch. The last column contains results from [22]. It can
be seen that in most cases the results are very close.

Table 4 shows the results of the best numbers of rounds obtained with differ-
ent numbers of clients. In all the four cases here, our results differ from those in
[22] by about 10 rounds. One possible reason for this difference is the learning
rate. Unlike [22], we did not test a large set of different learning rates. Note that
for the case E=1, B=10, two different results are reported in [22], namely 92 and
87, as listed in Tables 3 and 4.

Table 4. 2NN MNIST with different federation sizes; Batch = 10; Epoch = 1

#Clients LearnRate Rounds Rounds [22]

10 0.1 98 87

20 0.1 85 77

50 0.1 83 75

100 0.1 81 70

The numbers of rounds with different epochs, batch sizes, and number of
clients are graphically depicted in Figs. 5(b), 6(a), and 6(b), respectively.

4.2 Federated Learning with Non-IID Data

In a federated learning system, when the clients have IID (independent and
identically distributed) data, high model accuracy can generally be achieved, as
demonstrated in the Basic Case above (e.g., Fig. 5(a). Zhao et al. [30] studied
the impact on model accuracy when clients have non-IID data instead. They
demonstrate that the model accuracy is significantly reduced, especially in the
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(a) (a) Round v. batch size (b) (b) Round v. number of clients

Fig. 6. 2NN results in comparison with [22]: (a) Epoch (E) set to 20, batch size (B)
set to 10, 50, 600. (b) Epoch set to 1, batch size set to 10, number of clients set to 10,
20, 50, 100.

extreme case where each client has data from only one class. To address this
problem, they propose creating a common set of data and giving it to all the
clients. It has been shown that even with a small amount of shared data, the
model accuracy can be greatly improved.

In this case study, we show how this problem can be studied with FLSim. Two
CNNs are used in this test case: one for MNIST and one for CIFAR-10 [5]. The
CIFAR-10 is also an image dataset with 10 classes. It has a training set of 50,000
images and a test set of 10,000. The CNN for MNIST is the same as the one in
[22], with 1,663,370 parameters. However, [30] does not provide the parameters
of the CNN for CIFAR-10 in that work. Therefore we have created our own
network using the PyTorch library. This CNN has three convolution layers with
sizes 3×64, 64×128, and 128×256 respectively, and three fully connected layers
with sizes 1024×128, 128×256, and 256×10 respectively. The total number of
trainable parameters is 537,610.

Components for this test case are mostly available from the FLSim frame-
work. The only extension required is to create two utility classes that create
non-IID distributions for MNIST and CIFAR-10 respectively. We list the major
components for this test case in Table 5.

Table 5. FLSim components for the non-IID test case.

• The CNN models for both MNIST and CIFAR-10 based on PyTorch

• The MNIST and CIFAR-10 datasets

• The default federation FLFederation

• The FLRandomClientSelector to randomly select 10 clients

out of 100 in each training round

• The PytorchLocalTrainer, a PyTorch based local training module

• Two utility classes that respectively divide the MNIST and

CIFAR-10 into non-IID distributions
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In the first step of this test case, we run the training tasks for 500 rounds on
the two data sets with three different distributions: IID, 2-class non-IID where
each client has data from 2 classes, and 1-class non-IID where each client has
data from only 1 class. Using the same parameters as in [30], we set the batch
size B to 10, and epoch E to 1. Learning rates are respectively 0.01 and 0.1 for
MNIST and CIFAR-10.

(a) (a) CNN from [22]: 500 rounds (b) (b) CNN for CIFAR-10; 500 rounds

Fig. 7. Impact of training data distribution on model accuracy: (a) MNIST on CNN.
(b) CIFAR-10 on CNN. Batch size = 10, epoch = 1.

(a) (a) Best accuracy v. amount of shared
data

(b) (b) Accuracy evolution w. different
shared data

Fig. 8. CNN on CIFAR-10, 1-class non-IID data: impact of amount of shared data on
model accuracy: (a) best accuracy (b) accuracy evolution

Figures 7 (a) and (b) show the evolution of test set accuracy for MINST
and CIFAR-10 respectively. For MNIST, the trend is very similar to [30]. For
CIFAR-10, because our CNN likely has fewer parameters than the one used in
[30], the achieved accuracy level is lower, even in the IID case. However, the
impact of data distribution is still clearly demonstrated.

In the second part of this test case we evaluate the effect of adding a set of
shared data to all the clients. This is done with the CIFAR-10 dataset using the
1-class non-IID distribution.
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In this test, each client has 500 images from 1 class only. We create a common
set of data that includes images from all the 10 classes. The size of the common
set range from 25 to 200, representing 5% to 40% of each client’s data.

Table 6 lists the best accuracy obtained in 500-round runs using different
sizes of shared data. The trend is graphically illustrated in Fig. 8(a) as well.
Without the shared data, the best accuracy we have achieved is 28.7%. With
only 5% of shared data, this is raised to 49.2%, a 71% improvement. However,
adding more shared data appears to have limited benefits, especially beyond
20% in this case.

Table 6. CNN on 1-class non-IID CIFAT-10: best accuracy with different amount of
shared data

Shared data 0% 5% 10% 20% 40%

Best accuracy (%) 28.7 49.2 51.0 52.2 52.5

Figure 8(b) shows the accuracy evolution of this test. We compare the original
test case that includes no shared data with adding respectively 5% and 40%
shared data. It is clear that, by adding just a small amount of shared data we
can dramatically increase the accuracy level. These results conform very well
with the findings in [30].

4.3 Real-Time Federated Learning

When federated learning was first proposed, it was expected that the clients
would only participate in the training task when the device is connected to a
power source [22]. This is likely because deep learning training is very compute
intensive, and therefore could seriously affect the battery life of mobile devices.

This requirement, however, goes against the ubiquitous nature of mobile
devices and prevents timely utilization of user data. It is conceivable that remov-
ing this restriction can expand the application scope of federated learning, par-
ticularly for targeting real-time machine learning tasks [1]. Recently, Li et al.
[18] proposed SmartPC, a framework that allows on-device federated learning
to take place when the device is not being charged. Among the key features of
that work are the following:

– Instead of making the server wait for all clients to respond, SmartPC ends
a training round when a certain proportion (e.g., 80%) of clients have
responded.

– The server estimate a training deadline in each round. Based on the deadline,
an on-device controller adjusts the device CPU frequency to meet the deadline
and to minimize energy consumption of the training process.

In this case study, we use FLSim to create a simulator to study a simplified
version of the main problems addressed in [18]. Specifically, we focus on two
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problems: 1) how it would impact model accuracy and training time if the server
uses only a subset of client updates, and 2) how a device can meet the training
time requirement while saving energy.

As presented previously, a special feature of FLSim is its incorporation of
performance and power models for studying system performance and energy
efficiency. This feature is key to this test case.

We make the following changes to FLSim in order to implement the simulator.

– We extend the orchestration layer shown in Fig. 3 to add two additional data
items in the client-server communications. From the server to the clients, a
training deadline is appended to the model parameters, and from the clients
to the server, we add the simulated completion time.

– A new client type is created which includes a device profile for computing
performance and energy consumption.

– A new server type is also created because now it has the additional job of
selecting the subset of clients as well as determining the training deadline.

This real-time federated learning system works as follows:

– Step 1. The server broadcasts the model parameters and the training deadline
to all clients. The deadline for the very first round is based on the device
profiles.

– Step 2. Clients perform local training, and compute the associated time and
energy using their device profiles. Clients then send model updates along with
training time to the server.

– Step 3. The server selects the first p% of clients (p is predefined) based on their
completion time and performs model averaging using their updates only. The
deadline is updated using a mechanism such as exponential weighted moving
average.

– Repeat the above steps for the next round.

The process for a client to compute its training time and energy is as fol-
lows. As explained, each client has a device profile which includes a performance
table and a power table. The performance table is basically an array of training
times under different CPU frequencies, [t1, t2, ..., tn], in ascending order, while
the power table contains the corresponding power consumptions [p1, p2, ..., pn]
in descending order. Given a deadline d, we first compute a base training time
T and base energy E as follows. If d < t1, set T = t1, E = p1 ∗ t1. If d > tn, set
T = tn, E = pn∗tn. Otherwise set T = d. Assuming ti < d < ti+1, we find α such
that d = α∗ti+(1−α)∗ti+1. The corresponding power is p = α∗pi+(1−α)∗pi+1,
and set E = p ∗ d. Finally, to simulate random factors that affect the training
time and energy, random values are added to T and E.

In this experiment, we use the CNN and MNIST dataset with 1-class non-
IID distribution as described in Sect. 4.2. Two different device profiles are used
in the federations with a 40–60 split. We summarize the components used in
Table 7.

Test results for this use case are illustrated in Figs. 9 and 10. In Fig. 9 we
show the accuracy in 500-round runs when the server uses a certain proportion
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Table 7. FLSim components for the non-IID test case.

• The CNN model for MNIST

• The MNIST dataset

• The utility class that divides MNIST into non-IID distributions

• The real-time federation FLFedRT, including corresponding

server and client components

• Two device profiles representing two device models

• The FLAllClientSelector that selects all the clients in a given set

• The PytorchLocalTrainer, a PyTorch based local training module

(a) (a) 20 clients (b) (b) 40 clients

Fig. 9. Model accuracy in 500-round runs with different proportions of clients selected
in each round: (a) 20 clients (b) 40 clients

(a) (a) Training time: 90 percentile v.
longest

(b) (b) Energy consumption: controller v.
default

Fig. 10. Training time and energy consumption.

of client updates to update the global model. Figure 9(a) shows the results from
a small federation of 20 clients. Although setting the proportion to 80% has
a clear gap of accuracy level compared with using all clients, increasing the
proportion to 90% results in the same accuracy level as using all clients. This
means that the server can ignore the 10% slowest clients in each round and will
not lose model accuracy. Clearly this would reduce the overall training time. In
Fig. 10(a) we compare the 90 percentile training time in each round with the
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longest time among the 20 clients. The corresponding energy results are shown
in Fig. 10(b) for one particular client. Here we compare the case of dynamically
adjusting CPU frequency against the default, which is to always use the highest
frequency for the training task. It is important to point out that the time and
energy results here are not really important. What we are demonstrating here
is the capability of FLSim for this type of research. Quantified studies obviously
require more accurate models.

Intuitively, as the size of the federation increases, the proportion of clients
selected can be reduced to get the highest levels of accuracy. This indeed is the
case. Figure 9(b) shows the results for the same test as in Fig. 9(a) except that
the number of clients is increased to 40. Now we can see setting the proportion of
clients to 80% can achieve the highest level of accuracy after about 200 rounds.

5 Evaluation of Using Multiple CPU Processes

In this section we briefly present some performance results of FLSim when it uses
multiple CPU processes. That is to say, the federation is built with ServerMP
and ClientRankMP. Experiments here are run on a server with a 16-core Intel
Xeon E5-2620 CPU. The OS is Ubuntu 18.04.

Table 8. Multi-Process Performance: Time in Seconds for One Training Round.

Test Case #Clients 1 Proc 2 Proc 5 Proc 10 Proc

CNN MINST E=1, B=10 10 27.8 18.8 (1.5×) 13.7 (2.0×) 13.3 (2.1×)

20 46.0 28.0 (1.6×) 19.2 (2.4×) 17.9 (2.6×)

40 83.0 47.0 (1.8×) 27.6 (3.0×) 23.4 (3.5×)

CNN CIFAR E=1, B=10 10 40.7 30.2 (1.3×) 23.9 (1.7×) 21.7 (1.9×)

20 62.7 40.8 (1.5×) 28.7 (2.2×) 24.9 (2.5×)

40 105.1 63.1 (1.7×) 38.1 (2.8×) 31.9 (3.3×)

2NN MINST E=10, B=10 10 26.7 13.1 (2.0×) 6.6 (4.0×) 4.8 (5.6×)

20 45.1 24.1 (1.9×) 11.4 (4.0×) 7.1 (6.4×)

40 94.7 45.6 (2.1×) 21.1 (4.5×) 12.1 (7.8×)

Table 8 shows the time in seconds to run one training round with three
different models. For each model we tested three different federation sizes and
four different numbers of CPU processes. Speedup numbers for the multi-process
cases are also displayed. A couple of observations can be made. First, while the
two CNN models have similar speedup trends, the simpler 2NN model has a very
different trend. Second, as we increase the number of clients, the workload in a
training round is increased, and this leads to higher speedup numbers. Third, for
the CNN models, using more than five processes has limited effect on speedup.
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6 Conclusions

In this paper, we propose FLSim, a simulation framework for federated learn-
ing in order to efficiently build different simulators to investigate different sce-
narios in federated learning. Different from the ad hoc simulators, FLSim can
be envisioned as an open repository of building blocks for creating simula-
tors. Specifically, FLSim consists of a set of software components organized in
a well-structured software architecture that provides the foundation for max-
imizing flexibility and extensibility. Developers can create different simulators
through easily putting the selected components together, thus allowing devel-
opers/researchers to focus on the problems being studied. In addition, we use
different case studies to demonstrate the effectiveness of FLSim.
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Abstract. A common approach to multi-label classification is to perform prob-
lem transformation, whereby a multi-label problem is transformed into one or
more single-label problems. Problem transformation considers label correlations
by extending the attributes, but ignores the importance of each feature attribute
for different classification targets, weakens the sensitivity of the classifier, and
reduces the classification accuracy. Attention mechanism is a model that simu-
lates the mechanism of human brain attention. It mainly emphasizes the influence
of some crucial inputs on the output by calculating the attention probability dis-
tribution, which has a good optimization effect on the traditional model. Based
on this, this paper proposes a two-layer chain structure multi-label classification
(ATDCC-OS) algorithm, which incorporates the attention mechanism. This algo-
rithm constructs a two-layer multi-label classification model in order to realize
the correlation between labels through inter-layer and intra-layer interaction. At
the same time, the attention mechanism is introduced to focus selectively on the
sample features, identify more important information for the current task, and
further improve the classification performance of the algorithm. Furthermore, an
optimal sequence selection algorithm (OSS) is proposed, seeking to label the
pecking order, solving the problem of reduced classification accuracy caused by
randomly selecting the class label sequence to train the binary classifier by the
chain classification model. The OSS will be used to optimize the second-layer
chain classification model of ATDCC-OS. Comparisons on seven benchmark data
sets with related algorithms verify the effectiveness of ATDCC-OS.

Keywords: Multi-label classification · Double layer · Attention mechanism

1 Introduction

Classification is a popular branch of datamining techniques, it is aimed at training sample
data set to construct a classification model, and use classification model to the measured

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2021
Published by Springer Nature Switzerland AG 2021. All Rights Reserved
H. Song and D. Jiang (Eds.): SIMUtools 2020, LNICST 369, pp. 370–390, 2021.
https://doi.org/10.1007/978-3-030-72792-5_31

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-72792-5_31&domain=pdf
https://doi.org/10.1007/978-3-030-72792-5_31


Algorithm for Double-Layer Structure Multi-label Classification 371

data to predict the category information. In traditional single label classification, a sam-
ple instance belongs to only one category. However, There are a lot of ambiguities
examples in the real world, namely a sample instance might also belong to two different
categories, the corresponding classification problems referred to as multi-label classifi-
cation. Initially, multi-label learning originates from the document classified in the ambi-
guity problem. After decades of development, multi-label classification technology has
been widely applied to medical diagnosis, recommender systems, information retrieval,
image, video and other fields [1–8]. In recent years, the frequency of “multi-label” dis-
cussions have continued to increase from international conferences related to machine
learning such as ACL, NIPS, CIKM, COLING, AAAI, INTERSPEECH, ICML, KDD,
ICDM, and IJCAI. These make multi-label classification a popular research direction
in machine learning, and it has also attracted the attention of the authoritative publica-
tion “Machine Learning” in the international machine learning community. Therefore,
a large number of multi-label classification algorithms have been proposed.

The existing multi-label learning algorithms are mainly divided into two categories:
problem transformation and algorithm adaptation. Problem transformation will trans-
form a multi-label problem into one or more single-label problems. In this way, single-
label classifiers are employed; and their single label predictions are transformed into
multi-label predictions [9]. Algorithm adaptation is to modify an algorithm (such as
AdaBoost, decision trees) directly to make multi-label predictions. This article will
focus on the research of problem transformation.

After studying the problem transformation algorithm, it is found that many algo-
rithms (such as BR [10], CC [9], MBR [11], and DLMC-OS [12]) often neglect the
correlation between labels, and randomly select label sequences and redundant inter-
active label information in the design process, which results in the reduction of clas-
sification accuracy. At the same time, problem transformation mainly considers the
correlation between labels by extending attributes, but ignores the importance of each
feature attribute for different classification targets, thus weakening the sensitivity of
classifiers and affecting the classification effect of each classifier. Attention Mechanism
[13] is a model that simulates the human brain’s attention mechanism. It highlights the
effect of some key inputs on the output by calculating the probability distribution of
attention, which has a better optimization effect on the traditional model. Based on this,
this paper proposes a multi-label classification algorithm based on attention mechanism
(ATDCC-OS), which combines attention mechanism and double-layer chain structure.

The ATDCC-OS algorithm integrates three classical problem transformation types
of multi-label classification frameworks (BR, CC, and MBR), and constructs a multi-
label classification model based on a double-layer chain structure. In the first layer of
the model, a binary association classification framework is used to accomplish the first
classification of unseen instances, and the label information interacts with the second
layer. In the second layer of the model, a chain classification model with an “update
process” is used to accomplish the final classification of unseen instances. On this basis,
attention mechanism is introduced to calculate dynamically the weight of each feature
attribute in the second layer, which can identify more important attributes for the current
classification task and further improve the classification performance of the algorithm.
In order to solve the random chain order problem of the chain model in ATDCC-OS,
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an optimal sequence selection algorithm (OSS) is proposed. The OSS combines mutual
information, PageRank, Kruskal’s algorithm, and hierarchical traversal algorithm to find
a tag priority order, and uses this sequence to guide the construction of classifiers in the
chain classification model and further optimize the ATDCC-OS.

The rest of the paper is organized as follows: Sect. 2describes related work, Sect. 3
describes the proposed ATDCC-OS model, Sect. 4 introduces experimental data, evalu-
ation methods, experimental set up, and experimental results and discussion. This paper
is concluded in Sect. 5.

2 Related Work

2.1 Multi-label Classification

At present, problem transformation and algorithm adaptation are two popular research
directions in the field ofmulti-label classification. In the problem transformationmethod,
the multi-label classification task transforms one or more single-label classification,
regression, or sorting tasks [11]. The basic classification algorithms often used in prob-
lem transformation are supporting vector machine [14], naive Bayesian, and k-nearest
neighbor algorithm. The algorithm adaptations often modify the single-label classifi-
cation algorithm to adapt to multi-label classification data. Representative algorithms
include ML-RBF [15, 16], ML-kNN [17, 18], Rank-SVM [19], associated classification
algorithm LRwAR [20, 21], etc.

The most common problem transformation method is BR [10], which converts a
multi-label problem into multiple binary problems, training a binary model for each
label to determine whether it belongs to the class label. The classification prediction for
a new instance will be the sum of all binary classifier results. Although the computa-
tional complexity of the BR algorithm is low and linearly related to the class label, the
correlation between the class labels is not considered in the process of classification,
which leads to a certain degree of information loss. S. Godbole et al. [11] proposed the
MBR of the two-layer BR model. It considers label correlations by adding the output of
the first layer as the sample attribute to the second layer. However, when performing the
second-layer model training, there is a problem of redundant consideration of the label
value.

J. Read et al. [9] introduced the “chain” to consider the correlation between labels,
and proposed CC. It links all binary classifiers into a random chain, and the output of
the previous classifier is added to its sample attributes as input to the next classifier.
However, the random chain still has some disadvantages. First, when training the binary
classifier, the CC only considers the output predictions of the previous classifiers, and
ignores the back-end classifier, so that the correlation between labels cannot be fully
considered. Secondly, the implicit directionality in the chain will also affect the classi-
fication accuracy. If there is a low-precision binary classifier at the head of the chain,
the low-precision classification results will propagate backward along the chain, thus
affecting the accuracy of the overall classification. Finally, CC is a random chain, and
the randomness will increase with the number of labels, which will seriously affect the
stability of the algorithm [22, 23].
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G.Q. Liu andT.Guo [12] proposed amulti-label classificationwith optimal sequence
based on double layers (DLMC-OS). The algorithm constructs a two-layer classification
model. Each classifier in the second layer receives all the extended features transmitted
from the first layer, and links the backward update to consider the correlations existing
between labels. Although the algorithm effectively solves the randomness problem of
the chain classification model, it does not solve the uniqueness of the sequence.

2.2 Attention Mechanism

The attention mechanism [24–26] was first applied to the field of computer vision to
simulate human visual attention mechanism. It quickly scans the global image to obtain
the target area that needs attention, and then puts more attention resources into the
area to obtain more detailed information and suppress other useless information. This
improves the efficiency and accuracy of visual information processing exceptionally.
Attention mechanism in deep learning is essentially similar to human selective visual
attention mechanism, and the core goal is to select more critical information for the
current task goal from a large amount of information. D. Bahdanau et al. [27] applied
attention mechanism to machine translation tasks for the first time and obtained good
results. The Google Mind [28] team was inspired by the human attention mechanism
and published an article in 2014 that introduced people not looking at the pixels of the
entire image at once when viewing images. Instead, they focus on a specific part of the
image according to their needs. Moreover, humans will obtain a position that needs to be
focused on in the future based on the observation of the previous image. A.M. Rush et al.
[29] proposed a completely data-driven abstract sentence summarization method based
on the local attention model. H. Chen et al. [30] captured key components at different
semantic levels by introducing user-product attentionmechanism for emotional analysis.
Z. Yang et al. [31] proposed a hierarchical attention network for document classification,
enabling it to differentiate between unimportant content. R. He et al. [32] used attention
mechanism to extract viewpoint entities from text. W. Yin et al. [33] combined the
attention mechanism with CNN for machine translation, which is an early exploratory
work of the attention mechanism in CNN. In “Attention is all you need” published by
the GoogleMachine Translation Team [34], the self-attention mechanism is widely used
to learn text representation. It is not only separated from traditional RNN/CNN, but also
uses a novel multi-head mechanism.

3 ATDCC-OS

3.1 Preliminaries

Let χ ∈ �d be the input domain of all possible d-dimensional attribute values. The set
γ = {y1, y2, ν, yL} is the output domain of L-dimensional label values. Each instance
x is associated with a subset of these labels. This set is represented by a L-vector Y =[
y1, y2, ν, yL

]
, where yj = 1 if and only if label j is associated with instance x, and

0 otherwise. Given a multi-label training set D = {(xi,Yi)|1 ≤ i ≤ m}, where xi ∈ χ

is the d-dimensional attribute vector (xi1, xi2, ν, xid )T and Yi ⊂ γ is a set of labels
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corresponding to xi. Learningmulti-label classification is learning amulti-label classifier

H : χ → 2γ .Hf =
(
Hf
1 ,Hf

2 , ν,Hf
L

)
and Hs = (

Hs
1,H

s
2, ν,Hs

L

)
are the classifiers

constructed in the first and second layer, respectively. cf =
(
yf1, y

f
2, ν, yfL

)
and cS =

(
yS1 , y

S
2 , ν, ySL

)
are the classification results of the corresponding layer.

3.2 The ATDCC Framework

According to the design idea of the DLMC-OS algorithm, a Double-Layer Chain Clas-
sification Model Based on Attention Mechanism (ATDCC) is constructed. ATDCC sets
two layers to decompose the multi-label classification problem into independent binary-
classification problems. In the first layer, the ATDCC model involves L binary transfor-
mations one for each label and each binary model is trained to predict the relevance of
one of the labels [12]. The first layer of ATDCC implements the first classification of the
instance, and then the classification result is transmitted to the second layer by extending
the attribute. In the second layer, ATDCC builds a chained classification model with an
update process, which uses the chain to pass and update label information, achieves the
second interaction of label information, and simultaneously accomplishes the final clas-
sification of the instance. ATDCC fully considers the correlation between labels through
inter-layer label information interaction and intra-layer label information transfer.

ATDCCFirst-layer.ATDCCFirst-layer inherits the idea of the binary relevance classification
model to construct a corresponding binary classifier for each label, and then combines the
classification results of all binary classifiers as the first classification of unseen instances
(see Fig. 1).

Fig. 1. a The procedure of ATDCCFirst−layer in training stage. b The procedure of
ATDCCFirst−layer in training stage.

In the first step, for a dataset with L labels, ATDCCFirst−layer constructs a
corresponding data set for each class label according to Eq. (1):

Df
yk = {(xi, yk)|1 ≤ i ≤ m }

https://doi.org/10.1007/978-3-030-72792-5_1
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Where yk =
{
1, if yk ∈ Yk

0, otherwise
(1)

In the second step, for any multi-label training example, some binary algorithm B
(such as SMO) is used to induce a binary classifier: Hf

yk ← B(Df
yk ).

In the third step, the unseen instance X is classified and predicted using the
constructed binary classifier.

Hf
yk

: X → {0, 1}
yfk =

{
Hf
yk

(X)|1 ≤ k ≤ L
} (2)

Finally, ATDCC will combine the prediction value (i.e.cf = (yf1, y
f
2, · · · , yfL)) of

each classifier as the first classification of the unseen instance, and add cf to the original
sample attribute to form a new sample attribute x′ = {(xi, cf )|1 ≤ i ≤ m}.x′ will be
taken as the input of the next layer of ATDCC.

ATDCCAT-layer. The attention mechanism has been successfully applied to sequence-
to-sequence learning tasks. For classification tasks, the attention mechanism is able
to learn the weight of each attribute in the sample to reflect its impact on the final
classification result.

ATDCCAT-layer introduces the attention mechanism to calculate dynamically the
weight value of the attribute values passed to the second layer model, discriminates
the more important information for the current classification task for each classifier in
the second layer, and enhances the sensitivity of each classifier.

In the first step, according to the dimension of the incoming data of the first layer,
a weight matrix W is defined. ATDCCAT-layer will use the tanh function to quantize the
correlation between the input data and the i-th label. In Eq. (3), W is the weight matrix
that needs to be learned, and b is the bias of the model.

eij = tanh(Wijx
′
ij + b)(1 ≤ i ≤ m) (3)

In the second step, ATDCCAT-layer will convert the result of Eq. (3) into a probability
value by the softmax function to obtain attention weights:

W
′
ij = softmax(eij) = exp(eij)∑m

j=1exp(eij)
(4)

Finally, the original input will be weighted using the attention weights from Eq. (4):

x
′′ =

∑m

i=1
x

′
ijω

′
ij (5)

We update and optimize the parameters in themodel byminimizing the loss function.
The loss function used here is the cross-entropy loss function (Eq. 6), which is the
negative log likelihood of the actual and predicted labels for each sample:

J (θ) = −1

l

l∑

k=1

log p(yk |y′
k) (6)
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ATDCCSecond-layer. ATDCCSecond-layer (see Fig. 2) is the second layer of the ATDCC
model, which uses the chained classification model with the update process to complete
the secondclassificationof the instances.The instancewith attribute space for eachbinary
model is extendedwith label relevance of all previous classifiers to forma classifier chain.
The attribute space for each binary model is augmented with the 0/1 label prediction
coming from first-layer classifiers and all prior binary relevance predictions from the
second layer in which the classifier chain is built. The correlation between each label
is fully considered after the procedure of the second layer. Each classifier in the chain
is responsible for learning and predicting the binary association of the label, given the
attribute space.

Fig. 2. a The procedure of ATDCCSecond-layer in training stage. b The procedure of
ATDCCSecond-layer in training stage.

In the first step, ATDCCSecond-layer constructs a corresponding data set Ds
yk (1 ≤ k ≤

L) for each class label according to Eq. (7), where W is the attribute weight obtained
from the ATDCCAT-layer.

Ds
yk =

{([
wixi,wi+1y

f
1, · · · ,wi+k−1y

f
k−1,wi+k+1y

f
k+1 · · · ,wi+Ly

f
L

]
, yfk

)
|1 ≤ i ≤ m

}

(7)

In the second step, a binary algorithm B (such as SMO)is used to train the
corresponding binary classifier on the constructed data set, i.e. Hs

yk ← B(Ds
yk ).

In the third step, the unseen instance X is classified and predicted using the
constructed binary classifier.

Hs
yk

: X → {0, 1}
ysk =

{
Hs
yk

(X)|1 ≤ k ≤ L
} (8)

During the classification process, the latest predicted label value is used to update the
corresponding label value of the sample attribute space. For example, for the third clas-
sifier Hs

y3 in the chain, the incoming sample attribute value is
[
x, ys1, y

s
2, y

f
3, y

f
4, · · · , yfL

]

instead of
[
x, yf1, y

f
2, y

f
3, y

f
4, · · · , yfL

]
.

https://doi.org/10.1007/978-3-030-72792-5_2
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Finally, ATDCC will combine the classification prediction value cs =
(ys1, y

s
2, · · · , ysL) of each classifier as the final classification for the unseen instance.

3.3 OSS

Because the chain classification model has a random chain order problem, if there is a
lower-precision binary classifier at the front of the chain, the low-precision classification
result will propagate backward along the chain, affecting the classification accuracy of
the subsequent classifier. It even affects the classification accuracy of the entire chain,
and the randomness of the chain orders increases with the number of labels. Although
the DLMC-OS algorithm alleviates the randomness problem of the chain classification
model, it cannot find the optimal label sequence because it cannot fix the root node.
Then the most straightforward solution is to sequence the random chain order, but the
formation of the label sequence is not a simple arrangement, and needs to be combined
with the characteristics of the chain classification model. To this end, the labeling order
sought in this article needs to have the following points:

A. The label sequence is an ordered sequence containing all label information.
B. The label sequence is a sequence with the greatest correlation.
C. The label sequence is an optimal sequence.

Based on the above design principles, OSS is proposed. The algorithm combines
mutual information, PageRank,Kruskal’s algorithm, and hierarchical traversal algorithm
to find a label with the most relevance. The sequence is used to guide the construction
order for each classifier in the chain classificationmodel, and the second layer of ATDCC
is optimized using OSS.

Related Sub-algorithm of OSS. (1) Mutual Information (MI). In probability theory
and information theory, the mutual information (MI) of two random variables is a
measure of the mutual dependence between the two variables. More specifically,
it quantifies the “amount of information” obtained about one random variable by
observing the other random variable. The MI of the two variables is defined by
Eq. (9). With the constant research of experts and scholars, the theory of MI has
gradually infiltrated all walks of life. In machine learning, MI is applied to feature
selection [35, 36]. In search engine technology, MI between phrases and contexts
is used to discover semantic clusters [37]. In statistical mechanics, MI is combined
with Loschmidt’s paradox to solve mechanical problems [38, 39].
Based on theMI design idea and application, this work will measure the correlation
between tags by calculating the MI between the two labels, and use it as the weight
of the edges of the full connection graph.

(2) PageRank. PageRank (PR) [40] was proposed by Sergey Brin and Larry Page in
1998 to solve the problem of page ranking in link analysis. The core idea is that the
importance of a page depends on the number and quality of other pages pointing
to it. Reference [41] mentioned that Google’s search engine uses the PageRank
algorithm based on the importance (popularity) of Web pages. The importance of
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a Webpage is discovered through the analysis of its link structure, and does not
depend on the specific search request. Personalized PageRank is used by Twitter to
present users with other accounts they may wish to follow [42].
Based on PageRank’s design idea and priority search principle, this work will use
the PageRank algorithm to find an important tag as a chain head node, which solves
the problem of low-precision classifier in the chain.

(3) Edge-Weight Graph Algorithm.Aweighted graph [43] is a graph in which a number
(the weight) is assigned to each edge. Such weights might represent, for example,
costs, lengths, or capacities, depending on the problem at hand [44–47]. This work
will use Edge-weight graph algorithm to construct a fully connected graph with the
association with labels.

(4) Kruskal’s algorithm. Kruskal’s algorithm [48] was proposed by Joseph Kruskal
in 1956 to find the minimum spanning tree. This paper will introduce Kruskal’s
algorithm to find the largest-label spanning tree, which provides the basis of finding
the sequence of the largest association with labels.
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(5) Breadth-First Search Algorithm. Breadth-first search (BFS) and its application for
finding connected components of graphs was invented in 1945 by Konrad Zuse.
BFS is an algorithm for traversing or searching tree or graph data structures. In
this paper, the BFS algorithm will take the tag node obtained by PageRank as the
starting point, and traverse the largest-tag spanning tree to obtain the final tag order.

The OSS Framework. The design steps for the OSS algorithm are as follows (see
Fig. 3):

In the first step, thiswork usesmutual information tomeasure the correlation between
tags. If there are N labels y1, y2 · · · , yn, the mutual information on any two tags yi and
yj is calculated by formula (9).

Definition 1: MI of two variables:

I
(
xi, xj

) = ∑

xixj
p
(
xi, xj

)
log

(
p(xi,xj)
p(xi)p(xj)

)
and must be non - negative. (9)

In the second step, a full-connection graph G representing the association with labels
is constructed, the label is used as the vertex of the graph, and the mutual informa-
tion value between the labels is used as the weight of the edge. In order to enable the
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Kruskal algorithm to obtain the maximum weight label tree, it is necessary to reverse
the mutual information value. In this way, the minimum-weight spanning tree obtained
by the Kruskal algorithm is the maximum-weight spanning tree.

In the third step, the PageRank algorithm is used to perform “voting” sorting through
each label in the data set to find the label node with the highest PR value. The selected
node will be taken as the root node of the maximum weight tree and the starting node of
the hierarchical traversal algorithm, which can solve the problem of reducing the overall
classification accuracy caused by the existence of a low-precision classifier at the head
of the label chain.

In the fourth step, the Kruskal’s algorithm is used to generate a minimum-weight
label tree (also MWT) for the full connection graph G. The label tree contains all the
labels and edges connecting the label nodes, and the sum of weights is the largest.

In the fifth step, The BFS will use the label node obtained by PageRank as a starting
node, and traverse MWT to obtain a label sequence. The sequence is used to guide the
construction order for each classifier in the chainmodel to solve the randomness problem
of the classification model.

Fig. 3. Calculation process of the OSS
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3.4 The ATDCC-OS Framework

Fig. 4. Framework of the ATDCC-OS model

The ATDCC-OS framework is shown in Fig. 4, where ATDCCFirst-layer and
ATDCCSecond-layer are the first and second layers of the model, respectively. The OSS
algorithm is used to optimize the second-layer chain model of ATDCC-OS, find a label
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optimal sequence in it, and use the optimal sequence as the training order for each classi-
fier in the second-layermodel. TheATDCCAT-layer is the attentionmechanism layer in the
second layer, which is used to identify more important attributes to current classification
tasks for each classifier in the second layer.
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4 Experiments

In this section, we will compare ATDCC-OS with DLMC-OS, BR, CC, and MBR on
the basis of five evaluation metrics on seven benchmark multi-label data sets. We will
introduce themulti-label benchmark datasets, evaluationmeasurements, and experiment
setup in turn, and finally show the experimental results and discuss them.

4.1 Data Sets

Themulti-label benchmarkdatasets used in the experiments are derived from the standard
dataset provided by the Mulan [49] platform. Table 1 displays multi-label datasets from
a variety of domains, and their associated statistics. Here, N is the number of instances
in the dataset. F is the number of attributes included in each instance of the dataset. L
is the number of labels in the dataset. Label Cardinality (LCard) is a standard measure
of “multi-labelled-ness,” introduced in Tsoumaskas and Katakis [50]. It is simply the
average number of labels associated with each example. This measure gives a good idea
of label frequency, but gives no indication of the regularity or uniformity of the labelling
scheme.

Table 1. Multi-label datasets

Dataset N F L LCard Type

Flags 194 19 7 3.392 Images

Emotion 593 72 6 1.87 Music

Birds 654 300 21 1.104 Audio

Medical 978 1449 45 1.245 Text

Enron 1702 1001 53 3.38 Text

Yeast 2417 103 14 4.24 Biology

Bibtex 7395 1836 159 2.40 Text

4.2 Evaluation Methods

In multi-label classification experiments, it is important to evaluate the performance of
each algorithm. In order to evaluate the algorithm better, we use Average Precision,
Coverage, One-Error, Ranking Loss, and Micro-averaged AUC.

(1) Average Precision: Average precision [12] is a measure that combines recall and
precision for ranked retrieval results. It evaluates the average fraction of relevant
labels ranked higher than a particular label y ∈ yi. For this indicator, the bigger the
value, the better. The formula for Average Precision is as follows:

avgprecD(H ) = 1

P

P∑

i=1

1

|Yi|
∑

y∈Yi

∣∣{y′∣∣rankC(x, y′) ≤ rankC(xi, y), y′ ∈ Yi
}∣∣

rankC(xi, y)
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Where rank(.) is a sort function.
(2) Coverage [12]: the coverage measure is for assessing the performance of a system

for all the possible labels of documents. That is, coverage measures how far we
need, on average, to go down the list of labels in order to cover all the possible
labels assigned to a document. Coverage is loosely related to precision at the level
of perfect recall. For this indicator, the smaller value is better. The formula for
Coverage is as follows:

coverageD(H ) = 1

P

P∑

i=1

max rankf (xi, y) − 1

Where rank(.) is the sort function that matches the classifier H (.).
(3) One-Error [51]: The one-error evaluates the fraction of examples whose top-ranked

label is not in the relevant label set. For this indicator, the smaller value is better.
The formula for One-Error is as follows:

one − errorD(H ) = 1

P

P∑

i=1

∥∥∥∥

[
argmax

y∈γ
f (xi, y) /∈ Yi

]∥∥∥∥

Where f (.) is a real-valued function corresponding to themulti-label classifierH (.).
(4) Ranking Loss [12]: Ranking Loss is used in the case where the class label sorting

of the response sample is out of order, that is, in the class label sorting queue, the
class label unrelated to the instance is located before the related class label. For this
indicator, the smaller value is better. The formula for Ranking Loss is as follows:

rlossD(H ) = 1

P

P∑

i=1

1

|Yi|
∣∣Yi

∣∣
∣∣{(y′, y′′)|f (xi, y′) ≤ f

(
xi, y

′′),
(
y′, y′′) ∈ Yi × Yi

}∣∣

(5) Micro-averaged AUC [51]: This indicator is the area under the ROC curve, which
is between 0.1 and 1. AUC as a numerical value can be used to evaluate the quality
of the classifier intuitively. For this indicator, the bigger value is better. The formula
for Micro-averaged AUC is as follows:

AUCmicro =
∣
∣{(x′, x′′, y′, y′′)|f (x′, y′) ≥ f (x′′, y′′),

(
x′, y′) ∈ S+,

(
x′′, y′′) ∈ S−}∣∣

∣∣S+∣∣∣∣S−∣∣

The right side of the equation follows from the close relation between AUC and
the Wilcoxon-Mann-Whitney statistic [52], where f (.) is a real-valued function,
S+ = {(xi, y)|y ∈ Yi, 1 ≤ i ≤ p} and S− = {(xi, y)|y /∈ Yi, 1 ≤ i ≤ p} is a set of
related (unrelated) label pairs.

4.3 Experimental Set up

In this experiment, we evaluate all algorithms under a Mulan platform. Mulan [49] is a
multi-label classification open source library developed based onWeka. SMO is used as
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the base classification algorithm.We have considered four classifiers to perform compar-
isons: DLMC-OS, MBR, CC, and BR. We set 80% of each complete dataset as training
sets and the remaining part is used as testing sets. Because of its high computational
efficiency, low memory requirements, and fast convergence, the Adam algorithm is very
popular with the field of deep learning. Adam [53] is used to optimize the loss function.
Adam’s hyperparameters are set to the default parameters suggested in [53]: alpha =
0.001, beta1 = 0.9, beta2 = 0.999, and epslon = 10–8.

4.4 Results and Discussion

Tables 2–6 give the comparisons of the performances of ATDCC-OSwithDLMC,MBR,
CC, and BR for Average Precision, Coverage, One-Error, Ranking Loss, and Micro-
averaged AUC. The Fredman [54] test based on the method average ranking (Ave.
Rank) is used to evaluate the difference between the algorithms.

From the overall analysis of Tables 2–6, it can be seen that ATDCC-OS has the best
performance on all datasets, DLMC-OS ranks second, and other algorithms are relatively
stable. From Ave. Rank’s point of view, ATDCC-OS is far superior to other algorithms,
and the highest gap is about four times.

Among the evaluation metrics, Average Precision and Micro-averaged AUC are
mainly used to evaluate and reflect the classification performance of the classifier visu-
ally. The larger themetrics value, the better.According toTables 2 and 3,ATDCC-OSand
DLMC-OS are superior to other algorithms. This conclusion is not surprising; the main
reason is that these two algorithms benefit from the design of their two-layer structure
classification model and the interaction of tag information. On this basis, ATDCC-OS
also introduces attention mechanism enhancing classifier sensitivity. The three types of
indicators—Coverage, Ranking Loss, and One-Error—are mainly used to measure irrel-
evant labels before the relevant labels in the classification results. From Tables 4, 5, and
6, it can be found that ATDCC-OS and DLMC-OS are still superior to other algorithms,
BR is centered, and MBR and CC are the worst. ATDCC-OS and DLMC-OS benefit
from the optimization algorithm (such as OSS), so that the training of each classifier
becomes orderly. The random sequence of CC and MBR is the cause of poor results.
Instead, BR without considering the label sequence is better than them.

From the dataset point of view, ATDCC-OS performs better than other algorithms
on most datasets, but it does not perform well on Yeast and Birds. As J. Read [9] stated,
an algorithm cannot perform best on all types of datasets. The quality of the algorithm
depends not only on the design of the structure, but also on the type and size of the data.
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Table 2. Performance comparison of algorithms based on average precision

Dataset BR CC MBR DLMC-OS ATDCC-OS

Flags 0.7952(2.5) 0.7950(4) 0.7308(5) 0.7952(2.5) 0.8315(1)

Emotion 0.7157(4) 0.7018(5) 0.7742(2) 0.7438(3) 0.8085(1)

Birds 0.4311(3.5) 0.4312(2) 0.4198(5) 0.4311(3.5) 0.4884(1)

Medical 0.8260(3) 0.8206(5) 0.8207(4) 0.8285(2) 0.8606(1)

Enron 0.3802(4) 0.3675(5) 0.3890(2) 0.3815(3) 0.4224(1)

Yeast 0.6669(2.5) 0.6618(4) 0.6671(1) 0.6669(2.5) 0.6533(4)

Bibtex 0.3938(5) 0.3961(2.5) 0.3961(2.5) 0.3949(4) 0.4307(1)

Ave. rank 3.5(4) 3.93(5) 3.07(3) 2.93(2) 1.43(1)

Table 3. Performance comparison of algorithms based on micro-averaged AUC

Dataset BR CC MBR DLMC-OS ATDCC-OS

Flags 0.7671(3) 0.7544(4) 0.7010(5) 0.7710(2) 0.7941(1)

Emotion 0.7336(4) 0.7321(5) 0.7750(2) 0.7527(3) 0.8615(1)

Birds 0.6731(3.5) 0.6798(2) 0.6803(1) 0.6731(3.5) 0.6495(5)

Medical 0.9012(2.5) 0.8991(5) 0.8994(4) 0.9012(2.5) 0.9565(1)

Enron 0.7085(2) 0.7020(5) 0.7081(4) 0.7083(3) 0.7923(1)

Yeast 0.7363(4) 0.7303(5) 0.7364(2.5) 0.7364(2.5) 0.7681(1)

Bibtex 0.6925(2) 0.6896(4) 0.6838(5) 0.6922(3) 0.7165(1)

Ave. Rank 3(3) 4.29(5) 3.35(4) 2.79(2) 1.57(1)

Table 4. Performance comparison of algorithms based on coverage

Dataset BR CC MBR DLMC-OS ATDCC-OS

Flags 4.5385(2.5) 4.6923(4) 4.8462(5) 4.5385(2.5) 3.8718(1)

Emotion 2.6639(5) 2.6471(4) 2.4202(2) 2.6218(3) 1.7815(1)

Birds 4.6406(3) 4.6406(3) 4.8438(5) 4.6406(3) 4.2656(1)

Medical 5.6939(3) 5.9745(5) 5.8367(4) 5.6888(2) 2.8367(1)

Enron 33.3588(4) 34.0000(5) 32.6206(2) 33.1647(3) 27.4676(1)

Yeast 9.0787(3.5) 8.6046(2) 9.0828(5) 9.0787(3.5) 7.0373(1)

Bibtex 68.9277(3) 68.6748(2) 70.4834(5) 69.0730(4) 61.5463(1)

Ave. rank 3.42(4) 3.57(3) 4(5) 3(2) 1(1)
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Table 5. Performance comparison of algorithms based on one-error

Dataset BR CC MBR DLMC-OS ATDCC-OS

Flags 0.2308(3) 0.2308(3) 0.3590(5) 0.2308(3) 0.2051(1)

Emotion 0.3277(4) 0.3782(5) 0.2521(1) 0.2773(3) 0.2689(2)

Birds 0.7813(2.5) 0.8125(5) 0.7969(4) 0.7813(2.5) 0.7500(1)

Medical 0.1582(3.5) 0.1582(3.5) 0.1582(3.5) 0.1531(1) 0.1582(3.5)

Enron 0.5882(2) 0.6235(5) 0.6118(4) 0.6088(3) 0.5676(1)

Yeast 0.2609(2.5) 0.2609(2.5) 0.2609(2.5) 0.2609(2.5) 0.4472(5)

Bibtex 0.5531(3) 0.5571(5) 0.5321(2) 0.5544(4) 0.4956(1)

Ave. rank 2.92(3) 3.71(5) 3.14(4) 2.71(2) 2.07(1)

Table 6. Performance comparison of algorithms based on ranking loss

Dataset BR CC MBR DLMC-OS ATDCC-OS

Flags 0.2615(2.5) 0.2697(4) 0.4009(5) 0.2615(2.5) 0.1915(1)

Emotion 0.3141(4) 0.3147(5) 0.2444(2) 0.2780(3) 0.1579(1)

Birds 0.1832(2.5) 0.1836(4) 0.1894(5) 0.1832(2.5) 0.1556(1)

Medical 0.0956(3) 0.0984(5) 0.0967(4) 0.0954(2) 0.0424(1)

Enron 0.3258(4) 0.3350(5) 0.3159(2) 0.3242(3) 0.2435(1)

Yeast 0.3150(3.5) 0.3270(5) 0.3149(2) 0.3150(3.5) 0.2433(1)

Bibtex 0.2789(2) 0.2793(3) 0.2877(5) 0.2794(4) 0.2595(1)

Ave. rank 3.07(3) 4.43(5) 3.57(4) 2.93(2) 1(1)

5 Conclusions

Many problem-transformation multi-label classification algorithms consider the corre-
lation between labels by extending attributes, but ignore the different importance of
each attribute value of different classification tasks. Based on the wide application and
good results from attention mechanism in various types of deep-learning tasks, such
as natural language processing, image recognition, and speech recognition, this paper
proposes the ATDCC-OS algorithm. This algorithm integrates the multi-label classifica-
tion framework of three classic problem-conversion types, and combines their common
advantages to solve the problem of ignoring the correlation between labels in the classi-
fication process. The algorithm also introduces the “update replacement” idea to solve
the problem that the label information interaction is not real-time. At the same time,
the algorithm also introduces the attention mechanism to calculate the weight of each
feature attribute dynamically, and then distinguishes the more important attribute values
to the current classification target for each classifier, enhances the sensitivity of each
classifier, and improves the classification accuracy. The ATDCC-OS method solves the
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defect that the BR algorithm does not consider the correlation between labels, corrects
the redundant interaction and information loss of the MBR algorithm, and optimizes the
problem that the DLMC-OS does not find the optimal label sequence. It also solves the
problem of neglecting the importance of different feature attributes to different classi-
fication targets by extending the attribute method to consider the correlation between
labels. In order to verify the classification performance of the algorithm, we used five
evaluation indicators to compare ATDCC-OS with DLMC-OS, MBR, CC, and BR on
seven standard data sets. The experimental results show that ATDCC-OS achieves good
results compared to other algorithms.
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Abstract. This work focuses on the coupled nonlinear Schrödinger’s
equation which appears in a cascaded three-level atomic system. By using
the trial solution technique and the symbolic computation method, the
exact bright-dark soliton, dark-bright soliton and singular soliton solu-
tions are obtained. The propagation properties of the above solitons are
simulated.

Keywords: Coupled nonlinear Schrödinger’s equation · Bright-dark
soliton · Dark-bright soliton · Singular soliton · Numerical simulations

1 Introduction

Nonlinear phenomena, which widely exists in various scientific fields, are usually
characterized by nonlinear partial differential equations called governing equa-
tions (GEs). It is a very important topic to study their exact analytical solutions
of these GEs since these solutions can help one easily research the dynamical
behaviors and nonlinear phenomena. The nonlinear Schrödinger equation, as one
of the most famous governing equations, is a significant mathematical model in
different areas such as nonlinear optics [1–8], finance [9], biophysics [10] and so
on. Moreover the Schrödinger equation has many mathematical features and has
been widely applied in nonlinear optical communications. Along with the growing
interest in nonlinear phenomena, coupled nonlinear Schrödinger’s (CNLS) equa-
tions have also attracted a lot of attentions [11–13]. The CNLS equations can be
used to describe the interaction among the modes in the case of birefringent or
other two-mode fibers [14,15] and the solitary waves in CNLS equations called
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vector solitons have more rich phenomena and complex dynamics. In the past
decades, the related research achievements on CNLS equations have emerged in
endlessly [16–24].

In this paper, we focus on the propagation of two intense optical beam of
different frequencies in a three-level atomic system in the cascade configuration.
This cascade system is governed by a coupled nonlinear Schrödinger’s equa-
tion. The coupled Schrödinger’s equation is such an equation whose unknown
functions are interrelated. We try to construct exact and explicit optical soliton
solutions by means of the trial solution technique and the symbolic computation
method [25,26]. As a result, exact coupled bright-dark soliton, dark-bright soli-
ton and singular soliton solutions are obtained and the propagation properties
of these solitons are simulated.

2 Governing Equation

We consider two coupled optical beams of different frequencies propagating in the
cascaded three-level atomic system governed by the following coupled nonlinear
Schrödinger’s equation [27]

ia1q1, t + b1q1, xx + c1|q2|2q1 = 0, (1a)

ia2q2, t + b2q2, xx + (c2|q1|2 + d2|q2|2)q2 = 0, (1b)

where q1(x, t) and q2(x, t) are the dependent variables representing the complex-
valued wave profile. Moreover aj , bj and cj (j = 1, 2) respectively are the tem-
poral evolution coefficients, the group velocity dispersion coefficients and the
cross-phase modulation while d2 is the self-phase modulation [28]. Konar et al.
[27] studied the existence and stability of soliton solutions to (1) and derived an
existence curve of stable soliton pairs. Recently, Bhrawy et al. [28] obtained some
bright-bright and dark-dark soliton solutions by applying the ansatz method.

The goal in this paper is to find the bright-dark soliton, dark-bright soliton
and singular soliton to (1), which belong to different type solitons and have
different dynamical behaviors from the results in [28].

To find the exact solutions of (1), we make the wave transformation

q1(x, t) = Q1(ξ) eiη1 , (2a)

q2(x, t) = Q2(ξ) eiη2 , (2b)

where Q1(ξ) and Q2(ξ) stand for amplitude components of the traveling waves.
η1 and η2 in (2) are phase components of the traveling waves given by

ηj = −kjx + ωjt + φj , j = 1, 2, (3)

where kj , ωj and φj (j = 1, 2) are wave numbers, frequencies and phase con-
stants. And ξ in (2) is the wave variable defined by

ξ = x − vt + ξ0, (4)
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where v and ξ0 respectively are wave velocity and mean positions of Q1(ξ) and
Q2(ξ). From Eqs. (2)–(4), it is clear that

i q1, t = − (ω1Q1 + i vQ′
1) eiη1 , (5a)

q1, xx =
(
Q′′

1 − k2
1Q1 − 2i k1Q′

1

)
eiη1 , (5b)

i q2, t = − (ω2Q2 + i vQ′
2) eiη2 , (5c)

q2, xx =
(
Q′′

2 − k2
2Q2 − 2i k2Q′

2

)
eiη2 , (5d)

where the primes denote the derivatives with respect to ξ. Substituting (5) into
(1) and decomposing it into real and imaginary parts, it follows from the real
parts of the two components that

b1Q
′′
1 − (

a1ω1 + b1k
2
1

)
Q1 + c1Q

2
2Q1 = 0, (6a)

b2Q
′′
2 − (

a2ω2 + b2k
2
2

)
Q2 +

(
c2Q

2
1 + d2Q

2
2

)
Q2 = 0. (6b)

From the imaginary parts of the two components, we can derive the wave velocity
as

v = −2b1k1
a1

, (7)

and
v = −2b2k2

a2
. (8)

From (7) and (8), we obtain the following constraint relation

a1b2k2 = a2b1k1, a1a2 �= 0. (9)

From (9), we have

k2 =
a2b1k1
a1b2

, (10)

which shows that the ratio of the wave numbers k1 and k2 depend on the evolu-
tions and the dispersions. To consider the exact solutions to (1), we must only
discuss the real part equations given by (6) under the constraint relation (9).

3 Bright-Dark Soliton Solution and Its Numerical
Simulations

3.1 Bright-Dark Soliton Solution

In this subsection, we will construct the bright-dark soliton solution of (1). By
using the following transformations

Q1(ξ) = A1 sechp1(Bξ), (11a)
Q2(ξ) = A2 tanhp2(Bξ), (11b)

where A1 and A2 are the amplitudes of the solitons while B is the inverse width
of the solitons. Substituting (11) into (6) and balancing the terms Q′′

1 between
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Q2
2Q1 in (6a) along with Q′′

2 between Q2
1Q2 in (6b), we obtain that p1 = p2 = 1

and therefore yield the following equations:
(
c1A

2
2 + b1B

2 − a1ω1 − b1k
2
1

) − (
c1A

2
2 + 2b1B2

)
sech2(Bξ) = 0, (12a)

(
d2A

2
2 − a2ω2 − b2k

2
2

)
+

(
c2A

2
1 − d2A

2
2 − 2b2B

2
)

sech2(Bξ) = 0. (12b)

Making all the constant terms and the coefficients of sech2(Bξ) in (12) equal to
zero, we get a series of algebraic equations

c1A
2
2 + b1B

2 − a1ω1 − b1k
2
1 = 0, (13a)

c1A
2
2 + 2b1B2 = 0, (13b)

d2A
2
2 − a2ω2 − b2k

2
2 = 0, (13c)

c2A
2
1 − d2A

2
2 − 2b2B

2 = 0. (13d)

Solving (13) gives

A1 =

√
2(b1d2 − b2c1)

−c1c2
B, (14a)

A2 =
√

2b1
−c1

B, (14b)

ω1 = − b1
a1

(k2
1 + B2), (14c)

ω2 = −2b1d2
a2c1

B2 − b2
a2

k2
2, (14d)

with the constraint conditions b1c1 < 0 and c1c2(b1d2 − b2c1) < 0.
Substituting (11) and (14) into (2), we get a bright-dark soliton solution for

(1)

q1(x, t) =

√
2(b1d2 − b2c1)

−c1c2
B sech [B (x − vt + ξ0)] ei (−k1x+ω1t+φ1), (15a)

q2(x, t) =
√

2b1
−c1

B tanh [B (x − vt + ξ0)] ei (−k2x+ω2t+φ2). (15b)

3.2 Numerical Simulations of Propagation Properties of the
Bright-Dark Soliton

In this subsection, we will graphically discuss the numerical simulations of the
propagation properties of the bright-dark soliton for (1). Based on (15), we have

χ1(x, t) =

√
2(b1d2 − b2c1)

−c1c2
B sech [B (x − vt + ξ0)] , (16a)

χ2(x, t) =
√

2b1
−c1

B tanh [B (x − vt + ξ0)] , (16b)
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(a) (b)

Fig. 1. The propagation of the bright-dark soliton wave (15) of (1) by choosing suitable
parameters: b1 = 2, B = d2 = c2 = a1 = k1 = 1, c1 = b2 = −1, ξ0 = 0. (a) Wave
propagation pattern of χ1(x, t) along the x axis. (b) Wave propagation pattern of
χ2(x, t) along the x axis.

where χ1 and χ2 denote the amplitudes for the components q1 and q2 respec-

tively. χ1 achieves the maximum
√

2(b1d2−b2c1)
−c1c2

|B| if and only if x − vt + ξ0 = 0
and tends to the minimum if x − vt + ξ0 → ±∞. And χ2 tends to the maximum√

2b1
−c1

|B| as x−vt+ξ0 → +∞ and the minimum −
√

2b1
−c1

|B| as x−vt+ξ0 → −∞.
Thus q1 is bright while q2 is dark. The bright-dark soliton maintains its shape,
velocity and amplitude during the propagation. The propagation of the bright-
dark soliton is presented in Fig. 1.

4 Dark-Bright Soliton Solution and Its Numerical
Simulations

4.1 Dark-Bright Soliton Solution

For dark-bright soliton, the hypothesis for Q1 and Q2 will be

Q1(ξ) = A1 tanhp1(Bξ), (17a)
Q2(ξ) = A2 sechp2(Bξ). (17b)

Substituting (17) into (6) and balancing the terms Q′′
1 between Q2

2Q1 in (6a)
along with Q′′

2 between Q2
1Q2 in (6b), we get p1 = p2 = 1 and therefore obtain

the equations

(a1ω1 + b1k
2
1) − (

c1A
2
2 − 2b1B

2
)

sech2(Bξ) = 0, (18a)

(c2A2
1+b2B

2−a2ω2−b2k
2
2)−

(
c2A

2
1−d2A

2
2+2b2B2

)
sech2(Bξ)=0. (18b)
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Setting the constant terms and the coefficients of sech2(Bξ) in (18) equal to zero
gives the algebraic equations

a1ω1 + b1k
2
1 = 0, (19a)

c1A
2
2 − 2b1B

2 = 0, (19b)

c2A
2
1 + b2B

2 − a2ω2 − b2k
2
2 = 0, (19c)

c2A
2
1 − d2A

2
2 + 2b2B2 = 0. (19d)

From (19), we have

A1 =

√
2(b1d2 − b2c1)

c1c2
B, (20a)

A2 =
√

2b1
c1

B, (20b)

ω1 = − b1
a1

k2
1, (20c)

ω2=
2b1d2
a2c1

B2 − b2
a2

(k2
2 + B2), (20d)

with the constraint relations b1c1 > 0 and c1c2(b1d2 − b2c1) > 0.
Substituting (20) and (17) into (2), we get the dark-bright soliton solution

for (1)

q1(x, t) =

√
2(b1d2 − b2c1)

c1c2
B tanh [B (x − vt + ξ0)] ei (−k1x+ω1t+φ1), (21a)

q2(x, t) =
√

2b1
c1

B sech [B (x − vt + ξ0)] ei(−k2x+ω2t+φ2). (21b)

4.2 Numerical Simulations of Propagation Properties of the
Dark-Bright Soliton

In this subsection, we discuss the numerical simulations of the propagation prop-
erties of the dark-bright soliton for (1). It follows from (21) that

δ1(x, t) =

√
2(b1d2 − b2c1)

c1c2
B tanh [B (x − vt + ξ0)] , (22a)

δ2(x, t) =
√

2b1
c1

B sech [B (x − vt + ξ0)] , (22b)

where δ1 and δ2 denote the amplitudes for the components q1 and q2 in (21)

respectively. δ1 tends to the maximum
√

2(b1d2−b2c1)
c1c2

|B| as x − vt + ξ0 → +∞
and the minimum −

√
2(b1d2−b2c1)

c1c2
|B| as x − vt + ξ0 → −∞. And δ2 achieves
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the maximum
√

2b1
c1

|B| if and only if x − vt + ξ0 = 0 and tends to the mini-
mum if x − vt + ξ0 → ±∞. Hence q1 is dark and q2 is bright. The dark-bright
soliton maintains its shape, velocity and amplitude during the propagation. The
propagation of the dark-bright soliton is shown in Fig. 2.

(a) (b)

Fig. 2. The propagation of the dark-bright soliton wave (21) for (1) by choosing suitable
parameters: b1 = 2, B = d2 = c1 = c2 = b2 = a1 = k1 = 1, ξ0 = 0. (a) Wave
propagation pattern of δ1(x, t) along the x axis. (b) Wave propagation pattern of δ2(x, t)
along the x axis.

5 Singular Soliton Solutioin and Its Numerical
Simulations

5.1 Singular Soliton Solutioin

For singular soliton solutions, we assume that the solutions of (1) take the forms

Q1 = A1 cothp1(Bξ), (23a)
Q2 = A2 cothp2(Bξ). (23b)

Substituting (23) into (6) and balancing the terms Q′′
1 between Q2

2Q1 in (6a)
along with Q′′

2 between Q2
1Q2 in (6b) gives p1 = p2 = 1. Substituting (23) with

p1 = p2 = 1 into (6) again respectively yields

(c1A2
2 + 2b1B2) − (2b1B2 + a1ω1 + b1k

2
1) tanh2(Bξ) = 0, (24a)

(c2A2
1 + d2A

2
2 + 2b2B2) − (2b2B2 + a2ω2 + b2k

2
2) tanh2(Bξ) = 0. (24b)
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Making all the constant terms and the coefficients of tanh2(Bξ) in (24) equal to
zero gives the following algebraic equations

c1A
2
2 + 2b1B2 = 0, (25a)

2b1B
2 + a1ω1 + b1k

2
1 = 0, (25b)

c2A
2
1 + d2A

2
2 + 2b2B2 = 0, (25c)

2b2B
2 + a2ω2 + b2k

2
2 = 0. (25d)

It follows from (25) that

A1 =

√
2(b1d2 − b2c1)

c1c2
B, (26a)

A2 =
√

2b1
−c1

B, (26b)

ω1 = − b1
a1

(k2
1 + 2B2), (26c)

ω2 = − b2
a2

(k2
2 + 2B2), (26d)

with the constraint relations b1c1 < 0 and c1c2(b1d2 − b2c1) > 0.
We thus obtain the singular soliton solution of (1)

q1(x, t) =

√
2(b1d2 − b2c1)

c1c2
B coth [B (x − vt + ξ0)] ei (−k1x+ω1t+φ1), (27a)

q2(x, t) =
√

2b1
−c1

B coth [B (x − vt + ξ0)] ei(−k2x+ω2t+φ2). (27b)

5.2 Numerical Simulations of Propagation Properties of the
Singular Soliton

In this subsection, we discuss the numerical simulations of the propagation prop-
erties of the singular soliton of (1). It follows from (27) that

ρ1(x, t) =

√
2(b1d2 − b2c1)

c1c2
B coth [B (x − vt + ξ0)] , (28a)

ρ2(x, t) =
√

2b1
−c1

B coth [B (x − vt + ξ0)] , (28b)

where ρ1 and ρ2 denote the amplitudes for the components q1 and q2 in (27)
respectively. Since ρ1 → ∞ and ρ2 → ∞ as x−vt+ ξ0 → 0, namely, both ρ1 and
ρ2 blow up in finite time. Therefore (27) is a singular soliton solution for (1) and
also maintains its shape, velocity and amplitude during the propagation. The
propagation of the singular soliton is presented in Fig. 3.
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(a) (b)

Fig. 3. The propagation of the singular soliton wave (27) for (1) by choosing suitable
parameters: b1 = 2, B = d2 = a1 = k1 = 1, c1 = b2 = −1, c2 = − 1

8
, ξ0 = 0. (a)

Wave propagation pattern of ρ1(x, t) along the x axis. (b) Wave propagation pattern
of ρ2(x, t) along the x axis.

6 Conclusion

In this work, we investigate the coupled nonlinear Schrödinger equation and
obtain the exact bright-dark soliton, dark-bright soliton and singular soliton
solutions by employing the trial solution technique and the symbolic compu-
tation method. The propagation properties of these solutions are numerically
simulated, which help one better understand their dynamical properties.
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and anti-dark solitons in the (2+1)-dimensional coupled nonlinear Schrödinger
equations with perturbed dispersion and nonlinearity in a nonlinear optical
system. Nonlinear Dyn. 97(1), 471–483 (2019). https://doi.org/10.1007/s11071-
019-04992-w

12. Cai, Y., Bai, C., Luo, Q., et al.: Mixed-type vector solitons for the (2+1)-
dimensional coupled higher-order nonlinear Schrödinger equations in optical fibers.
Eur. Phys. J. Plus 135, 405 (2020)

13. Zayed, E.M.E., Al-Nowehy, A.-G., Elshater, M.E.M.: Solitons and other solutions
for coupled nonlinear Schrödinger equations using three different techniques. Pra-
mana 92(6), 1–8 (2019). https://doi.org/10.1007/s12043-019-1762-y

14. Lan, Z.: Rogue wave solutions for a coupled nonlinear Schrödinger equation in the
birefringent optical fiber. Appl. Math. Lett. 98, 128–134 (2019)

15. Chen, J., Luan, Z., Zhou, Q., Alzahrani, A.K., Biswas, A., Liu, W.: Periodic soli-
ton interactions for higher-order nonlinear Schrödinger equation in optical fibers.
Nonlinear Dyn. 100(3), 2817–2821 (2020). https://doi.org/10.1007/s11071-020-
05649-9

16. Sweilam, N.H., Al-Barb, R.F.: Variational iteration method for coupled nonlinear
Schrödinger equations. Comput. Math. Appl. 54, 993–999 (2007)

17. Zhou, X., Wang, L.: A variational principle for coupled nonlinear Schrödinger equa-
tions with variable coefficients and high nonlinearity. Comput. Math. Appl. 61(8),
2035–2038 (2011)

18. Wang, Y., Guo, B., Liu, N.: Optical rogue waves for the coherently coupled nonlin-
ear Schrödinger equation with alternate signs of nonlinearities. Appl. Math. Lett.
82, 38–42 (2018)

19. Du, Z., Tian, B., Chai, H., Sun, Y., Zhao, X.: Rogue waves for the coupled variable-
coefficient fourth-order nonlinear Schrödinger equations in an inhomogeneous opti-
cal fiber. Chaos Solitons Fract. 109, 90–98 (2018)

20. Feng, L., Zhang, T.: Breather wave, rogue wave and solitary wave solutions of a
coupled nonlinear Schrödinger equation. Appl. Math. Lett. 78, 133–140 (2018)

21. Guo, B., Liu, N., Wang, Y.: A Riemann-Hilbert approach for a new type coupled
nonlinear Schrödinger equations. J. Math. Anal. Appl. 459(1), 145–158 (2018)

22. Du, Z., Tian, B., Qu, Q.-X., Zhao, X.-H.: Characteristics of higher-order vector
rogue waves to a coupled fourth-order nonlinear Schrödinger system in a two-mode
optical fiber. Eur. Phys. J. Plus 135(2), 1–9 (2020). https://doi.org/10.1140/epjp/
s13360-020-00240-y

23. Yuan, Y., Tian, B., Chai, H., Wu, X., Du, Z.: Vector semirational rogue waves for
a coupled nonlinear Schrödinger system in a birefringent fiber. Appl. Math. Lett.
87, 50–56 (2019)

24. Yin, H., Tian, B., Zhao, X.: Chaotic breathers and breather fission/fusion for a
vector nonlinear Schrödinger equation in a birefringent optical fiber or wavelength
division multiplexed system. Appl. Math. Comput. 368, 124768 (2020)

25. Chen, L., Chen, J., Chen, Q.: Mixed lump-soliton solutions to the two-dimensional
Toda lattice equation via symbolic computation. Nonlinear Dyn. 96, 1531–1539
(2019)

https://doi.org/10.1007/s11071-019-04992-w
https://doi.org/10.1007/s11071-019-04992-w
https://doi.org/10.1007/s12043-019-1762-y
https://doi.org/10.1007/s11071-020-05649-9
https://doi.org/10.1007/s11071-020-05649-9
https://doi.org/10.1140/epjp/s13360-020-00240-y
https://doi.org/10.1140/epjp/s13360-020-00240-y


Optical Solitons and Their Numerical Simulations of Schrödinger’s Equation 401

26. Wang, D., Yin, Y.: Symmetry analysis and reductions of the two-dimensional gen-
eralized Benney system via geometric approach. Comput. Math. Appl. 71(3), 748–
757 (2016)

27. Konara, S., Jovanoskic, Z., Towers, I.: Two-color bright solitons in a three-level
atomic system in the cascade configuration. J. Mod. Optic. 58, 1035–1040 (2011)

28. Bhrawy, A., Alshaery, A., Hilal, E., et al.: Bright and dark solitons in a cascaded
system. Optik 125, 6162–6165 (2014)



Design of a Novel T-Type Power Divider Feed
Network

Ji Shen1, Lulu Bei1(B), Lei Chen1, and Kai Huang2

1 School of Information and Electrical Engineering,
Xuzhou Institute of Technology, Xuzhou, China

2 JiangSu XCMG Information Technology Co., LTD., Xuzhou 221008, China

Abstract. A novel type of T-type Power Divider feed network is designed for the
difficulty ofmeeting the needs of both the broadband andminiaturized applications
of the existing circularly polarized antenna. At the center frequency, the input
signal is transmitted through the active shift phase feed network, and the four-way
signal is equitized at its output port, with a phase lag of 90° in turn. It is worth
noting that the T-type node does not have an isolation resistor, so the matching
and isolation of the output port is not considered. The test results list the echo
loss of the internal functional feed network Input port, the insertion loss of the
circuit, and the phase difference between the output ports. The network theory is
applied in the antenna feed network, which can improve the performance of the
antenna and is suitable for long-distance highly directional reading and writing
applications.

Keywords: T-type power divider · Feed network · Antenna

1 Introduction

With the rapid development of modern wireless communication technology, wireless
communication has played an increasingly important role in people’s production and life.
In recent years, 3G (3rd generation mobile communication technology), 4G (4th gen-
eration mobile communication technology), IEEE802.11 WLAN (Wireless Local Area
Networks), WPAN (Wireless Personal Area Network), IEEE 802.16 WMAN (Wireless
Metropolitan Area Networks) and a variety of communication technologies and stan-
dards have been rapidly developed and widely used. Wireless communication system is
moving towards broadband, high speed and high quality [1–6].

In these communication systems, RF front-end and antenna, as an indispensable part
of the communication system, play a key role in the quality of the whole communication
system [7–10]. The RF front-end is mainly composed of microwave passive components
such as filters, power splitters, directional couplers, phase shifters and microwave active
components such as impedance converters, amplifiers, mixers [11–18]. Antenna is the
key component of signal receiving and transmitting in wireless communication system.
The performance of its feed network directly affects the quality of signal receiving and
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transmitting. So, the feed network applied to circularly polarized antenna has a good
theoretical significance and research value in the field of RFmicrowave communication.

Wilkinson power divider was first proposed by Ernest J. Wilkinson in document
[19–25] in 1959. Based on the principle of quarter wavelength impedance conversion,
this power divider realizes the matching of any port and the isolation between ports. The
disadvantage is that the isolation resistance is located between each output port, which
makes it difficult to add conveniently Load radiator, so it cannot be used in high-power
occasions. To this end, Ulrich H. Gysel proposed an improved Wilkinson power divider
[26–30], namelyGysel power divider, in 1975. The power divider successfully designs an
eight-way combiner with 20%working bandwidth by grounding the isolation resistance.
Because of the resistance grounding, it effectively conducts heat and is suitable for high-
power occasions. However, no matter Wilkinson power divider or Gysel power divider,
due to the use of isolation resistor, it has the disadvantage that it cannot be arbitrarily
extended to any path in the plane. Therefore, a Bagley polygon power divider [31–
35] is proposed. Because the isolation between output ports is not considered, only the
matching of input ports and the transmission characteristics of the circuit are considered,
the circuit structure can be extended to any odd number of paths Therefore, a lot of
research has been done. In addition, as the feed network of microstrip antenna, power
divider plays an important role in the design of antenna. Next, the power divider theory is
applied to the antenna feed network to improve the performance of the antenna [36–40].
In this paper, a new design method of T-type power divider feed network is proposed,
and its simulation and test are carried out.

2 Structure of T-Type Power Divider Based Feed Network

The T-type Power Divider proposed in this section, shown in Fig. 1(a). The input port
is the standard 50 �, and the output port is 100 �. Based on this Power Divider and
microband delay line shifter, a four-point power feed network is formed. Figure 1 (b)
is a T-type Power Divider based feed network with the same structure for the internal
and external branch, but the four output ports of the two feed networks have different
characteristic impedances. The characteristic impedance of the internal feed network
output port is the standard 50 �, and the characteristic of the external feed network
output port is the input impedance of the rectangular radiation patch of 130 �. The
microstrip with an electrical length of 180° and 90°, respectively, and a microstrip with
a characteristic impedance of Z1 is a delay line for both feed networks, with an electrical
length of 90°. The microstrip line with feature impedances of Z2 and Z3 acts as an
impedance converter.
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Fig. 1. T-type power divider and its power-divider feed network

3 The Working Principle of T-Type Power Divider Based Feed
Network

The following analysis of the antenna internal function feed network works (external
function feed network works the same): the input signal feeds from the input port. The
first through the first stage of the machine and 180° delay line shifter, so that the input
signal is divided into two signals with equal amplitude and opposite phase. Then the
impedance is transformed to the standard 50 � via a quarter wavelength impedance
converter. The two inverted signals are passed through the second stage of the machine
and the 90° delay line shifter, respectively. The above two signals are further assigned to
two orthogonal signals with an equal phase difference of 90°. Finally, the impedance is
transformed again to the output port, i.e. 50�, through a quarter-wavelength impedance
converter. It can be seen that at the center frequency, after the input signal passes through
the power division phase-shifting feed network, four signals with equal amplitude and
phase lag of 90° can be obtained at the output port. It is worth noting that the T- type
power divider has no isolation resistance, so the matching and isolation of the output
port are not considered.

4 Simulation and Testing

Based on the theory of odd and even mode analysis and two-stage feed network analysis,
the expression of the circuit electrical parameters of the internal power division feed
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(a)The echo loss of the input port and the insertion loss of the circuit 

(b)Phase difference between output ports 

Fig. 2. Scattering parameters and phase difference of the power divider feed network

network can be obtained: Z0 = 50 �, Z1 = 100 �, θ1 = 100°, Z2 = 71 �, Z3 = 71
�, Z4 = 50 �. The expression of the circuit electrical parameters of the external power
division feeding network is: Z0= 50 �, Z1= 100 �, θ1= 100°, Z2= 71 �, Z3= 114
�, Z4 = 130 �.
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To make it clearer how the function divider feed network works, in Fig. 2 lists the
echo loss of the internal function feed network input port, the insertion loss of the circuit,
and the phase difference between the output ports.

From Fig. 2(a), it can be seen that at the center frequency, the input ports match and
the insertion loss is equal, proving that the four outputs are signals with equal energy.
From Fig. 2 (b), it can be seen that the phase difference between output port 3 and output
port 2 is −90°. The phase difference between output port 4 and output port 2 is −180°,
and the phase difference between output port 5 and output port 2 is −270°. It is fully
proved that the phase difference between the four output ports is 90° in turn, which feeds
the circularly polarized antenna. The S-parameters and phase difference of the external
power feed network are the same as those of the internal power feed network, which will
not be analyzed here.

5 Conclusion

Anovel type ofT-type power divider feed network is designed. The structure andworking
principle of the antenna power division feed network are analyzed. Finally, the simulation
and test show that the network theory can improve the performance of the antenna in
the antenna feed network, and it is suitable for the reading and writing application of the
long-distance and high directionality.

Funding. This work was supported in part by Xu Zhou Science and Technology Plan Project
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Abstract. The incredible increase in the volume of remote sensing data has made
the concept of Remote Sensing as BigData reality with recent technological devel-
opments. Remote sensing image processing is characterized with features of mas-
sive data processing and intensive computation, which makes the processes diffi-
cult. To optimize the remote sensing image processing for GPU, compute unified
device architecture (CUDA) is widely used to implement remote sensing algo-
rithms. However, the usage of GPU in remote sensing image processing has been
constrained by the complexity of its implementation and configuration. Therefore,
how to take fully advantage of the parallel organization of GPU architecture is
awfully challenging. In this paper, a dynamic adaptive acceleration (DAA)method
is proposed to determine calculation parameters of GPU adaptively and prepro-
cess the input remote sensing images on host dynamically. By this method, we
determine calculation parameters according to the hardware parameters of GPU
firstly. And then, the input remote sensing images are reconstructed based on the
calculation parameters. Finally, the preprocessed image blocks are arranged to
stream tasks and executed on GPU respectively. Effectiveness of the proposed
DAA method in accelerate remote sensing algorithm with point operations were
verified by experiments in this paper, and the experimental results indicated that
the DAA method can obtain better performance than traditional methods.

Keywords: Remote sensing data · Image processing · CUDA stream · Dynamic
acceleration

1 Introduction

With the rapid development of the modern remote sensing technology, remote sensing
data having both spectral and spatial information are provided by hyperspectral sensors
[1]. And with the increased spatial and spectral resolution of sensors, the amount of
remote sensing data has dramatically increased. Remote sensing data has met the basic
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characteristics of big data which defined as 3V: volume, velocity, and variety [2, 3].
Thus, remote sensing data reaching high dimensions is defined as remote sensing big
data and analyzed in many studies [2, 4, 5]. While acquisition of remote sensing data is
no longer the most significant issue, but the processing performance of remote sensing
images. Remote sensing image processing is characterized with features of massive data
processing, intensive computation, and complex processing algorithms which make the
processing of remote sensing image difficult and inefficient [6]. In order to obtain a
better performance, GPU (Graphics Processing Unit) is widely used in the field of
remote sensing image processing.

GPU are successful accelerators as they show high data throughput with sustainable
power budget and is well supported by the SIMT (Single Instructions, Multiple Threads)
programmingmodels such as CUDA and OpenCL [6]. In past studies, it has been proved
that the time consumption of many remote sensing image processing algorithms can be
significantly reduced when optimized for GPU. For example, Wu et al. [7] presented
a computationally efficient parallel implementation for a spectral-spatial classification
method that achieved significant acceleration factors higher than 70 times with NVIDIA
GPU. Li et al. [8] focused on the most time-consuming part of the manifold learning
algorithms designed for HIS data analysis, accelerated byGPU and obtained an excellent
speedup performance. Ayomide yusuf et al.[7] had surveyed the studies about the usages
of GPU in hyperspectral images, and concluded that the implementation of parallel
algorithms onGPUhas significantly improved the classification of hyperspectral images.

Moreover, CUDA stream have further improved the performance of GPU based pro-
grams. Without any synchronization and based on architectural capabilities, NVIDIA’s
CUDA stream allows some processes to run simultaneously [8]. Leonel Toledo et al. [9]
illustrated that using dynamic parallelism and CUDA streams were able to achieve up
to 30% speedups. HuiChao Hong et al. [10] implemented the method based on CUDA
streams to compute the GLCM of an image and 50 times faster than ever before. How-
ever, in spite of the excellent performance that GPU based remote sensing applications
have achieved, how to fully take advantage of CUDA streams in remote sensing pro-
cessing and reduce the utilization complexity is awfully challenging. In order to take
fully advantage of CDUA streams, Mohamad B R et al. [8] proposed a method to predict
program parts which are able to be overlapped on CUDA streams. However, the parallel
processes were carefully designed and optimized with the knowledge of a specific algo-
rithm in most studies, but rarely consider to propose an adaptive and efficient method
that can determine execution parameters of CUDA streams according to GPU hardware
and features of the input data to be processed dynamically.

Concerning the advantages and shortcomings aforementioned of CUDA streams,
this paper proposed a dynamic adaptive acceleration (DAA) method for remote sensing
image processing to improve the performance of GPU based programs and reduce the
utilization complexity of CUDA streams. The DAA method can determine the appro-
priate number of streams automatically and determine the suitable size of image blocks
adaptively according to the GPU hardware parameters and the remote sensing images
to be processed. With this method, developers can take advantages of CUDA streams
more conveniently for remote sensing image processing. The main contributions of this
paper are as following:
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(1) Architecture of CUDA-enabledGPUwas introduced, and theoretical analysis about
the accelerationmode and execution characteristics of typical GPU parallel models,
themulti-thread parallelmodel and themulti-streamparallelmodel,were performed
respectively. Moreover, the advantage and disadvantage of multi-stream parallel
model based on CUDA streams were explained straightly.

(2) According to the correlations between GPU hardware and CUDA programming
model, an adaptive strategy which aim to determine the appropriate calculation
parameters for CUDA based programs was proposed in this paper.

(3) This paper proposed an DAAmethod to maximize resource utilization of GPU and
is effective to accelerate the remote sensing image processing based on the previous
adaptive strategy and the characteristics of remote sensing images. The theoretical
analysis and experimental results have verified the superiority of the DAA method
compared to general methods.

The remainder of this paper is organized as follows. Section 2 provides the related
works about architecture of CUDA-enabled GPU and the typical parallel models of
CUDA. Section 3 presents the proposed DAA method for remote sensing image pro-
cessing on GPU and Sect. 4 validates the method with experiments. Section 5 concludes
this paper and describes the future works.

2 Related Work

2.1 Architecture of CUDA-Enabled GPU

Generally, A GPU is composed of massive parallel processors with high floating point
performance and memory bandwidth, and has high data throughput [11, 12]. In terms of
NVIDA GPUs, SP (Streaming Processor) is the basic unit for the execution of the GPU,
and multiple SPs and memories make up the SM. And, multiple SMs, memories, and
interconnection networks make up the whole GPU, as shown in Fig. 1. Moreover, GPU
is specialized for highly parallel computation, which is exactly what image processing is
about, and therefore designed such that more processors are devoted to data processing
rather than data caching and flow control [13]. Furthermore, in order to apply GPU
to the general purpose computing, CUDA was introduced by NVIDIA in November
2006, which is a general purpose parallel computing platform and programming model
that leverages the parallel compute engine in NVIDIA GPUs to solve many complex
computational problems in a more efficient way [13, 14]. Mapping images or data to
be processed to the parallel processors, the burdensome tasks can be accelerated by
GPU effectively. To take fully advantage of the parallel organization of GPU and obtain
the best speedup, it is suggested to design and optimize the parallel process carefully
with the knowledge of GPU hardware architecture and the features of image processing
algorithms [6].

2.2 Parallel Models of CUDA

In this section, the two parallel models of CUDA are discussed and analyzed. In order
to demonstrate the characteristics of the models clearly, the time consumption of data
transfers between host (CPU) and device (GPU) is not considered.
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Fig. 1. The general hardware architecture of CUDA-enabled GPU produced by NVIDIA.

2.2.1 Multi-thread Parallel Model

The SIMT architecture of CUDA is akin to SIMD (Single Instruction, Multiple Data)
vector organizations in that a single instruction controls multiple processing elements
[13]. As described above, the CUDA-enabled GPU generally has a large number of pro-
cessors compared to CPU. And therefore, the simplest implementation for applications
which accelerated by CUDA is to divide tasks into subtasks and then executed by thread
blocks. And this method which called multi-thread parallel model, as shown in Fig. 2,
is widely used in order to take advantage of the abundant computing cores.

Fig. 2. Multi-thread parallel model of CUDA.

The Multi-thread parallel model divides the computing task into a set of subtasks
on the granularity of threads. It should be noted that the computing task is not divided
into subtasks spatially, but automatically divided by thread blocks logically. In other
words, part of the whole computing task that executed by a single thread block is called
subtask. Generally, a single thread block can handle one or more subtasks. When the
current subtask is completed, the next subtask will be processed by the released thread
block according to the predefined steps. Finally, when all subtasks are completed, the
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calculation sub-results will be combined to obtain the final result. The procedures can
be presented as the following equation.

Rt(n, t) =
n∑

i=0

Kt(subTi) (1)

Where n is the total number of subtasks, subTi stands for the subtask i, t represents the
thread block (according to the previous analysis, we can assume that the thread blocks
and subtasks correspond to each other in this paper), and Kt represents the kernel func-
tion executed by thread block t. In addition, the sub-result of subTi is represented by
Kt(subTi), and Rt represents the final result of the task. From the multi-thread parallel
model, it can be easily known that the computing task is divided into multiple subtasks
logically and executed concurrently by the thread blocks, which can obtain a better per-
formance theoretically in most cases. And the total time consumption of the computing
task executed by multi-thread parallel model is calculated as the maximum difference
between the earliest start time and the latest end time of all these subtasks handled by
thread blocks. The computingmethod can be simply presented as the following equation.

Ttotal(n, t) = max{Kt(subTi)} − min{Kt(subTi)} (2)

Where, as demonstrated in Eq. (1), i = (1,….,n), n is the number of subtasks and subTi

stands for the subtask i. Ki(subTi) represents the processing procedures and the cor-
responding sub-result of subTi executed by thread block t. Additionally, the latest end
time of all thread blocks is obtained by function max, and the earliest one is obtained by
function min.

However, although the multi-thread parallel model has effectively achieved acceler-
ation effects, the time consumption of data transfers between the host and device cannot
be hidden. And computing resources are in an idle state when performing the opera-
tions of data transfer. Therefore, the more the operations of data transfer, the lower the
occupation ratio of computing resource will be. To address this issue, the multi-stream
parallel model was utilized.

2.2.2 Multi-stream Parallel Model

A stream in CUDA is a sequence of operations execute on device in order which are
issued by the host code [13, 15, 16]. Operations within a single stream are guaranteed
to execute in the prescribed order, but operations in separate streams can be interleaved
and, when possible, they can even execute concurrently [17]. In other words, CUDA
streams act as independent work queues through which different kernels can be exe-
cuted simultaneously [18]. And, CUDA streams is a technique that can overlap kernel
execution with data transfers, and different kernel executions can even be overlapped
through Hyper-Q [19–21]. With CUDA streams and the feature of Hyper-Q, the overall
parallelism is increased due to the added granularity of streams on the basis of threads.
In fact, the multi-stream parallel model contains the multi-thread parallel model and
improves the degree of parallelism (as shown in Fig. 3). When there is only a default
stream, the multi-stream parallel model is the same as the multi-thread parallel model.
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Fig. 3. Multi-stream parallel model of CUDA.

The process procedures of multi-stream parallel model can be concluded in three
stages. Firstly, the multi-stream parallel model divides the computing task into subtasks
(S-task in Fig. 3) spatially on the granularity of streams. For example, the processing
task of a large size image can be divided into multiple image blocks spatially with
regular size. Each of the blocks is a part of the task and then assigned to separate streams
for execution. In terms of batch processing of multiple small size images, each image
is generally viewed as a single S-task and executed on separate streams respectively.
Secondly, separate S-tasks is executed through the multi-thread parallel model. But the
difference is that the execution result of each S-task is only the result of its own stream
(asySresult in Fig. 3), which is a sub-result of the whole task. Finally, in order to get the
final result, sub-results will be combined in two steps: one for the multi-thread parallel
model and the other for themulti-streamparallelmodel. The procedures can be presented
as the following equation.

Rs(n, s, t) =
s∑

i=0

(

n∑

j=0

Kt(subSiTj) ) (3)

Where n is the number of subtasks on separate stream, and s is the number of streams.
SubSiT j stands for the subtask on the granularity of threads. Kt represents the kernel
executed by thread block j on stream i, and Kt (subSiT j) represents the processing
procedures and the corresponding sub-result.Rs is the final result of thewhole computing
task. Additionally, the total time consumption of task executed by the multi-stream
parallel model is calculated as the maximum difference between the earliest start time
and the latest end time of all these subtasks. With reference to Eq. (2), the computing
method can be formulated as Eq. (4).

Ttotal(n, s, t) = max{Kt(subSiTj)} − min{Kt(subSiTj)} (4)

Although the multi-stream parallel model is commonly better than the multi-thread
parallel model in terms of parallelism and performance under most cases, the complexity
of designing and programming is relatively higher than that of the multi-thread parallel
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model. Therefore, how to take advantages of the multi-stream parallel model more
conveniently and effectively is awfully challenging.

2.3 Problem Statement

As described in the section above, it’s obvious that the multi-stream parallel model can
indirectly hide partial time consumptionof data transfers andobtain a higher performance
than themulti-thread parallelmodel due to the characteristic of overlap.However, CUDA
streams are a series of orders executed in sequence, but different stream can execute in
their own order at the same time or not regardless of sequence [10]. Paper [22, 23] have
effectively improved the performance using CUDA streams. Therefore, it seems that the
larger the number of streams, the greater the performance improvement. But, unfortu-
nately, due to the constraints of hardware resources, the larger number of streams does
not necessarily mean the better performance. Only the supported streams which have
enough computing resources can be executed simultaneously. And the more the streams
are created, the more the intervals between operations of data transfer and kernel exe-
cution are generated. In other words, it is no use to simply create more streams, because
the unsupported streams will still be executed serialized at hardware level partially, as
illustrated in Fig. 4, and compromise the performance of processing.

Fig. 4. Streams that executed serially partially.

The performance of device cannot be fully utilized when the number of CUDA
streams is insufficient. However, the large amount of CUDA streams will cause addi-
tional time consumption that could have been avoided. Therefore, how to determine the
appropriate number of CUDA streams and take fully advantage of GPU to accelerate
the remote sensing image processing are awfully challenging. In order to obtain a better
performance and simplify the configuration complexity of CUDA streams, this study
proposes a dynamic method to overcome the problem above.
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3 Algorithm Design of DAA Method

From those characteristics of GPU described above, it can be known that the GPU is
effective in accelerating the remote sensing image processing and the performance can
be improved significantly. To obtain the best speedup, it is suggested to design and
optimize the parallel applications carefully with the basic knowledge of GPU hardware
architecture and different features of the remote sensing image algorithms.

In order to obtain better performance and to use themulti-streamparallelmodel easily
and efficiently, a dynamic acceleration method for remote sensing image processing is
proposed in this section. With this method, the utilization of multi-stream parallel model
can be more conveniently and efficiently applied to remote sensing image processing
algorithms to a certain degree.

3.1 Adaptive Strategy of CUDA Streams

There are various means having been used to examine methods for improving concur-
rency and parallelism of algorithms implemented by CUDA [15, 20]. The commonly
and effectively method is to optimize applications using the multi-stream parallel model
on GPU. To obtain better performance, the larger size image was divided into blocks of
regular size for processing in existing studies [10, 24]. From the point of view of com-
puting task, the larger task is divided by concurrent streams for execution into multiple
subtasks, as shown in Fig. 5(a) to (c). Moreover, in terms of the batch processing of
small size images, the simplest method is to create an exclusive stream for each image,
and effective improvement can be obtained in most cases. But, when the number of
streams is too large, as analyzed above, part of the streams will be executed serially at
hardware level. And as shown in Fig. 5(b), the more the streams are executed serially, the
more the intervals between operations will be generated. To address this problem, the
efficient approach that combine streams executed serially on the same hardware queue
into one is proposed in this section. And, as shown in Fig. 5(d), intervals between the
scattered streams whichmapped to the same hardware queue can be reduced with stream
combination.

Therefore, in order to improve performance and parallelism of applications based
on GPU, the task should be divided into subtasks of appropriate size according to the
various situations of computing resource, and the appropriate number of streams should
be created to handle these subtasks. In terms of remote sensing image processing, there
are two cases of images to be processed frequently: the processing of a single image of
larger size and the batch processing of images of small size.

For the former case, in order to overlap data transfers with kernel execution, a larger
size image is usually divided into blocks and optimized for the multi-stream parallel
model. For the latter case, in order to avoid the situation shown as Fig. 5(b), a new
method that combine input images partially before processing and creates streams adap-
tively, instead of creating a stream for each image, according to the hardware parameters
is proposed. And, for the benefit of the adaptive method, an adaptive strategy for deter-
mining the appropriate number of streams and the size of image blocks adaptively is
defined as follows:
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Fig. 5. Diagram of execution based on CUDA streams at hardware level.

1. The number of streams should be equal to or slightly bigger than the number of
SMs, and the computing resources (i.e. threads and memories) occupied by separate
stream should not exceed the resources owned by a single SM.

2. The number of image blocks should be equal to the number of streams or an integer
times of the number, and the size of single image blocks should satisfy the following
formula:

(Bs + Rs) ∗ Sn ≤ Gm (5)

While Bs is the size of individual image block, Rs represents the size of the processing
result of the image block. Sn represents the number of streams, and Gm is the total size
of graphic memories.

3.2 Dynamic Adaptive Acceleration Method

Complying with these constraints defined in the previous section, an appropriate number
of CUDA streams can be created, and the input images can be processed dynamically
into regular-size blocks. And thus image blocks can be distributed evenly to each stream
for execution, the intervals will be reduced, and the resources occupancy ratio of GPU
will be increased. Furthermore, according to the analyses and strategies proposed above,
a dynamic adaptive acceleration (DAA) method to divide or combine input images and
to create streams dynamically for remote sensing image processing is proposed.

As shown in Fig. 6, the input images are automatically divided or combined into
blocks of regular size according to the different types of themandGPUhardware parame-
ters firstly. And then, the streams of appropriate number are created and the image blocks
are loaded onto the corresponding streams for execution. Finally, execution results are
combined to obtain the final result. With this method, the appropriate number of streams
and image blocks can be determined automatically, and the complexity of using the
multi-stream parallel model can be greatly reduced or even hidden without performance
improvement declining.
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Fig. 6. Dynamic adaptive acceleration method for remote sensing image processing.

Given constraints as following, (1) the output data (remote sensing images in this
paper) and the input data are roughly equal in size. (2) the time consumption of the kernel
function with the same amount of data to be processed is fixed. The time consumption
equations of the proposed DAA method and the general method based on multi-thread
parallel model can be described as Eq. (6) and Eq. (7) respectively, in terms of the single
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large size image processing.

2(Tint + 1

n
Tcopy) + KTinit + KTlaunch + KTcompute (6)

2(Tinit + Tcopy) + KTinit + KTlaunch + KTcompute (7)

Where n represents the number of CUDA streams which determined based on the adap-
tive strategy, T int is the time consumption and of data engine initialization and T copy
is the time consumption of data transfer. KTinit , KTlaunch and KTcompute represents the
time consumption of kernel function initialization, kernel launch and kernel execution
respectively.

Moreover, the time consumption equations of the proposed DAA method and the
general method based on multi-stream parallel model can be described as Eq. (8) and
Eq. (9) respectively, in terms of the batch processing of small size images.

2(Tint + m

n
Tcopy) + m(KTinit + KTlaunch + KTcompute ) (8)

2
⌊m

n

⌋
(Tint + Tcopy) + 2(mMODn)(Tint + Tcopy) + m(KTinit + KTlaunch + KTcompute ) +

⌊m

n

⌋
β (9)

Where m represents the number of images, the number of CUDA streams in general
method as well, and the β in Eq. (9) is defined as below.

β=
{
0, m = n
β, m �=n

The proposed DAA method can take advantages of the CUDA streams to overlap
data transfers and kernel executions, and reduce the calling intervals between operations
on each stream by load tasks to appropriate number of streams. According to the analysis
above, it can be easily concluded that the proposed DAAmethod can theoretically obtain
a better performance than general methods that simply based on the multi-thread parallel
model and multi-stream parallel model.

4 Experiment

In this section, experiments were conducted to demonstrate the performance and
effectiveness of DAA method.

4.1 Discussion and Preparation

Operations of various remote sensing image processing algorithms can be classified
roughly into three types: point operation, local operation and global operation. As shown
in Fig. 7, the simplest type is the point operation that the output result only depends on
the corresponding input image. For local operation, the output result are correlated with
the neighborhood of the pixel in input image, such as convolution calculation andmedian
filtering. And about global operation, the output result is associated with the whole input
image which is the most complex calculation.
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Fig. 7. Typical operation of remote sensing image processing algorithms.

Fig. 8. Diagram of adaptive strategy for algorithms with point operations.

According to the three types of operations, it is obvious that DAA is more applicable
for the algorithms with point operations because of the computational independence of
point operations. Therefore, in terms of point operations, all the small-size images either
of the same size or of different size can use the DAA, as shown Fig. 8.

However, when the DAA method is applied to algorithms with local operations,
the adaptive strategy of DAA should be changed. In terms of large size image, the
neighborhood data should be considered when DAA is applying to the algorithm of
local operations. Changes should be made and vary with features of local operation
algorithms, as shown in Fig. 9(a). In addition, integrity of small size images should be
guaranteed, which means that small size images are required to have the same size, as
shown in Fig. 9(b). Given that, design and implementation of algorithms with local or
global operations accelerated by DAA method are still difficult, and the generality and
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performance of DAA method will be greatly compromised. It is obvious that the DAA
method is not suitable enough for algorithms with local operations or global operations.
Therefore, only experiments on the algorithms of point operations was carried out in
this paper.

Fig. 9. Changes and constraints of adaptive strategy in DAA for local operations.

The remote sensing images that produced by GF1 satellite were selected for exper-
iments in this section, and the hardware parameters of experimental GPU is shown in
Table 1. In order to evaluate the effectiveness of the proposed method better, the time
consumption of applications in host was ignored.

Table 1. Experimental environment.

GPU GeForce GTX 1060

Cores 1280 SMs 10

Clock rate 1.67 GHz CUDA Cores 1280

Global memory 6 GB UVA Support Yes

CUDA version 9.2 Warp Size 32

4.2 Experimental Result

In the first experiment, the NDVI calculation [25], a typical remote sensing image pro-
cessing algorithm of point operations is selected. The processing of large size image
accelerated by DAA and general purpose multi-thread parallel model (called G-MT in
this paper) was respectively discussed. To illustrate the impact of different size images,
the original remote sensing images of different sizes (8540 × 8520 and 12000× 13400)
were chosen, and remote sensing images of other regular sizes (4000 × 4000, 16000 ×
16000 and 20000 × 20000) were obtained by splitting and stitching. Additionally, the
total size of GPU computing resources used by the method of G-MT is equal to that used
by DAA. Results and perform configuration of the first experiment are shown in Table 2.

In the first experiment, the time consumption of method G-MT and method DAA
was compared, including all the operations of data transfer and kernel execution. It
can be easily seen from Fig. 10 that DAA had achieved better performance compared
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Table 2. Experimental result.

Specifications DAA G-MT

Configuration Streams 10 1 (default)

Execution
parameter

<1, 128 > <10, 128 >

Image sizes (ms) 4000 ×
4000

15.99124 25.15754

8540 ×
8520

73.2981 96.02902

12000 ×
13400

162.36974 234.44748

16000 ×
16000

253.1896 389.38958

20000 ×
20000

468.82148 651.24778

to G-MT. And with the increasing size of image, the acceleration effect was further
improved. As demonstrated in previous section, the multi-stream parallel model has
achieved parallelism with a higher degree than the multi-thread parallel model does.
Given that, the DAA divided large size image into regular size image blocks and created
streams according to the hardware situations, and then loaded image blocks evenly onto
the separate stream. Therefore, DAA has obtained a better performance improvement in
the processing of large size remote sensing image than G-MT. And, as the image size
increases, so did the performance improvement.

In the second experiment, the application of DAA in batch processing of small size
images was evaluated. There are 9 groups of images were used in this experiment, from
20 to 180 images andwith an interval of 20 images between each group. In terms of image
data, remote sensing tile images of 1000 × 1000 size were chosen. In this experiment,
the groups of images were processed using the general purpose multi-stream parallel
model (G-MS) was implemented that streams were created for each image respectively.
Besides, batch processing of image groups using DAA was implemented too. Results
and perform configuration of the second experiment are shown in Table 3.

As shown in Fig. 11, DAA has achieved better performance improvement than G-
MS. Reasons for this improvement was analyzed in previous sections that DAA has
effectively reduced the calling intervals, which were generated by G-MS frequently and
increased with the number of images in batch image processing.

Particularly, when the number of images in the group is 20, DAA took the same
or even more time consumption compared to G-MS. The reason is that when the size
and number of images are not large enough, more streams could achieve a higher par-
allelism and resources occupancy rate. This is also the case for group that contains 80
images. When the number of images was 80, only slight performance improvement was
achieved. However, in general, DAA has achieved better acceleration effects than G-MS
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Fig. 10. Comparison of G-MT and DAA for processing of large size image.

Table 3. Experimental result.

Specifications DAA G-MS

Configuration Streams 10 Number of images

Execution
parameter

<1, 128 > <1, 128 >

Images 20 10.9963 10.27162

40 16.55978 19.1056

60 20.7585 28.35928

80 26.70484 30.25702

100 31.72824 39.98284

120 36.57192 48.22432

140 42.89492 55.39422

160 46.34424 58.61586

180 51.92558 65.094

in the experiment. And, as the the number of images increased, so did the performance
improvement.
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Fig. 11. Comparison of G-MS and DAA for batch processing of small size images.

5 Conclusion and Future Work

In this paper, a dynamic acceleration method for remote sensing image processing is
proposed. The method can create streams and process the input images into blocks of
appropriate size dynamically according to hardware parameters, and finally can load
image blocks onto the corresponding streams evenly for execution. Moreover, the effi-
ciency and performance of the proposed method in the typical remote sensing image
processing algorithms of point operation is proved through experiments with differ-
ent number and size of images. With this method, the two typical situations in remote
sensing image processing algorithms of point operation have both obtained efficiently
performance improvement, without the need to set calculation parameters of GPU and
preprocess the input images manually. Therefore, it is concluded that the method pro-
posed can be more convenient and obtain a better performance than traditional methods
in accelerating remote sensing image processing.

According to the experimental results in this paper, it is obvious that the method
proposed still has some deficiencies, and there was only its performance and generality
in algorithms of point operation were proved. Therefore, the future study will focus
on how to further improve the performance of the method proposed based on different
hardware situations and computing modes [26–29]. Moreover, the application of the
DAA method in other typical types of remote sensing image processing algorithms is
taken into the agenda.
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Abstract. There are many factors influencing the development of the bank indus-
try, and scholars have paid much attention to the influence of these factors on the
development of the bank industry. In order to better promoting the healthy and
steady development of China’s bank industry, studying the influence of the factors
on the development of the bank industry, this paper uses Vensim PLE software
to build a simulation model for the development of the bank industry. This paper
simulates and analyzes the impact of the changes inmoney supply and supervision
level on the profit level of the bank industry. The simulation results show that the
profit level of the bank industry will increase when the money supply is reduced.
Higher levels of regulation make banks less profitable. The simulation results also
show that the change of money supply has no obvious effect on the nonperforming
loan balance.

Keywords: Bank industry · System dynamics · Simulation analysis

1 Introduction

The bank industry has always played an important role in China’s development. Lu
and Zhou (2019) [1] believed that the development of China’s bank industry played an
important role in the high-quality economic development. The China central economic
conference proposed to increase the proportion of direct financing, so as to solve the
problem of the financing difficulty and high cost of private enterprises. However, com-
pared with developed countries, the proportion of direct financing in China has always
been relatively low. In 2001, the outline of the tenth five-year plan for national economic
and social development proposed to gradually increase the proportion of direct financ-
ing. Therefore, Shu and Cao (2018) [2] believed that the period from 2002 to 2012 was
a period of vigorous development of financing reform in China. During this period of
vigorous development, the scale of direct financing increased from 99.5 billion RMB in
2002 to 2.5006 trillion RMB in 2012, and the proportion of direct financing increased
from 4.93% in 2002 to 21.52% in 2012. Meanwhile, the share of indirect financing
decreased from 95.07% in 2002 to 78.48% in 2012. By 2019, the proportion of direct
financing reached 14.71%, while indirect financing decreased to 85.29%.
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With the continuous development of direct financing, the importance of indirect
financing has decreased. However, it can be seen from data that the main financing
channels in China are still indirect financing dominated by the bank industry. In the
report on China’s regional financial operation released by the People’s Bank of China in
2016, it was pointed out that P2P online lending had had a positive impact in supporting
financing of small and medium-sized enterprises. This report affirms the development of
Internet finance from a policy perspective, stimulates the rapid development of Internet
finance in China, and direct financing develops even more rapidly. However, in recent
years, Internet financial “credit crisis” events keep happening, and financing platforms
keep “running off the road”. This is because the most essential difference between direct
financing and indirect financing is that direct financing is subject to less supervision by
financial regulators and is more prone to credit risk. Therefore, the bank industry has an
indispensable position in the financing market.

However, banks have been fined and notified repeatedly. Due to the development
of financial innovation, the deposit-taking capacity of the bank industry is limited, and
the bank industry has been paying higher regulatory costs than other non-bank financial
institutions. So the profit of the bank industry has been severely damaged. In view of the
incompleteness of the current regulatory system, the scope of supervision often cannot
cover all banking businesses. The bank industry will rely on regulatory loopholes to
participate in high-risk investment projects and increase additional revenue through reg-
ulatory arbitrage. For example, under the policy environment of supporting the financing
of “small and micro” and “agriculture, rural areas and farmers” enterprises, in order to
stimulate the commercial banks to increase loans to these enterprises, the central bank
will adopt monetary policy tools such as differential ratio, refinancing and rediscount
monetary policy tools. While enjoying these preferential policies, commercial banks
channel funds to high-risk projects to obtain high returns. Therefore, the central bank to
strengthen the supervision of commercial banks.

Since there are many influencing factors for the development of China’s bank indus-
try, it is of great significance to systematically study the influencing factors of the devel-
opment of the bank industry. Furthermore,weneed to explore the influence of the changes
of different factors on the profit of the bank industry. This will reduce the operational
risk of the bank industry and promote the healthy and sustainable development of the
bank industry.

The purpose of this paper is to explore the influence of changes in different factors on
the profit of the bank industry. This paper simulates the real development environment of
the bank industry by simulation analysis. Also, this paper simulates the influence of these
factors on the profit of the bank industry in advance, so as to effectively maintain the
stable development of the bank industry. The contribution of this paper lies in: starting
from the realistic environment of the development of the banking industry, analyzing the
subsystem of the development of the banking industry in China, constructing the system
flow diagram of the development of the banking industry, and using the system dynamics
model to carry out simulation analysis of the development of the banking industry in
China.

The rest structure of this paper is organized as follows: the second part is the literature
review. The third part is the construction of the system dynamics model, including the



Simulation Study on the Development of Chinese Bank Industry 429

theoretical basis of system dynamics, the system boundary and main variables set by
the model, the drawing of causal loop diagram and system flow diagram, and variable
assignment and function relation determination. The fourth part is the model test and
simulation analysis, including the test ofmodel effectiveness, and the scenario simulation
results analysis when changing money supply and supervision level. The fifth part is the
conclusion and policy recommendations.

2 Literature Review

The development of China’s bank industry has been fully discussed in the existing liter-
ature. Based on the dynamic panel model, Li et al. (2014) [3] found that Chinese Banks
could reduce the credit risk and bankruptcy risk by developing non-interest business.
Qiu et al. (2015) [4] thought that the administrative monopoly had a negative impact
on the market structure of China’s bank industry. Peng et al. (2016) [5] found that the
interest rate liberalization had a significant impact on the interest margin of China’s
banking sector through the research results of the H-S model. Gu and Yang (2017) [6]
used the threshold panel model to find that monetary policy was an important factor
influencing the credit scale difference of Chinese Banks. Dong et al. (2017) [7] found
that the development of China’s direct financing market had a positive impact on the
profitability and robustness of the bank industry. Meng and Yang (2017) [8] pointed out
that the profit level of China’s bank industry changed in the same direction due to the
changes in GDP and CPI. Wang and Shi (2017) [9] believed that the technology finance
had a heterogeneous impact on total factor productivity of China’s regional banks. Jiang
and Huang (2017) [10] argued that the increase of bank liabilities significantly increased
the risk level. Jiang and Fei (2017) [11] concluded that the asset-backed bond business
could mitigate the impact on banks’ lending capacity during the crisis. Guo and Zhao
(2017) [12] believed that the development of shadow banking stimulated the deposit
competition and increased the systemic risk of the bank industry. Wang and Li (2017)
[13] found that the role of price-based monetary instrument was stronger than that of
quantitative-based monetary instrument, which increased the risk taking of the bank
industry.

In recent two years, many scholars researched the influencing factors of the develop-
ment of banking industry. Based on the empirical results of the panel data, Yao (2018)
[14] found that the development of human resources could promote the positive devel-
opment of bank industry. Zhu et al. (2018) [15] used the multi-directional efficiency
analysis method to research the efficiency of China’s bank industry, and found that the
main reasons for the low efficiency of China’s bank industry were the low level of non
interest income and the high level of non-performing loan balance. Fang et al. (2018)
[16] found that the risks of China’s banking sector increased due to the risk changes
in the real estate market and the stock market.Yang et al. (2018) [17] pointed out that
there was heterogeneity impact of the final Basel III on China’s banking sector. Wang
(2018) [18] found that the deleveraging decision-making operation could reduce the
bankruptcy probability of China’s bank industry. Shen and Zhao (2018) [19] argued
that non-interest income business had a positive impact on the income level of the bank
industry. Li (2019) [20] thought that the strengthening of official supervision promoted
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the internal competition of bank industry. Gao et al. (2019) [21] believed that the scale
of residential mortgage loans had a negative impact on the risk of China’s bank industry.
Based on the panel data of the bank industry from 2011 to 2017, Li (2019) [22] found
that asset securitization had a positive effect on the credit risk of China’s bank industry.
Zhang and Zhang (2019) [23] pointed out that the excessive competition reduced the
operating efficiency of regional commercial banks. Based on the inter-provincial panel
data, Su and Meng (2019) [24] found that local government intervention could promote
the competition of the bank industry. Wang et al. (2019) [25] showed that the deposit
insurance system reduced the risk faced by the bank industry due to the change of net
interest margin.

For the research of System Dynamics, since its birth in 1956, System Dynamics has
been widely used. There are many studies on the application of system dynamics in
supply chain in foreign literatures. Tian et al. (2014) [26] studied green supply chain
management based on the system dynamics model. Sana et al. (2018) [27] used the
system dynamics model to analyze the operational and financial relationships among
channel members in the supply chain. Rebs et al. (2019) [28] analyzed the impact of
stakeholders on sustainable supply chainmanagement by establishing a systemdynamics
model. At present, there are many literature in China discussing economic correlation
based on the system dynamics model. Liu et al. (2015) [29] studied the influence of
the four operating tools of monetary policy on the broad money supply (M2) based on
system dynamics model. Dong et al. (2016) [30] analyzed the development of China’s
financing structure by constructing the system dynamics model. Li et al. (2018) [31]
studied the development of China’s trust industry based on system dynamics model.

From the above literature, it can be seen that the existing studies focus on investigating
the impact of one banking business on the development of the bank industry, but few
literature systematically analyzes the development of the whole bank industry from the
perspective of the multiple banking businesses. Moreover, there is a lack of literature on
the development of China’s bank industry based on system dynamics model. Based on
system dynamics, this paper uses Vensim PLE software to build a simulation model for
the development of China’s bank industry, analyzes the impact of changes in different
factors on the development of the bank industry by simulation analysis, and predicts the
future development trend.

3 Model Construction

3.1 Theoretical Basis

System dynamics is an interdisciplinary subject that studies information feedback and
system problems (Zhong, 2015) [32]. System dynamics is based on the close depen-
dence between the system behavior and the internal mechanism, and is obtained through
the establishment and manipulation of mathematical models, and gradually excavates
the cause-effect relationship that produces the change form. The thought of using sys-
tem dynamics method to analyze the research object is as follow: firstly, determine the
boundaries of the research target. Secondly, according to the determined boundaries,
divide the system hierarchy which lays the foundation for drawing causal loop diagram
and system flow diagram owing to the relationship of variables. Thirdly, establish the
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model for the simulation operation and compare with historical data to test the validity
of the analysis model. Fourthly, carry out scenario analysis of the model and obtain the
results of the simulation analysis.

3.2 Determination of System Boundaries and Subsystems

Considering the complexity of the whole banking environment, this paper divides
the model of the bank industry thought into three subsystems, namely the economic
environment subsystem, the banking industry subsystem and the policy environment
subsystem.

For the economic environment subsystem, Tan (1999) [33] believed that the devel-
opment of China’s financial institutions would promote economic growth. Sun and He
(2015) [34] mentioned that Internet finance was a kind of financial innovation and
had a great impact on China’s bank industry. Therefore, in the subsystem of economic
environment, themain influencing variables are defined asGDP and financial innovation.

For the the banking industry subsystem, Ge (2005) [35] believed that bank scale
expansion had a positive impact on the development of China’s bank industry. Zheng and
Niu (2007) [36] pointed out that non-interest income played an increasingly important
role in the income structure of China’s bank industry. Li and Suo (2009) [37] pointed
out that non-performing loans had a great impact on the credit supply of China’s bank
industry. Therefore, in the bank industry subsystem, the main influencing variables are
defined as loan income, deposit reserve ratio, non-interest income, scale, non-performing
loan balance and profit. Bank industry subsystem here only considers the basic business
and non-interest income of “taking deposits and making loans”. This paper sets the
absorbed deposits by all banks are used to make loans.

For the policy environment subsystem, Rose and Hudgins (2002) [38] once men-
tioned that banking is one of the most heavily regulated industries in the world. Jin et al.
(2014) [39] believed that the monetary policy would influence the credit and investment
decisions of China’s bank industry. Therefore, the subsystem of policy environment
mainly considers the two variables of supervision cost and money supply.

The main variables of the three subsystems are shown in Table 1.

Table 1. Main variables of the system

Economic environment subsystem GDP, financial innovation

Bank industry subsystem Loan income, deposit reserve ratio, non-interest income,
scale, non-performing loan balance and profit

Policy environment subsystem Regulatory costs, the money supply

3.3 Establishment of Causal Loop Diagram and System Flow Diagram

The causal loop diagram refers to the loop diagram drawn according to the causal rela-
tionship between the selectedmainvariables to be studied.Thevariables are connectedby
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causal chains. The positive arrow represents positive feedback, indicating trend strength-
ening, while the negative arrow represents negative feedback, indicating trend weaken-
ing. The causal loop diagram of bank industry development is shown in Fig. 1. As can
be seen from Fig. 1, non-interest income and loan income will have positive feedback to
profits, regulatory costs and non-performing loan balance will have negative feedback
to profits, while profits will eventually have positive feedback to GDP.

Fig. 1. Causal loop diagram of banking development

The system flow diagram is the stock flow diagram drawn on the basis of the causal
loop diagram. By setting horizontal variables, rate variables and auxiliary variables, the
structure of the flow diagram of the whole system is improved by adding functional
relationships among the variables. In this paper, the development of the bank industry
is mainly concerned with the changes in the profit variables. The changes in the income
and expenditure are used to investigate the changes in the overall profit level, which
will eventually have an impact on economic growth. The variables of banking income
are considered as the impact of loan income, non-interest income and scale of banking
business, while the variables of expenditure are considered as the impact of banking regu-
latory costs, deposit interest expense, loan loss provision and scale expansion. Therefore,
referring to the system dynamics model for the development of China’s trust industry
designed by Li et al. (2018) [31], on the basis of the causal loop diagram, this paper
constructs the system dynamics model for the development of the bank industry. The
system flow diagram is shown in Fig. 2.
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Fig. 2. System flow diagram of banking development

3.4 Variable Assignment and Function Relation Determination

The data in the whole model are selected from the annual data from 2011 to 2018,
which are from the China Banking Regulatory Commission, the People’s Bank of China,
the National Bureau of Statistics and the World Bank. The functional relationship and
assignment of some variables in the flow diagram are determined by setting up table
functions and then determined by least square regression. Some variables are assigned
by reference and historical data estimation results.

4 Test and Simulation

4.1 Model Test

The test methods of system dynamics are divided into intuitive test, operational test and
historical test (Liu, 2011) [40]. Visual test means to check whether the bounds, main
variables, causality and system equations of the model are appropriate. Running test
refers to the test of units and equations in the system flow diagram by running Vensim
PLE software. If the units of variables in the flow diagram or the functional relationship
between variables are not suitable, the software will appear a warning interface, indicat-
ing that the units or equations need to be changed. During the operation test of thismodel,
the unit setting was not appropriate, and all variables connected by causal chain were not
included in the equation setting. After repeated modification and improvement, the final
setting of the model was reasonable. Historical test means comparing the simulation
results with the existing historical data to verify the validity of the model.

In this paper, the relative error test method is used for historical test. The test formula
of relative error is shown in Formula (1).

ei = (ŷi − yi)/yi (1)

Where, ŷi represents the simulation value of phase i, and yi represents the actual value
of phase i.
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GDP and loan loss reserve are used to test the relative error. The test results are shown
in Table 2. It can be found from Table 2 that there are some errors between the simulation
values of the two indicators and the actual data. There are many factors influencing the
development of the bank industry. Considering that the influencing factors set in this
paper are the main variables in the selection of many factors, it is normal to have some
errors in the results. In addition, the error between simulation value and actual data is
small. Therefore, the simulation model of banking development set up in this paper is
reasonable.

Table 2. Historical test results

Indicators GDP (unit: 100 million Yuan) Provision for loan losses (unit: RMB
100 million)

Year The actual
value

The
simulation
value

The relative
error

The actual
value

The
simulation
value

The
relative
error

2011 487940.2 487932 −0.0017% 11898 11920.1 0.19%

2012 538580.0 538346 −0.0434% 14564 14717.5 1.05%

2013 592963.2 594425 0.2465% 16740 16850.6 0.66%

2014 641280.6 642107 0.1289% 19552 19487.2 −0.33%

2015 685992.9 686426 0.0631% 23089 23152.3 0.27%

2016 740060.8 741040 0.1323% 26676 26623.2 −0.20%

2017 820754.3 820533 −0.0270% 30944 31022.6 0.25%

2018 900309.5 900137 −0.0192% 37734 37711.9 −0.06%

The
average
error

0.08% 0.33%

4.2 Scenario Simulation

(1) The Impact of Changes in Money Supply

The simulation result of the impact of a 5%, 10% and 15% reduction in the money
supply on the non-performing loan balance is shown in Fig. 3. In Fig. 3, the solid
line represents the non-performing loan balance at the current money supply level, the
long dashed line represents the non-performing loan balance after reducing the money
supply by 5%. The dotted line represents the non-performing loan balance after reducing
the money supply by 10%. The short dashed line represents the non-performing loan
balance after reducing the money supply by 15%. The Fig. 3 shows that the reduction
in the money supply will increase the non-performing loans balance. However, as other
conditions have not changed, the non-performing loan balance increases steadily after
a period of time, so it is shown as a horizontal change in the Fig. 3. The increase of
the non-performing loans balance is more obvious when reducing the money supply by
10% and 15% than that of educing the money supply by 5%.
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Fig. 3. The influence of money supply changes on non-performing loan balance

The simulation results of the impact of the reduction in money supply on the total
deposits is shown in Fig. 4. In Fig. 4, the solid line represents the total deposits in the
current money supply level. The long dashed line represents the total deposits after a
5% decrease in the money supply. The dotted line represents the total deposits after a
10% decrease in the money supply. The short dashed line represents the total deposits
after a 15% decrease in the money supply. It can be seen from Fig. 4 that in the context
of decreasing money supply, the total amount of deposits will continue to increase. The
decrease of money supply will not only increase the non-performing loans balance, but
also increase the total amount of deposits.

The impact of a 5%, 10% and 15% reduction inmoney supply on profit level is shown
in Fig. 5. In Fig. 5, the solid line in the figure represents the profit level under the current
money supply level. The long dashed line represents the profit level after the reduction
of 5% money supply. The dotted line represents the profit level after the reduction of
10% money supply. The short dashed line represents the profit level after the reduction
of 15%money supply. Figure 5 shows that with the decrease of money supply, the profit
level of the bank industry will continue to rise. The larger the decrease of money supply,
the higher the increase of profit level. As the increase of money supply leads to a large
increase in the total amount of deposits and a small increase in the non-performing loans
balance, the growth of the income side is higher than that of the expenditure side, so the
profit level of the bank industry continues to increase.

(2) The Impact of the Changes in the Supervision Level

Because of its importance to the economy, the development of the bank industry
has always been the focus of regulators. With the continuous development of financial
innovation, the bank industry is faced with the business squeeze of internet finance. In
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Fig. 4. The effect of changes in money supply on total deposits

Fig. 5. The effect of changes in the money supply on the level of profits

order to seek more profits, the bank may pursue high-risk business, which forces the
regulatory authorities to strengthen supervision. In 2016, the People’s Bank of China
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established the macro-prudential assessment system (MPA). In 2017, financial prod-
ucts were included in the MPA index, and in 2018, interbank certificates of deposit were
included in theMPA index.Wang (2019) [41] believes that the bank industry has entered
a period of strict regulation. This paper sets the supervision level referring to the devel-
opment simulation model of P2P network lending platform designed by Zhao and Gou
(2015) [42]. This paper sets a series of constant values for the supervision level in the
simulation model. Under the supervision level set in this paper, the scenario simulation
is carried out to increase the regulation level by 5%, 10% and 15%, respectively.

The impact of the supervision level on the regulation cost is shown in Fig. 6. In
Fig. 6, the solid line indicates the supervision cost under the supervision level set in
this paper. The long dashed lines represents the change of the regulatory costs under the
supervision level increased by 5%. The dotted line represents the change of regulatory
costs under the supervision level increased by 10%. The short dashed line represents
the change of the regulatory costs under the supervision level increased by 15%. As can
be seen from Fig. 6, the greater the supervision level, the greater the supervision costs.
If the supervision level is increased, the regulation cost will increase significantly in a
short period of time.

Fig. 6. The influence of regulatory level adjustment on regulatory cost

The impact of the supervision level on the profit level is shown in Fig. 7. According
to the system flow diagram set up in this paper, it can be seen that higher regulatory costs
and higher expenses will lead to lower profits. In Fig. 7, we can see that the profit level
gradually decreases over time with the increase of supervision level, and the more the
supervision level increases, the more the profit level decreases.
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Fig. 7. The impact of regulatory level adjustment on profit level

4.3 Discussion

According to the results of the above scenario simulation, when the level of money
supply is reduced, the increase of total deposits is greater than the increase of the non-
performing loans balance, and the profit is greater than the loss, resulting in the increase
of profit. It can also be seen from Fig. 3 that the changes in money supply do not have a
significant impact on the non-performing loans balance. When adjusting money supply,
policy makers should comprehensively consider its impact on the non-performing loans
balance and total deposits. When strengthening the supervision level, the increase of
supervision cost will lead to the decrease of the profit level of the bank industry. When
the policymakers decide to strengthen supervision in order to rectify the current financial
environment, they cannot ignore that the increase of supervision cost of the bank industry
will have a negative impact on the profits. Considering that it will not affect the normal
earnings of the bank industry, policy makers should set a reasonable supervision level.

5 Conclusion and Policy Recommendations

Based on the analysis of the main factors influencing the development of China’s bank
industry and the theory of system dynamics, this paper establishes a system dynamics
simulation model for the development of China’s bank industry. This paper analyzes
the impact of the changes of money supply and supervision level on the bank industry.
First, this paper simulates and analyzes the impact of the money supply changes on the
non-performing loan balance, total deposits and profit level. Then, this paper simulates
and analyzes the impact of regulatory level changes on banking regulatory costs and
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profit level. The simulation results show that the profit level of the bank industry will
increase when the money supply is reduced. Higher levels of regulation make banks less
profitable. The simulation results also show that the change of money supply has no
obvious effect on the nonperforming loan balance.

Based on the above research conclusions, this paper puts forward the following three
policy recommendations:

First, stabilize the money supply. Since the increase or decrease of the money supply
is inversely related to the profit level of the bank industry, when the policymakers expand
the money supply in order to promote economic development, they cannot ignore that
this policy will restrict the profit increase of the bank industry.

Second, promote the marketization of interest rate. Policymakers should continue
to actively promote the liberalization of interest rate, accelerate the transition from
quantitative intermediary indicators to price intermediary indicators, and increase the
means of adjusting the economy through price indicators, so as to reduce the impact of
quantitative indicators adjusting the economy on the profit level of the bank industry.

Finally, maintain reasonable supervision. Due to the reverse relationship between
the regulatory level and the profit level of the bank industry, policy makers should not
blindly pursue the strong supervision of the financial environment and ignore the vitality
creation of the bank industry. They should consider multiple factors and set a reasonable
regulatory strength, so that the bank industry can retain certain innovation vitality and
develop actively.

Under the background that there is a lack of literature on the development of China’s
bank industry by using the method of system dynamics, this paper constructs a system
dynamics model of the development of bank industry. This paper simulates and analyzes
the impact of the changes of money supply and supervision level on the development of
the bank industry. The scenario simulation analysis provides policy makers with deci-
sion reference. It has important practical significance. However, the actual environment
faced by the bank industry is more complex. This paper fails to comprehensively analyze
some more influencing factors of the development of the bank industry. The established
model has some shortcomings. In the future, more influencing factors of bank indus-
try development will be included. A better system dynamics model of bank industry
development will be built to simulate and analyze the influence of these factors on the
development of bank industry.
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Abstract. Many-objective optimization problems (MaOP) are important to the
field of computing intelligencewhich leads tomore requirements for the evolution-
arymany-objectiveAlgorithms (EMaOA).Meanwhile, we consider that the evolu-
tion process also has some influence on the performance of results. Andwe present
a many-objective squirrel hybrid optimization algorithm (MaSHOA) which takes
an effective squirrel search algorithm (SSA) as the evolution framework and a
reference-point-based many-objective evolutionary algorithm (NSGA-III) as the
EMaOA framework. This paper applies the scalarizing evaluation tomake sure the
solution quality among the neighborhood and takes the reference point association
achievement as the reference-point-based part. Taking iterations into account, we
design a joint fitness function. For both the evolution and selection operations, a
joint fitness function is applied to sort solutions to guide others and select them
respectively. Besides, the distance penalization is introduced to prevent the local
convergence. About useless reference points, this paper proposes an adjustable
reference points strategy. The simulation experiment of the proposed algorithm is
carried on different test problems with 3 to 15 objectives. Compared with other
classic EMaOAs, the means, variances, box plots and parallel coordinate plots of
the obtained results are utilized to analyze the convergence and diversity. And this
proposed algorithm has good performance on solving MaOPs.

Keywords: Many-objective optimization · Squirrel search algorithm ·
Adjustable reference points strategy

1 Introduction

In recent years, with the development of computer technology and the prosperity of arti-
ficial intelligence, computing intelligence based on computer technology has developed
rapidly [1]. As an important branch of computational intelligence, applying evolution-
ary computation to solve multi-objective optimization problems has become a research
hotspot in the field of computational intelligence [2]. However, the calculations required
for complicated projects no longer consider only one single indicator but consider mul-
tiple indicators that are mutually constrained. Optimization problems with two or more
objectives are often referred to as Multi-objective Optimization Problems (MOPs) [3].
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And we take the MOPs with four or more objectives into consideration as a special
optimization problem known as the Many-objective Optimization Problem (MaOP) [4].
Algorithms based on Pareto domination are widely accepted in solving multi-objective
optimization problems [3, 5]. But when it comes to MaOPs, the non-dominated solu-
tion set obtained by the traditional many-objective optimization algorithms based on
Pareto domination is not of great quality. In recent years, with many relevant strategies
proposed, difficulties [4, 6] in solving MaOPs are also exposed:

1) Most of the solutions in the population of evolutionary algorithms are non-
dominated, which causes that the ascendancy of two different solutions becomes
ambiguous.

2) The exponential growth of the number of non-dominated solutions is a huge
challenge to the processing power of the algorithm.

3) Visualization of high-dimensional solutions becomes difficult. It’s tough for decision
makers to understand the distribution of the solution and how to evaluate it.

Based on the above reasons, some Evolutionary Many-objective Algorithms
(EMaOA)using special environment selection strategies have attractedwidespread atten-
tion inMaOP research due to their advantages of fast solution speed andwide application
range [7]. Used to solve ultra-multi-objective optimization problems. These algorithms
can be broadly classified as follows:

1) Algorithms based on Pareto-dominated [6–8] are proposed. NSGA-III [9, 10] is a
typical example of a dominated many-objective algorithm that improves the ranking
method, which also continues the attempt to use reference points in MONSGA-II
[11]. Besides, θ-DEA [12] is a typical algorithm for improving Pareto domination
rules.

2) Decomposition-based EMaOA [7, 13] decomposes MaOP into multiple single-
objective subproblems which cover the decision space, and solves the subprob-
lems independently, the algorithm uses the optimal solutions of all subproblems
to fit the pareto front (PF), like MOEA/D [14]. And some algorithms presented
some new concepts into the solving process. RVEA [15] introduces a scalar method
called angle-penalized distance (APD) to evaluate the convergence and diversity of
candidate solutions.

3) Select the subset with the best index value in the population [7, 16]. Performance
indicators can usually evaluate the convergence and diversity of the population at
the same time. For example, HypE [17] uses HV indicator, MOMBI-II [18] uses R2
indicator, and MaOEA/IGD [19] uses IGD indicator.

The method of evaluating many-objective optimization algorithms is to analyze their
convergence and diversity. Convergence refers to finding a set of solutions closed to the
true Pareto front. Meanwhile, diversity means finding a set of solutions that should be
sufficient to represent the entire range of Pareto front. Algorithms are usually evaluated
by these two types of indicators.
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In addition, some scholars are committed to applying some classic and efficient
single-objective optimization algorithms tomore objects [5, 8, 9, 20–22], such asNSGA-
III with genetic algorithm (GA) [23]. Among them, the squirrel search algorithm (SSA)
[24], as a single-objective optimization algorithm [25], has the characteristics of strong
robustness and fast convergence. To a certain extent, it avoids the dimensional catastrophe
problem that exists in many-objective optimization problems.

Based on themany-objective optimization framework ofNSGA-III and the evolution
framework of SSA, this paper presents a many-objective optimization hybrid squirrel
search algorithm (MaSHOA). The contributions are outlined as following:

• This algorithm proposes scalarizing evaluation to make sure the convergence of popu-
lationmembers in the neighborhood. And the reference point association achievement
presents the effect that associated reference points produce on the candidate solutions.

• The influence of the number of current generations on optimization focus is introduced
to design a joint fitness function which combines scalarizing evaluation and reference
point association achievement.

• In the evolutionary process, squirrels move forward the direction of best ones rated by
the joint fitness function. And also, the distance penalization is applied in the winter
detection to prevent the local convergence.

• For selection operator, the members of feasible solution set are selected following the
sorting obtained by this joint fitness function.

• This algorithm also presents an adjustable reference points strategy to change some
reference points without associated solutions into some solutions by considering the
distance between solutions and reference points.

Finally, this paper designs a simulation experiment to compare the presented algo-
rithm with NSGA-III and MOEA/D on the DTLZ test problems [26]. The inverse gen-
erational distance (IGD) metric [19, 27] is applied to analyze the results by numbers and
box plots, and also the parallel coordinate plots of PF are presented to visualize the per-
formance of algorithms. It turns out that the proposed algorithm has good performance
on convergence and diversity.

2 Design of MaSHOA

2.1 Basic Concept of MaSHOA

This paper proposes a Many-Objective Optimization Hybrid Squirrel Search Algorithm
(MaSHOA), which utilizes NSGA-III for reference of many-objective optimization
framework and integrates SSA into it. The basic framework of MaSHOA is similar
to the original NSGA-III, the selection and mutation operator is modified with some
strategies.

The algorithmexecution process is shown inAlgorithm1.Before starting the process,
the reference points set is calculated. First, a population is initialized randomly named P.
Before the stop criteria are achieved, the proposed algorithm runs the following actions.

Normalization of population members, the association operation and the niche-
preservation operation according to the original NSGA-III is executed first (line 4–6).
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And the number Pj of population members that are associated with the certain reference
point that associates the individual is obtained for each member.

Based on the above results, the reference point association achievement and scalar-
izing evaluation is calculated (line 8). And after the number of current generations is
affiliated, a joint fitness function is created according to Reference Point Association
Achievement and Scalarizing Evaluation (line 9).

Algorithm 1. Procedure for MaSHOA
Input:
Population number N, test problem, parameter definition

Output
Feasible solution set

Begin
1. Generate reference points;
2. Initialized population randomly P;
3. do while stop criteria==false 
4. Normalization of population members;
5. Association operation;
6. Niche-preservation operation;
7. Calculate the number of population members that are associated with the certain refer-

ence point that associates the member ; 
8. Generate Scalarizing Evaluation and Reference Point Association Achievement accord-

ing to Eq. 1& Eq. 3;
9. Calculate joint fitness function according to Section 2.2;
10. Squirrels evolutionary to new population set according to Section 2.3;
11. Archive current population as set S; 
12. Merge two populations P and S into M;
13. Non-dominated sorting;
14. Choose individuals by the level of non-dominated sorting in turn until the current lev-

el L makes the size of population more than N, still choose all the members of level L into the 
current population P (size > N);

15. Select N of the current population members by the sorting of the joint fitness func-
tion;

16. Exchange reference points by an adjustable strategy according to Section 2.4;
17. External archive current population as set P; 
18. end while
19. return feasible solution set;
End

Then during population evolution, the original squirrel search algorithm is designed
to solve single-objective optimization problems. For the MOPs, SSA is modified in this
algorithm. For the migration operator, squirrels are evaluated by a joint fitness function
to sort (line 10). Besides, the distance penalization is introduced into winter detection
to avoid solutions from local convergence. And then the external archive is established
to store the current population as S (line 11). And the current and previous population
are merged to be applied to the next selection operator to maintain the elite information
as M (line 12).

Next, the non-dominated sorting is applied to select current members in non-
dominated level order into population P until members with the current level L are
selected to make the size of P more than N. It is changed from the original process that
the members with the current level L are also added into P (line 14).
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For the selection of parent and offspring individuals, the original framework utilizes
the number of population members that are associated with each reference point which
associates each individual as the selection condition after non-dominated sorting. Then
the joint fitness function is applied to sort and choosemembers into the current population
(line 15).

In the original framework, the reference points without population members will be
deleted. Besides, an adjustable reference points strategy is utilized to update reference
points with none associated members which could be deleted in the original framework
(line 16). And finally, the solution set is stored as P which is the output at the last
generation (line 19).

2.2 A Joint Fitness Function

This section shows how the joint fitness function is comprised of Scalarizing Evaluation,
Reference Point Association Achievement and the number of current generations.

Besides, in the original selection operator after the non-dominated sorting, only thePj

could be considered to assist the following selection operators. The joint fitness function
is applied to sort and choose the candidate solutions. The solutions with the better joint
fitness value could be selected into the new population first.

Scalarizing Evaluation. Aswe know, one important characteristic ofMaOPs is that the
number of objectives is large. Thus, the selection pressurewould become lower if only the
non-dominated levels are regarded as the measurement of convergence. Therefore, the
proposed algorithm applies a method to represent the convergence during the selection
opera-tion. After normalization, the gap between candidate solutions and extreme points
in each dimension is calculated to be the parameter for measure the convergence of the
solution set.

As the good performance that it has, the achievement scalarizing function (ASF) is
utilized for referencewith themeasurement of the convergence.BasedonASF,MaSHOA
proposes the Scalarizing Evaluation (SE) to make sure the convergence. It calculates the
maximum difference between the value on each dimension of objective vectors with the
preference vector wi and the best value on each dimension as shown in Eq. 1.

SE(x) = maxF
(
x, zmini

)
= maxmi=1

(
wi · fi(x) − zmini

)
(1)

wi = fi(x)∑m
j=1 fj(x)

(2)

Where m is the number of objectives, fi(x) is the value of objective vector on the ith
dimension, zmini is the value of extreme point on the ith dimension, wi is the preference
vector which is calculated as Eq. 2. We can see that the smaller value of SE(x) is, the
closer objective vector is near to the best value, the better convergence it is.

Reference Point Association Achievement. The relationship between ref-
erence points and population solutions is shown as the Reference Point Association
Achievement (RPAA). It contains two parts to represent the diversity of solutions. One
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is the distance between current solution and the reference vector formed by the refer-
ence point associated with it, and another is the number of solutions associated with
the reference point of the current solutions Pj. Thus, the distance (Eq. 4) between the
current candidate solution and reference vector rj and the scalarized current Pj (Eq. 5)
is represented as RPAA shown in Eq. 3.

RPAA(xi) = distance
(
xi, rj

) · Pj

P
(3)

distance
(
xi, rj

) = |xi| × sin
(
xi, rj

) = |xi| ×
∣∣xi × rj

∣∣
|xi| · ∣∣rj

∣∣ (4)

P =
∑s

j=1 Pj

s
(5)

Where xi represents the current candidate solution vector, rj is the reference vector,
Pj represents the number of solutions associated with the reference point of the current
solution. We can see that the smaller the value of RPAA is, the better the diversity of
solutions becomes.

Joint Fitness Function. It is believed that the feasible solution should focus on the
convergence asmuch as possible in the early stage of the process, that is,making solutions
forward better. And in the late stage of the process, the diversity of solution set is
becoming more im-portant, that is, making distribution of the solution more spread and
even. Therefore, the value of iterations is significant to the quality of solutions. The
calculation con-siders the number of current generations as a variable. Combining SE
and RPAA, the joint fitness function (JF) is presented as Eq. 6.

JF(x) = 1/
g × SE(x) + g × RPAA(x) (6)

Where g is the number of current generations. We can see that the smaller g is, the
more important the convergence is, and the larger g is, the more important the diversity
is.

2.3 Many-Objective Optimization Squirrels Evolution

The population p evolves and mutates through the method of this section into population
S. In this part, the joint fitness function is treated as the sorting reference. And Algorithm
2 shows the procedure of the many-objective optimization squirrel evolution.

According to the rank, the first n1(n1 = N/50) squirrels are the best squirrels which
are considered to be on the hickory trees. And the following n2 (n2 = 3N/50) squirrels
are the second-best squirrels which are considered to be on the acorn nuts trees. And the
last n3 (n3 = N − n1 − n2) squirrels are normal squirrels which are considered to be
on the normal trees.

As the living habits of squirrels, when there are no natural enemies of squirrels,
squirrels begin to migrate. This paper sets the probability Pe of natural enemies existing
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as 0.1. The probability of squirrel migration is based on Pe. Besides, whether squirrels
migrate is decided with the random number. A random number is generated between 0
and 1 in every condition. And if this number is more than 0.1, squirrels do the migration.
The distance constant SC of squirrel moving is set as [0.5, 1.11] due to experience, and
moving distance of every time is decided randomly in this range.

Algorithm 2. Procedure for many-objective optimization squirrel evolution
Input:

Squirrels population
Output

New squirrel population
Begin
1. evaluate fitness value according to Section2.2;
2. sorting squirrels with the fitness value;
3. According to the rank, first n1 squirrels are the best squirrels, the following n2 squirrels 

are the second-best squirrels, and all the others are normal squirrels.;
4. Random number of the range of [0,1] as r1, r2, r3; 
5. While r1 > (for second-best squirrels) 
6 For n = 1 to n2.;
7.      squirrel migration according to Eq. 7;
8. While r2 > (for normal squirrels)
9.    For n = 1 to n4; 

10. squirrel migration according to Eq. 8;
11. While r3 > (for normal squirrels)
9.    For n = 1 to n5; 

10. squirrel migration according to Eq. 9;
11. Calculate distance penalization constant according to Eq. 10; 
12. While (season != winter)
13. Normal squirrels levy flight according to Eq. 11; 
End

Squirrels on acorn nuts trees are moving to one of the directions of hickory trees
randomly according to Eq. 7.

ST ′
2nd = ST2nd + (STbest − ST2nd ) × SC (7)

Where ST2nd represents the current location of the second-best squirrel, ST
′
2nd rep-

resents the new location of the moving second-best squirrel, (STbest − ST2nd ) is the
distance between the best squirrel and the current moving second-best squirrel.

Squirrels on the normal trees are moving to one of the directions of acorn nuts trees
randomly according to Eq. 8. Some of normal squirrels have never been on the acorn
nuts trees (the number of them is n4).

ST ′
n = STn + (ST2nd − STn) × SC (8)

Where STn represents the current location of the normal squirrel, ST
′
n represents the

new location of the moving normal squirrel, (ST2nd − STn) is the distance between the
second-best squirrel and the current moving normal squirrel.

Besides, some of normal squirrels were on acorn nuts trees in the past generations
(the number of them is n5 = n3 − n4). Thus, they are moving to one of the directions
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of hickory trees randomly according to Eq. 9.

ST ′
n = STn + (STbest − STn) × SC (9)

Where STn represents the current location of the normal squirrel, ST
′
n represents the

new location of the moving normal squirrel, (STbest − STn) is the distance between the
second-best squirrel and the current moving normal squirrel.

Meanwhile, the winter detection is applied to prevent the algorithm from local con-
vergence. The difference between the best squirrels of the current generation and the last
generation is considered as the distance penalization constant. The minimum distance
between best squirrels of the current and last generation is calculated to be the distance
penalization constant (DPC) as Eq. 10.WDC is applied to evaluate the similarity of these
two generations and judge whether the process is going into the local convergence.

DPC = minn1,n1
′

i,j=1

√(
STg

i − STg−1
j

)2
(10)

Where g is the current generation, n1 is the number of best squirrels in this generation,
n1′ is the number of best squirrels in last generation, STg

i is the vector of ith best squirrel

in this generation, and STg−1
j is the vector of jth best squirrel in last generation. So DPC

can represent the minimum distance between the best squirrels from two generations.
And a threshold value is fixed to compare with DPC to judge whether it is the end

of winter (see Eq. 11). If the DPC is less than the fixed threshold, it is considered as the
situation of local convergence.

WDmin = 10E−6

(365)
g

gm/2.5
(11)

Where g is the number of the current generation, gm is the maximum number of
generations. So WDmin is the threshold of winter detection.

In addition, the best and second-best squirrels of the current generation should be
preserved, and the normal squirrels should mutate using Levy flight according to Eq. 12.

ST
′
n = STn + (STmax − STmin)2 × Levy (12)

Levy = 0.01 × ra × σ

|rb|
1
β

(13)

σ =
⎛
⎜⎝ �(1 + β) × sin(πβ

2 )

�
(
1+β
2

)
× β × 2

(
β−1
2

)

⎞
⎟⎠

1
β

(14)

�(x) = (x − 1)! (15)

Where ST
′
n is the new location of moving normal squirrels, STmin and STmax are the

squirrel location of the best and worst fitness value respectively. And Levy is shown in
Eq. 13.

After the winter detection, the new squirrel population S is generated completely
which can be utilized to merge with the previous population.
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2.4 Adjustable Reference Points Strategy

In the original reference points set method, the reference point associated without any
solutions will be deleted. And in this section, an adjustable reference point strategy is
proposed to update the reference point.

After the reference point associated without any solutions is detected, the solution
with the farthest distance between others and itself is chosen to be the new reference
point based on the feasible solution set as shown in Fig. 1. The original reference points
and their corresponding reference vectors are shown in Fig. 1(a). As is shown in Fig. 1(b),
there are no solutions associated with R2, so x1 with the maximum distance is chosen
to adjust R2 to X1. X1 becomes the new reference point. This strategy could make sure
the diversity while making solution set evolve to the advantageous direction, instead of
the original even reference point set. Meanwhile, in every adjustment process, the one
reference point cannot be associatedwithmore than one new reference point. Thismeans
the solution associated with the reference point with the previous new reference point
could not be the new reference point. This constrain can prevent the solving process from
evolutionary convergence forward one certain direction. And After the previous X1 in
Fig. 1(b) is becoming the new reference point, we are assuming that the new solution
with the maximum distance from its reference vector should be selected to be the new
reference. But the new solution is also associated with the R1 (same as Fig. 1(b)), so
this solution could not be employed to be the new reference set. In this case, the other
solution with the second farthest distance should be selected to be the new reference
point.

a. Reference points and vectors settings b. An adjustable reference point strategy

Fig. 1. Based on the reference points set, an adjustable reference point strategy is designed shown
in this figure.
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3 Simulative Results Analysis

To analyze the performance of the proposed algorithm, this section designs the com-
parative simulation experiment. Based on the previous work, we choose NSGA-III and
MOEA/D to contrast the MaSHOA. And all these three EMaOAs are simulated at five
classic many-objective optimization test problems (DTLZ 7, DTLZi, i = 1 – 4) [26] as
shown inTable 1.And the selected algorithms are testedon the 3-objective to 15-objective
DTLZ test problems.

Both NSGA-III and MOEA/D apply the genetic algorithm as the mutation strategy.
Table 2 shows the parameters of mutation operators used in the NSGA-III andMOEA/D.

Table 1. Test problems

Name Dimensions of solutions Feature of PF

DTLZ1 4 + N Linear multi-modal

DTLZ2 9 + N Concave

DTLZ3 9 + N Concave multi-modal

DTLZ4 9 + N Concave non uniform

DTLZ7 19 + N Mixed, Disconnected
multi-modal

Table 2. Parameters of variation operators

Parameters NSGA-III MOEA/D

SBX probability [28] pc 1 1

Polynomial mutating probability [29] pm 1/n 1/n

Crossover distribution index ηc 30 20

Mutation distribution index ηm 20 20

The number of reference points depends on both the simple-lattice design factor
[10] D and the number M of objectives. D represents the number of points which are
distributed evenly on one borderline of the solution space. We can calculate the number
R of reference points or directions according to Eq. 16.

R =
(
D + M − 1

D

)
(16)

When M ≥ 8, the two layers of reference points are employed to generate the
reference points. And the reference points are divided into the inside layer and the
boundary layer. Table 3 presents the number of objectives, divisions, reference points
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Table 3. Number of reference points/directions and population sizes used in this experiment

No. of
objectives
(M)

No. of
divisions (D)

No. of
reference p/d
(R)

MaSHOA
popsize (N)

NSGA-III
popsize (N’)

MOEA/D
popsize (N”)

3 12 91 91 92 91

5 6 210 210 212 210

8 (3,2) 156 156 156 156

10 (3,2) 275 275 276 275

15 (2,1) 135 135 136 135

and population size of all the algorithms used in the experiments. To ensure the accuracy
of the experiment results, these simulative experiments are carried out 30 times on each
test problem respectively.

3.1 Analysis on IGD Metric

In general, the solution set of MaOPs is composed of many solutions, which leads to the
difficulty of the evaluation of solutions of different algorithms. So, the evaluationmethod
on EMaOAs is complicated to transfer the solution set to a mode easy to evaluate. The
inverse generational distance (IGD) is widely applied to evaluate the convergence and
the diversity of PF. The convergence describes the gap between the approximate PF and
the ideal PF. And the diversity means that the solution set could represent the whole
page of the ideal PF.

In this experiment, we take the IGD metric as the evaluation indicator. The IGD
metric represents the average distance between each solution of the reference set and
the solution closest to it of approximate PF. The IGD metric is defined as Eq. 17. Zi is
the ideal solution set, P is the approximate solution set obtained by all the EMaOAs, zi
and xj is the solution of the ideal and approximate set respectively.

IGD(P,Zi) = 1

|Zi|
∑Zi

i=1
min
P
j=1

d
(
zi, xj

)
(17)

We can see that the smaller the IGD value, the closer the approximate solution to the
real PF, the better the performance of the algorithm. Meanwhile, the lower IGD value
could represent that there exist solutions around each solution of the ideal PF, which is
the meaning of the diversity.

Table 4 shows all the means and variances (shown in the first and second line) of IGD
values of all the results on the five DTLZ test problems and the maximum generations
of each situation of different objectives.

On theDTLZ1problems,MaSHOAhas the bestmeans on the 3-, 8-, 10-, 15-objective
problems, and the best variances on the 5-, 8-, 15- objective problems. And the other
two algorithms do not have better performance on all DTLZ1 problems. A similar mea-
surement is made for DTLZ2 problems, MaSHOA has the best results on the 8-, 10-,
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Table 4. The means and variances of IGD obtained by simulation results on DLTZ

Problems No. of objectives MaxGen NSGA-III MOEA/D MaSHOA

DLTZ1 3 30000 5.742E−4 0.0408 2.626E–4

6.847E−7 0.00305 1.26E–11

5 30000 6.532E−4
1.124E−8

0.184
0.0356

5.32E–4
3.02E–11

8 50000 0.0447
2.910E−4

0.292
0.0641

0.01765
5.782E–5

10 50000 0.0199
1.510E−4

0.116
0.0072

0.0196
1.612E-4

15 50000 0.0114
3.059E−5

0.0288
0.00125

0.00105
4.952E–9

DLTZ2 3 30000 5.877E−4
4.50E−13

6.507E-4
1.22E-11

6.735E-4
2.825E-11

5 30000 0.00170
1.88E−12

0.00238
8.95E-10

0.00175
1.453E-10

8 50000 0.0102
6.606E−6

0.00924
3.933E−7

0.00823
1.85E-12

10 50000 0.00816
8.742E−7

0.00698
3.206E-7

0.00561
4.22E-11

15 50000 0.00421
2.047E−8

0.00363
6.538E-8

0.00306
2.44E-13

DLTZ3 3 30000 0.00403
9.444E−5

0.187
0.0416

6.765E-4
7.27E-11

5 30000 0.00181
8.798E−9

0.421
0.209

0.00172
5.51E-11

8 50000 0.107
0.00233

0.597
0.210

0.0410
8.399E-4

10 50000 0.0418
0.00102

0.3178
0.147

0.0455
1.28E-4

15 50000 0.01432
8.19E-5

0.0216
0.00233

0.00307
5.04E-11

DLTZ4 3 30000 0.00522
1.024E-5

0.00147
1.355E-6

0.00369
9.082E-6

5 30000 0.00170
2.22E-12

0.00367
2.653E-8

0.00176
1.954E-10

8 50000 0.00851
4.021E-7

0.0109
3.39E-7

0.00823
2.947E-12

(continued)
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Table 4. (continued)

Problems No. of objectives MaxGen NSGA-III MOEA/D MaSHOA

10 50000 0.00557
5.19E-14

0.00793
1.021E-7

0.00559
2.589E-11

15 50000 0.00311
1.920E-9

0.00374
6.156E-9

0.003062
7.68E-14

DLTZ7 3 30000 0.0322
3.720E-5

0.0473
1.539E-4

0.0300
3.02E-10

5 30000 0.104
9.885E-5

0.0870
7.121E-6

0.0736
3.59E-10

8 50000 0.265
2.410E-4

0.103
4.313E-5

0.0961
2.960E-8

10 50000 0.349
6.335E-4

0.124
6.965E-5

0.110
2.487E-8

15 50000 0.573
1.304E-4

0.216
3.599E-4

0.146
1.766E-7

15-objective problems, while NSGA-III has good results on the 3-, 5- objective prob-
lems which have a little gap with MaSHOA. We can see that the proposed algorithm has
better performance on a higher dimension of DTLZ2 problems. And for DTLZ3 prob-
lems, MaSHOA has the best results on the 3-, 5-, 8-, 10-, 15-objective problems except
that NSGA-III has better means of the 10-objective problems. For problem DTLZ4,
MaSHOA has the best performance on the 8-, 15-objective problems, and it still gets
good results in other problems. MaSHOA has the best performance on the 3-, 5-, 8-,
10-, 15-objective DTLZ7 problems. From Table 4, MaSHOA has better stabilization and
solving performance on these DTLZ problems than other algorithms.

Figure 2 shows the box plots of all the algorithms on 8-, 10- and 15-objective DTLZ
problems. The box plots present minimum, maximum, median, first quartile and third
quartile (sometimes outliers) of repetitious experiment results. The stability of results
can be directly observed through the box plots.

For the 8-objective DTLZ problems (in Fig. 2a–e), MaSHOA has smaller boxes with
lower values than the other two algorithms. MOEA/D has good results on the DTLZ2
and DTLZ7, and NSGA-III has good results on the DTLZ1 and DTLZ4, but the shape
of MaSHOA is much flatter in these five figures and MaSHOA doesn’t have outliers
like other two algorithms. There is a similar survey made on the 10-objective DTLZ
problems (in Fig. 2f–g) that MaSHOA has better performance on all the problems. And
also, NSGA-III is good on the DTLZ1 and DTLZ4while MOEA/D is worse than others.
For 15-objective DTLZ problems (in Fig. 2k–o), MaSHOA still has better results than
others. And both NSGA-III and MOEA/D don’t hold the second position on all the five
problems.

It is shown that some ofMaSHOA boxes are compressed into a line which means the
proposed algorithm has great stability rather than others. And the boxes of MaSHOA are
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a.8-objective DTLZ1 f.10-objective DTLZ1 k.15-objective DTLZ1

b.8-objective DTLZ2 g.10-objective DTLZ2 l.15-objective DTLZ2

c.8-objective DTLZ3 h.10-objective DTLZ3 m.15-objective DTLZ3

d.8-objective DTLZ4 i.10-objective DTLZ4 n.15-objective DTLZ4

e.8-objective DTLZ7 j.10-objective DTLZ7 o.15-objective DTLZ7

Fig. 2. Box plots of 8-, 10-, 15-objective DTLZ problems.

lower than others on the height in the figures which means the IGD values of MaSHOA
are less than others. So MaSHOA has better convergence and diversity.
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3.2 Analysis of Parallel Coordinate Plots

a. MaSHOA on DTLZ2 d. MaSHOA on DTLZ4

b. MOEA/D on DTLZ2 e. MOEA/D on DTLZ4

c. NSGA-III on DTLZ2 f. NSGA-III on DTLZ4

Fig. 3. Parallel coordinate plots of 10-objective problems

This paper utilizes parallel coordinate plots to analyze the fitting precision of obtainedPF.
The parallel coordinate plot is an effective solution for the difficulty of high-dimensional
visualization (discussed in the introduction). The parallel coordinate plot shows all the
coordinates of each dimension on the parallel axis and connects themwith the polygonal
lines.

Figure 3 shows six parallel coordinate plots of results on 10-objective DTLZ2 and
DTLZ4 problems. For the problem DTLZ2 and DTLZ4, MaSHOA can show a more
integrated fitting precision of PF than the other two algorithms. The results on DTLZ2
and DTLZ4 obtained by MOEA/D are not uniform, and the results on DTLZ2 obtained
by NSGA-III are not uniform either. The results on DTLZ4 obtained by NSGA-III
are uniform but not good as those of MaSHOA. A similar phenomenon is observed in
Fig. 4 which presents six parallel coordinate plots of results on 15-objective DTLZ2 and
DTLZ3 problems. The results of MaSHOA are better than others.

And it is shown that the performance of three algorithms is affected by increasing
the number of objectives. And MOEA/D and NSGA-III could only present the part of
ideal PF while the proposed algorithm could show integrally the PF relatively.
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a. MaSHOA on DTLZ2 d. MaSHOA on DTLZ4

b. MOEA/D on DTLZ2 e. MOEA/D on DTLZ4

c. NSGA-III on DTLZ2 f. NSGA-III on DTLZ4

Fig. 4. Parallel coordinate plots of 15-objective problems

On the basis of the simulative experiment analysis, the proposed algorithmMaSHOA
has good performance and stability on the DTLZ test set rather than MOEA/D and
NSGA-III.

4 Conclusion

This paper presents amany-objective squirrel hybrid optimization algorithm (MaSHOA)
which uses the framework of SSA and NSGA-III for reference and improves it on the
evolution and selection operators.

A new joint fitness function combines the scalarizing evaluation which evaluates the
convergence of the solution among the neighborhood and the reference point association
achievement which shows the influence of the associated relationship between reference
points and candidate solutions on the quality of solutions and considers the different
preference of solving goals from early to late iterations. The new joint fitness function is
applied to sort solutions in both evolution and selection operators. The better solutions
are treated as the guide of others according to the sorting in the evolutionary process, and
the candidate solutions are selected in terms of the sorting results. Besides, the distance
penalization is proposed to prevent local convergence during the evolution.
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An adjustable reference points strategy is designed to adjust the reference point set.
The simulative experiments ofMaSHOA, NSGA-III andMOEA/D are implemented

on 3-, 5-, 8-, 10-, 15-objective DTLZ test problems. The IGD metric, a widely applied
EMaOA evaluation method, is utilized to evaluate results obtained by running all the
algorithms 30 times repeatedly. Through the means, variances and box plots of IGD
metrics obtained by all the algorithms are used to compare the stability and performance
of algorithms. Moreover, results on 10-, 15-objective problems are visualized by parallel
coordinate plots. Taken together, the proposed algorithm, MaSHOA, has good perfor-
mance on different problems which means it is an effective many-objective optimization
algorithm.
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Abstract. Handover process plays a crucial role in a Wireless Local Area Net-
work (WLAN) with multiple Access Points (APs). To meet Quality of Service
(QoS) or Quality of Experience (QoE) requirements for end-users, especially dur-
ing video transmissions, such as real-time multimedia streaming or VoIP, the time
required for handovers from one AP to another AP should be highly efficient; oth-
erwise, end users may likely experience packet losses or longer delay, which leads
to loss of significant information and degraded QoS/QoE. This paper discusses
handover mechanisms using Software Defined Networking (SDN) for AP selec-
tion in a WLAN. The proposed approach enhances the existing handover process
by considering both the received signal strength and load balancing ofAPs in order
to provide better QoS/QoE during video transmissions over a Software-defined
WLAN with multiple APs. A number of experiments have been performed using
the Mininet-WiFi environment and the Ryu SDN controller. The results show that
the proposed method improves QoS/QoE with lower delay, higher transmitted
bytes, and visually higher quality video images.

Keywords: Software-Defined Networking (SDN) ·Wireless Local Area
Network (WLAN) · Handover · Video streaming · Received Signal Strength
Indicator (RSSI)

1 Introduction

Cisco has predicted that 82% percent of the Internet traffic would be IP video transmis-
sions by2021 in a recent survey [1], especiallymobile devices such as smartphoneswould
become most end-user devices or host stations for the Internet video traffic. Although
5G, 4G and 3G wireless technologies are in trend for mobile radio communications,
Wi-Fi is still highly popular. Wi-Fi is standard IEEE 802.11x media access protocol that
is widely used in Wireless Local Area Network (WLAN), especially in schools, univer-
sities, buildings, apartments, public transport stations and places where people gather.
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Wi-Fi is more preferable for indoor communications compared to 3G or 4G technologies
because of its download and upload speed, bandwidth usage and cost-effectiveness.

In a large WLAN environment where multiple Access Points (APs) exist, handovers
of mobile terminals (MTs) from one AP to another AP are common for user mobility.
A handoff is a process where a mobile terminal (MT) disassociates from currently
connected AP and then associates to another AP whenever the MT moves away from
the current AP or when the current AP highly congested. It is a standard and well-
established technique that in normal conditions may require a few seconds to complete.
For simple applications, such as web browsing and email, it works smoothly and as
expected.However, for delay-sensitive applications, especially real-timevideo streaming
and Voice over IP (VoIP), a few seconds may compromise Quality of Service (QoS)
and/or Quality of Experience (QoE) by introducing undesirable delay, jitter and packet
losses which is unreliable for the communication [2].

The AP from where the MT gets disassociated is known as Source Access Point
(SAP) and the one with which it gets associated after handover is known as Target
Access Point (TAP). The standard handover mechanism of IEEE 802.11x introduces
handover delay of 2 to 6 s which is undesirable for video streaming applications [3].
Moreover, as a new MT is connected to an AP which is already to a number of MTs,
throughput for each MT becomes even lower. Hence, it is important to distribute load
among other APs, if possible, in order to achieve high throughput for eachMT, especially
for video transmissions [4].

The connection of MTs to a nearby AP typically is based on the Received Signal
Strength Indicator (RSSI) value inWi-Fi networks. However, as the number ofMTs con-
nected toAP increases, themayAP become overloaded and balancing of data throughput
to each MT becomes difficult. One mitigation to this issue is that AP shares load with
neighbor APs within the network through the handover process. The handover also hap-
pens when anMT exits one AP’s radio range and enters the region of other’s radio range.
The crucial point in the handover process is how fast the handover process can occur
so that mobile users or MTs can have low delay, i.e., in msec, particularly for Multi-
media transmission, so that it can achieve reliable communications by providing high
throughput, low delay, low contention on each AP.Moreover, it provides the opportunity
to select multiple communication paths for data transmission.

Video streaming is one of the main services which could be affected by the handover
transition and MTs encounter increased freeze time for the video which eventually dis-
tress theQoS/QoE [5]. Themain challenge is to load balance amongMTs bymaintaining
higher RSSI values, and less freeze time and delay.

The proposed method in the paper uses Software-defined Networking (SDN) solu-
tion. Since the SDN controller has full information for the entire network topology, it can
control the flow of data through network switches based on the network configuration
and traffic conditions. In the case of WLAN, SDN can assist and control the connection
of MTs connected to APs during handover. The paper presents:

• An enhanced handover process by considering both RSSI and the load balancing of
APs for handover decision with the SDN controller in order to improve QoS/QoE
during video steaming for WLANs.

• A performance comparison using various algorithms, including IEEE 802.11 b.
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We have conducted a number of experiments using Mininet-WiFi, Ryu SDN con-
troller [24], and other related tools. The results show that our proposed handover mech-
anism reduces delay, increases the number of transmitted bytes, and higher visual
quality.

The rest of the paper is organized as follows. Section 2 highlights the background
information and related work. Section 3 presents the design and implementation of
the proposed approach. Section 4 presents some experimental results using the SDN
environment. Section 5 describes the conclusion and future directions.

2 Background and Related Work

2.1 Handovers in WLAN

Substantial research has been conducted to improve QoS and shorten low latency during
the handover process in the field of wireless. However, some major challenge still exists
for handover delay for live video streaming. Since the demand on live video streaming is
increasing rapidly, handovers and load balancing among APs for WLAN becomes chal-
lenging to provide uninterrupted video streaming services to the end users. Specifically,
there is a requirement to provide low handover delay and to perform load balancing
among APs in order to provide better QoS/QoE to the end users.

Most of the current solutions to handover process improvement either lead to major
change in the standardized wireless protocol during adaptation or focus on standalone
changeover such as only in scanning, IP configuration, Authentication related to Asso-
ciation. (See Sect. 2.2 for a description on those tasks.) In order to reduce the scanning
delay, various papers proposed algorithms to scan certain channels and avoid the entire
set of channels to scan for selecting a best channel for the wireless connection hence
scanning latency can be reduced [7–9]. In [7], the author proposed a method to inform
the stations about the neighboring APs to scan before the handover process starts. The
author in [8] proposed an adaptive algorithm in the scanning phase based on the use-case
requirements. In [9], the author proposed a method to reduce the scanning time based
on IEEE 802.11 standards by utilizing White-Fi channel space.

The above-mentioned methods lack concentrating on the other factors during han-
dover, such as load balancing and distribution of stations. The authors in [10] explained a
handover method to load balance among APs by utilizing SDN. However, the approach
does not pinpoint the delay during scanning and authentication during the handover
process.

The authors in [11] discussed multi-connectivity design with one or more APs in
order to reduce handover cost because of network densification. However, the approach
does not address challenges faced and latency introduced in handovers.

In [12], the authors discussed about optimizing the handover performance in 5G
heterogeneous networks by utilizing cloud server to calculate the Congestion Window
(CWND) values which is collected from wireless access networks. Chi et al. [13] pre-
sented a technique for fast handover which concentrates on the mobility of inter-area
where MTs visit another domain which is monitored by its associated radius server.
The researchers in [14] discussed about 5G wireless networks that co-exist with 4G
networks by deploying small cells in large amount of ultra-dense networks. Due to the
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increased number of handovers, mobility management becomes difficult and the pro-
posed approach mitigates the degradation of handover performance based on the fuzzy
self-optimization algorithm for the enhancement of the handover control parameters.

The aforementioned approaches cover certain aspects of the handover process, but
some parameters or the metrics are not in the consideration. Some methods are difficult
to achieve in the real world, some are inconvenient for deployments and certain imple-
mentations are not open source. In order to cover wholesome from the AP selection
to handover transition latency and complete load balancing of the adjacency APs, this
paper proposes to implement a non-proprietary, non-vendor specific, standalone han-
dover method which lessens the latency and improves the overall handover process in
order to enhance the experience of high-speed video transmission.

2.2 IEEE 802.11 Wi-Fi and Handover Process

IEEE 802.11 protocols work under MAC and PHY. It was first released in 1997, but
a number of subsequent amends have been released since then [15, 16]. Some have
still been introduced recently, which reveals its popularity in practice. For instance, the
following highlight some recent developments and key features:

• IEEE 802.11u (2011): support pre-association discovery of service
• IEEE 802.11v (2011): include additional wireless network management features
• IEEE 802.11aa (2012): support audio and video high-speed streaming
• IEEE 802.11ac (2013): contain multi-user MIMO (multiple input multiple output)
• IEEE 802.11ad (2012): include very high throughput, up to 7Gbits/sec for short-range
communications

• IEEE 802.11af (2014), also known as Super-WiFi/White-Fi: cover TV spectrum and
supports up to 568.9 Mbits/sec.

In a multi-APWLAN environment, when anMT reconnects from one AP to another
AP due to mobility or another reason, the Source AP (SAP) must transfer the station
active connectivity to Target AP (TAP) by following a series of four handoff procedures
[3]:

• Discovery: SAP starts by scanning the suitable APs which are in the range to connect.
There are two methods of scanning, active scanning and passive scanning. Active
scanning is preferred over passive scanning since passive scanning station has to wait
and listen for beacon frames fromall the channels to get control and timing information
of the TAP. For instance, new IEEE 802.11 standards have multiple channels, e.g., 11
channels.
For active scanning, an MT sends a probe request and starts probe timer, it waits for
probe response tillminChannelTime then it moves onto the next channel. If it receives
probe response within that time, it keeps on receiving it until maxChannelTime then
it moves onto the next channel and repeats the procedure. Scanning time for each
channel takes 8 ms [19]. However, further reduction is required to reduce the latency
during video streaming to improve QoS/QoE.
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• Authentication: Only legitimate users are allowed to establish a connection with the
TAP. Latency in this phase depends on the security standards defined in IEEE 802.11
protocols. IEEE 802.11r introduced fast handover transition [22] which has lower
authentication latency, but still the authentication latency is 30–60 ms [13].

• Key exchange: TAP andMT undergo several key exchange mechanisms using a four-
way handshake and generate the cryptographic keys which are exchanged and placed
on connecting TAP and station. Further, SAP and TAP exchange Inter Access Point
Protocol (IAPP) security information block related to the station [21].

• Association: Association phase reconnects the MT to TAP based on the configured
associate factors such as RSSI, etc. When the MT trying to associate with the TAP
which sends a reassociation request to the SAP. SAP then initiates an IAPP-Move
Request frame to TAP [20].

2.3 Software-Defined Networking and OpenFlow Protocol

SDN has been developed as the predominant programmable network architecture. SDN
decouples the software control plane from the forwarding hardware nodes such as routers
and switches and runs the control software either in a local server or using cloud which
controls several devices [4]. SDN allows network administrators to manage their net-
work equipment in a flexible and efficient manner using external server software as
a controller to communicate with and manage network switches [6] using standard
OpenFlow protocol.

OpenFlow allows the SDN controller to program all the configuration and flows
to the devices [17]. OpenFlow supports network administrators to partition forwarding
traffic and control flows according to their requirements which ultimately allow better
performance of the system. SDN allows traffic based on the flow entry configuration on
the switch and it can be modified by the controller. Figure 1 shows the key modifiable
parameters.

Fig. 1. OpenFlow protocol flow table entry [17]

Packets are forwarded by switches based on the entries in the flow table. The entries
in the flow tables can be added, deleted and updated by the controller using OpenFlow
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messages [17]. OpenFlow switches keep a simple flow table than the ordinary switches.
The OpenFlow switch flow table would consist of various flow entries and every flow
entry includes six parameters. The Match fields include packet headers and ingress port
that are used to match incoming packets to allow data. Priority in the Stats field is used
for matching the preference of the flow entry. Counters in the Stats filed is used to count
the matching packets. Instructions in the Stat filed provide a way to modify the action
set and pipeline processing. The Stat Timeouts field sets the total time or idle time to live
before the switch expires. The controller uses cookies to filter the flow statistics, change
the flow and delete the flow [18]. The Match field supports 12 header fields and some of
them are shown in Fig. 1. In this paper, programming the controller and APs has done
based on the above parameters.

SDN can also be used to improve handover and load balancing in wireless networks
[4, 10, 25]. It can retrieve workload information fromAPs and then make handover deci-
sions based on the workload in the case of AP load balance-based handover. Accessing
workload information insideAPswould be difficult without SDN.Hence, it is considered
as one of the main benefits of SDN in the handover process.

Hence, our proposed approach makes use of SDN and OpenFlow to program the
controller andAPs based on the RSSI information, traffic flow information andworkload
of APs for handover decision making with an aim to reduce the handover time.

3 Design and Implementation

This section describes the system design and experimental implementation. AP selection
is a key step in handover. We have considered four different algorithms for AP selec-
tion based on RSSI, workload, and a pre-configured threshold value (see description
in Sect. 3.1). Further, active scanning is adopted based on total interference factor [23]
and IEEE802.11r for fast roaming is also adopted. The pre-authentication feature intro-
duced in IEEE 802.11r together with the SDN controller are integrated for our proposed
solution.

3.1 Proposed Design for AP Selection

Handover consists of four main phases: Discovery, Authentication, Key exchange and
Association, as described in Sect. 2.2. Singh and Pandey [3] presented techniques in
reducing the delay for the Discovery phase and the Authentication phase. The scanning
feature used in the Discovery phase can impose high delay and is considered a perfor-
mance bottleneck [7, 19]. The authors in [3] proposed to shorten the scanning delay
by checking the scan cache associated with appropriate TAP, instead of scanning all the
channels (14 channels for 2.4GHz band and 40 channels for 5GHz band). As a result, the
number of channels needs to be scanned is reduced and hence the time it takes is reduced
as well. The Authentication Latency can be reduced to eliminate re-authentication at the
neighboring APs with the support of SDN controller [3].

This paper focuses on reduction of theAssociation latency and load balancing among
APs to improve video streaming experience during mobility. Two main factors are con-
sidered in the design: RSSI and workload of APs. We investigated four algorithms for
the Association mechanism for AP selection during the handover process [4, 10]:
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• Algorithm 1: Strongest Signal First (SSF)
• Algorithm 2: Least Load First (LLF)
• Algorithm 3: Combination of LLF and SSF (LLF_SSF)
• Algorithm 4: LLF-SSF with a pre-configured workload threshold (LLF-SSF-T)

Algorithm 1 SST: RSSI is the most commonly used criterion for handover, which is
also adopted in IEEE 802.11 standards. For this paper, SSF is still designed and imple-
mented with SDN controller. The stronger RSSI value is, typically the higher the data
rate is, if an AP is not overloaded. When an MT moves to overlapping coverage area
of two or more APs, SSF considers all the APs that the MT can detect and chooses the
one with the highest RSSI value. The method is conceptually simple, as shown in Fig. 2,
since it is only related to the physical distance between an MT and an AP. Specifically,
for our SSF, the Association phase occurs if a neighboring AP provides higher RSSI
than the SAP by 0.1 dBm which is configurable value.

However, considering SSF only may cause congestion or unbalanced workload on
some APs if many MTs are connected to those overloaded APs, which may still have
neighboring APs that have low MTs connected. In other words, congestion may happen
on some APs, but some neighboring APs may still be lightly loaded.

Algorithm 2 LLF: In SSF, an MT can get high-speed data rate by connecting to a
nearby AP provided the AP is not overloaded. However, load distribution among APs
in WLAN is also an important factor for the Association decision, as it may lead to data
congestion and result in poor QoS/QoE if many MTs try to associate to the same AP
which provides high RSSI value.

LLF considers only load balance situation, i.e., LLF emphases only on one associ-
ation control parameter, that is the load of the APs, which is in the coverage area of a
moving MT in AP selection decision. The AP load in this paper is defined as the number
of MTs associated with an AP. More sophisticated calculation of workload can also be
considered, e.g., CPU utilization and available bandwidth.

Since all APs are connected to the SDN controller. The controller makes the decision
based on each AP’s data path ID (DPID) table which is maintained in the control plane.
The AP DPID tables in the controller provide the number of MTs connected to each
AP. By looking at all the APs’ DPID tables which are in the coverage area of requested
re-association mobile station, the controller chooses a TAP that has the least load and
changes the flow table in that AP for the requested MT and initiates re-association with
the MT.

The flowchart for the proposed LLF algorithm is shown in the Fig. 3. As described
in the flowchart, the SDN controller keeps track of the number of stations associated
with each AP and identify the least loaded neighbor AP for handover decision making.
If the SAP has higher number of connected MTs than the identified neighboring AP,
then it dissociates a station from itself and the MT starts the association phase with the
neighboring AP with a smaller number of associated MTs to achieve load balancing and
ultimately avoid overloaded APs as much as possible.

Algorithm 3 LLF-SSF: LLF tries to achieve load balancing with the possible expense
of weaker RSSI which affects the data rate and eventually maybe QoS/QoE for some
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Fig. 2. SSF algorithm Fig. 3. LLF algorithm

MTs. LLF-SSF integrates SSF andLLFbymaking the association decision based on both
parameters: RSSI value with the moving MT and the load of each AP in the coverage
range. This leads to higher RSSI values and higher date rate, while maintaining load
distribution among APs.

The flowchart for this algorithm is depicted in Fig. 4. When an MT moves at a
random direction, its behavior is observed at every msec. The controller selects the best
AP according to the proposed algorithm when an MT moves to overlapping region of
APs. The controller then updates the flow table of the selected TAP.

Algorithm 4 LLF-SSF-T: This algorithm extends LLF-SSF by adding a third param-
eter – a threshold indicating the maximum number of MTs that can be associated with
an AP. The threshold is introduced to put a limit on the number of MTs to associate
with certain APs by configuration. The motivation is to improve load balancing and
higher RSSI values and QoS/QoE for MTs. The threshold value used in the experiment
is only for feasibility study. In practice, the value needs to be supported by careful net-
work monitoring and planning. The threshold value is examined after checking the load
balance condition, but before testing the RSSI condition as to ensure the association
decision based on load first. Such a design of choice can make the RSSI values of some
MTs higher than those values that have been obtained with LLF-SSF. Figure 5 shows
the flowchart of the proposed algorithm.

3.2 Implementation

The proposed frameworkwas implemented usingMininet-Wifiwhich is an advancement
ofMininet emulator software tool for wireless network environment. Ryu controller [24]
is used as a remoteSDNcontroller in the control plane to allow traffic based on the applied
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Fig. 4. LLF-SSF algorithm Fig. 5. LLF-SSF-T algorithm

configuration rules on flows and tomanage network topology.OpenFlowprotocol is used
between the control plane and the data plane. Figure 6 represents the high-level block
diagram of implemented architecture. SDN mainly has three components, Data Plane
at the bottom level, Control Plane at the middle level and Application Plane at the top
level.

During the handover process, selection of AP is one of the critical decisions because
if the stations are mobile and streaming live data (such as video), and if a poor-suited
AP is chosen, for example weak signal strength, less bandwidth and low coverage area,
then MTs experience poor QoS and congestion during roaming. Hence, AP Selection is
one of the main design criteria.

Data Plane: All the configuration and flow control can be applied to the APs which
is present in the forwarding plane so that APs allows MTs connectivity accordingly.
MTs can move at random direction, hence the algorithm should be independent of the
mobility.

Control Plane: The control plan contains the centralized SDN controller which mon-
itors and retrieves the states of the network continuously such as MTs’ positions, load
status of each AP, radio-signal related data, i.e., RSSI of all MTs and then use such
information to decide whether an MT needs to associate to another AP based on RSSI
or load status.
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Fig. 6. High level block diagram of implemented architecture

Application Layer: The application layer contains load balancing and handoff services
running above the SDN controller configured accordingly for the authentication server,
neighbor list manager, topology service manager and IP mobility manager.

Experiments for handover mobility scenarios have been set up, which is described
as follows:

• Figure 7 presents the emulated network topology where x and y axes indicate the
distance in meters. There are three horizontally aligned APs with coverage areas:
AP1 = 40, AP2 = 50 and AP3 = 90. These three APs are placed in such a way that
their coverage areas overlap with a neighboring AP to observe handover as the MTs
move through the ranges of the APs at the same speed.

• Eighteen stations are used, in which AP1 contains five stations that are stationary,
fixed in one place. Seven stationary stations are associated to AP2 and five stations
interact with AP3 which are stationary as well. Stations are distributed unequally to
three APs to get more accurate results in wide range of load balancing scenarios which
affects video streaming as well.

• All three APs are connected to a switch. A host in Mininet-WiFi is configured as the
video server that is connected to the switch. The switch and the video server are not
shown in Fig. 7.

• The remaining three stations S1, S2, and S3 are MTs which move simultaneously
along the x-axis at the same speed starting at x = 0 m and ending at x = 290 m in
order to compare four handover algorithms.

• Also, S1, S2 and S3 are data receivers from the video server across APs. APs send
special notifications to the controller to associate and disassociate with those MTs.
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Fig. 7. Network topology used for experiments

IEEE 802.11ax was adopted for better results. Path loss was set to 5, the default value
configured in Mininet-WiFi. Channels 36, 40 and 44 have chosen for different APs, i.e.,
a different channel has been selected for each AP to avoid interference between APs.
Other important parameters used for experiments are listed in Table 1.

Table 1. Configuration parameters used in Mininet-WiFi

Access point OVSKernelAP/UserAP

Mode IEEE 802.11ax

Channel 1–6, 36–255 (varies for each mode)

Propagation Model Logdistance/friis/twoRayGround
logNormalShadowing/ITU

ac_method ssl/llf

Authentication parameters
Encrypt, passwd

WPA/WPA2

bgscanning parameters
bgscan_threshold, s_inverval, l_interval

Threshold in dBm, interval in seconds

In addition, bgscan module and 802.11r are used to reduce scan and Authentication
latency inMininet-WiFi. IEEE 802.11r provides an equal amount of handover delay pro-
vided byLTE (i.e. 50ms handover duration). Background scanning using bgscanmodule
was utilized to roam within ESS in which all APs have the same SSID. Bgscanning is
enabled for three moving stations in which bgscan_threshold represents whenever sta-
tion reaches −60 dBm RSSI value AP starts scanning for the reassociation. s_interval
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indicates short time interval which was set to 5 s and l_interval indicates long time
interval set to 10 s.

To reduce scanning latency, available channels are selected for data transmissions
without scanning all the channels in every AP which is implemented in the code. To
reduce authentication latency, WPA2 with 4-way handshake and IEEE 802.11r with
background scanning is enabled. This was implemented during the handover process.

4 Experimental Results

Live video has been streamed using VLCmedia from the video server to moving stations
or MTs which were emulated as data receiver just like smartphones/client using VLC
media server by providing IP address and port of the video server. When the MTs
start moving from AP1 to AP3, they receive live video continuously until the video
transmission completes. During this time, handovers occur from AP1 to AP2 and AP2
to AP3 as expected. However, at which point handover happens depends on the proposed
algorithms.

We have evaluated four aforementioned four algorithms for the Association phase
for AP selection. The techniques used for the other three phases were identical for all
experiments. Three performance metrics were used for evaluation:

• Signal Strength: The signal strength for the moving stations were measured.
• Delay: Delay is measured for the handovers. Higher the delay, lower the QoS/QoE.
• Transmitted bytes: Total transmitted bytes are captured. The values indicate the
amount of data received at stations. This metric is highly related to packet deliv-
ery rate (PDR) that is often used for performance evaluation. The higher the number,
the less packets have been discarded, which has direct impact on QoS/QoE.

As stated, three stations, S1, S2, and S3 were configured as MTs for evaluating
handovers. Each experiment was repeated three times for each of the four algorithms.
The average values obtained from the three runs were calculated for the final results. In
addition, data have been collected for each of those three stations for video streaming
from the server. Figure 8 depicts the results for signal strength for moving station S1 for
all four algorithms, Fig. 9 shows the results for S2, and Fig. 10 presents the results for
S3, respectively.

As shown in those figures, there are three peaks in each result, which indicates the
RSSI value as a station moves along APs. RSSI increases when an MT is moving closer
to another AP. As depicted in those figures, RSSI values are mostly higher for SSF for
all three stations, S1, S2, and S3 compared to other three algorithms. In comparison of
SSF and LLF, the average RSSI values are either similar between these two algorithms
or higher for SSF, as RSSI is the sole consideration for SSF for handover decision. SSF
mostly is used in IEEE 802.11 standards.

Unlike SSR, in LLF, handover happens when a station enters the overlapping region
of two APs and chooses the least loaded AP for association. In the setup, AP1 has 5
stations, AP2 has 7 stations andAP3 has 3 stations.When these threemobile stations (S1,
S2 and S3) move closer to the neighboring AP, e.g., in AP1–AP2 overlapping region, 3



472 K. Puttaswami and C.-H. Lung

stations are associated to AP1 as much as possible, because AP1 is less loaded compared
to AP2. As a result, handovers from AP1 to AP2 occurred later for LLF. When MTs
continue moving, they associate to AP3 as soon as they enter the AP2–AP3 overlapping
region, since AP3 only has 3 stations. Hence, we can see in the figures that generally
there is not steady increment and decrement of signal strength apart from AP1 due to
immediate change in APs handover, as LLF is designed to equally distribute load among
APs.

LLF-SSF is similar to LLF, since the load of APs has higher precedence over RSSI
in the method. There is generally a smoother curve for LLF-SSF in the graphs after the
first handover in comparison to that of LLF.

Fig. 8. Signal strength results for S1 for four algorithms

The result fromLLF-SSF-T is similar to that of LLF-SSF. However, since a threshold
is introduced on the allowable number of connected stations to AP, mobile stations
when moving away from AP1 generally are associated with AP2 slower in time. Also,
the effective coverage area of AP2 becomes smaller due to the fact that the handover
from AP2 to AP3 happened earlier even though RSSI was considered because of the
threshold condition. Hence the load in both APs becomes more balanced. From this
method, video streaming quality would be better when there is a high number of video
streaming stations, as it tries to maintain good signal strength and available bandwidth.

Moreover, we also evaluated the delay impact for the proposed LLF-SSF-T method
and IEEE 802.11b that does not use the SDN controller. As stated earlier, the SSF
presented in this paper is very similar to IEEE 802.11 standards, except SSF was still
implemented with the SDN environment. Wireshark was used to capture data traffic.
Figure 11 shows that there is lower latency (50–60 ms handover delay observed for the
proposed LLF-SSF-T handover method compare to IEEE 802.11b experiment which
has nearly 4–7 s handover delay, e.g., from ~43 s to 50 s for the handover process.
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Fig. 9. Signal strength results for S2 for four algorithms

Fig. 10. Signal strength results for S3 for four algorithms

The number of transmitted bytes (y-axis) which is closely related to commonly used
PDR, is much higher for LLF-SSF-T method than that of IEEE 802.11b for the entire
experiment period. The higher delay for the handover periods is highly related to the
result.

In addition, video quality has been observed and compared visually for both IEEE
802.11b and the proposed LLF-SSF-T. Fig. 12 illustrates three examples of results from
two methods. The left column shows for results obtained from IEEE 802.11b and the
right column shows images for the proposed LLF-SSF-T. As we can see visually, there
is improved quality observed in the proposed method compared to that of IEEE 802.11b.
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Fig. 11. Comparison of delay and transmitted bytes for IEEE 802.11b (left) and the proposed
LLF-SSF-T (right) method.

Fig. 12. Visual comparison of video quality for IEEE 802.11b (left) and the proposed LLF-SSF-T
(right): an illustration.

5 Conclusions and Future Research

The paper presented SDN-based handover process for video streaming over SDN-based
WiFi. The simulation was built with Mininet-WiFi, OpenFlow protocol, and the Ryu
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SDN controller. The emphasis of the simulation evaluation was on the Association phase
for handovers. We evaluated four SDN-based algorithms that could be used to improve
QoS/QoE or the overall system performance. Further, all the algorithms are compared
in terms of performance and quality of video streaming using VLC.

The results obtained from a number of experiments demonstrated that the proposed
handover methods in WLAN with the use of SDN improves the performance of video
streaming by reducing handover latency compared to standardized wireless protocol
handover latency. This solution is also independent on external network elements such
as modifying in APs or at the end MTs. SDN locally handles the changes which effect
on mobility of the MTs to improve seamless video transmission.

Several research directions can be further investigated. Some areas include: (i)
increase the number of stations, MTs and APs for performance evaluation; (ii) vary
the speeds of MTs and switching rates for handovers; and (iii) consider network caching
for the experiments and QoS/QoE evaluation.
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Abstract. The transmitter needs to select optimal wireless channel from several
available ones in mobile communication. Since the instantaneous channel rate is
time-varying with unknown statistics, the channel selection is based on observa-
tion. As the packets arrive, controller need to observe channel state in observation
period, and then transmit packets through optimal channel in transmission period.
We investigate the trade-off between observation period and transmission period.
Short observation period might lead to wrong decision while long observation
period wastes time. The simulation results show that there is an optimal length
of observation period. The total transmission time experience a sharp decreas-
ing before the optimal point. The longer observation does not cause an obvious
increasing of length. This implies that the observation could be set longer rather
than shorter.

Keywords: Channel selection · Scheduling policy · Wireless communication

1 Introduction

To accommodate the requests from different application scenarios, mobile communi-
cation network needs special designing for vehicle, industry and so on [1–4]. Traffic
analysis is important for these special designing, some new techniques are therefore
adopted to investigate the characters of network traffic [5–8]. To evaluate these network
scheduling schemes, some researches focus on the effectiveness [9–11] and energy cost
[12–14]. It is found that the user behaviors and service activities affect the network traffic
[15], and then affect the network performance indicators [16–18]. In the future appli-
cation scenarios, the most concerned performance indicators include quality of service
[19–22], quality of experience [23–26], spectral efficiency [27–30] and effective capacity
of channel [31–35]. Based on these researches, transmitter could choose optimal policy.
However, in mobile communication, a channel observation is essential before channel
selection because of the time-varying channel state. Therefore, the regret is proposed to
evaluate the effective of channel selection which actually affects the schedule scheme
[36–39].

The system’s regret index is defined to measure the system stability [36]. In mobile
communication, the real statistics of state of time-varying channel is usually unknown.
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The regret index compares the backlog with a controller select the policy based on
observed statistics and the backlog under a controller that knows the best policy. This
problem is known as a stochasticmulti-armed bandit problem. The regret bound is drawn
in [37]. Some practical policies have been studied for a long time to deal the multi-armed
bandit problems [38]. Under fixed arrival rate and service rate, the boundary of regret is
obtained in [39].

To reduce the regret, transmitter could evaluate the candidate channels during idle
period. Through the channel estimation, transmitter can select optimal channel. The
effect of channel estimations is affected by the length of idle period. In some situations,
a controller begins to observe the channel state after a flow arrives in the queue. Therefore
it also needs to estimate channel in busy period. A short observation period might lead
to wrong decision while long observation period wastes time. In this paper, we design a
simulation to explore how observation period affects the latency. In our simulation, the
capacity of channel state is treated as service rate. Considering the different transmission
rate between backbone network and edge network, we assume that all packets have
arrived into the queue of edge network.

The paper is divided as six sections. In the second section, we give the systemmodel.
The algorithm and simulation results analysis is given in the third section. We conclude
in the fourth section.

2 System Model

This channel observation problem is similar to the traditional bandit algorithms. The
multi-armed bandit problem is a problem in which a fixed limited set of resources need
to be allocated between alternative choices in a way that maximizes their expected gain
[38]. The choice’s stochastic properties are unknown at the time of allocation, and the
allocation must be made under observation. As time passes, we can better evaluate the
choices. However, lose time to treat the backlogged queue in transmitter. The good
scheduling policy must make trade-off between observation time and dealing time. Dur-
ing the initial periods, we can select a candidate service to observe. When controller
learns accurate channel state, we can select the optimal one. However, it is difficult to
find the precise time point to stop observation. The main issue is that the it should be
shorter or longer than the optimal observation time. Which policy cost more time?

In this problem, the total time T is the sum of time T1 and time T2. Time T1 is the
time of the test phase, which is used to count the time spent in the test period. Time T2
means the service phase of processing packets. T can be used as the main criterion, can
be written as:

T = T1 + T2 (1)

During the period of T1, Si(t) is the service rate of the i th server at the t th time slot
which is treated as 1 with the probability u, otherwise as 0,

Si(t) =
{
1, with probability u
0, with probability 1 − u

. (2)
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In this paper, the controller does not know the values of u and must therefore use
observations of Si(t) to identify u∗

i . The Ci(t) is defined as:

Ci(t) =
{
1, the ith server is selected to test at tth time slots
0, otherwise

. (3)

We assume that the controller tests u∗
i through Si(T), and Ci(t) means the total number

of times the server is tested in time T1, so that the test value that is infinitely close to the
true service rate can be calculated.

u∗ =
∑T1

t=1 Si(t)∑T1
t=1 Ci(t)

(4)

Then, through the u∗
i , we can choose the best server to serve the packets.

3 Simulation and Analysis

3.1 Algorithm

The algorithm we adopt in simulation is shown in Fig. 1. The algorithm uses T1 time
slots to observe the service rates of channels. In T2 period, the channel with best service
rate u∗

i observed in T1 time slots to proceed the packets in blogged queue. The algorithms
are presented as followed (Fig. 2):

Step1 While (queue is not empty)
Step2 If (Time < )
Step3 Select next channel to test;
Step4 Observe the selected channel;
Step5 Update the service rate of observed channel;
Step6 Time++;
Step7 else
Step8 Select randomly a channel from the set of servers with highest rate ;
Step9 Decide randomly whether deal with the packet according to real 

service rate;
Step10 If(the selected channel works at current time slot)  
Step11 length of blogged queue --;
Step12 End if
Step13 Update the service rate of the selected channel;
Step14 End if
Step15 End while

Fig. 1. Simulation algorithm1
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Step1 While (queue is not empty)
Step2 If (Time < )
Step3 Select next channel to test;
Step4 Observe the selected channel and processing packets ;
Step5 Update the service rate of observed channel;
Step6 Time++
Step7 else
Step8 Select randomly a channel from the set of servers with highest rate ;
Step9 Decide whether transmit the packet according to real service rate;
Step10 If(the selected channel works at current time slot)  
Step11 length of blogged queue --;
Step12 End if
Step13 Update the service rate;
Step14 End if
Step15 End while

Fig. 2. Simulation algorithm2

3.2 Simulation Parameters

We make two simulations, the simulation parameters are listed in Table 1.
In these two simulations, we have 5 candidate channels with a service rate range from

0.3 to 0.7 similarly. Both the T1 time increase 5 at each test from 10 to 400. Therefore,
there are 79 tests in each simulation. And each test last 100 times under the fixed T1
time.

Table 1. Simulation parameters.

Parameter name Value of parameter in simulation 1,2

Number of data packet in blogged queue at beginning 10000

T1 range (time slots) [10–400]

Increasing of time slots in T1 time range for each test 5

Number of candidate channels 5

Service rates of channel 1 0.3

Service rates of channel 2 0.4

Service rates of channel 3 0.5

Service rates of channel 4 0.6

Service rates of channel 5 0.7
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3.3 Simulation Results

The simulation1 results are shown in Fig. 3 where the transmitter does not deal with the
packets of blogged queue at observation period.

Fig. 3. Total transmission time in Simulation1 (horizontal axis unit is T1 time slot, vertical axis
unit is ln(T1 + T2))

The simulation 2 results are shown in Fig. 4 where the transmitter send packets in
blogged queue while it observes the channel state.

Fig. 4. Total transmission time in Simulation2 (horizontal axis unit is T1 time slot, vertical axis
unit is ln(T1 + T2))

In Fig. 3, with the increase of test period, the ln(T1 + T2) drop down at first stage
and the total transmission time gradually changes from fluctuation to stability at second
stage. With the increase of T1 time, the observed service rate becomes more accurate,
so that the controller can make better decision to reduce the total time.
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In Fig. 4, with the increase of period, the ln(T1 + T2) experience a similar reducing
in the test stage and the downward trend also disappear at the second stage. The total
transmission time is shorter than simulation 1, because the packet processing is also
carried out in T1 time.

From these two simulations, we can know that if the test period is not sufficient
the controller have no chance to observe other candidate channels in the beginning
of T2. When T1 reaches a certain value, the controller can make optimal decision. In
transmission time T2 the controller can also observe the service rate of selected channel,
and it have chance to change channel if the observed service rate drop down.

4 Conclusion

In this paper, through observing the simulation, we can find that the total dealing time
decreases obviously in the early stage, and gradually becomes stable when it reaches a
special point. After this point, the increase of T1 does not cause a suddenly increase of
total transmission time. Therefore, the test period should be longer in the situation that
the best test time is difficult to obtain.

In practical engineering, the channel observation period can be set longer. For future
research, the optimal observation should be investigated.
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Abstract. Machine reading comprehension is a classic issue artificial intelli-
gence. It is a key technology in the next generation search engine and intelligent
interactive service. The traditional methods usually work in a small scale of data
sets. The traditional system cannot meet the emerging demand. Deep learning
and cloud computation have ability to deal with the large scale data sets. In real
scene, the parameters affect the performance of machine reading comprehension
task. In this paper, we analyze how the parameters of deep neural network affect
the machine reading comprehension. The experiment results show that the per-
formance is only sensitive to a few parameters which should be key point for
engineers.

Keywords: Machine reading comprehension · BiDAF · Bleu · Rouge-I ·
Parameter analysis · Deep learning

1 Introduction

The rapid development of 5G and artificial intelligent technologies lead to the possibil-
ity of complex human-machine interaction in mobile real-time environment. The current
communication researches focus on improving some key performance, such as energy-
efficiency [1–3], spectral-efficiency [4–7], traffic flow optimization [8–11], and QoS
guarantee [12–15]. To meet the requirements of different services in a large number of
fields, some special optimization strategies are proposed [16–18]. The new strategies can
effectively improve the user experience [19–22] in the basis of user behavior analysis
[23, 24] and traffic prediction [25, 26]. However, for some special human-machine com-
munication services, the user experience is not like the traditional service that is affected
by only the effective capacity of links [27–30]. The cloud computation capacity, data
set quality, and interactive algorithm can also affect the end user experience [31]. With
limited computation capacity, the algorithm efficiency is important for user experience
improvement. And a lot of parameters might cause performance fluctuation [32–34].

In this paper, we investigate how the deep learning parameters affect the performance
on DUREADER that is an open-access Chinese machine reading comprehension data
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set. Compared with the previous MRC data set, DUREADER has the following char-
acteristics. 1) All questions and original texts are actual data collected from the Baidu
search engine data and Baidu community; 2) The data set contains both a large number
of right and wrong samples that were rarely studied before; 3) Each question corre-
sponds to multiple answers. As the largest Chinese MRC data at present, DUREADER
set contains 200K questions, 1000K original texts and 420k answers.

2 BiDAF Model

In the process of machine reading comprehension, we will give a question (q) and one or
more paragraphs (P) / document (d), and then use the machine to find the correct answer
(a) in the given paragraphs, that is, q+P or D= >A. machine reading comprehension is
one of the key tasks in natural language processing (NLP), which requires themachine to
have a deep understanding of the language to find the correct answer. We adopt paddle-
fluid as tools to implement the classic reading comprehension model – BiDAF [35] on
DUREADER [36].

The model diagram is shown in Fig. 1.

Fig. 1. The model diagram [35].

The model is a multi-layer process with six layers of network [35].

(1) Character embed layer: Mapping each word to vector space with character level
CNN.

(2) Word embed layer: Using the pre-trained word embedding model, each word is
mapped to a vector space. After embedding and splicing characters and words,
input them to a double-layer highway network, and the output is two d-Dimension
vectors [37]. Mark the output of the original as X ∈ Rd∗t , and the output of the
question as Q ∈ Rd∗t [35].
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(3) Context embed layer: Use context clues of surrounding words to refine the embed-
ding of words. The first three layers are applied to both the question and the
original.

(4) Attention flow layer: The question vector is coupled with the original vector, and
a set of feature vectors related to the question is generated for each word in the
original. The above three layers are mainly used to extract information of different
levels and granularity from text and query, and this layer is used to link and integrate
text and query information [38].

(5) Modeling layer: Use RNN to scan the entire text. The input of this layer of network
is the output G of attention flow layer (a text word representation of query aware).
The whole network can capture the relationship between text words based on the
query. This is different from the contextual embedding layer, which is not based on
queries to capture the relationship between text words.

(6) Output layer: Output answers corresponding to questions. The output layer is a
specific network structure. The BIDAF network allows you to modify the output
layer according to specific tasks, but keep other layer structures. So we set up a
specific output layer for QA tasks.

3 Experiment and Analysis

Through the experimental study of machine reading, the parameters (learning rate,
weight decay, hidden size, embedded size) in themodel are tested to see how the changes
of parameters affect the running results and performance (bleu-4, rouge-l) [39, 40]. First,
the following parameters are introduced:

(1) Learning rate: the size of learning rate. The type is float. The default value is 0.001.
(2) Weight decay: weight attenuation, type is float, default is 0.0001.
(3) Hidden_size: the size of running hidden units. The data type is int, and the default

is 300.
(4) Embed_size: the dimension of the embedded table. The data type is int, and the

default value is 300.

The following is the calculation formula and meaning of the result:
The full name of Bleu is bilingual evaluation understanding. The score range of Bleu

is 0–1. The closer the score is to 1, the higher the quality of translation. Bleu is mainly
based on precision. The following is the overall formula of Bleu [39]:

BLEU = BP × exp

(
N∑
n=1

Wn × logPn

)

BP =
{

1, lc > lr
exp

(
1 − lr

/
lc

)
, lc ≤ lr

(1)

Bleu needs to calculate the accuracy of translation 1-g, 2-g, …, n-gram. PN in the
formula refers to the accuracy of n-gram. Wn refers to the weight of n-gram, which is
generally set as uniform weight, that is, for any n, WN = 1/n [4]. BP is the penalty
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factor, if the length of the translation is less than the shortest reference translation, then
BP is less than 1. LC is the length of machine translation, LR is the shortest length of
reference translation sentence. Bleu’s 1-g accuracy indicates the degree of faithfulness of
the translation to the original, while other n-grams indicate the fluency of the translation.

The full name of the rouge indicator is “recall oriented under study for giving eval-
uation”, which is mainly based on the recall rate. Rouge is a commonly used evaluation
index of machine translation and abstracts of articles, which is proposed by Chin yew
Lin. Four Rouge methods are proposed in this paper [40]: 1) Rouge-n: calculate the
recall rate on n-gram. 2) Rouge-l: the longest common subsequence between machine
translation and reference translation is considered. 3) Rouge-w: improved rouge-l to
calculate the longest common subsequence by weighted method.

In this paper, we employ the rouge-l method. L in rouge-l refers to the longest
common subsequence (LCS). The calculation formula is as follows:

RLCS = LCS(C, S)

len(S)

PLCS = LCS(C, S)

len(C)

FLCS =
(
1 + β2

)
RLCSPLCS

RLCS + β2PLCS

(2)

RLCs in the formula represents the recall rate, while PLCs represents the accuracy
rate, and FLCs is the rouge-l. Generally, beta is set to a large number, so FLCs only
considers RLCs (recall rate) [5]. Note that if the beta is large, then f will pay more
attention to r than P. see the formula below. If the beta is large, then PLCs is negligible
[40].

1

FLCS
= 1(

1 + β2
)
PLCS

+ β2

(1 + β2)RLCS
(3)

Next is the test chart of the experimental parameters:
The experimental parameters are listed in Table 1, 2, 3 and Table 4.
The test result are shown in Fig. 2.
It can be seen from the figure that different parameter changes cause different levels

of fluctuation. It shows that the changes of learning_rate andWeight_decay cause a non-
monotonous fluctuation. Engineers should paymore attention to adjust these parameters.
And someparameters, such as hidean_size, does not cause acute performancefluctuation.
The developer noly need to avoid the worst point.
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Table 1. Learning_rate experimental parameters.

Learning_rate Bleu-4 Rouge-L

0.00022 0.301159816 0.335547702

0.000222 0.327446346 0.349522438

0.000223 0.310633997 0.343745255

0.000224 0.309503916 0.345074965

0.00022425 0.314377135 0.3490552

0.0002245 0.300811443 0.341126438

0.000225 0.299887976 0.346905289

0.00023 0.275785047 0.325982007

0.00024 0.305897563 0.338380032

0.00025 0.260849998 0.326924794

Table 2. Weight_decay experimental parameters.

Weightdecay Bleu-4 Rouge-L

0.0002 0.268626609 0.332181801

0.000225 0.254432416 0.332603854

0.00025 0.268450285 0.336462598

0.000275 0.301540809 0.355285356

0.0003 0.273552474 0.340523308

0.000325 0.253350986 0.333022634

0.00035 0.280247462 0.334507126

0.000375 0.272113977 0.337251798

0.0004 0.301491039 0.344305035

0.000425 0.318691688 0.355967577

0.00045 0.246738094 0.329907082

0.000475 0.285758484 0.346616667

0.0005 0.268979783 0.336884469
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Table 3. Hidden_size experimental parameters.

Hiddensize Bleu-4 Rouge-L

300 0.287737556 0.342004994

350 0.297440165 0.347887622

400 0.174288674 0.30164207

450 0.303693193 0.35553517

500 0.273745151 0.339456535

550 0.293851017 0.341371026

600 0.317234853 0.353995966

650 0.318028688 0.3578506

700 0.303053313 0.34409938

750 0.290282375 0.34627556

Table 4. Embed_size experimental parameters.

Embedsize Bleu-4 Rouge-L

300 0.274609626 0.343514817

350 0.275633768 0.342759499

400 0.268605629 0.338488701

450 0.27385542 0.336640192

500 0.308942148 0.351445457

550 0.247504463 0.332083785

600 0.250511795 0.320621626

650 0.276932374 0.339581689

700 0.309809729 0.349099037

750 0.298543118 0.346263549
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(c) Hidden_size

(d) Embed_size

(a)  Learning_rate 

(b) Weight_decay

Fig. 2. Parameters and performances.
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4 Conclusion

Through the experiments, it is found that the parameters used in machine reading affect
the accuracy and time efficiency in different way. For each parameter, we need to have
different adjust strategy. Some parameters cause periodical fluctuation, we only need to
adjust in a small interval. For the parameter that causes a flat performance change, we
only need to find the worst point and avoid it. The main work is to adjust the parameters
that cause irregular performance fluctuation.

Acknowledgements. This work is partly supported by Jiangsu major natural science research
project of College and University (No. 19KJA470002).
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Abstract. The brands associated with characteristic agricultural products reflect
the quality, advantages, and culture of regional products; these brands affirm the
regional characteristics and advantages of specific agricultural products. Exploring
the path to building the brands of characteristic agricultural products helps provide
a reference for transforming the advantages of existing resources into competi-
tive advantages for the southwest region. This can further enhance the level of
brand development of characteristic agricultural products. This study investigated
the factors influencing characteristic agricultural product brands, constructed a
theoretical model for brand building for characteristic agricultural products, and
conducted an empirical studyon themechanism formingof the brands of character-
istic agricultural products in southwestern China using a structural equationmodel
(SEM). The empirical results show that in descending order of importance, the fac-
tors influencing the regional brand reputation are: geographical resource endow-
ment, management, regional culture, and government support. The geographical
resource endowment and regional culture factors influence regional brand reputa-
tion through management. The intermediary effect of management is significant
in the corresponding path, and serves as the core driving force to advance the
reputation of the regional brand. The intermediary effect of government support
is not significant in the corresponding path.

Keywords: Brand building · Characteristic agricultural products · Regional
brands of agricultural products · Reputation of regional brands

1 Introduction

By 2019, Document No. 1 of the CPC Central Committee had focused on “agriculture,
rural areas and farmers” for 16 consecutive years. In the context of a new era of devel-
opment, a new development direction has been proposed to develop characteristic rural
industries and agricultural product brands. Brand building for characteristic agricultural
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products is a driving force for agricultural industry development, and is an important
way to realize the sustainable agriculture development. Building brands for characteristic
agricultural products supports improvements in agricultural efficiency, farmer income,
and rural development. All of these are of great significance to the development of the
agricultural economy in southwest China.

Researchers have investigated the influencing factors associatedwith the brand build-
ing of agricultural products from the perspectives of competitiveness, building strategy,
and the value chain. Some researchers have focused on the brand competitiveness of
agricultural products. Using geographic indicators and collective trademarks supports
the standardization of regional brands, and the comprehensive use of marketing strategy
supports improvements in regional brand competitiveness [1]. Six factors influence eval-
uations of brand competitiveness with respect to agricultural products: resource-based
capacity, industrial development capacity, organization and management ability, brand
innovation ability, marketing ability, and brand equity ability [2]. Brand resources, brand
foundation, brand support, and brand development are several important factors influenc-
ing the regional brand competitiveness of agricultural products [3]. Some scholars have
highlighted research about brand building strategies related to agricultural products. As
an example, brand building strategies related to agricultural products can be specific to
tea industry. The product and brand personality promote the brand building of the tea;
the brand culture improves the brand reputation; and the level of management plays an
important role in advancing the brand building of tea [4]. Relevant factors include the
brand strategy concept for the agricultural product brand, the innovative brand market-
ing strategy on the Internet, the material basis of industrial thinking for the agricultural
product brand, and government functions. All of these factors support improvements in
the core competitiveness of agricultural products, and promoting the strategic manage-
ment of agricultural brands [5]. Other scholars have researched the brand building of
agricultural products from a value chain perspective. Internal brand building and exter-
nal communication create a joint brand building framework of characteristic agricultural
products. Establishing the brand value chain for characteristic agricultural products helps
build a platform for stakeholders inside and outside the enterprise. This provides con-
sumers with a unique psychologically-based added value through interaction, enhancing
the long-term core competitiveness of characteristic agricultural enterprises, and pro-
moting sustainable development [6]. From the perspective of the industrial value chain,
the three aspects of brand value components, brand value innovation, and advertising,
serve as a point of action. This strengthens the brand image building of agricultural
products and the exploration and analysis of a brand building strategy for agricultural
products [7].

In summary, researchers have conductedwide and fruitful investigations on the brand
building of agricultural products, with a range of research results. Previous studies on the
brand building of agricultural products have laid a foundation for this study, providing
a basis for measuring the effect of relevant factors on the formation of regional brand
reputations in China. Few studies have addressed characteristic agricultural products
in southwest China, and the relevant existing studies are mostly qualitative, with fewer
empirical studies focusing on brand building paths. Based on this, this study focused
on the characteristic agricultural products in Southwest China, establishing a structural
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equation model (SEM) to conduct an empirical analyses of the region’s or products’
brand building path to apply the research results to practice. This also provides a useful
reference for the development of characteristic agriculture in China.

The structure of the remaining part of this article is as follows: The second part is a
literature review and research hypothesis. It mainly elaborates five latent variables such
as geographic resource endowment, regional culture, government support advantages,
management advantages and regional brand reputation.to provide the basis for the theo-
retical model; the third part is the research design, which mainly introduces the sample
source and data collection, as well as the measurement of variables; the fourth part
conducts empirical analysis of the article, first conducts the reliability and validity test,
and then analyzes and discusses the empirical results; The fifth part is the conclusion
and enlightenment, summarizes the results of the previous research, and puts forward
corresponding countermeasures and suggestions on this basis.

2 Literature Review and Research Hypotheses

2.1 Geographical Resource Endowment, Regional Culture, and Regional Brand
Reputation

Producing agricultural products is characterized by regionalism and resource depen-
dence. Product quality is closely related to a region’s environment and resources. The
close relationship between the products and regions, unique geographical features, com-
petitive resource advantages, and the origin effect form a connectionwith the humanities.
The regional brand of agricultural products formed based on this is regionally specific
with distinctive geographical characteristics [8, 9]. Under different geographical envi-
ronments and natural conditions, a cultural characteristic is formed with a significant
geographical location correlation. This is known as regional culture [10]. Due to the dif-
ferent geographical environments in different regions, the resulting regional culture also
has its own characteristics and is relatively independent. Thus, geographical resource
endowment can advance the formation of regional culture. Based on this, this study
proposed the following hypothesis:

H1: Geographical resource endowment has a positive influence on regional culture.
Regional factors influence the regional brand of characteristic agricultural products;

this involves the factors of regional natural resources and regional culture. The produc-
tion of agricultural products depends highly on the condition of the regional natural
geography resources [11]. Agricultural development is the outcome of the integrated
development of nature and economy. This is because biological resources and natu-
ral resources form the foundations of a region, and natural resource endowments can
strengthen the regional characteristics of agricultural product brands [12]. The develop-
ment and expansion of many agricultural product brands with geographical indicators
are closely related to the endowed factors in a region, including the superior ecolog-
ical environment, abundant natural resources, and sound humanistic conditions. The
“geographical” conditions of locations play a positive role in advancing characteristic
agricultural products. Specifically, geographical resource endowment advances the qual-
ity of characteristic agricultural products, and enhances brand reputation and attraction
[13]. Based on this, the study proposed the following hypothesis:
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H2: Geographical resource endowment advances the formation of regional brand
reputation.

One of the main factors influencing the local characteristic development of regional
agricultural product brands is the humanistic environment in a region [14]. A region’s
agricultural product brand and the regional culture are inseparable. As such, develop-
ing regional agricultural product brands should be based on the region’s characteristic
culture. To better advance brand development, the local government and regional media
should attach importance to expanding the influence of a characteristic culture in a region.
This should strengthen people’s understanding and good feelings about the regional cul-
ture. This in turn builds the brands of agricultural products [15]. The inheritance and
accumulation of regional culture and history is the basis for the regional brand forma-
tion of agricultural products. This deepens the connotation of the regional brand, shapes
the unique brand culture, strengthens the regional brand image of agricultural products,
and advances the popularity and reputation of agricultural products. On this basis, the
following hypothesis is proposed:

H3: The regional culture promotes the formation of regional brand reputation.

2.2 Geographical Resources, Regional Culture, and Government Support

Geographical resources are an important material basis for the government to support
regional agriculture. Resource endowment affects the development of family farms and
serves as an important factor influencing government intervention and support strategies
[16]. The brands of local characteristic agricultural products are formed by relying on
natural resources, with the subsequent comprehensive application of social resources,
such as government support, labor force, capital, and technical progress [17]. While
cultivating and developing industries in regions with abundant resources, the central
government should consciously guide the process by implementing targeted financial
subsidy policies and other mechanisms [18]. Conducting in-depth investigations on local
geographical factors, resource factors, industrial basis, and other factors is important
for planning support. Determining the advantages and disadvantages of geographical
locations helps maximize the advantages of local resources and strengthens the support
and cultivation of key industrial clusters by relying on the advantages associated with
local industries [19]. Government support is based on natural resources, which in turn
influence the implementation of government policies. That is, the more abundant the
resources are, the more the government should strengthen policy guidance and support.
Based on this, the study proposed the following hypothesis:

H4: Geographical resource endowment positively influences the advantages of
government support.

Regional culture supports the distinctive differential positioning of regional brands of
characteristic agricultural products. Amore prosperous cultural industry indicates better
economic benefits, attracting larger investments. The development of cultural industry
is an important factor attracting investment, and its stable development mainly benefits
from government support [20]. Regional culture positively impacts regional develop-
ment, affecting government policymaking and the provision of public services. This
provides “rooted soil” for the development of cluster brands. Culture is a spiritual force
that can stimulate the internal cohesion of cluster enterprises, realizing a better division
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of labor and coordination between upstream and downstream enterprises, promoting
the development mode of enterprise brands [21]. Based on this, the study proposed the
following hypothesis:

H5: Regional culture positively influences the advantages of government support.

2.3 Government Support and Regional Brand Reputation

Motivating regional brand development mainly comes from resource factors and system-
related factors. The key to developing regional brands lies in attention and strong support
from regional administrative leaders [22, 23]. Developing regional brands is the result
of joint efforts made by many stakeholders. Government management and coordina-
tion are essential for the joint efforts that support regional objectives, convey consensus
information, and form regional identification in a bid to restrain opportunistic behav-
iors of enterprises and stakeholders [24]. The government is the main body leading the
development of regional agricultural product brands. As such, the government should
strengthen its macro-control, and optimize regional planning of famous agricultural
products. In the process of integrating unique agricultural product into regional brands,
regional brands can influence the government’s behavior. The government’s behavior can
gradually strengthen regional brand development. Government behavior leads to differ-
ent new brand values for regional brand development at different stages. The increased
brand value benefiting from the government behavior will gradually accumulate with
brand development [25]. Local governments advance the formation and development of
regional brands by formulating brand strategy, policy guidance, and normative constraint
[26]. Based on this, the study proposed the following hypothesis:

H6: The advantage of government support promotes the formation of regional brand
reputation.

2.4 Geographical Resource, Regional Culture, and Business Management

Geographical resource endowment is a necessary condition and material basis for the
formation of agricultural industry clusters. These directly impact the formation and
development of agricultural industrial clusters. Effective management is an essential
part of characteristic agriculture, relying on abundant natural resources. Characteris-
tic agriculture is a large chain involving the natural environment, infrastructure, raw
material, marketing, logistics distribution, and business management. Conducting uni-
fied management and scientific planning can effectively avoid disordered production.
Therefore, the scientific planning and distribution of characteristic agriculture in regions
where ethnic groups have a small population should be strengthened, and the develop-
ment of characteristic agriculture should be under the unifiedmanagement of the regional
agricultural sector [27]. A scientific management mode plays a crucial role in building
agricultural product brands in regions with relatively abundant resources. Based on this,
the study proposed the following hypothesis:

H7: Geographical resource endowment positively influences the advantages of
business management.

Regional brands often have profound regional culture connections, and this culture
may be strongly independent. In many ways, this means that the regional branding
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strategy is based on the individuals’ and organizations’ cultural cognition of regional
branding [28]. Integrating natural resources and regional culture, and conducting inten-
sive joint management of regional agricultural product brands can support the formation
of effective mechanisms for managing agricultural regional brands. In addition, they lay
foundations for gathering and optimizing high-quality regional agricultural resources,
and advance regional agricultural product brands to gradually develop into a better
system design, with higher a popularity and reputation [29]. Based on this, the study
proposed the following hypothesis:

H8: Regional culture positively influences the advantages of business management.

2.5 Management and Reputation of Regional Brands

Innovating the operatingmechanism and expanding leading enterprises can help advance
the development of characteristic agriculture in the ethnic areas of southeast Chongqing
[30]. Enterprises can optimize the allocation of regional resources in the process of build-
ing regional brands, and can play an important role in enhancing the regional competitive
advantages and advancing improvements in regional brand performance [31]. Moreover,
one side cannot complete the building andmanagement of agricultural product brands; it
must be a systematic project. Building a coordinated “four-in-one” management mech-
anism, with clear responsibilities among the main bodies of regional agricultural prod-
uct brands, supports the formation of an overall joint force to promote regional brand
development [32]. Based on this, the study proposed the following hypothesis:

H9: The advantage of business management advances the formation of regional
brand reputation.

Based on the hypotheses above, Fig. 1 presents the theoretical model studied in this
paper:

H4

H1

H2

H3

H5

H6

H7

H8

H9

Geographical resource
endowment

The advantage of government support

The advantage of business management

Regional culture

Regional brand reputation

Fig. 1. A theoretical model for the brand building of characteristic agricultural products

3 Study Design

3.1 Sample Source and Data Collection

The subjects for this study were from southwest China, including Yunnan, Guangxi,
Guizhou, Sichuan, and Chongqing. The characteristic agricultural products in southwest
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China were selected as the research object; the specific investigation subjects included
staff from the government, agricultural enterprises, agricultural industry associations,
and other departments and units, farmers and consumers. This fully represented the
relevant personnel using and managing characteristic agricultural products in the region.
A total of 354questionnaireswere collected in this investigation; 270questionnaireswere
considered valid through screening and verification, reflecting a recovery efficiency of
76.3%.

3.2 Variable Measurement

To ensure the reliability and validity of the measurement scales, related studies by for-
eign researchers were used for reference. In the specific operational process, the scales
were translated from the foreign language and then back-translated by professionals,
and then their Chinese versions were provided to guarantee the reliability and validity
of the scales. The complete questionnaire for this study consisted of two parts. These
parts included variable and item designs, as well as 5 identification items and neces-
sary text descriptions. The questionnaire involved 5 constructs: geographical resource
endowment, regional culture, government support advantages, business management
advantages, and regional brand reputation. A 7-level Likert scale was adopted for the
item design. The numbers from 1 to 7 indicated an increase of the degree of agreement,
with “1” denoting “strongly disagree,” and “7” denoting “strongly agree.”

Geographical Resource Endowment. A study by Zhou Xinde, Li Deli, and Song Liy-
ing was used as a reference for this scale. The measurement scale had 5 items developed
by Yu Yan et al. [33], including items such as “the local climate, soil, water and soil,
geography and other conditions for the growth of the agricultural products are advanta-
geous” and “clusters help optimize variety structures and develop the varieties of high
value-added products.” The Cronbach’s α coefficient for the internal consistency of the
variables was 0.893.

Regional Culture. This measurement scale included 4 items developed byYuYan et al.
[33] The scale included items such as “unique cultural customs, lifestyles, and national
culture have been formed in the cultivation, processing, and consumption of agricul-
tural products in the region” and “the government has developed a series of traditional
and characteristic cultural activities focused on the local agricultural product culture to
enhance the reputation.” The Cronbach’s α coefficient for the internal consistency of
variables was 0.897.

The Advantage of Government Support. This study adopted the measurement scale
developed by Zhang Chuantong. [29] The scale included 15 test items from three
dimensions: policy support service, development design, and regional marketing. Items
included the items “actively improving the layout and planning of agricultural industry,”
“implementing a famous-brand strategy and making a development plan for regional
brands of agricultural products,” and “actively promoting evaluation, publicity and rec-
ommendation of regional brands of agricultural products.” The Cronbach’s α coefficient
for the internal consistency of the variables was 0.925.
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The Advantage of Business Management. The measurement scale developed by
Zhang Chuantong [29] was adopted, including 16 test items from four dimensions:
brand licensing, oversight standard, service guidance, and marketing promotion. These
includes items such as “actively promoting management certification, quality certifi-
cation, product certification, etc.,” “establishing a relatively perfect brand application
authorization system,” “actively providing services such as technical rights protection,
packaging anti-counterfeiting, logo management, etc.,” and “actively carrying out the
application for regional famous brand and well-known brand certification of agricul-
tural products.” Cronbach’s α coefficient for the internal consistency of the variables
was 0.937.

The Regional Brand Reputation. Regional brand formationwas denoted by a variable
index for regional brand reputation [21]. The measurement scale revised by Chhaudhuri
[34] was adopted, including 5 items, including “this brand is influential” and “this brand
has a good reputation.” Cronbach’s α coefficient for the internal consistency of the
variables was 0.936.

4 Empirical Analysis

4.1 Reliability and Validity Test

The software packageSPSS22.0was used to assess the relationship between the variables
reflected in questionnaire data. A reliability test on the questionnaires was conducted
using the coefficient method; Table 1 shows the test results. The KMO and Bartlett
spherical test value was 0.929; this shows that the correlation between variables was
good, and the data were suitable for factor analysis [35]. The Cronbach’s α coefficient
for the overall questionnaires was 0.941, indicating the variables had high reliability.
The values for the average variance extracted (AVE) of each variable all exceeded 0.5,
indicating the measurement model had good convergence validity. The square root of
AVE of each variable was consistently greater than the correlation coefficient between
this variable and the other variables. This indicated there were significant differences
between different potential variables. The measurement variables in this study had better
discriminant validity (as shown in Table 2).

Table 1. KMO and Bartlett spherical test.

KMO 0.929

Bartlett sphericity
test

Chi-square 3763.034

Degree of freedom 210

Significance 0.000
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Table 2. Correlation coefficient of each variable and AVE square root.

AVE Geographical
resource
endowment

Regional
culture

The
advantage of
government
support

The
advantage of
business
management

Regional
brand
reputation

Geographical
resource
endowment

0.632 0.795

Regional
culture

0.686 0.513** 0.828

The
advantage of
government
support

0.740 0.498** 0 .561** 0.860

The
advantage of
business
management

0.792 0.509** 0.554** 0.665** 0.890

Regional
brand
reputation

0.745 0.556** 0.544** 0.546** 0.638** 0.863

Note: The diagonal line denotes the square root of AVE; and ** denotes that the correlation is
significant at 0.01 (bilateral test)

4.2 Analysis and Discussion on Empirical Results

Structural Model Test
In this study, the software package SPSS 22.0 and the software package Mplus 7.4 were
used to conduct the statistical analysis. When the sample size is relatively small, but
there are too many measurement items, the original items cannot be used for modelling.
Therefore, before using software Mplus 7.4 for analysis, the measurement items were
packaged using the balance method to avoid larger parameter estimation bias [36]. After
processing, the advantage of government support included three items, and the variable
for the advantage of operation and management included four items. In combination
with the conceptual framework and research hypothesis proposed above, softwareMplus
7.4 was used to conduct a model fitting test on the brand building path of characteristic
agricultural products in southwest China. Figure 2 shows the resulting structural equation
model.

Table 3 shows the test results of structural equation model M. The corresponding
model adaptation indices are as follows: the value for χ2/df is 2.29; RMSEA = 0.069;
SRMR = 0.053; CFI = 0.937; and TLI = 0.926. Each index shows a good model fit.
The results in Table 3 show that model M effectively explains the data. This can be used
to research the brand building path associated with characteristic agricultural products
in southwest China inhabited by ethnic groups.
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Fig. 2. Standardized structural equation model M.

Table 3. Test results of standardized structural equation model M.

Fitting
coefficient

χ2 df χ2/df TLI SRMR CFI RMSEA

Statistic 411.889 180 2.29 0.926 0.053 0.937 0.069

Preliminary fit
criteria

n/a n/a 0–5 >0.90 <0.08 >0.90 <0.08

Table 4 shows the test results from the standardized structural equation model M.
The p-value for the relationship between regional culture and regional brand reputation is
0.440 (p-value of> 0.05), leading to the rejection of H3. The p-value for the relationship
between the advantage of government support and regional brand reputation is 0.469 (p-
value of> 0.05), leading to the rejection of H6. Hypothesis H1 was supported, with a ß-
value between geographical resource endowment and regional culture of ß= 0.567, and
a p-value of< 0.001. Hypothesis H2 was also supported; the ß-value for the relationship
between geographical resource endowment and regional brand reputationwas ß= 0.173,
with a p-value of< 0.05.HypothesisH4was supportedwith a ß-value for the relationship
between geographical resource endowment and the advantage of government support of
ß = 0.354, and a p-value of< 0.001. Hypothesis H5 was also supported, with a ß-value
for the relationship between regional culture and government support of ß = 0.337, and
a p-value of< 0.001. Hypothesis H7 was also supported, with a ß-value for the relation-
ship between geographical resource endowment and the advantage of business manage-
ment of ß = 0.476, with a p-value of < 0.001. Hypothesis H8 was also supported, with
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the ß-value for the relationship between regional culture and the advantage of business
management of ß = 0.553, and a p-value of < 0.001. Finally, H9 was supported, with a
ß-value for the relationship between the advantage of business management and regional
brand reputation of ß= 0.542, and a p-value of< 0.001. Therefore, H1, H2, H4, H5, H7,
H8, and H9 were supported and H3 and H6 were not.

Table 4. Estimate and test results on the path of Model M.

Path Estimate S.E. C.R. P

Geographical resource endowment → Regional culture 0.567 0.048 11.736 ***

Geographical resource endowment → Regional brand
reputation

0.173 0.074 2.360 *

Regional culture → Regional brand reputation 0.070 0.091 0.773 0.440

Geographical resource endowment → The advantage of
government support

0.337 0.075 4.506 ***

Regional culture → The advantage of government
support

0.553 0.071 7.761 ***

The advantage of government support → Regional brand
reputation

0.090 0.124 0.724 0.469

Geographical resource endowment → The advantage of
business management

0.354 0.071 4.978 ***

Regional culture → The advantage of business
management

0.476 0.069 6.926 ***

The advantage of business management → Regional
brand reputation

0.542 0.094 5.762 ***

Note: * denotes p < 0.05; ** denotes p < 0.01; and *** denotes p < 0.001

Effect Analysis
Geographical resource endowment and regional culture affected regional brand repu-
tation through government support and business management. Business management
and government support directly affected regional brand reputation. Table 5 shows the
values associated with the effect of each potential variable on regional brand reputation.
The total values of the effects of geographical resource and regional culture on regional
brand reputation were 0.610 and 0.467, respectively. Business management and gov-
ernment support directly affected regional brand reputation, with total effect values of
0.090 and 0.542, respectively. As such, the four factors affecting regional brand reputa-
tion, in increasing order of influence, were geographical resource endowment, business
management, regional culture, and government support.

The model’s path analysis results shows that geographical resource endowment and
regional culture enhanced regional brand reputation through the advantage of govern-
ment support and the advantage of business management, respectively. To further verify
the intermediary effect of government support and business management, the Bootstrap
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Table 5. Direct effects of each potential variable on regional brand reputation.

Path Direct effect Indirect effect Total effect

Geographical resource endowment - Regional
brand reputation

0.173 0.436 0.610

Regional culture- Regional brand reputation 0.034 0.433 0.467

The advantage of business management - Regional
brand reputation

0.542 – 0.542

The advantage of government support - Regional
brand reputation

0.090 – 0.090

programwithin the software packageMplus7.4was used to test the statistical significance
of the intermediary effects. Given the sample count of N = 270, the confidence interval
was set at 95%. Therewere 5,000 samples used to conduct the Bootstrap operation; Table
6 shows the results. The confidence interval for the paths including government support
contained 0. This indicated that the intermediary effect of government support did not sig-
nificantly impact the corresponding path. The confidence interval for the paths including
the advantage of business management did not contain 0. This indicated that the inter-
mediary effect of business management significantly impacted the corresponding path.
Further, the value for the geographical resource endowment-the advantage of business
management-regional brand reputation effect path was 0.192 (p-value of < 0.01). The
value for the geographical resource endowment-regional culture-the advantage of busi-
ness management-regional brand reputation effect path was 0.146 (p-value of < 0.01).
The value for the regional culture-the advantage of business management-regional brand
reputation effect path was 0.376 (p-value of < 0.001). These three paths indicate that
the advantage of business management had a significant intermediary effect. Turning
to effect paths involving government support, the value of the geographical resource
endowment-the advantage of government support-regional brand reputation effect path
was 0.030, with a p-value of 0.685 (exceeding a p-value of 0.05). The value of the geo-
graphical resource endowment-regional culture-the advantage of government support-
regional brand reputation effect path was 0.028, with a p-value of 0.723 (also exceed-
ing a p-value of 0.05). Finally, the value of the regional culture-the advantage of gov-
ernment support-regional brand reputation effect path was 0.057, with p-value of 0.717
(also exceeding a p-value of 0.05). The three paths above indicate that the advantage of
government support did not have a significant intermediary effect.

Analysis of Results
Table 7 shows the results of the testing against the original hypotheses with respect to
the brand building conceptual model for characteristic agricultural products. Of the nine
hypotheses proposed in the previous section, all hypotheses passed the test except H3
and H6 (p < 0.05). H3 did not pass the test, indicating that regional culture had no sig-
nificantly direct effect on regional brand reputation. To increase the role of regional cul-
ture on regional brand reputation, agricultural enterprises should conduct better business
management. Together with government support, the two can bemore closely combined,
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Table 6. Bootstrap test effects on intermediary effect.

Indirect effect path Standardized effect Proportion of
the total effect
(%)

95% confidence
interval

Indirect
effect

Total effect Upper limit Lower
limit

Geographical resource
endowment-the
advantage of business
management-regional
brand reputation

0.192 44.04 0.052 0.334

Geographical resource
endowment-the
advantage of
government
support-regional brand
reputation

0.030 6.88 −0.205 0.152

Geographical resource
endowment-regional
culture-regional brand
reputation

0.040 0.436 9.17 −0.307 0.193

Geographical resource
endowment-regional
culture-the advantage
of business
management-regional
brand reputation

0.146 33.49 0.048 0.254

Geographical resource
endowment-regional
culture-the advantage
of government
support-regional brand
reputation

0.028 6.42 −0.163 0.149

Regional culture-the
advantage of business
management-regional
brand reputation

0.376 86.84 0.132 0.540

Regional culture-the
advantage of
government
support-regional brand
reputation

0.057 0.433 13.16 −0.341 0.288

rooting regional culture in regional agricultural products andmaximizing the inner value
of regional culture. Hypothesis H6 also did not pass the test, indicating that government
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support had no significantly direct effect on the formation of regional agricultural prod-
uct brands. This shows that government support had no significant intermediary effect.
The government provides strong support for regional brands; however, the influence and
reputation of regional brands experienced little improvement. This is mainly because
market mechanisms are the fundamental driver for the formation and development of
regional brands. In the process of formulating and implementing policies supporting
regional brands, the government had a relatively weak awareness related to advanc-
ing regional brand development through market mechanisms. As a result, government
support did not significantly affect regional brand reputation.

Table 7. Summary of empirical results on regional brand reputation.

Hypothesis Content Result

H1 Geographical resource endowment had a positive influence on
regional culture

Pass

H2 Geographical resource endowment promoted the formation of
regional brand reputation

Pass

H3 Regional culture promoted the formation of regional brand
reputation

Unsupported

H4 Geographical resource endowment positively influenced the
advantages of government support

Pass

H5 Regional culture positively influenced the advantages of
government support

Pass

H6 The advantage of government support advanced the formation
of regional brand reputation

Unsupported

H7 Geographical resource endowment positively influenced the
advantages of business management

Pass

H8 Regional culture positively influenced the advantages of
business management

Pass

H9 The advantage of business management advanced the
formation of regional brand reputation

Pass

5 Discussion

5.1 Conclusions

This study developed a new theoretical model to investigate the mechanisms involved in
the formation of characteristic agricultural product brands in southwest China. Question-
naire data and a structural equation model were used to measure the effects of relevant
factors on the formation of regional brand reputations in China. An empirical analysis
was conducted to describe the brand building path of characteristic agricultural products
in southwest China. The empirical results led to the following key findings.
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1) Themain factors influencing the brand reputation of characteristic agricultural prod-
ucts in southwest China include, in descending order of importance: geographical
resource endowment, business management, regional culture, and government sup-
port. This indicates that in forming regional brands of characteristic agricultural
products in southwest China, natural geographical resource endowment plays a basic
and core role, and businessmanagement plays a decisive role in developing a regional
brand reputation.

2) Business management had a significant intermediary effect on the corresponding
path. As the core driver, it advanced improvements in regional brand reputation.
Government support had no significant intermediary effect on the corresponding
path, and it had insufficient advancement effects and influence on regional brands.
This indicates that market mechanism was the fundamental driver for the formation
and development of regional brands, and that although government support is strong,
it had no significant effect on improving the influence and reputation of regional
brands.

3) Geographical resource endowment and regional culture influenced regional brand
reputation through business management. The two factors significantly impacted
regional brand reputation through the following paths: “geographical resource
endowment - the advantage of business management - regional brand reputation;”
“geographical resource endowment - regional culture - the advantage of business
management - regional brand reputation,” and “regional culture - the advantage of
business management - regional brand reputation.” Of these, the path of “regional
culture - the advantage of business management - regional brand reputation” had the
most significant effect.

5.2 Theoretical Contributions

First of all, the current research on branding of agricultural products is relatively rich,
but there are few specific researches on branding of agricultural products in Southwest
China. In addition, most of the research methods for shaping the path of characteristic
agricultural products are theoretical narratives, and empirical tests are rarely used to
study the branding of characteristic agricultural products. The research in this article
has not only improved the relevant theories of branding, but also deepened the research
method system.

Secondly, through the research on the development status of characteristic agricul-
tural products brand in southwest, construct the brand modeling model of characteristic
agricultural products and conduct empirical test, research and put forward the develop-
ment strategy of characteristic agricultural products regional brand. Through the research
on the development strategy of regional brand of characteristic agricultural products, it
has further enriched the practical guiding value of the mountain characteristic agri-
cultural product brand theory, and provided valuable theoretical reference for the brand
development ofmy country’s traditional regional famous and special agricultural product
resources.
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5.3 Managerial Implications

The research conclusions above lead to the following recommendations for advancing
the brand building of characteristic agricultural products.

1) In developing characteristic agricultural products, it is important to follow the prin-
ciple of taking local materials and adopting measures appropriate for local condi-
tions. Based on marketing requirements, regional comparative advantages should be
leveraged to support the adaptation of agricultural product development to the cur-
rent status of regional economic development. By developing agricultural products
with regional characteristics, regions can realize the transformation from “resource
advantage” to “brand advantage.”

2) Some characteristic agricultural products in southwest China mainly grow in areas
with ethnic minorities. Agricultural management should focus on showing the dis-
tinctive regional characteristics and cultural connotation of these agricultural prod-
ucts. This lays the foundation for building the brands of national cultural agricultural
products, improving their popularity and influence.

3) Scientific management of regional agricultural product brands is crucial to brand
building for characteristic agricultural products. Applying the principle of “support-
ing the advantageous, the strong, the special and the large,” the focus should be on
building leading backbone enterprises for characteristic agriculture. This involves
enhancing their innovative ability, extending the product development chain, and
improving the level of deep processing. These support the establishment of scientific
management for regional agricultural product brands.

4) Government support creates a good development environment for characteristic
agriculture. Guidance and support advance the establishment of characteristic agri-
cultural industry system in ethnic areas. Based on this, regional planning and layouts
can be conducted on industrial chains of characteristic agriculture. In turn, character-
istic agriculture can be included in the scope of economic development and county
planning. This facilitates the establishment of demonstration counties for character-
istic agriculture, creating a typical model for development. These may accelerate the
formation of a goodpattern of competitive development, complementary advantages,
and echelon improvement of characteristic agriculture in southwest China.
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Abstract. Today’s data centers face continuous changes, including
deployed services, growing complexity, and increasing performance
requirements. Customers expect not only round-the-clock availability of
the hosted services but also high responsiveness. Besides optimizing soft-
ware architectures and deployments, networks have to be adapted to han-
dle the changing and volatile demands. Approaches from self-adaptive
systems can optimize data center networks to continuously meet Service
Level Agreements (SLAs) between data center operators and customers.
However, existing approaches focus only on specific objectives like topol-
ogy design, power optimization, or traffic engineering.

In this paper, we present an extensible framework that analyzes net-
works using different types of simulation and adapts them subject to
multiple objectives using various adaptation techniques. Analyzing each
suggested adaptation ensures that the network continuously meets the
performance requirements and SLAs. We evaluate our framework w.r.t.
finding Pareto-optimal solutions considering a multi-dimensional cost
model, and scalability on a typical data center network. The evalua-
tion shows that our approach detects the bottlenecks and the violated
SLAs correctly, outputs valid and cost-optimal adaptations, and keeps
the runtime for the adaptation process constant even with increasing
network size and an increasing number of alternative configurations.

Keywords: Network · Modeling · Simulation · Self-adaptation ·
Optimization

1 Introduction

Modern technologies like cloud computing enable dynamic and flexible allocation
of computing and storage resources without requiring the cumbersome booking
of dedicated resources in advance [36]. Such technologies enable the dynamic
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instantiation of new services and create new opportunities for novel applications.
It also supports flexible on-demand scaling of services depending on the workload
intensity.

In addition to computing and storage resources, networks also have to be
adapted and scaled accordingly to handle the variation of traffic. The perfor-
mance requirements of a network, like bandwidth or latency, are usually speci-
fied in Service Level Agreements (SLAs). Different approaches exist to manage
resources and traffic flows in network infrastructures. Examples include Vir-
tual Local Area Networks (VLANs) that support isolation and prioritization of
traffic, dynamic routing protocols for determining shortest paths, and Software-
defined Networking (SDN) [25] that enables fine granular control of data traffic
on a per traffic flow basis. Besides these techniques, sophisticated Quality of Ser-
vice (QoS) configuration parameters, license upgrades, or hardware changes are
valid adaptation approaches for network infrastructures. Configuration of these
comprehensive configuration options could be a challenging task with increasing
network size and complexity.

Network designers and performance experts can make an educated guess for
network optimizations to meet the QoS criteria, but this raises several issues.
First, with increasing size and complexity of networks, it is challenging to suggest
SLA compliant and cost-optimal solutions, even for experts, and especially to
validate them before applying them to a real network. Second, educated guesses
might also require hypothetical what-if analyses, which require dedicated mea-
surements or monitoring data. Third, relying on human intervention is generally
undesirable due to limitations on availability and time-to-result. Existing rec-
ommendation tools for network optimizations either only support a limited set
of adaptation operations, cover only specific objectives, or do not verify the
adaptations, resulting in a trial and error approach [3,14,44].

In this paper, we propose a framework for network optimization that inte-
grates a network simulation for bottleneck and SLA violation detection and
suggests verified network adaptations. A network model is analyzed under a
specified workload to obtain information about the performance characteris-
tics of links, interfaces, switches, and nodes. Based on the analysis results, our
framework detects bottlenecks and the resulting SLA violations. An iterative
MAPE-K adaptation control loop [2] resolves these bottlenecks using objective-
oriented strategies and adaptation tactics that ensure that the network complies
with current SLAs under given technical constraints. Multiple adaptation tactics
are triggered in parallel by a Branch & Bound algorithm [31] to determine the
diversity of possible solutions, leveraging different types of adaptations like con-
figuration changes, hardware replacements, or rerouting of flows. Before applying
a solution to a real-world network, a simulation verifies the suggested adapta-
tions on the modeled system. The returned solutions all lie on the Pareto-front,
i.e., they are all cost-optimal.

The proposed approach enables data center networks to autonomically react
and adapt to environmental changes for compliance with a given set of pre-
defined SLAs. The approach furthermore considers costs in multiple dimensions
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and autonomically selects the cost-optimal solutions. Software-based adapta-
tions, e.g., configuration changes or traffic rerouting, can be applied automati-
cally, without the need for human intervention and before the actual SLA vio-
lation occurs.

The remainder of this work is structured as follows. Section 2 discusses related
work. Section 3 presents an overview of our framework, the workflow of the used
models. Section 4 describes our multi-objective MAPE-K-based adaptation pro-
cess, which our adaptation framework uses. Section 5 presents and discusses the
evaluation results, including two data center network scenarios for effectiveness
and scalability investigation. Section 6 addresses aspects of future work. Lastly,
Sect. 7 concludes this paper.

2 Related Work

For single-objective problems, a system can be optimized towards the single best
solution, but for multi-objective problems (MOPs), the optimization has to deal
with several potentially conflicting goals. Consequently, the optimization ends
with no clear optimal solution, but the Pareto-front [7] represents a multitude of
so-called Pareto-optimal solutions. To handle the optimization of MOPs, several
generic approaches exist, such as evolutionary algorithms [13] (e.g., NSGA-II [16]
or SPEA2 [27]), scatter search [34], particle swarm optimizers [40], or ant colony
optimization [18]. Several frameworks provide generic applicable implementa-
tions of optimization techniques, e.g., jMetal [19], Opt4J [32], and ECJ [33] to
mention only a few. A recent study on optimization in the field of self-adaptive
systems [21] found that self-adaptive systems often integrate generic optimiza-
tion techniques by customizing the representation of the required information
for specific modeling of a specific application, cf. Rainbow [22], hence, reducing
the applicability of such an approach. As MOP modeling is an integral part of
the optimization, we also pursue domain-specific modeling.

Consequently, the remainder of this section focuses on related work in the
two areas of (i) network performance modeling and simulation and (ii) network
optimization.

2.1 Network Performance Modeling and Simulation

Existing approaches for network modeling and network performance simulation
do not completely integrate both aspects of modeling and simulation. They can
be categorized as (i) approaches that focus on simulating the network perfor-
mance directly and (ii) approaches that generate a model of the network and
apply simulation-based evaluation.

Tools from the first category, focusing on simulation, are amongst others,
OPNET [12], OpenWNS [8], Georgia Tech Network Simulator (GTNetS) [41],
and IKR SimLib [45]. The scope of these tools is simulating large-scale topolo-
gies and more complex systems. The widely used approaches OMNeT++ [48],
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ns-3 [11], CloudSim [10], and DNI [42] belong to the second category and support
modeling and simulation.

We chose the Descartes Network Infrastructures modeling language (DNI)
[42] as a basis for our work as it provides a fine-grained description of networks,
including a detailed performance specification of network interfaces [24]. The
generic modeling approach allows the definition of custom protocol stacks and
an autonomous traffic pattern extraction from real networks. The modular design
of DNI supports multiple exchangeable simulation tools like OMNeT++ or
SimQPN [29]. SimQPN is a discrete event simulator based on stochastic model-
ing and analysis of Queueing Petri Nets (QPNs) [4] and is already used in other
modeling languages for self-adaptive software systems, for modeling of Java EE
applications [28] , and message-oriented event-driven systems [43]. We use and
extend DNI to specify the network structure, its configuration, the traffic pat-
terns, and the adaptation points.

2.2 Network Optimization

In the literature, several network optimization approaches focus on the design-
time optimization of network topology [1,14,38], energy efficiency [44], or net-
work virtualization [39]. However, as our approach deals with the optimization
of networks at runtime, we focus on runtime approaches. The identified related
approaches can be classified into three categories: (i) service placement, (ii) power
optimization, and (iii) traffic optimization.

The service placement approach optimizes the number of deployed services,
for example, by using linear programming [9]. Approaches optimizing power con-
sumption, for example, by turning off as many unneeded network components as
possible, use greedy bin packing algorithms or linear programming for rerouting
and placement optimization [20,46,50]. The third category of traffic optimiza-
tion enhances the bandwidth, traffic flow distribution, or link utilization by using
Markov Chain approximations [26], bin packing heuristics [6], CPLEX [47], or
linear programming [5].

Although many of the approaches validate their suggested changes, these val-
idations are often based on simple analytical models that are only suitable for
a small range of applications. Existing simulative approaches are often too com-
plex, which might violate runtime constraints for complex scenarios. However, a
validation of the adaptation on the model level is useful; otherwise, the changes
would have to be applied to a real network to obtain further information about
additional bottlenecks and to determine whether all objectives are fulfilled. Our
approach uses a feedback loop combined with network simulation to evaluate
and improve the optimization plan without the need to execute the changes on
a running network. Furthermore, existing approaches focus on specific objec-
tives while our approach provides multiple adaptation tactics to cover possible
alternative approaches for ensuring the fulfillment of multiple objectives. These
tactics, as well as further objectives, can be easily extended.
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3 Approach

This section provides an overview of our network adaptation approach, includ-
ing the input models, the applied concepts MAPE-K and Branch & Bound,
the underlying adaptation techniques, and the output models. Our adaptation
approach pursues the following objectives and quality criteria:

– Bottleneck detection: Bottlenecks are identified and localized through network
analysis.

– Model-based: The adaptation process integrates a model of the network,
which enables analysis without influencing the real network.

– Online network adaptation: A network and its current state can be monitored
and adapted in an autonomic manner at runtime.

– Validation: The suggested solutions are validated based on an analysis for
each adaptation.

– Multi-objective: The adaptation considers multiple objectives and executes
different adaptation tactics with various solution approaches (such as rerout-
ing, reconfiguration, or hardware change).

– Efficient: Bounding mechanisms filter non-optimal branches to reduce the
number of analyses.

– Extendable: New adaptation tactics can be easily added.
– Multiple solutions: Pareto-optimal solutions taking into account the multi-

dimensional costs model.

The network optimization requires a network modeling language to define the
network structure, the network configuration, and the workload. To analyze the
network, i.e., to determine the utilization and detect the bottlenecks, a network
analysis is used, which has to support the chosen network modeling language.
Replacing the network modeling language and the analysis is easy due to the
design of our network optimization approach. Depending on the selected network
modeling language, both simulative and analytical methods can be used.

3.1 Input Models

The adaptation process requires several input models, which are depicted on
top of Fig. 1 and are introduced in the following. We refer the interested reader
to [23] for a detailed specification of the respective meta-models.

The network model describes the network structure, its configuration, and
the current workload. The structure captures the topology of the network, which
includes physical and virtual nodes, the connections between them, the network
interfaces, and the performance descriptions of all entities. The configuration
defines the initial routes for the traffic flows as well as the used protocols and
protocol stacks. The workload describes all flows between the nodes and specifies
the type of flow as well as their source, destination, size, and temporal behavior.
For the network model, we chose the Descartes Network Infrastructures Mod-
eling Language (DNI) [42]. Existing adapters allow simulating a DNI network



518 S. Herrnleben et al.

Input Models
Network Model

Network
Structure

Network
Config Workload

Adaptation
Points SLAs

Network Optimization based on 
MAPE-K Adaptation Control Loop

N
et

w
or

k 
A

na
ly

si
s

En
gi

ne

Solutions (validated, Pareto-optimal)

KnowledgeMonitor Execute

PlanAnalyze
Branching

Fig. 1. Abstract illustration of network optimization algorithm.

model by OMNeT++ [49] or SimQPN [29]. Although our current implementa-
tion bases on DNI, the framework’s modularly design allows integrating other
network modeling languages. The interchangeability also applies to the analysis
component, i.e., simulation or analytical method.

The adaptation points define the valid alternative components such as nodes,
links, and components within the network model. This model also specifies the
alternative configuration parameters, performance specifications and settings for
the components. The adaptation points further describe the costs for component
replacement or configuration changes. The multi-dimensional cost model can
capture several cost aspects like downtime, handling time, or the total cost of
ownership (TCO).

The Service Level Agreements (SLAs) contain the agreed performance char-
acteristics (e.g., minimum bandwidth guarantees) between the customers and
the network operator. The SLAs’ objectives are bound to a specific link, switch,
network interface, flow, or combination of them. The goal of network optimiza-
tion is to fulfill all objectives.

3.2 Adaptation Process: MAPE-K

There are two challenges when eliminating a bottleneck in a network: On the
one hand, the effect of a configuration change or a replacement cannot be fully
predicted. On the other hand, eliminating a bottleneck can result in an addi-
tional bottleneck at another location, so-called bottleneck shifting. Through the
integration of a MAPE-K control loop, the effects of changes can already be
detected on the model, without being applied to the real network, and if nec-
essary improved in further iterations. Therefore, the proposed control loop in
Fig. 1 solves the aforementioned challenges.

The four phases of the MAPE-K adaptation control loop Monitor, Analyze,
Plan, and Execute as well as the Knowledge base are integrated by our app-
roach as follows: The monitoring phase uses the network model as an input
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parameter to capture the current network structure, configuration, and workload.
These data are passed to the analysis phase, which triggers the network analysis,
depicted on the left side of Fig. 1. The analysis determines the used bandwidth,
utilization, latency, and packet loss of nodes, including their components such
as backplanes and interfaces, as well as links. These performance characteristics
are used to localize the bottlenecks and to identify the violated objectives. The
analysis result and the violated objectives are passed to the subsequent planning
phase to determine operations that could eliminate the bottlenecks. The possible
adaptation operations are derived from the domain knowledge and the provided
adaptation points. If there are several, more performant options available for one
parameter, e.g., alternative backplane speeds, the cost-optimal solution is cho-
sen first. Branching supports the exploration of several solutions. The suggested
adaptation operations are integrated into an adaptation plan, which is passed
to the execution phase. The execution phase applies the scheduled adaptation
operations to the network model so that the changed network can be analyzed
again by the loop in the next iteration. If all bottlenecks have been eliminated
by the scheduled operations, the proposed adapted network model is valid and
is output. Otherwise, further adaptations will be applied in subsequent itera-
tions. The knowledge base contains the defined SLAs and the adaptation points,
as well as other user constraints and configuration parameters. As depicted in
Fig. 1, the knowledge base is accessible from all MAPE phases.

After one or several possible solutions are found, these proposed operations
can be executed on a real-world network. If the adaptation operations can be
executed in an automatic manner, such as changing configuration parameters or
rerouting, they can be passed to a network management software API or, in case
of Software-defined Network (SDN) to an SDN controller [25]. Manual changes
can be forwarded to network operators.

The whole adaption process can be triggered continuously or event-based
to react to changes in workloads, network structure, or configuration. Using
forecasted workloads [51] allows a proactive adaptation or what-if analysis.

3.3 Adaptation Process: Branch and Bound

Sometimes it cannot be predicted if a particular operation will eliminate the
bottleneck. Due to the multiple cost dimensions, there may be several cost-
optimal solutions. To address this challenge, our adaptation framework employs
a Branch & Bound algorithm to track different adaptation operations in par-
allel [37]. This algorithm explores different solution candidates if it is unclear
which solution strategy will be most cost-optimal. For example, to increase the
bandwidth, the algorithm will explore a branch of upgrading a network interface
and explore another branch to replace the whole switch. Solutions that do not
improve the system or violate constraints are bounded to limit the number of
tracked branches.
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3.4 Output Models

Adaptation plan models are used to describe the required adaptation on a net-
work. Depending on the number of valid solutions, one or a set of adaptation
plans are output. They represent the delta between the original network state
and the desired one. An adaptation plan defines the replacement of entities like
entire nodes or just individual components, the change of configuration param-
eters, or the modification of routes in a descriptive manner.

Depending on the validation status, different terminologies are used for the
solutions identified in our network optimization algorithm:

– Solution candidates are network models that have not yet been validated
w.r.t. SLA compliance. Further adaptations may be necessary on the model
or it may be discarded later.

– Solutions are network models for resolving the SLA violations. The solutions
are validated by analysis while at the same time ensuring that they do not
violate filter criteria (bounding).

– Cost optimal solutions are solutions that are cost-optimal in terms of repre-
senting the Pareto-front.

The adaptation framework outputs a set of solutions with the following prop-
erties. First, the solution resolves all SLA violations, even if created by bottleneck
shifting (verified by analysis). Second, they are cost-optimal and represent the
Pareto-front concerning the multi-dimensional cost model.

4 Adaptation Process

This section describes the adaptation process of the multi-objective network
optimization, based on the MAPE-K adaptation control loop with Branch &
Bound (cf. Sect. 3.3). The process of the adaptation is separated into multiple
modules (see Fig. 2). This section describes each of these modules.

4.1 Analysis

The purpose of the analysis module is to analyze the network model, including
the workload to determine, among other things, the utilization and throughput
of components as well as packet loss and waiting times. To take the previously
scheduled adaptations into account, the adaptation plan, which is empty in the
first iteration, is applied to the network model. This adapted network model
is analyzed through simulative or analytical methods, depending on the used
network modeling language. The analysis is invoked as an external module, as
depicted in Fig. 2, which is not in the scope of our network optimization. Instead
of the current workload, predicted workloads can be used for proactive adap-
tation of the network for adjusting to future demands. Customized network
models for what-if analysis, e.g., changes in the network structure or additional
customers, are also supported. The result of the analysis is passed to the under-
lying SLA violation detection.
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Fig. 2. Network optimization algorithm with the steps analysis, SLA violation detec-
tion, branching, and bounding.

4.2 SLA Violation Detection

The SLA violation detection module receives the results from the network anal-
ysis and uses the provided SLAs to determine if objectives are violated. If all
objectives are fulfilled, the process outputs the current adaptation plan as no
further adaptations are necessary. If all objectives are already fulfilled in the first
iteration, this represents the trivial case in which the adaptation plan is empty,
and the network complies with all SLAs without the need for adaptations. If
the module detects an SLA violation, the objective, and the associated bottle-
neck are marked for adaptation and are passed to the next module, the strategy
selection (cf. Fig. 2).

4.3 Branching Through Strategies and Tactics

The strategy selector chooses a high-level goal, i.e., an adaptation strategy, by
evaluating the violated objectives identified in the SLA violation detection. If
multiple strategies can resolve a bottleneck, all of them are started independently
by branching, as shown in Fig. 2. For each of these strategies, several adaptation
tactics exist. Those are specific algorithms to reach the goal. For example, a
bottleneck on an overloaded link can be handled either by rerouting one of the
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respective flows or increasing the link capacity. Several tactics can be run in
parallel and independent from each other using our branching approach.

4.4 Adaptation Tactics

An adaptation tactic is a stateless, black-box algorithm to discover suitable net-
work adaptations. Hence, it is self-contained and does not require any historical
knowledge about the system. It can be implemented as part of the adaptation
framework or as an externalized module, as shown in Fig. 2. Each tactic has its
scope, such as optimizing interface performance, replacing links, or optimizing
routes. Through the network-specific domain knowledge, only tactics that can
remedy the bottlenecks are triggered. This knowledge characterizes our domain-
specific concept, which is not possible in more generic approaches.

Our adaptation framework currently supports ten tactics focusing on per-
formance optimization and rerouting. Developers can easily extend them by
improving/adjusting the adaptation-related to an existing objective, or adding
new adaptations like energy optimization or addressing security concerns. In
combination with the iterative evaluation of the suggested adaptations, this
helps to avoid stability issues that might arise through uncoordinated adap-
tations applied directly to the network, such as oscillations, overshooting, or
damping of adaptation effects [30]. Due to space constraints, we only describe
the tactics for alternative routes and interface upgrades in the following. Other
tactics can be found in the implementation given in our Git repository1.

Alternative Routes. Rerouting is particularly useful in data centers where
alternative paths exist that are intended for load-balancing purposes. In con-
trast to existing flow optimization algorithms, our approach tries to minimize
the number of changed routes. We use the Dijkstra algorithm to search for alter-
native routes [17]. The Dijkstra algorithm is a greedy algorithm and searches in
its native version the shortest path between two nodes. Although a network is
already a graph with nodes and edges, the Dijkstra algorithm cannot be applied
directly on the network, as it does not consider the capacities of interfaces and
nodes. To take this into account, each entity is transformed into one input and
one output graph node in a preprocessing step. The algorithm of the rerouting
tactic removes flows that should not be rerouted from the graph, and the capac-
ities of the other links are reduced by the bandwidths of these flows to avoid a
bottleneck shifting. The Dijkstra shortest-path algorithm is then executed for
every flow on the overloaded link, and one or multiple candidate solutions are
passed to the next module.

Interface Upgrade. This tactic addresses the replacement of network inter-
faces. The upgrade of an interface can either be hardware-based for physical
nodes or software-based for virtual machines or SDN. Examples for physical
replacements are small form-factor pluggables (SFPs), which are frequently used

1 https://gitlab2.informatik.uni-wuerzburg.de/descartes/dni-adaptation.

https://gitlab2.informatik.uni-wuerzburg.de/descartes/dni-adaptation
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in network devices to connect fiber optic cables. This tactic leverages the bottle-
neck determined by the SLA violation detection, to identify the interface, which
should be upgraded. A separate adaptation process is initiated for each interface
representing a bottleneck, identified by the SLA violation detection. The adap-
tation points model defines the valid alternative interfaces and configuration
parameters that are compatible with the containing device. As a replacement,
the most cost-effective, performance-optimizing interface is selected first. If the
performance optimization is not sufficient yet, further optimization occurs in the
next iteration of the MAPE-K adaptation control loop. Additionally, if there is
no uniquely cost-optimal or performance-optimal solution, the tactic creates a
branch for each possibility and returns all potential solutions.

4.5 Bounding Through Filters

The filter module receives the adaptation plans from the tactics, which are all
tracked in independent branches. Sometimes branches are generated which are
redundant, exceed cost limitations, are not cost-optimal, or violate user con-
straints. To save computation time and increase the efficiency of the adaptation
process, the filter module bounds (i.e., cuts) such branches, as intended by the
Branch & Bound algorithm. Figure 2 shows the four stages of this module. In
the following, this section briefly describes them.

Adaptation Count Bounding. To avoid a complete redesign of the network
which usually increases downtime and risk of errors, this filter removes branches
that exceed the specified limit of adaptation operations to ensure that network
optimization is applied with manageable effort.

Cost Constraint Bounding. This filter removes branches that exceed a spec-
ified limit for at least one cost dimension. Since the tactics select the most
cost-effective adaptations, a branch that exceeds the cost limit can be safely
removed, as the costs of this branch can only increase in subsequent iterations.

Cost Optimization Bounding. If multiple branches are tracked in parallel,
some branches can become irrelevant once cost-optimal solutions are found on
other branches. This filter module bounds branches exceeding the costs in all
dimensions compared to an already found solution.

Redundancy Eliminator. By branching several times in repeated iterations,
different branches can result in the same adaptation operations. Since identi-
cal branches lead to the same results in further iterations, this filter discards
branches with redundant adaptation plans.

Adaptation plans, which are not bounded in the filter module, are passed to
the next iteration of the adaptation process, as shown in Fig. 2. This is repeated
until a valid solution is discovered, no further possible adaptations are found, or
the solution is bounded later.
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4.6 Solutions

The adaptation process discovers all cost-optimal (Pareto-optimal) solutions. To
apply the computed adaptations, these solutions do not represent an adapted
network model; instead, solutions simply consist of adaptation plans, i.e., a list
of adaptation operations to be performed on the network. This makes it easier to
interpret and to apply in practice. By applying these adaptation operations on
the network model, the resulting network model can be generated. The solutions
have the following three characteristics: (i) Every solution is validated through
analysis and fulfills the SLA. (ii) Every solution is cost-optimal, and the set of
all solutions represents the Pareto-front. (iii) Every solution does not exceed the
specified amount of adaptation operations and does not exceed the defined cost
limits in any dimension.

5 Evaluation

We evaluated our framework w.r.t. different qualitative and quantitative aspects.
Section 5.1 validates our network adaptation process that the found Pareto-
optimal solutions resolve the bottlenecks, i.e., no further SLA violations exist,
and are cost-optimal. Section 5.2 presents an analysis of the scalability of our
approach within an example network model with cascaded adaptation opera-
tions. Section 5.3 summarizes the results of the evaluation and discusses their
applicability.

All experiments are executed on a notebook with an Intel i7-7500U CPU
with 2.7 GHz and 16 GB RAM. The used operating system is Windows 10 64-
Bit, running an OpenJDK 11.0.2.

5.1 Pareto-Optimality and Performance

The adaptation framework outputs cost-optimal solutions representing the Pare-
to-front [15,19]. This is particularly important since the multi-dimensional cost
model can provide several most favorable solutions for different cost dimensions.
Depending on a weighting function, the most appropriate solution is selected for
applying it to the respective real-world network. Our framework focuses only on
cost-optimized solutions through our objective-oriented approach, the sophisti-
cated bounding mechanism, and several filters. This is especially important since
every further solution candidate is analyzed and leads to a longer duration for
the overall process.

In this evaluation, we investigate the aspects of: (i) finding all Pareto-optimal
solutions and (ii) the performance gain of our optimized algorithm compared to
a brute-force approach. For this experiment, we use a small network consisting of
9 nodes, 8 links, and 20 alternative configurations. They possible adaptations are
annotated by costs that are partly specified in opposite ways, which means that
some are preferred for a low investment and others for short handling time. This
leads to several best solutions, depending on the weights of the cost dimensions.
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Fig. 3. Pareto front generated by the optimized adaptation process compared to solu-
tions, generated by a brute-force approach. The results of the brute-force approach are
depicted as red crosses and the results of our optimized adaptation are depicted as blue
squares. (Color figure online)

Table 1. Comparison between brute-force and our approach regarding solutions, solu-
tion candidates, and runtime.

Observed metric Brute-force Optimized approach

Cost-optimal solutions 3 3

Solutions 231 3

Solution candidates 3190 10

Overall duration (sec.) 6379 24

We executed the experiment in two different setups. In the first setup, the net-
work is adapted by our optimized approach with objective-oriented strategies,
smart selection of alternative configurations, and bounding after introducing the
artificial bottleneck. A second setup uses a brute-force approach to explore all
possible adaptations and find all valid solutions as a baseline. The use of the
brute-force algorithm ensures that all solutions are found, therefore especially
including all cost-optimal ones.

Figure 3 depicts all returned solutions from both setups. The x-axis presents
the cost dimension of the investment, while the y-axis shows the cost dimension
of handling time. As the brute-force algorithm outputs all found solutions –
which is a significantly higher number than the number of solutions that our
optimization approach outputs – it also contains all cost-optimal solutions. Our
approach only returns three solutions. However, it can be concluded from Fig. 3
that these are the three cost-optimal solutions.

Table 1 shows a comparison between the brute-force and our optimized app-
roach. We validated in Fig. 3 that both approaches return all three cost-optimal
solutions. The brute-force approach identified 231 solutions. However, taking the
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focus on of our cost objective into account, 228 of them are non-optimal solu-
tions, and hence, not useful in practice. As our optimization approach works in
a goal-oriented manner and bounds useless branches, it creates only 10 solution
candidate models, much less than the brute-force approach with 3190 solution
candidates. The number of solution candidates especially affects the algorithm’s
run-time, since each candidate model has to be analyzed and a small number
of models leads to a shorter overall duration. For that reason, the brute-force
approach takes 6379 s, and our optimization approach only takes 24 s, including
the time necessary for the simulative analysis, for calculating all cost-optimal
solutions.

5.2 Scalability

Data center networks typically consist of a vast amount of nodes and links.
While Sect. 5.1 only considers a small network topology due to the execution of
the time-intensive brute-force run, this section focuses on the scalability aspect
of our adaptation algorithm. An addition to the previous section, the selected
scenario requires multiple subsequent adaptations to remedy the violated SLAs.

The considered network, depicted in Fig. 4, represents a fat-tree topology
commonly used in data centers. It consists of two core switches on the top,
access and edge switches on the subsequent layers, and at least some servers
with VMs. We consider each pair of access and edge switches and two servers
with VMs as one block. The core switches are independent of the number of
blocks. The initial setup contains one block; more blocks will be added later
during the evaluation. As each block consists of 6 nodes and the number of core
switches is independent, the number of overall nodes can be derived from the
number of blocks as follows:

|nodes| = 2 + 6 · |blocks| (1)

The notation |x| is taken from graph theory and describes the number of ele-
ments x, e.g., |nodes| means the amount of nodes. Each block adds 10 links to
the network, 6 within the block, and 4 links to the core switches. Therefore the
number of links can be derived from the number of blocks as follows:

|links| = 10 · |blocks| (2)

For each link, six alternative bandwidths are specified in the adaptation
points by replacing the cable or reconfiguration. Furthermore, each switch can
be replaced by three alternatives. As the number of nodes and links increases
with the network size, the number of adaptation points also increases, which can
be determined by the following formula:

|adaptationpoints| = 6 · |links| + 4 · (|nodes| − 2 · |blocks|) (3)

The relationship between the number of blocks, nodes, links, and adaptation
points is depicted in the first four columns of Table 2.
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Fig. 4. Network used for the scalability evaluation.

Table 2. Runtime of our adaptation process considering increasing network sizes.

Blocks Nodes Links Adap.points Bran. Anal. Bound.bran. Sol. Adaptation

(mean)

Process

(sd)

1 8 10 84 5 4 2 2 0.693 s 0.108 s

5 32 50 388 5 4 2 2 0.695 s 0.120 s

10 62 100 768 5 4 2 2 0.715 s 0.130 s

20 122 200 1528 5 4 2 2 0.547 s 0.145 s

30 182 300 2288 5 4 2 2 0.690 s 0.105 s

40 242 400 3048 5 4 2 2 0.547 s 0.256 s

50 302 500 3808 5 4 2 2 0.792 s 0.446 s

Adap. points = number of adaptation points; Bran. = number of generated branches; Anal. =

number of executed analysis, i.e., simulations; Sol. = number of returned solutions

Figure 4 illustrates the scenario for the scalability evaluation: VM1 initiates
a transmission of a 20 GB file to VM2 . Initially the flow is routed over the red
path, from VM1 over E1 - A1 - E2 to VM2 . In the network, the links between VM1
and E1 as well as between E1 and A1 represent bottlenecks, denoted by the
lightning symbol in Fig. 4. These bottlenecks may be caused either by links with
insufficient bandwidth or through the impacts of other flows. To remedy the
bottleneck between VM1 and E1 , a link upgrade is the only feasible adaptation
operation defined in the adaptation points. The second bottleneck between E1
and A1 can either be resolved by another link upgrade or by bypassing the
insufficient link using the blue dashed path from E1 over A2 to E2 . The resulting
two possible solutions are: (i) link upgrades from VM1 to E1 and from E1 to
A1 , or (ii) one link upgrade from VM1 to E1 and rerouting the flow over the blue
dashed path ( E1 - A2 - E2 ). The adaptation framework correctly determines the
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two solutions. However, finding the solutions is not discussed here, as we focus
in this section on the scalability of our approach.

To investigate our approach’s scalability, the presented setup is adjusted by
a variable number of blocks, each consisting of two access switches, two edge
switches, and two servers (cf. Fig. 4). The initial network contains one block,
and more blocks are added so that the network sizes of 1, 5, 10, 20, 30, 40,
and 50 blocks can be examined, as depicted in Table 2. The adaptation of each
setup with a fixed number of blocks was repeated 10 times. The source code of
our adaptation framework, the input models, a script for running the scalability
experiments, a description of how to run the tests, and the output measurement
results can be found on our Git repository2.

Table 2 shows that independent from the number of blocks, five branches
have been generated during each adaptation runs, representing the link upgrade
between VM1 and E1 (two; one for each cost dimension), the subsequent link
upgrade between E1 and A1 (two; one per cost dimension), and the parallel
rerouting. The constant number of four network analyses results from the ini-
tial analysis, the analysis after the first link upgrade between VM1 and E1 , and
the final analysis of the two solutions. In each of the runs, two branches are
bounded by the redundancy eliminator. This number results from the parallel
tracked cost-efficient solutions, which finished in identical adaptation plans and
therefore, could be eliminated. Table 2 shows that the required time for the adap-
tation process is constant, independent from the network size and the number
of adaptation points, and varies between 0.547 and 0.792 s.

5.3 Discussion

In Sect. 5.1, our adaptation process was compared to an approach determining all
solutions via brute-force. We purposefully chose a small example network for this
experiment, as the time-consuming brute force approach made the evaluation of
bigger networks infeasible. Even with this network size, it becomes clear how
important the reduction to the relevant solutions is. Although the chosen brute
force solution represents a lower baseline, it shows clearly the applicability of
our adaptation approach as it finds all cost-optimal solutions only within a few
iterations by objective orientation and domain knowledge.

The evaluation of scalability in Sect. 5.2 shows that our approach performs
well, even on increasing network sizes and an increasing number of adaptation
points. Due to the target-oriented approach, the size of the network beyond
the bottleneck does not matter, so that the number of branches, analyses, and
truncated branches remains constant. This also applies to the adaptation time,
which remains constant on a wide-scaled network. The required time for the
adaptation process is below 0.8 s for all investigated network sizes. In cases of
physical changes, which require human hands-on, this time is negligible. Given a
self-adaptive autonomic environment, the time for the adaptation is acceptable
compared to, e.g., flow rule installation time in SDN switches [35].

2 https://gitlab2.informatik.uni-wuerzburg.de/descartes/dni-adaptation.

https://gitlab2.informatik.uni-wuerzburg.de/descartes/dni-adaptation
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The evaluation does not consider the time required to analyze the network.
This depends on the used method (simulative or analytical) and the chosen net-
work modeling language. Our ongoing research includes comparing the exper-
iments presented in this paper with results using different network modeling
approaches and a variety of different network analysis approaches. These results
can be utilized to analyze different modeling approaches and/or to compare the
performance of different analysis methods.

6 Future Work

As future work, we aim to extend our framework with tactics concerning the
placement and movement of virtual network functions (VNFs) and virtual
machines (VMs) of data centers. This enables our framework to actively organize
the flow of network traffic in order to optimize network performance. A further
direction could be to develop an adapter to connect our optimization framework
to a real data center network. This enables the fully autonomous management
of the network concerning software changes (e.g., SDN flow rerouting, recon-
figurations) using our approach. Our multi-dimensional cost-model will become
useful as we can associate different changes with different types of costs (e.g.,
investment cost, required working hours, expected downtime, network stability).
In combination with other advanced monitoring and forecasting techniques, our
approach will also be able to warn and possibly even proactively react to per-
formance issues before they appear in the network.

7 Conclusion

To continuously meet the requirements in changing environments with frequently
changing demands, networks have to be adapted at runtime. Several approaches
exist for the adaptation and optimization of networks, however, these either
focus on design-time or are limited to a single objective. In this paper, we present
a multi-objective adaptation framework for the online adaptation of networks
through different adaptation techniques. A MAPE-K adaptation control loop
enables iterative adaptations until all SLAs are met. Branch & Bound tracks
different solutions and filters useless solution candidates at an early stage.

The strategies and tactics consider the objectives to only trigger meaning-
ful adaptation operations w.r.t. to the violated SLA. Adaptation tactics use
network-specific domain knowledge for choosing alternative configurations. Addi-
tional adaptation tactics can be easily added. Each solution candidate is ana-
lyzed to provide only SLA compliant solutions. The resulting solutions are all
cost-optimal and represent the Pareto-front.

A comparison to a brute force approach shows that all cost-optimal solutions
are found, where the simulation ensures the correctness. An additional scenario
demonstrates the subsequent execution of adaptation operations and identifies
a constant adaptation time even on large networks and an increasing number of
adaptation points.
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Abstract. The radio frequency spectrum is a scarce resource and cog-
nitive radio has been under heavy research to improve the utilization
of spectrum in the past thirty years. It is crucial to optimize the perfor-
mance of cognitive radio for high values for practical applications while it
has turned out to be very technically challenging. The conventional cog-
nitive radio methods have strong pertinence and coupling because they
are generally designed for a specific application environment. To address
the problem of spectrum sharing with collision avoidance mechanisms
in cognitive radio, in this paper we propose a new momentum-based
Q-learning algorithm to accelerate reinforcement learning based spec-
trum sharing algorithms for cognitive radio transmitters. We conduct
a performance evaluation study based on a simulation toolkit for the
reinforcement learning research and the ns-3 network simulator “ns3-
gym”. As a demonstrating case study, the proposed algorithm is able
to capture the learnable patterns from a periodic channel occupation
in a wireless environment and avoid channel collision effectively, finally
improving channel efficiency and reducing the end-to-end time delay.
The simulation results demonstrated that our proposed momentum
Q-learning algorithm achieves a lower collision rate, faster convergence as
well as stronger generalization capacity compared with two conventional
algorithms including a greedy algorithm and a deep Q-learning network
algorithm.

Keywords: Reinforcement learning · Cognitive radio · Spectrum
sharing

1 Introduction

In the past decades, wireless communication technologies have been rapidly
developed and widely applied, and various wireless communication devices com-
pete for spectrum resources. However, spectrum resources have not been fully
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utilized, and only a small part of them are frequently used [6]. Cognitive radio
has been proposed as one of the effective approaches to improve the utilization
of spectrum resources, which utilizes the idle spectrum for dynamic network
access and data transmission, to achieve transmission in a crowded spectrum
space and improve the spectrum utilization [10]. Nevertheless, it is very techni-
cally challenging and has high values for practical applications to optimize the
performance of cognitive radio. The traditional network access methods (e.g.
carrier-sense multiple access (CSMA)) are not able to obtain the wireless envi-
ronment information and effectively adapt to the changing channels, which are
prone to collisions, and finally, increase the end-to-end time delay.

In the cognitive wireless network system proposed by [13], based on the
cognitive characteristics, through information processing and artificial intelli-
gence, the perception, decision-making, resource allocation and network recon-
struction of the network can be enabled. A close internal logical relationship
that exists between the four parts. In this architecture, cognitive wireless net-
works can sense, perceive and learn the states of network environments, make
intelligent decisions, fine-tune the configurations and change the behaviors of
nodes and network adaptively, to achieve intelligent optimizations of the network
performance.

Reinforcement learning (RL) enables software agents take actions for a chang-
ing network environment in order to maximize the cumulative reward. With the
rapid development of artificial intelligence algorithms, reinforcement learning has
been playing an increasingly important role in computer networking and out-
performing traditional control schemes in terms of performance and efficiency.
In this paper, we study the optimization issues of Q-learning algorithms for
spectrum sharing in cognitive radio networks. Our main contributions are sum-
marized as follows:

(1) We propose a new momentum Q-learning based spectrum sharing algorithm
for cognitive radio transmitters to accelerate the convergence and accuracy.

(2) We conduct a simulation study to evaluate the performance of the spectrum
sharing algorithms based on ns3-gym [4] which utilizes the OpenAI Gym in
the ns3 simulator in various wireless scenarios.

The rest of the paper is organized as follows: we the briefly review the related
work in industry and academia in Sect. 2, followed by our algorithm design
in Sect. 3. We present the simulation-based performance evaluation results in
Sect. 4. Finally, we conclude the paper in Sect. 5.

2 Related Work

In this section, we review the representative work on spectrum sharing and
reinforcement learning.
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2.1 Spectrum Sharing

Wireless networks have become increasingly crowded [3]. Cognitive radio pro-
vides a promising technical approach to relieve the channel deficiency with
frequency reuse [2] to improve spectrum utilization. The nonorthogonal mul-
tiple access (NOMA) has been proposed to improve transmission efficiency and
minimize the overall delay with jointly optimizing computation offloading and
communication [15]. An analytical study has shown that that, whether the
connection-based access outperforms the packet-based access in spectrum uti-
lization, crucially depends on the sensing capability of nodes [1]. Deep learning
algorithms have been studied to improve spectrum efficiency in recent years.
Deepika Rajpoot [11] proposed to optimize the frequency search algorithm for
secondary users accessing to primary users in the NOMA cognitive radio net-
works, and finally to obtain the optimal detection time and maximum through-
put to improve spectrum efficiency. In the dynamic channel access (DSA), Kassab
et al. proposed a multi-agent deep deterministic policy gradient (MADDPG)
learning algorithm based on the channel access event [5]. These algorithms are
designed to avoid collisions and transmit redundant information, and adequately
utilize the time and device-level correlation of monitored events and devices,
respectively.

2.2 Reinforcement Learning

Wu et al. proposed a cognitive radio based on a reinforcement learning algorithm
to divide channel users into main users and cognitive users [14]. Lo et al. proposed
a collaborative awareness method, reinforcement learning cooperative sensing
(RLCS), based on reinforcement learning to reduce the collaboration cost in
cognitive radio ad-hoc networks and improve the collaboration gain [7].

In recent years, reinforcement learning has attracted extensive research atten-
tion. In WiFi networks, the traditional CSMA protocol may cause serious per-
formance degradation due to the inconsistent protocols used by different nodes.
Yu et al. proposed an efficient and fair channel sharing protocol (CS-DLMA)
based on reinforcement learning [17]. The experiments show that CS-DLMA can
effectively improve various performance metrics such as throughput. Especially
in WiFi scenarios, CS-DLMA achieves higher Pareto than CSMA. The stan-
dardization of telecommunication protocols may take a long time. With more
devices entering the network, a unified and efficient protocol framework becomes
a major trend in the future. Valcarce and Hoydis introduced reinforcement learn-
ing into the formulation and standardization of communication protocols [12], by
using the signals transmitted between devices as an incentive channel, so that
the model may effectively deploy the best channel access strategy in cellular
networks, and saves costs of the manual formulation and the protocol standard-
ization. In addition, the reinforcement learning has shown portability in more
unknown scenarios [12,17].

In addition to the theoretical feasibility, simulation frameworks have been
proposed to foster reinforcement learning algorithms in ns-3 [4,16]. A large num-
ber of research studies have aimed at the fairness of spectrum sharing. In this
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paper, we study the optimization issues of reinforcement learning algorithms for
spectrum sharing based on an ns-3 based simulation study.

3 Algorithm Design

In this section, we first illustrate the spectrum sharing problem between pri-
mary users and secondary users in cognitive radio networks. Then, we present a
greedy algorithm and a deep Q-learning network algorithm as benchmark algo-
rithms for addressing the spectrum sharing problem. To accelerate reinforcement
learning based spectrum sharing algorithms for cognitive radio transmitters, we
propose a new momentum-based Q-learning algorithm. We present the algorithm
implementations and the ns3-gym simulation framework. Based on the ns3-gym
framework, we instrument the network environment of the reinforcement learn-
ing agents and the ns-3 simulator.

3.1 Problem Statement

For the sake of simplicity, we assume that a cognitive radio network consists of
4 primary users (PU), 1 secondary user (SU), and 1 base station. PUs and SUs
are able to share the same spectrum and communicate with the base station.
Nevertheless, cognitive radio ensures that PUs are allocated to the available
channels with preemptive priorities over SUs in that if there are idle channels in
the wireless link, SUs can still utilize the spectrum for their data transmission.
We consider special cases in that these 4 PUs periodically 4 channels, and the SU
aims to utilize idle channel resources for transmission. As illustrated in Fig. 1,
an intelligent agent is deployed to sense the entire channel utilization and then
select the idle channel time slots for the SU to transmit its data.

We propose how to sense the idle channel time slots and design RL algo-
rithms to learn the periodic patterns by PUs and evaluate the proposed algo-
rithms based on ns-3 simulation experiments, so as to reduce the probability of
collisions, improve the channel utilization, and finally achieve a better spectrum
sharing strategy in cognitive radio. To compare the performance of RL algo-
rithms, we deploy a greedy algorithm and a deep Q-learning network algorithm
as benchmark.

3.2 Greedy Algorithm

In the greedy algorithm, a centralized channel intelligent assembles all informa-
tion from the network. The occupied channel at the (N−1)th time step is defined
as the state of Nth time step, and the transmitter takes the action in selecting
an idle channel for its data transmission at the Nth time step. In our experiment
settings, the greedy algorithm transmitter will be given a specific state-action
table for that scene, in which we preset values for the transmitter to choose
the best channel. Then, based on the principle of maximizing the value, the
transmitter selects the best channel from the highest value to the lowest value
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Fig. 1. Spectrum sharing between primary users and secondary users in cognitive radio
networks

following the state-action corresponding table, to determine the final channel
selection. The channel selection decision is determined based on the prepared
state-action corresponding table. The advantages of the greedy algorithm are
fast speed and low computational complexity, but the channel selection may not
be optimal. The disadvantage of this greedy algorithm is that it relies heavily
on the state-action table tailored for specific network environments.

3.3 Deep Q-Learning Network Algorithm

Q-learning is a representative reinforcement learning method which is to con-
struct a control strategy to optimize the algorithm performance. For a cognitive
radio transmitter, the Q-learning agent perceives and processes collision informa-
tion from the network environment. The Q-learning transmitter agent can tune
its parameters and change its behaviors by learning, to produce the transmit
choice of cognitive radio. The transmit choice makes the agent choose a channel,
and then impact the environment.

We intuitively apply a deep Q-learning network (DQN) algorithm for a cogni-
tive radio transmitter [4] with the following parameter mapping from reinforce-
ment learning to cognitive radio application scenarios. For a fair performance
comparison, we assign the same set of parameters of our proposed momentum
Q-learning algorithm as presented in Sect. 3.4.

The Observation represents the occupied channel corresponding to the pre-
vious time step which reflects the holistic state of the network, while the Action
denotes selecting the channel for the next time step to transmit data. The Reward
is defined as a positive reward that is given if there is no collision; otherwise, a
negative reward.



538 L. Zhu et al.

3.4 Momentum Q-Learning Algorithm

The momentum Q-learning is a model-free reinforcement learning algorithm,
which aims to learn a policy that tells a CR transmitter what action to take
under certain circumstances. Note that the convergence of Q-learning is directly
related to the selection of the reward. Improper selection of rewards may lead to
the failure or slow convergence of the model. For the cognitive radio transmitter,
we design a momentum Q-learning algorithm that meets the application require-
ments with enhanced performance as shown in Algorithm 1. This momentum
Q-learning algorithm adopts the dynamic reward based on the adjacent running
states. We assign 2 different coefficients βs/βf for no collision cases. For collision
cases, we set the minimum value tsmin/tfmin of successful/failing reward tokens
ts/tf , which provide a smooth reward but also improve the convergence speed
of the whole model. In our momentum Q-learning algorithm, a dynamic reward
is employed to accelerate the convergence process of the algorithm. In addition,
we introduce a Gameover criteria as follows: if the agent makes three mistakes
in the last 10 decisions, the game ends. If the time step reaches the upper limit
of simulation verification 100 times, the game also ends.

The algorithm details are stated as follows: Q-learning needs to rely on the
Q-table to judge when selecting channels. If the number of channels is M , then
Q-table is a M × M matrix. The corresponding values in the Q-table characterize
the probability of selecting the corresponding action based on a specific obser-
vation. For example, Q(2, 3) is the probability that Channel 2 is occupied at the
(n − 1)th time step, and the transmitter selects Channel 3 at the nth time step.
First, the Q-table is initialized to 0. In each episode, the network environment
states are sensed, and the successful token and failed token are set to 0. At the
beginning of each step, the action with the largest value in the Q-table is selected
as the channel selected by the transmitter according to the greedy strategy, and
the corresponding channel is selected and the feedback from the network environ-
ment is received. Then, the successful token and failed token are updated based
on this feedback. If there is no collision, the successful token ts is multiplied by
the coefficient βs ∈ (tsmin, tsmax); the failed token tf is multiplied by the coeffi-
cient βf ∈ (tfmin, tfmax). If the collision occurs, the successful token is reset to
ts = tsmin and the failed token is reset to tf = tfmin. Then, the sum of the above
two tokens is regarded as the reward r, and the state s′ is predicted. Then, the
Q-table is updated with Q(s, a) ← Q(s, a)+α[r+γmaxa′Q(s′, a′)−Q(s, a)], and
s is updated to s′. If the step reaches the default value of 100 for the maximum
number of steps in the experiments or there are at least 3 collisions in the last
10 time steps, the episode is regarded as the end. We configure the experiment
duration to last for 200 episodes if not explicitly specified.

3.5 Simulation Framework

We deploy an ns-3 layer to simulate the interaction between the RL agents and
the network environment. The timestep represents the incremental change in
time. We study two cases of the periodic channel usage patterns by the primary
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Algorithm 1. The momentum Q-learning algorithm for the cognitive radio
transmitter.
Input: State(s): The occupied channel in the (N − 1)th time step.
Input: Channel collision status: if the channel which the transmitter selects at the

(N − 1)th time step occurs collision.
Output: Action(a): The channel the transmitter selects in the Nth time step.
1: Initialize Q(s, a) by zero.
2: repeat(for each episode):
3: Get initial state(s) from the network environment.
4: Initialize successful token ts ← 0 and failed token tf ← 0.
5: repeat(for each step of episode):
6: Choose action(a) from state using ε-greedy policy from Q.
7: Take actions, and pass it to the network environment:
8: if no collision then
9: ts ← min(ts ∗ βs, tsmax).

10: tf ← min(tf ∗ βf , tfmax).
11: else
12: ts ← tsmin.
13: tf ← tfmin.
14: end if
15: Get reward r ← (ts + tf ), and predict state s′.
16: Q(s, a) ← Q(s, a) + α[r + γmaxa′Q(s′, a′) − Q(s, a)].
17: s ← s′.
18: until The time steps equal to 100 or 3 collisions occur in the latest 10 time

steps.
19: until through each episode

users in the cognitive radio network as shown in Fig. 2. With the progress of
time steps, 4 PUs occupied the channels periodically in order from Channel 1 to
4. The brown blocks represent the occupied channel time slots by the primary
users at this time point and the white blocks indicate the idle time slots.

Figure 3 is depicted to illustrate a sample path of the channel usage of the CR
transmitter. After the reinforcement learning agent makes a decision in selecting
a channel, the SU uses this channel for data transmission in the current time step.
We use the blue block to mark the selected idle channel time slot by the RL agent.
If the RL agent selects occupied channel time slots by the primary users, those time
slots are marked as red in Fig. 3(a), which is plotted as a demonstrating case for
the periodic channel usage pattern by the primary users in case 1. In this example,
among the total 60 time slots the SU utilizes, 14 time slots experience collisions
for case 1. Given the same sample path of the 60 time slots selected by the SU,
17 time slots experience collisions for case 2 as shown in Fig. 3(b). The RL agent
aims to minimize the probability of red blocks by learning the periodic pattern by
PUs and selecting those idle time slots in this example.

As shown in Fig. 4, the ns3-gym simulation framework consists of three parts:
the ns-3 network model, OpenAI Gym, and the reinforcement learning agent.
The ns-3 network model provides us a basic network simulation environment
that builds the cognitive radio network and statistic functions. The middle layer,
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(a) Case 1

(b) Case 2

Fig. 2. Periodic channel usage patterns by the primary users in the cognitive radio
network

(a) Case 1

(b) Case 2

Fig. 3. A sample path of the channel usage of the CR transmitter with collisions

OpenAI Gym, plays an important role in the middle-ware to integrate the rein-
forcement learning agent and the simulated network environment. This layer
passes the actions that the RL agent launches to the network environment and
return the reactions of the network to the reinforcement learning layer. In this
way, we are capable to deploy the reinforcement learning agent at the top layer
to implement decision-making on the low layer. Exactly in this layer, we deploy
the deep Q-learning network algorithm and the proposed momentum-based
Q-learning algorithm.
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Fig. 4. The ns3-gym simulation framework for spectrum sharing by the cognitive radio
transmitter

4 Performance Evaluation

We conduct a simulation study of the proposed momentum Q-learning based
channel sharing algorithm for the cognitive radio transmitters. In this section,
we present the simulation results to evaluate the performance of the pro-
posed momentum Q-learning algorithm against a greedy algorithm and a deep
Q-learning network algorithm.

4.1 Simulation Setup

With the manual tuning of the hyper parameters of the proposed MQL algo-
rithm, we recommend the following parameters utilizing ns3-gym in our simula-
tion. We control the wireless network environment following the suggested set-
tings in ns3-gym. The stochastic gradient descent (SGD) is used as the optimizer
of the deep reinforcement learning algorithm. We find that the deep Q-learning
rate may lead to reliable performance while it is set as 0.001. For the proposed
momentum Q-learning algorithm, we set the exploration rate to 0.3 to keep the
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ability to seek appropriate parameters in the Q-learning table. To improve the
performance, we set the successful coefficient βs = 1.1, the maximum of the
successful token is tsmax = 2 and the minimum value is tsmin = 0. The failing
coefficient is βf = 0.9 and the maximum value of the failing token is tf = 0
and the minimum value is tf = −2.5. Each hyper parameter of the momen-
tum Q-learning algorithm requires skills for fine-tuning. In order to maximize
the performance of the algorithms, we fine-tuned only one hyper parameter via
debugging each time. At last, the Disturbance Bias is introduced in our experi-
ments to simulate the potential errors of sensing the collisions in that the network
channel will be assigned with a certain deviation probability at other channels.
This probability is set as 5% if not explicitly specified.

4.2 Performance Metrics

In our simulation study, we focus on three aspects of the algorithms: generaliza-
tion capacity, convergence speed and time complexity. The convergence of the
algorithms are the central performance metric. The default x-axis in the result
figures is the episode by default, and the y-axis quantifies the time step, in which
the transmitter agents make a channel selection decision. For each algorithm, we
continuously simulate 200 episodes, and the maximum time step of each episode
is 100 steps. The advantages and disadvantages of the algorithm are character-
ized by the time step of the episode. The closer the time step approaches 100,
the better the algorithm performs in this episode. For the reinforcement learning
algorithm, there will be an extra backward curve. The reward curve represents
the cumulative reward of the reinforcement learning algorithm in each episode.
It captures the learning performance that the reinforcement learning algorithm
achieves for multiple episodes.

4.3 Simulation Results

Fig. 5. The performance of the greedy algorithm with disturbance bias in case 1
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Fig. 6. The performance of the greedy algorithm with disturbance bias in case 2

Algorithm Generalization. As shown in Fig. 5, the greedy method has lots
of episodes with over 100 steps, indicating that the greedy algorithm made the
transmitter could achieve the whole transmit process well. We use different cases
to perform different application environments. We assume the situation showed
in Fig. 2 is case 1, and case 2 adopt a totally different periodic channel usage
pattern by primary users. Given a state-action corresponding table designed
for the case 1 in advance, the transmitter will make a corresponding greedy
selection through the value given in the table. It has strong pertinence because
it is generally designed for a specific application environment which brings strong
coupling to its system. Although it is easy for the greedy algorithm to achieve
considerable results for a specific networking environment, such as case 1, it
will end up with a poor effect (see Fig. 6) when the environment fluctuates or
changes to case 2 as shown in Fig. 2(b). However, for both case 1 and case 2,
reinforcement learning is able to construct the most appropriate state-action
table from the current environment because it does not need to set the state-
action table in advance. We select the most representative case 1 environment
to conduct more experiments to evaluate DQN and MQL. The representative
experimental results are depicted in Fig. 7 and Fig. 8. From the time step curves,
we observe that the adaptive trend of the reinforcement learning algorithm for
the changing network environment gradually improves.

Convergence Speed. Following the experiments in ns3-gym [4], we adopt a
deep Q-learning network algorithm with a one-hidden-layer neural network for
training. Obtaining the training effect as shown in Fig. 7. In the meantime, we
design a momentum Q-learning algorithm as presented in Sect. 3.4. The adaptive
reward helps us learn the features more quickly in Fig. 8. From both time and
reward curves, we observe that the DQN algorithm converges at about 70-th
episodes but the momentum Q-learning algorithm convergence much faster in
the 20-th episode and achieves better performance. After convergence, the steep
curve of sustains at 100 steps, and the reward curve also maintains at a high
level. The performance of the momentum Q-learning algorithm is stable, and
finally, we can harvest the highest reward.
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Fig. 7. The performance of the deep Q-learning network algorithm with disturbance
bias

Fig. 8. The performance of the momentum Q-learning algorithm with disturbance bias

Fig. 9. Training time: momentum Q-learning v.s. DQN
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Fig. 10. Predicting time: momentum Q-learning v.s. DQN

Time Complexity. As shown in Fig. 9 and Fig. 10, we apply “MQL Train-
ing/Predicting Time” to represent the training average time-cost of training step
of each episode with the momentum Q-learning algorithm, and “DQN Train-
ing/Predicting Time” for the deep Q-learning network algorithm. The x-axis
depicts each episode of the algorithm episode, and the y-axis indicates the time
consumed in seconds. The momentum Q-learning average predicting time is only
half of deep Q-learning, the average training time of each step is only 1/5 of that
of DQN and the curves’ fluctuation range of MQL will be smaller, more sta-
ble, and there will be no significant fluctuation changes. The training time and
the predicting time of the momentum Q-learning is far less than that of deep
Q-learning, and more stable too. In summary, in the actual application scenar-
ios, we recommend the momentum Q-learning algorithm for the cognitive radio
transmitter to achieve lower judgment delay and training time cost in this way.

Discussions. The reason for the difference in convergence speed and time is
mainly due to the backward update mode and the parameter number of DQN and
MQL. For DQN, the number of parameters includes the parameters in the neural
network, which makes the total number of parameters required is the number of
network parameters. If we want to improve the effectiveness of the model and
increase the depth of the network, these parameters will increase. MQL only
needs the number of M2 Q-table parameters. Assume we have M channels in the
environment, plus a constant number of momentum reward control parameters.
The number of parameters is fewer, and the reward with momentum ensures
that MQL requires less training time and achieves faster convergence speed.

5 Conclusion

In this paper, we presented a momentum-based Q-learning based spectrum shar-
ing algorithm for cognitive radio transmitters to ensure effectiveness and applica-
bility. We conducted a simulation based performance evaluation study based on
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a popular open-source simulator, ns3-gym. The simulation results show that the
proposed momentum-based Q-learning algorithm achieves lower collision rate,
faster convergence as well as stronger generalization capacity compared with
the deep Q-learning network algorithm. The proposed algorithm can also be
applied in numerous similar network scenarios. We plan to study an automatic
parameter adjustment scheme and deploy the proposed algorithm for the prac-
tical application of a real network environment on a software defined wireless
network testbed [8,9].
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Artificial Fish Swarm Algorithm-Based Sparse
System Estimation
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Abstract. In this paper, the estimation of Doppler-distorted underwater acoustic
(UWA) channels is investigated. The UWA channels are characterized by severe
multipath spread and significant Doppler effects, and can be well modeled as
a multi-scale multi-lag (MSML) channel. Furthermore, exploiting the sparsity of
UWA channels, MSML channel estimation can be transformed into the estimation
of parameter sets (Doppler scale factor, delay, amplitude). Based on this, orthog-
onal matching pursuit (OMP) algorithm has been widely used. But the estimation
accuracy ofOMPdepends on the size of the dictionary and finer resolution requires
higher computational complexity. Thus, this paper proposes a new method called
improved artificial fish swarm algorithm (IAFSA), for the UWA channel estima-
tion. Different from basic AFSA, IAFSA proceeds in an iterative manner to sepa-
rate multipath and will adaptively adjust fish’s positions and step during each sub-
iteration, thus can achieve fine resolution and fast convergence. The performance
of the IAFSA is evaluated by various numerical simulations, including channels
generated by BELLHOP. The simulation results show that IAFSA outperforms
OMP algorithm in both estimation accuracy and computational complexity.

Keywords: Sparse system estimation · Artificial fish swarm algorithm ·
Underwater acoustic channel · Doppler spread

1 Introduction

Underwater acoustic (UWA) channels [1–3] pose grand challenges for reliable high
data-rate communications, due to significant Doppler effects [4, 5] and severe multipath
spread. In underwater communications [6–8], acoustic waves propagate at 1500 m/s,
much lower than 3 × 108 m/s, the speed of electromagnetic wave in terrestrial wire-
less systems. Thus, the motion of platform will cause more significant Doppler effects,
which is expressed as signal compressing or dilating in time domain and can be treated as
Doppler scale [9]. And themultipath spread is formed by exhaustive reflections in under-
water environment. For the low propagation speed of acoustic waves, multipath spread
results in long time delay and severe inter-symbol interference (ISI). To fully understand
the channel characteristics and overcome challenges it poses, accurate channel models
and estimation methods are essential to investigate.

As observed in many experiments [10–12], signals from different paths will expe-
rience different Doppler scale, arrive at different time and have different energy, and
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the received signal will be a superposition of these signals. So the multi-scale multi-
lag (MSML) channel, denoted in [13] can well model acoustic channel and has been
adopted in many researches [11, 14–16]. In MSML channel model [17, 18], each path
can be parameterized by Doppler scale factor, time delay and amplitude. However, for
severe multipath spread, this model will be too complex to estimate. To overcome such
difficulty, many researchers investigated the sparsity of UWA channel [19–21], that is,
most of the energy is concentrated in some small regions. So only a few channel taps in
MSML channel [22] model are nonzero and need to be tracked. As a result, the compu-
tational complexity has been reduced and many sparse channel estimation algorithms
based on compressed-sensing (CS) have been proposed [11, 23–28].

These algorithms can be generally grouped in two categories: dynamic programming
like matching pursuit (MP), and linear programming like basis pursuit (BP) [11, 29, 30].
BP aims at the minimization which needs high computational complexity, thus is less
attractive for practical large-scale applications. Therefore, we will mainly focus on MP
algorithm and its successors.

In [23], MP algorithm is applied to estimated Doppler scale factors of different
paths. It iteratively selects one column from the dictionary that is most relevant with
the residual signal, and subtract the estimated path component to update the residual
signal. Compared with MP, it’s orthogonal version, orthogonal matching pursuit (OMP)
algorithm [24, 31–33] makes the residual signal be orthogonal with all the selected
columns, thus has better convergence speed and accuracy. [11, 25, 26] compares the
traditional subspace methods and CS-based methods for channel estimation, and con-
cludes that CS- based methods have better performance. Meanwhile, some improved
algorithms, which focus on adaptively estimating path numbers, like sparsity adaptive
matching pursuit (SaMP) [27]and adaptive step size SaMP (AS-SaMP) [28] have been
applied to sparse channel estimation. Furthermore, some references propose methods
to reduce computation: [34, 35] proposes a two-stage OMP algorithm, which estimates
the Doppler scale factor and time delay respectively, rather than simultaneously as OMP
does. But it requires some preprocessing before channel estimation. [36] analyzes that
fast Fourier transform (FFT) [37, 38] can be utilized in OMP to simplify calculation.
But the reduction is limited as it only focuses on the computing process rather than on
the reducing of column dimensions in the dictionary.

Therefore, themain limitation ofMPalgorithmand its successor is that the estimation
accuracy depends on the size of the dictionary. To guarantee a fine resolution, the number
of columns in the dictionary could be extremely large [39]. Thus, calculating inner
product of received signal and each column sequentially as MP algorithm does leads
to extensive calculation, especially for UWA channel, where the delay-scale spread is
large. To overcome this difficulty, this paper proposes a novel algorithm called IAFSA
for UWA channel estimation.

AFSA is one of the intelligent algorithmswhich can find the optimal solution quickly
with the help of each fish’s individual competition and swarm cooperation [40]. Based
on AFSA, the proposed method, IAFSA, proceeds in an iterative manner and will adjust
step and fish’s positions during the sub-iteration. Then it will update the residual signal at
the end of each iteration and return the parameters of one path. The proposedmethod can
effectively reduce computational complexity while has a good estimation performance.
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The rest of this paper is organized as follows. Section 2 gives a brief introduction
of the channel model. In Sect. 3, we present the basic AFSA and the process of the
proposed IAFSA in detail. Section IV focuses on the simulation results and section V
concludes the paper.

2 Channel Model

UWA channel features large multipath spread for the interaction with ocean surface,
bottom medium, as well as inhomogeneous particles of water column. MSML channel
model can well describe the UWA multipath channel, that is:

h(τ, t) =
L∑

l=1

Al(t)δ(τ − (τl − (al − 1)t)) (1)

where L is the number of channel taps. Al(t) is the time- varying amplitude of the lth
path and can be assumed to be constant during a short period of time, for example, the
transmission duration of one data frame. τl and al are the time delay and Doppler scale
factor of the lth path, respectively. And δ(·) is a delta function defined as following:

δ(t) =
{
1 t = 0
0 otherwise

(2)

Let s(t) be the transmitted signal and the corresponding received signal r(t) can be
written as:

r(t) =
L∑

l=1

Al(t)s(alt − τl) + w(t) (3)

where w(t) is the additive noise.
Given the sparsity ofUWAchannel, only some channel taps are nonzero in (1), which

means that r(t) is a superposition of only a few delay-scaled versions of s(t). Therefore,
the calculation complexity for channel estimation is significantly reduced.

3 IAFSA-Based Sparse Channel Estimation

3.1 Basic AFSA

AFSA (artificial fish swarm algorithm)is an optimization method which imitates the
behaviors of fish, including preying, swarming and following. In underwater world, fish
can find areas with higher food density based on their individual competition and swarm
cooperation. Similarly, AFSA can get the optimal solution in the problem space by imi-
tating fish behaviors. Before introducing these behaviors, we will give some definitions
first.
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Denoting Xp as the position of an artificial fish(AF):

Xp = (
xp1, x

p
2, . . . , xpN

)
(p = 1, . . . ,P) (4)

where P is the population size and N is the dimension of the position.
The fitness value of position Xp can be calculated by

yp = f (Xp) (5)

And the distance between two individuals Xp and Xq is defined as

d(Xp,Xq) =
√√√√

N∑

n=1

(Xp(n) − Xq(n))2 (6)

There are three basic behaviors of AF:

1) Preying: Suppose the current position of AF p is Xp, then it randomly selects a
position Xv within its visual range. If yv > yp, the AF will move a step toward Xv,
that is

Xpnext = Xp + Xv − Xp

||Xv − Xp|| · � (7)

where � is the step size. This process will repeat I times until one Xv meets the
requirement, or the AF will choose a position randomly within visual.

2) Swarming: LetXp be the current position of AF p andQ be the number of its partners
within its visual range. If Q > 0, calculating the center position of these Q partners:

Xc = 1

Q

Q∑

q=1

Xq (8)

Define λ as the crowd factor, if yc/Q > λyp, which means that the food density at
Xc is high and the surrounding is not crowded, so AF p will move toward Xc as in (7);
otherwise, it will execute the behavior of preying. If Q = 0, AF will also execute the
behavior of preying.

3) Following: AF p finds Q partners within its visual range. If Q > 0, finds the partner
Xq which has the maximum yq. Then if yq /Q > λyp, AF p will move toward Xq as
in (7). If yq /Q ≤ λyp or Q = 0, AF p will execute the behavior of preying.

At each iteration, each AF calculates the fitness values of swarming and following,
then selects one behavior with better fitness value. The optimal position and correspond-
ing fitness value among all AFs will be recorded on the call-board. The algorithm will
stop when reaching maximum iterations or the error meets the requirement. Then we
can get the optimal solution from the call-board.
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3.2 Improved AFSA (IAFSA) and Channel Parameters Estimation

Let one fish position represent one path’s Doppler and delay parameters, {al, τl}Ll=1.
And let r(t) be the received signal, s(t) be the preamble, then signal from path Xp can
be represented as sXp(t). So the fitness value can be calculated by

f (Xp) =
∫ +∞
−∞ r(t)sXp(t)dt

∫ +∞
−∞ ||sXp(t)||2dt (9)

This is just the estimated path amplitude: f (Xp) = ÂXp . Thus AFSA can be applied to
channel estimation for one-path case. However, for MSML channels, the received signal
is a superposition of several different multipath components, parameter estimation is
more complicated and somemodifications are necessarywhen applyingAFSA toMSML
channel estimation.

Inspired by MP algorithm, we propose an improved artificial fish swarm algorithm
(IAFSA) in this paper, which proceeds in an iterative manner and estimates parameters
for one path at each iteration. Specifically, during one iteration, basic AFSA, with some
modifications, will be applied as a sub-iteration. The modifications include step adjust-
ment and part of fish’s position adjustment. Then the estimated path component will be
eliminated from the received signal by subtracting the delay-scaled version of the known
preamble.

The process of IAFSA is given as Algorithm 1.
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Algorithm 1: Doppler-distorted UWA channel estimation based on IAFSA

Input:

Transmitted signal vector s; received signal vector r; path numbers L; threshold ε.

Initialization:

Set the residual signal r e = r, the crowd factor , the visual range , the step ,the 
number of trying , the maximum sub-iterations max, set =1;

Iterate:

1: Initialize a population of AF with random positions Xp (p = 1,···,P) in the prob-
lem space and calcu late corresponding fitness values yp (p = 1, · · · , P ). Record the 
maximum fitness value yopt and corresponding Xopt  on call-board.

2: Set counters = 1.

3: Do swarming and following within visual range , then select one behavior 
with better fitness value, and update p.

4: Calculate fitness value for each fish and update call- board.
5: When max 2, if call-board keeps unchanged and opt , change half of
AFs positions to be opt.

6: Set + 1, step '

max

(1 )
2

, and loop to step 3 until max .

7: Select the position from call-board and get the delay-scaled training signal as ls

and corresponding fitness value opty is ˆ
lA . Then update the residual signal as:

ˆ
e e l lr = r - A s (10)

8: If = , stop the iteration; else, set = + 1 and go to step 1.

Output:

The estimated channel parameters: 1
ˆ ˆ ˆ{ , , }L

i i i iA a .

Path number L can be got from the process of signal synchronization before channel
estimation; and the threshold ε is set according to the energy of the signal from one path
which can be detected at the receiver.

4 Experiment and Analysis

In this part, we use various computer simulations to evaluate the performance of IAFSA,
and compared with OMP algorithm will also be included.
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4.1 Channel 1

We consult [11]to set the path parameters in our simulation, that is, the number of
discrete paths L from transmitter to receiver is 10 in total, and the inter-arrival time is
distributed randomly within 25 ms with the minimal delay synchronized to zero. The
path amplitudes are uniformly distributed and the strongest path is normalized to 1. The
Doppler scale factors are randomly distributed within [1,1.02], with an accuracy to four
decimal places. And we use a pseudo-random noise (PN) signal of 511 symbol length
as the training sequence, which is binary phase-shift keying (BPSK) modulated onto the
carrier. The carrier frequency is 10 kHz and the sampling rate is 20 kHz.

At the receiver, both IAFSA and OMP will be applied to channel estimation. The
initialization parameters of IAFSA are listed in Table 1, while for OMP algorithm, we
build a dictionary with a resolution of 1 × 10−4 in the Doppler rate and 0.1 ms in the
tap delay. The dictionary covers a Doppler rate variation of 0.02 and a delay spread of
25 ms, which is also the position space of AFSA.

Table 1. Parameter of IAFSA.

Parameter Value

Population size (P) 50

Crowd factor (λ) 0.3

Visual range (D) [0.005;1.0 ms]

Step (�) 0.2

Maximum iterations (kmax) 10

Trying number (I) 10

Threshold (ε) 0.2

Figure 1 displays the normalized mean squared error (NMSE) of the estimated scale
factor versus signal to noise ratio (SNR), as defined in the following:

NMSE =
∑L

l=1

∣∣∣
∧
αl −αl

∣∣∣
2

∑L
l=1 |αl |2

(11)

From Fig. 1, it is clearly that the IAFSA outperforms OMP in Doppler scale estimat-
ing. The accuracy of OMP depends on the resolution of the columns in the dictionary,
thus it is limited by the dictionary size. While IAFSA can get a better resolution by step
adjusting in the sub-iteration, as well as that at the last stage of iteration, many fish will
search around the optimal solution to achieve better accuracy.

The estimating error of time delay, 1
L

∑L
l=1

∣∣∣
∧
τl −τl

∣∣∣ is plotted in Fig. 2. The IAFSA
is slightly better than OMP in low SNR, with a gain about 2 dB. When SNR exceeds
8 dB, both algorithms become stable and IAFSA gets a lower delay estimating error, for
it’s search range is smaller at the last stage of sub-iteration and can get better resolution.
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Fig. 1. NMSE of the estimating scale factor versus SNR

Fig. 2. Errors of the estimating delay versus SNR

Figure 3 illustrates the residual signal energy rates, ||re||2/||r||2 versus SNR of both
estimation algorithms. And a reference which uses the true channel information is also
included. It can be seen that IAFSA performs better than OMP, gaining about 2 dB when
SNR exceeds 2 dB and is closer to the ideal values. Residual signal energy rate is a
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Fig. 3. Residual signal energy rate versus SNR

comprehensive evaluation of the channel estimation, that is, the estimation accuracies of
Doppler scale, delay and amplitude all contribute to it. Thus, the performance in Fig. 3
is also coincident with which we analyzed in Fig. 1 and Fig. 2.

4.2 Channel 2

We use the BELLHOP beam-tracing model to mimic an underwater environment: the
water is 100 m deep, the initial horizontal range between the transmitter and receiver is
2000 m. the transmitter is fixed at the depth of 80 m, and the receiver is at 50 m depth
with a horizontal speed of 15 m/s toward the transmitter. The speed of the acoustic wave
is set to be 1500 m/s. And the reflection coefficients of the bottom and the surface are
set to 0.7 and −0.9, respectively. As shown in Fig. 4, we consider ten dominant paths
and the performance comparisons are shown in Figs. 5, 6 and 7.

It is the same as in channel 1, IAFSA outperforms OMP when testing by channel 2
which is generated by BELLHOP.

In channel 2, considering the Doppler effects are mainly caused by the receiver
moving. Thus, the maximum Doppler spread can be calculated as v/c = 0.01. And ten
paths all arrive within 25 ms with the delay of the first arrival path synchronized to
zero. So the difference between two channels for OMP is the column numbers in the
dictionary. The dictionary size in channel 1 is twice as in channel 2 for the Doppler
spread is 0.02 in channel 1. However, for IAFSA, the only adjustment is to change the
position space when initializing fish positions. So it is more convenient when channel
changes and does not need additional computation.
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Fig. 4. Acoustic ray paths of UWA channel
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Fig. 5. NMSEs of the estimating scale factor versus SNR
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Fig. 6. Errors of the estimating delay versus SNR

Fig. 7. Residual signal energy rate versus SNR
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4.3 Complexity Analysis

As both OMP and IAFSA will iterate L times to estimate parameters for all paths, the
mainly difference of computation lies in the process of one iteration. So we will focus
on the computation of one iteration.

For OMP algorithm, let KL be the length of the preamble, N = Nτ Na be the total
number of delay-scaled versions of preamble, that is, the column dimensions of the
dictionary. Thus, the inner products of the received signal and columns in the dictionary
requires ρ = NKL complex multiplications. For channel 1, Nτ = 250, Na = 200, thus
N = 5 × 104, while for channel 2, Na = 100, and N = 2.5 × 104.

For IAFSA, each iteration includes kmax sub-iterations, and during each sub-
iteration, P fish will be involved and each fish will do swarming and following. For
the worst case, that is, both swarming and following fail to find a better position, fish
will turn to preying, and this requires to calculate inner products of the received signal
and the delay-scaled version 2I times. Thus, the whole computation is ρ = KLPkmax2I .
For both channel 1 and 2, P = 50, kmax = 10 and I = 10. So, ρ = 1 × 104.

From the above analysis, the computational complexity of IAFSA is much lower
than OMP algorithm, especially when the delay spread and Doppler spread are large,
which is the case of UWA channel.

5 Conclusion

We have invested the problem of Doppler-distorted UWA channels estimation in this
paper and propose the IAFSAmethod. In particular, during each iteration, a sub-iteration
is included and we propose to adjust the step and fish’s positions during the sub-iteration
to search more carefully around the optimal solution. And the estimated signal compo-
nent will be eliminated from the received signal for next iteration. The new method has
the advantages of faster convergence and finer resolution comparedwithOMPalgorithm.
The simulation results show that IAFSA outperforms OMP in estimation accuracy as
well as has a lower computational complexity.
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Abstract. Extreme learning machine (ELM) is a promising method for
the learning of single-hidden layer feedforward network (SLFN) which
is attractive for its simplicity and high efficiency. However, during the
rapid development of ELM algorithm, the determination of suitable net-
work architecture is still a challenging work. To deal with this issue,
this work develops a modified ELM algorithm based on a novel adaptive
optimization method. Specifically, we use the growth structure strategy
to design the network architecture. During the learning process of the
proposed algorithm, the grey wolf optimization (GWO) technique is then
introduced to seek the optimal parameters for hidden nodes instead of
random selection. In addition, to improve the convergence speed, we fur-
ther ameliorate the traditional GWO approach. Experiment results over
some benchmark applications indicate that our AI-ELM algorithm can
dramatically reduce the scale of network and obtains the better general-
ization performance than other classical ELM algorithms.

Keywords: Single-hidden layer feedforward network · Incremental
extreme learning machine · Enhanced grey wolf optimization ·
Universal approximation

1 Introduction

Artificial neural network (ANN) is one of the important research branches of
machine learning and computational intelligence. Simple speaking, the purpose
of this bionic network is to simulate the information processing function of
the brain nervous system. In the past decades, ANN has been widely stud-
ied and has become a powerful information processing technique because of its
self-learning, self-adapting, and fault-tolerant. Single-hidden-layer feedforward
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network (SLFN) is a special kind of ANN which only contains a single hidden
layer. Due to its simplicity and good generalization performance (GP), SLFN
has attracted great interest and has been applied to various fields ranging from
scientific research to engineering application [1,2]. However, the most of existing
learning algorithms for SLFN are usually designed based on gradient optimiza-
tion strategy, which are proven to be complex and slow in computation. As a
result, it is urgent to develop a learning algorithm which can satisfy the need
of the rapid development of SLFN. To this end, Huang et al. developed a novel
learning algorithm for SLFN called extreme learning machines (ELM) [3]. Gener-
ally speaking, the key idea of ELM is to take advantage of the random mechanism
to select the parameters of hidden nodes and use the least-mean square method
to resolve the output weights. Compared with traditional gradient-based learn-
ing algorithms, ELM not only learns faster but also shows better GP, especially
in some practical applications [4,5].

Although ELM learns faster than the traditional learning algorithms, the
scale of network architecture (NA) is still determined by trial and error. There-
fore, how to build a suitable NA is a prerequisite for the successful application
of ELM. To deal with this problem, various construction methods were cur-
rently proposed with their own advantages and drawbacks. Among these meth-
ods, incremental ELMs are the most famous and representative. I-ELM uses the
incremental mechanism to obtain the optimal NA. In this algorithm, the hidden
nodes are recruited one by one with randomly selected parameters [6]. In order
to improve the convergence rate of I-ELM, CI-ELM referred in [7] proposes to
constantly update the output weights of the added hidden nodes rather than
unchanged. In addition, EI-ELM was developed to reduce the network complex-
ity of I-ELM. Different from I-ELM, EI-ELM takes several randomly hidden
nodes into consideration at each learning step and only recruits the one with the
maximum error decreasing into the network [8]. In addition, a large number of
experiments have shown that these algorithms can reduce the network scale to a
great extent. However, during the learning procedure of all the above-mentioned
algorithms, the parameters of hidden nodes are randomly assigned. Although
this random mechanism can simplify the learning procedure, it also brings some
redundant hidden nodes into the network, which will increase the network scale.

In order to obtain a more compact NA for specific problem, we propose a
new ELM algorithm based on a novel adaptive optimization method (referred
as AI-ELM). Similar to I-ELM, in this work, we take advantage of the growth
structure strategy to design the network architecture. In other words, we recruit
one hidden node into network at each learning step. Differently, during the learn-
ing process of AI-ELM, a novel adaptive optimization method is introduced to
seek the optimal parameters for hidden nodes instead of random selection. Con-
sidering the simplicity and great search capacity, the hot grey wolf optimization
(GWO) method is taken as the optimizer. In addition, to improve the conver-
gence speed, we further ameliorate the traditional GWO algorithm. Finally, we
compare AI-ELM with the existing algorithms on some benchmark problems.
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The corresponding experimental results indicate that our AI-ELM can obtain a
more compact NA with the better GP.

2 Brief on I-ELM and GWO

2.1 I-ELM Algorithm

In terms of structure, SLFN is composed of three main parts: input layer, hidden
layer and output layer. Mathematically, the SLFN as shown in Fig. 1 can be
represented as

fl(x) =
l∑

i=1

βigi(x) =
l∑

i=1

βiG(ai, bi,x) (1)

where x ∈ Rd is the input sample, l is the number of the hidden nodes, (ai, bi)
are the parameters of the ith hidden node, βi is the ith output weight, and gi(x)
or G(ai, bi,x) denotes the output of the ith hidden node [6].

Fig. 1. Single-hidden layer feedforward network architecture.

I-ELM is an incremental constructive approach where the hidden nodes are
recruited into network one after one with randomly selected parameters. Specifi-
cally, at each learning step of I-ELM, only one node is added to the hidden layer
of the current network. The parameters of new added nodes are selected in a
fixed interval at random. When lth hidden node is added to the network, the
output of I-ELM can be expressed as

fl(x) = fl−1(x) + βlgl(x). (2)

It is worth noting that although I-ELM adopts random mechanism to seek
the parameters of hidden nodes, it has been proven that I-ELM can accurately
approximate the objective function. That is
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2.2 GWO Algorithm

Grey wolf optimization (GWO) is an emerging intelligent optimization algo-
rithm developed by Mirjalili et al. in 2014 [9]. Due to its great search capacity,
GWO has attracted increasing interest and has been successfully used to solve
many real-world problems [10]. In addition, this technique only has few uncertain
parameters to be adjusted and can be easy to implement.

The core idea of GWO algorithm can be generally summarized as two parts:
social pyramid and hunting strategy. Firstly, grey wolves are grouped into four
types, namely α, β, δ, ω, where α, β, δ denote three levels of solutions from good
to inferior, and ω is the solutions except for α, β, δ. As shown in Fig. 2, four types
of grey wolves constitute a strict social hierarchy.

Fig. 2. Social pyramid of grey wolves.

Figure 3 gives an intuitive illustration of how grey wolves hunt the prey. In
general, the hunting strategy consists of the following two steps:

(1) Encircling prey. Before the hunting, grey wolves firstly move towards the
prey and surround it. Mathematically, this phase can be modeled as

D = |Cxp(t) − x(t)|, (3)
x(t + 1) = xp(t) − AD, (4)
A = 2ar1 − a, (5)
C = 2r2. (6)
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Fig. 3. Hunting strategy of grey wolves.

where r1, r2 are two random vectors, a = 2 − 2t/Itermax, and xp(t),x(t)
denote the current locations of prey and wolves, respectively.

(2) Hunting prey. During the hunting phase, grey wolves α usually conducts
β, δ to attack the prey. Meanwhile, the rest of grey wolves ω adjust their
locations according to α, β and δ. This phase can be expressed as follows,

Dα = |C1xα − x|, (7)
Dβ = |C2xβ − x|, (8)
Dδ = |C3xδ − x|, (9)
x1 = xα − A1Dα, (10)
x2 = xβ − A2Dβ , (11)
x3 = xδ − A3Dδ, (12)

x(t + 1) =
x1 + x2 + x3

3
(13)

where C1,C2,C3,A1,A2, and A3 are six random vectors, xα,xβ ,xδ denote
the locations of α, β and δ, respectively.

3 Proposed AI-ELM

As described earlier, the original I-ELM adopts random mechanism to seek the
parameters for hidden nodes. Although this random mechanism can simplify
learning process, it also brings some unnecessary hidden nodes into network.
In other words, some randomly added hidden nodes may play a small part in
the whole network. It means that I-ELM usually needs more hidden nodes to
approximate target function.
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In order to achieve a more compact network, this work proposes an improved
I-ELM based on a novel adaptive optimization method, named adaptive incre-
mental extreme learning machine (AI-ELM). Similar to traditional I-ELM, in
this work, the growth structure strategy is also employed to design the network
architecture. During the learning process, we recruit hidden nodes into current
network one after another. Differently, during the learning process of AI-ELM,
we introduce a novel adaptive optimization method to seek the optimal parame-
ters for hidden nodes instead of random selection. Considering the simplicity and
great search capacity, the hot grey wolf optimization (GWO) method is taken
as optimizer. The clear schematic of our AI-ELM is shown in Fig. 4.

Fig. 4. Block diagram of the proposed AI-ELM.

However, researches have demonstrated that similar to other optimization
algorithms, the traditional GWO may fall into local minima in practical applica-
tions. To address this issue, we make the following two improvements to amelio-
rate the traditional GWO algorithm. Firstly, we further modify the convergence
factor a to enhance the nonlinear dynamic capability of it, that is

a =
2

1 + eγ( 2t
Itermax

−1)
, (14)

where γ is a generalized coefficient that is used to restrict a to the interval [0, 2].
Here, we set γ = 8. With the help of the modified convergence factor, it can
effectively balance the global search and local exploration.

Considering the fact that the traditional GWO may fall into local minima, we
introduce the dynamic learning rates to update the position information. That
is

x(t + 1) =
{

x1+x2+x3
3 |x1+x2+x3

3 | ≤ |w1x1+w2x2+w3x3
3 |

w1x1+w2x2+w3x3
3 other (15)
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where

w1 =
|x1|

|x1| + |x2| + |x3| , (16)

w2 =
|x2|

|x1| + |x2| + |x3| , (17)

w3 =
|x3|

|x1| + |x2| + |x3| . (18)

By doing so, the search ability of GWO algorithm can be further enhanced so
as to avoid falling into local minima.

Note that in the proposed AI-ELM, the position of each grey wolf is composed
of input weight and hidden bias, and residual error is adopted as the fitness
function. The details of AI-ELM algorithm are presented as follows.

AI-ELM Algorithm:

1. Initialization: Suppose that l = 0 and target error E = t;
2. Learning step:

While l < lmax and ‖ E ‖> ε
(a) Add one hidden node to network l = l + 1;
(b) Seek the optimal parameters (ai, bi) for the lth hidden node by means of

the enhanced GWO algorithm;
(c) Compute the output weight βl :

βl =
E · HT

l

Hl · HT
l

; (19)

(d) Update the target error E when the lth hidden node is added:

E = E − βl · Hl. (20)

Endwhile

As stated above, each hidden node recruited by the proposed AI-ELM plays
an important part in the whole network, which means that AI-ELM needs less
hidden nodes to complete the learning task. Therefore, it can be concluded that
AI-ELM achieves a better NA than the traditional I-ELM in real applications.

4 Experimental Verification

In this section, we test our method in terms of NA and GP. Specifically, the
proposed AI-ELM is compared with three classical ELM algorithms (I-ELM [6],
EI-ELM [8], and D-ELM [11]) on some benchmark problems. Table 1 gives a
detailed description of these eight UCI benchmark problems. For the fairness,
all the tests are conducted in the same environment.
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Table 1. Specification of regression problems.

Data sets Attributes Cases Training data Testing data

Abalone 8 4177 2000 2177

Boston Housing 13 506 250 256

California Housing 8 20640 8000 12640

Census (House8L) 8 22784 10000 12784

Delta Ailerons 6 7129 3000 4129

Delta Elevators 6 9517 4000 5517

Japanese Vowels 12 9961 4275 5686

Kin8nm 9 8192 4000 4192

In order to compare the NA and GP of each algorithm, for each problem, we
first set the same expected accuracy (stopping RMSE) for all four algorithms,
and the specification of expected accuracy is presented in Tables 2 and 3. In
addition, the maximum learning step is set to 200 for all eight problems. Note
that the less hidden nodes a method needs, the more compact NA it has. Mean-
while, the smaller the error a method achieves, the better GP it has. Therefore,
a better algorithm must has less hidden nodes and residual error at the same
time. In order to reduce the instability of the results, for each algorithm, the
average result over fifty trails are taken as the final comparison results. Note
that the better results in tables are emphasized in bold to facilitate the intuitive
analysis.

The performance of four ELM algorithms on eight real-world problems is
shown in Tables 2, 3, 4, and 5. Tables 2 and 3 show the NA comparison of four
different algorithms with sigmoid nodes and sine nodes, respectively. It can be
seen that the number of hidden nodes needed by the proposed AI-ELM is much
less than those of other three algorithms for all cases. In view of this fact, we

Table 2. NA comparison of different algorithms with sigmoid nodes.

Datasets Stop I-ELM EI-ELM D-ELM AI-ELM

RMSE Nodes Dev Nodes Dev Nodes Dev Nodes Dev

Abalone 0.09 177.78 52.84 66.80 40.65 4.75 1.41 3.82 0.61

Boston Housing 0.11 183.48 30.14 68.12 41.57 11.84 3.50 8.44 2.62

California Housing 0.16 197.98 12.60 48.96 14.52 5.74 1.37 3.66 1.12

Census (House8L) 0.09 194.34 21.04 48.12 19.04 5.80 1.34 4.52 0.94

Delta Ailerons 0.05 182.08 35.12 26.16 17.21 4.02 0.88 3.12 0.08

Delta Elevators 0.06 189.72 21.43 30.88 11.10 5.26 0.96 3.36 0.07

Japanese Vowels 0.11 199.10 6.36 74.94 31.10 7.52 1.31 5.14 1.92

Kin8nm 0.14 194.16 18.88 137.96 66.16 12.34 3.53 8.68 3.13
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can find that our AI-ELM achieves a more compact NA. Tables 4 and 5 show the
GP comparison of four different ELM algorithms. Apparently, AI-ELM performs
better than the other three algorithms. Therefore, it can be concluded that the
proposed AI-ELM achieves a more compact NA with better GP.

Table 3. NA comparison of different algorithms with sine nodes.

Datasets Stop I-ELM EI-ELM D-ELM AI-ELM

RMSE Nodes Dev Nodes Dev Nodes Dev Nodes Dev

Abalone 0.09 139.88 59.65 20.54 12.97 6.20 1.50 4.24 0.19

Boston Housing 0.11 189.68 26.75 53.58 17.58 21.56 3.45 13.44 1.52

California Housing 0.16 111.24 55.60 18.04 13.41 6.74 1.42 3.92 1.32

Census (House8L) 0.09 78.44 24.30 13.80 4.33 6.70 1.65 4.56 0.25

Delta Ailerons 0.05 148.22 63.90 53.42 72.23 5.80 1.12 3.40 0.07

Delta Elevators 0.06 194.84 25.56 134.38 69.80 8.68 1.50 5.10 0.07

Japanese Vowels 0.11 198.46 10.89 89.24 55.09 11.46 2.05 7.86 0.32

Kin8nm 0.14 200.00 0.00 100.38 22.94 26.68 5.15 16.76 0.78

Table 4. GP comparison of different algorithms with sigmoid nodes.

Datasets I-ELM EI-ELM D-ELM AI-ELM

Mean Dev Mean Dev Mean Dev Mean Dev

Abalone 0.0943 0.0045 0.0903 0.0032 0.0873 0.0043 0.0851 0.0020

Boston Housing 0.1256 0.0119 0.1200 0.0131 0.1170 0.0115 0.1142 0.0124

California Housing 0.1711 0.0081 0.1607 0.0022 0.1556 0.0043 0.1564 0.0027

Census (House8L) 0.0927 0.0024 0.0901 0.0030 0.0883 0.0035 0.0877 0.0016

Delta Ailerons 0.0527 0.0042 0.0492 0.0019 0.0462 0.0029 0.0411 0.0006

Delta Elevators 0.0641 0.0054 0.0596 0.0011 0.0572 0.0020 0.0543 0.0005

Japanese Vowels 0.1234 0.0089 0.1102 0.0013 0.1158 0.0044 0.1118 0.0010

Kin8nm 0.1445 0.0027 0.1413 0.0023 0.1398 0.0023 0.1396 0.0026

Table 5. GP comparison of different algorithms with sine nodes.

Datasets I-ELM EI-ELM D-ELM AI-ELM

Mean Dev Mean Dev Mean Dev Mean Dev

Abalone 0.0915 0.0040 0.0898 0.0032 0.0888 0.0034 0.0846 0.0031

Boston Housing 0.1435 0.0146 0.1360 0.0183 0.1302 0.0150 0.1228 0.0124

California Housing 0.1553 0.0040 0.1542 0.0028 0.1547 0.0039 0.1512 0.0034

Census (House8L) 0.0896 0.0029 0.0892 0.0027 0.0882 0.0032 0.0858 0.0018

Delta Ailerons 0.0528 0.0045 0.0498 0.0024 0.0466 0.0028 0.0414 0.0012

Delta Elevators 0.0727 0.0115 0.0634 0.0046 0.0587 0.0017 0.0554 0.0015

Japanese Vowels 0.1301 0.0140 0.1108 0.0016 0.1079 0.0030 0.1038 0.0036

Kin8nm 0.1862 0.0159 0.1418 0.0025 0.1408 0.0029 0.1377 0.0029
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5 Conclusion

In this work, an modified I-ELM called AI-ELM is developed, which automati-
cally determines the optimal network architecture. In AI-ELM, the hidden nodes
are recruited one after one, but the parameters of each hidden node are sought
based on the enhanced GWO algorithm instead of random selection. Compared
with the other ELMs, AI-ELM achieves a more compact NA with better GP.
This fact has been further verified by a performance comparison on some real-
world applications.
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Abstract. In this paper, the absolute value equation (AVE) is equiv-
alently reformulated as a nonlinear equation in the form of 2 times 2
blocks. A block diagonal inverse block diagonal iteration method based
on block-diagonal and anti-block-diagonal splitting (BAS) is proposed.
Theoretical analysis shows that BAS is convergent, and numerical exper-
iments show that the method is effective.
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1 Introduction

For the given matrix A ∈ R
n×n and the given vector b ∈ R

n, we consider the
iterative solution of the absolute value equation (AVE)

Ax − |x| = b, (1)

where | · | is the absolute value. Like linear programming, quadratic program-
ming, bimatrix games and quasi complementarity problems [1–5]), AVE has been
widely concerned as a practical optimization tool. AVE (1) is a NP hard prob-
lem, because there is a nonlinear and non differentiable term |x|, which makes
AVE (1) nonlinear and non differentiable. When the |x| in (1) disappears, the
AVE (1) will be reduced to a linear system, see [13,14,16,18,24–29].

In recent years, the numerical solutions of AVE can be obtained by itera-
tive methods, including the successful linearization algorithm [2], Picard and
Picard-HSS algorithm [7,8], sign accord algorithm [6] and hybrid algorithm [12],
interval algorithm [19], preconditioned AOR iterative algorithm [22], the gener-
alized Newton algorithm [9,20,21], and so on.
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For solving the AVE (1), the generalized Newton (GN) method in [9] works
below

xk+1 = (A − D(xk))−1b, k = 0, 1, . . . , (2)

where D(xk) = diag(sign(xk)). Here, the sign(x) is a vector composed of
1, 0,−1, which determines whether the value of x is greater than zero, equal
to zero or less than zero.

In [9], the convergence of the GN method is given by Mangasarian under
appropriate conditions. In numerical experiments, the GN method is superior to
the successive linearization method in [2]. After that, the GN method is extended
to solve the GAVE [10,11] related to the second-order cone.

On the basis of the previous work in [14], in [15], on the basis of Hermitian
and skew Hermitian splitting (HSS in [13]) of matrix A in (1), a nonlinear HSS
(NHSS) method for ave (1) is proposed.

The NHSS method. Let α > 0 and x(0) ∈ R
n be an arbitrary initial value.

For k = 0, 1, 2, . . . until the iterative sequences {x(k)}∞
k=0 is convergent, calculate

x(k+1) by the following procedure:
{

(αI + H)x(k+ 1
2 ) = (αI − S)x(k) + |xk| + b,

(αI + S)x(k+1) = (αI − H)x(k+ 1
2 ) + |x(k+ 1

2 )| + b,
(3)

where H = 1
2 (A + AT ) and S = 1

2 (A − AT ), A∗ stands for the transpose of the
matrix A.

Compared with GN method, NHSS method can avoid variable coefficient
matrix A − D(xk), which is an advantage of this method. However, it is worth
noting that in each iteration step using the NHSS iterative method, both matri-
ces αI +H and αI +S need to be calculated. It is well known that the coefficient
matrix of a linear system αI + S is skew-Hermitian, and generally it is difficult
to obtain its solution. See [16] for more details.

It is well known that different iterative methods are suitable for different
matrix splittings. On this basis, based on the block-diagonal and anti-block-
diagonal splitting (BAS) of linear term coefficient matrix in AVE, the block-
diagonal and anti-block-diagonal splitting (BAS) iterative methods for AVE (1)
are designed. Theoretical analysis shows that BAS method is convergent under
mild conditions.

The remainder of the paper lays out below. In Sect. 2, for solving the AVE
(1), the BAS iteration method is established and its convergence properties are
studied in detail. In Sect. 3, numerical experiments are given to confirm the
effectiveness and feasibility of the proposed method. In Sect. 4, some conclusions
are given to end the paper.

2 The BAS Method

In this section, to solve the AVE (1), the BAS iteration method is introduced.
To this end, we reformulate equivalently AVE (1) as a nonlinear equation with
two-by-two block form. That is to say, let y = |x|, then the AVE is equal to
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{
Ax − y = b,

− |x| + y = 0,

that is,

Az ≡
[

A −I

−D̂ I

] [
x
y

]
=

[
b
0

]
, (4)

where D̂ = D(x) = diag(sign(x)), x ∈ R
n.

A block-diagonal and anti-block-diagonal splitting (BAS) of matrix A can be
constructed as follows

A =
[

A −I

−D̂ I

]
=

[
A 0
0 I

]
+

[ −I

−D̂ 0

]
.

Further, matrix A can be expressed as

A =
[

A −I

−D̂ I

]
=

[
αI + A 0

0 αI + I

]
−

[
αI I

D̂ αI

]
,

where α is a given appropriate constant. This splitting naturally leads to the
BAS iteration method for solving the nonlinear equation (4).

The BAS iteration method: Let b ∈ R
n and A ∈ R

n×n be a nonsingu-
lar. Given an initial pair vector (x(0)y(0)), for k = 0, 1, 2, ..., until the iteration
sequence {x(k), y(k)}+∞

k=0 is convergent, compute
[

αI + A 0
0 αI + I

] [
x(k+1)

y(k+1)

]
=

[
αI I

D̂ αI

] [
x(k)

y(k)

]
+

[
b
0

]
, (5)

or ⎧⎨
⎩

x(k+1) = (αI + A)−1(αx(k) + y(k) + b),

y(k+1) =
1

1 + α
(D̂x(k) + αy(k)),

(6)

where α is a given appropriate constant.

Lemma 1. [18] Let λ be any root of the quadratic equation x2 − bx+d = 0 with
b, d ∈ R. Then |λ| < 1 if and only if |d| < 1 and |b| < 1 + d.

Let (x∗, y∗) be the solution pair of the Eq. (4) and the iteration errors

ex
k = x∗ − x(k), ey

k = y∗ − y(k),

where (x(k), y(k)) is generated by the iteration method (5) or (6). Then we give
the following main result with respect to the BAS iteration method (5) or (6).

Theorem 1. Let b ∈ R
n and A ∈ R

n×n be nonsingular. Denote

β = ‖(αI + A)−1‖,

where ‖ · ‖ denotes the Euclid norm.
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If
β(1 + α) < 1, (7)

then
|||(ex

k+1, e
y
k+1)||| < |||(ex

k, ey
k)|||, k = 0, 1, . . . ,

where
|||(ex

k, ey
k)||| =

√
‖ex

k‖2 + ‖ey
k‖2.

This implies that the BAS iteration method is convergent.

Proof. Based on (5) and (6),
⎧⎨
⎩

ex
k+1 = α(αI + A)−1ex

k + (αI + A)−1ey
k,

ey
k+1 =

1
1 + α

(D̂ex
k + αey

k).
(8)

From (8), we can get

‖ex
k+1‖ = ‖α(αI + A)−1ex

k + (αI + A)−1ey
k‖

≤ α‖(αI + A)−1ex
k‖ + ‖(αI + A)−1ey

k‖
≤ α‖(αI + A)−1‖ · ‖ex

k‖ + ‖(αI + A)−1‖ · ‖ey
k‖

= αβ‖ex
k‖ + β‖ey

k‖.

and

‖ey
k+1‖ = ‖ 1

1 + α
(D̂ex

k + αey
k)‖

≤ ‖ 1
1 + α

D̂ex
k‖ + ‖ α

1 + α
ey
k‖

=
1

1 + α
‖D̂ex

k‖ +
α

1 + α
‖ey

k‖

≤ 1
1 + α

‖D̂‖ · ‖ex
k‖ +

α

1 + α
‖ey

k‖

≤ 1
1 + α

‖ex
K‖ +

α

1 + α
‖ey

k‖.

Further,
(‖ex

k+1‖
‖ey

k+1‖
)

≤
(

αβ β
1

1+α
α

1+α

) (‖ex
k‖

‖ey
k‖

)

≤
(

αβ β
1

1+α
α

1+α

)2 (‖ex
k−1‖

‖ey
k−1‖

)

. . .

≤
(

αβ β
1

1+α
α

1+α

)k (‖ex
0‖

‖ey
0‖

)
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Let

T =
(

αβ β
1

1+α
α

1+α

)

Clearly, if ρ(T ) < 1, then limk→∞ T k = 0. This implies

lim
k→∞

‖ex
k‖ = 0 and lim

k→∞
‖ey

k‖ = 0.

In this way, the iteration sequence {x(k)} produced by the BAS iteration method
(5) or (6) can achieve to the unique solution of the AVE (1).

Next, we just need to get the sufficient conditions for ρ(T ) < 1. Let λ repre-
sent an eigenvalue of the matrix T . Then λ satisfies

(λ − αβ)(λ − α

1 + α
) − β

1 + α
= 0,

which is equal to
λ2 − (αβ +

α

1 + α
)λ − (1 − α)β = 0. (9)

Applying Lemma 1 to Eq. (9), |λ| < 1 if and only if

|(1 − α)β| < 1

and
|αβ +

α

1 + α
| < 1 − (1 − α)β.

Therefore, if the condition (7) holds, then ρ(T ) < 1. This completes the
proof. �

Theorem 2. Let λmin denote the smallest eigenvalue of matrix A, where A ∈
R

n×n is symmetric positive definite. If

α < λmin,

then
|||(ex

k+1, e
y
k+1)||| < |||(ex

k, ey
k)|||, k = 0, 1, . . . ,

where
|||(ex

k, ey
k)||| =

√
‖ex

k‖2 + ‖ey
k‖2.

This implies that the BAS method is convergent.

Proof. By simple calculation, we have

β(1 + α) = (1 + α)‖(αI + A)−1‖
= (1 + α)‖(αI + A)−1‖
=

1 + α

1 + λmin
.

Obviously, when α < λmin, β(1 + α) < 1. This complete the proof. �
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Corollary 1. Let A ∈ R
n×n be nonsingular and b ∈ R

n. If

||A−1‖ ≤ 1
1 + 2α

,

then
|||(ex

k+1, e
y
k+1)||| < |||(ex

k, ey
k)|||, k = 0, 1, . . . ,

where
|||(ex

k, ey
k)||| =

√
‖ex

k‖2 + ‖ey
k‖2.

This implies that the BAS iteration method is convergent.

Proof. Based on the Banach perturbation lemma in [23], we obtain

β(1 + α) ≤ (1 + α)‖A−1‖
1 − α‖A−1‖ .

Obviously, when

||A−1‖ ≤ 1
1 + 2α

,

β(1 + α) < 1. This complete the proof. �

3 Numerical Experiments

In this section, to demonstrate the performance of the BAS method for solving
the AVE (1), some numerical experiments are given. To this end, we compare
the BAS method with the GN method [9] and the NHSS method in [14,15].

In our computations, we chose zero vector as all initial vectors and all itera-
tions are stopped once the relative residual error meets

‖Ax(k) − |x(k)| − b‖2
‖b‖2 ≤ 10−6

or if the prescribed iteration number 500 is exceeded. The vector b in (1) is
properly chosen such that the vector x = (x1, x2, ..., xn)T with

xi = (−1)ii, i = 1, 2, . . . , n,

is the exact solution of the AVE (1). The coefficient matrix αI + H of the first
subsystems in the NHSS method is symmetric positive definite and can be solved
by the Cholesky factorization, and the coefficient matrix αI + S of the second
subsystems in the NHSS method can be solved by the LU factorization. All tests
were completed in MATLAB 7.0.

In our numerical experiments, the experimentally found optimal parameters
αexp are employed, which result in the least numbers of the BAS and NHSS
iterations. Therefore, the optimal parameters employed in the BAS and NHSS
iteration methods are used experimentally. As mentioned in [14] the computation
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of the optimal parameter is generally difficult to be gained and often problem-
dependent.

In our numerical experiments, we consider the two-dimensional convection-
diffusion equation

{−(uxx + uyy) + q(ux + uy) + pu = f(x, y), (x, y) ∈ Ω,
u(x, y) = 0, (x, y) ∈ ∂Ω,

(10)

where p ∈ R and q ∈ R is used to measure the magnitude of the diffusive term,
Ω = (0, 1)× (0, 1), and ∂Ω is its boundary, see [15]. On the unit square Ω, using
the five-point finite difference technique for the diffusive terms and the central
difference technique for the convective terms with the mesh-size h = 1/(m + 1),
we obtain the linear equations Cx = d, where C is of the form

C = Tx ⊗ Im + Im ⊗ Ty + pIn,

and its order is n = m2, ⊗ stands for the Kronecker product, Im and In are the
identity matrices of order m and n, respectively,

Tx = tridiag(−1 − Re, 4,−1 + Re), Ty = tridiag(−1 − Re, 0,−1 + Re)

and Re = qh
2 is the mesh Reynolds number. In our numerical experiments, we

define the matrix A in AVE (1) by

A = C + 2(L − LT )

with L being the strictly lower part of C. In Tables 1, 2 and 3, for different values
of n, p and q, the numerical results are listed.

Table 1. Numerical results of (q, p) = (0,−1)

n 400 900 1600 2500 3600

BAS IT 41 53 69 87 107

RES 1.8048e–7 2.7662e–7 3.1273e–7 6.2514e–7 3.0472e–7

αexp 0 0 0 0 0

NHSS IT 51 70 89 111 137

RES 9.2033e–7 8.8056e–7 9.9765e–7 9.9698e–7 8.4863e–7

αexp 7 7 6.9 6.8 7

GN IT − − − − −
RES − − − − −

In Tables 1, 2 and 3, it is easy to find that the number steps of the BAS and
NHSS methods increase with the mesh size n increasing. When the GN method
is used to solve the AVE, we find that it does not converge in 500 iterations
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Table 2. Numerical results of (q, p) = (0,−0.5)

n 400 900 1600 2500 3600

BAS IT 35 45 55 67 83

RES 8.7387e–7 4.5606e–7 4.7165e–7 8.1872e–7 7.8321e–7

αexp 0 0 0 0 0

NHSS IT 38 51 64 78 92

RES 6.0528e–7 7.2623e–7 8.9910e–7 8.1588e–7 8.5619e–7

αexp 5 5.2 4.9 5.4 5.5

GN IT − − − − −
RES − − − − −

Table 3. Numerical results of (q, p) = (1,−1)

n 400 900 1600 2500 3600

BAS IT 39 51 67 85 105

RES 4.9489e–7 5.6453e–7 4.3071e–7 8.6319e–7 4.0652e–7

αexp 0 0 0 0 0

NHSS IT 51 69 88 110 136

RES 6.8367e–7 9.7396e–7 9.6429e–7 8.3406e–7 5.8932e–7

αexp 6.8 6.7 6.8 6.6 7.3

GN IT − − − − −
RES − − − − −

(denoted by ‘−’ in tables). Compared the BAS method with the NHSS method,
the number of iterations of the former are less than that of the latter. This
implies that when the BAS and NHSS iteration methods are employed, the BAS
method overmatches the NHSS method in terms of the number of iterations.
From the numerical results in Tables 1, 2 and 3, the BAS method has better
computing efficiency, compared with the GN and NHSS methods.

4 Conclusions

In this paper, based on the block-diagonal and anti-block-diagonal splitting
(BAS) of the coefficient matrix of the equal two-by-two block nonlinear equation
of the AVE, a block-diagonal and anti-block-diagonal splitting (BAS) iteration
method is introduced. Some convergence conditions are obtained. Numerical
experiments confirm that the BAS method is feasible, robust and efficient for
the AVE.

Acknowledgments. The authors thank the anonymous referees for their constructive
suggestions and helpful comments, which lead to significant improvement of the original
manuscript of this paper.
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Abstract. Combat system modeling generally includes two aspects: structure
and behavior. Structural modeling is to build the structure of entities and their
internal and external static relationships. Behavioral modeling aims at the typi-
cal working processes. The simulation modeling definition language (SMDL) of
Simulation Modeling Platform (SMP2) can describe system structure well, but
it is difficult to support behavioral modeling. The modeling and simulation tool
named Ptolemy is able to support the description of system behavior, but it lacks
effective support for structural modeling. For this reason, the goal of the paper is
to explore amechanism to combine structural and behavioral modeling, which can
not only effectively support the architecture design but also support the expression
of system behaviors. As a proof of concept, we extend the SMDL by adding the
synchronous data flow (SDF) elements, and use this new language, namely, the
extended Simulation Model Definition Language (ESMDL), to specify a radar
system for both of structural and behavioral modeling.

Keywords: Metamodeling · Semantic composability · SMP2

1 Introduction

Combat system presents the characteristics of large-scale and multiple subsystems. It
have reached a complexity that requires inevitably the combined use of different for-
malisms to ensure correct domain descriptions and good model specifications [1]. Tra-
ditionally, pure theoretical analysis and experimental observation are not able to answer
these complex questions because it is very difficult to observe the real operation process
of an actual system, or the cost may be too expensive and restricted by various external
factors [2]. Therefore, many researchers have paid attentions to simulation as an effective
alternative method. Using the advantages that simulation brings, system experiment and
analysis can acquire many benefits that theoretical analysis and experimental observa-
tion have not. In addition, in the face of new system or novel functional requirements, it
is a real challenge that how to standardize the representation of simulation model, with
the objective of maximizing the reuse of existing model and simulation resources, to
achieve rapid and high-quality development of simulation applications.
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Specifically, along the development of simulation application, this problem needs
to address the following three aspects, which are also the long-term attention in the
modeling and simulation community. Firstly, simulationmodel lacks the unified reusable
model specification. Consequently, as a valuable knowledge-intensive asset, simulation
model lacks reusability, which makes it difficult to support the rapid and high-quality
development of simulation applications. Secondly, combat system modeling includes
structure and behavior in general. The structural domain integrate behaviors tightly,
which will lead to many issues such as unnecessary repetitive processes and a set of
modeling and simulation resources of waste. Thirdly, a simulation model is traditionally
viewed as an ordinary software and it lacks the support of a standardized simulation
modeling language which can describe its structure and behavior simultaneously.

For above problems, the goal of the paper is to design a new simulationmodeling lan-
guage called ESMDL (Extended SimulationModelDefinition Language). This language
is established by extending the SMP2, which can support typical behavioral modeling
paradigm like synchronous data stream (SDF). Furtherly, the simulation scheduling
operation mechanism is designed to seek a simulation modeling method with high effi-
ciency, strong reusability and easy expansion, which can effectively support the radar
system construction in various environments. Finally, taking a certain radar system as
an example, this paper uses ESMDL to model and simulate the radar target scene, echo
simulation, signal processing, data processing, display and evaluation subsystem, and
verifies the method proposed in the paper.

2 Related Works

Since 1960s, the research on radar system simulation modeling technology has been
started and a large number of excellent simulation model specifications, modeling
paradigms and simulation protocols have been formed, as well as a series of radar sim-
ulation models. However, the theory and method of simulation modeling have not yet
formed a unified standard and specification, nor a general radar simulation application
system [3]. Therefore, it is difficult to reuse the radar simulationmodel, and the combina-
tion and interoperability is not strong. Aiming at the problems of high level architecture
(HLA) [4] such as complex architecture, difficult model granularity control and system
maintenance, SISO (Simulation Interoperability Standards Organization) proposed the
base object model (BOM). In the early 1990s, ESA (European Space Agent) recognized
the problems of simulation reuse and model transplantation in different development
stages and projects during the development of many spacecraft. In the mid-1990s, ESA
initiated the formulation plan of simulation model portability standards (SMP) [5], with
the goal of realizing the exchange of models among the simulation platforms.

Some research work has also done a lot of research work in radar system simula-
tion modeling, and achieved many outstanding results. In the early 1990s, the National
University of Defense Technology has begun to organize forces to develop distributed
simulation support software. In 1996, DIS-Link, the first distributed simulation support
software in China that met the DIS standard, solved the time synchronization and man-
agement problems of large-scale DIS, and surpassed VR link in terms of function and
performance. In 1999, KD-RTI software, the first HLA compliant software in China, was
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developed. A systemmethod for large-scale combat simulation system integration based
on shared resource library and general simulation environment was proposed. The HLA
simulation environment and platform software have been successfully used in hundreds
of distributed simulation systems inside and outside the army.

In fact, the above-mentioned simulation modeling technologies fall into standards
and specifications based and specific domain oriented. The former focuses on the syn-
tactic heterogeneity of simulation models, while the latter focuses on the differences in
semantic expression [6]. These two types of simulation modeling methods complement
with each other, and build reusable simulation model library from syntax and semantic
levels respectively to achieve simulation resource reuse, save simulation development
cost and improve efficiency of simulation application development. The first mock exam
is to attempt to unify the formal representation and formal definition of models from the
technical or grammatical level, such as unified model specification and simulation pro-
tocol like HLA and SMP. Such as unified modeling methods and platforms like discrete
event system specification (DEVS) [7, 8]. The second type is from domain or semantics.
For example, the application system based on specific domain, including extended air
defense system (EADSIM) [9], system effectiveness analysis simulation of air force
(SEAS) [10], etc.

The above two kinds of simulation modeling technologies solve the problem of
combination reuse of simulationmodels to a great extent from the perspective of standard
specification and specific domain oriented, and have achieved good results, which also
lay a solid foundation for current and future modeling and simulation research [11].
However, the following problems still exist in the field of radar simulation modeling.
Firstly, most of the above simulation modeling standards and simulation systems are
commercial, and their application fields are relatively sensitive. There is no effective
model sharing mechanism among various units, and there is not enough support for
new requirements in the new system radar and the expansion and development of new
models. Secondly, most simulation systems have adopted relatively high performance.
However, the radar models in these simulation systems either pay attention to the radar
composition structure and external static interface relationship, or pay attention to the
single representation of radar behavior. There is no effective and flexible integration
mechanism between the two aspects. Thirdly, many radar simulation systems support
a single electronic warfare style and lack of rapid combination of multiple scenarios
in complex system combat environment. A set of integrated simulation software tools,
including scenario editing, model development, experiment design, decision modeling,
two-dimensional and three-dimensional situation display are not able to accurately and
effectively evaluate the performance of radar in complex combat system [12].

3 Engineering Semantic Composability of Simulation Models

3.1 The Proposed Framework

The overall technical schemeof the paper is based on the systemmodeling and simulation
platform, integrating ESMDL simulation operation scheduling mechanism, ESMDL
simulation modeling language, and system application, as shown in Fig. 1.
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Fig. 1. The proposed framework.

Firstly, systemmodeling and simulation platformprovides the operation environment
and related tools for radar system simulation, including the whole process of equipment
design and demonstration from the integrated development of simulation model, data
preparation, scenario editing, experimental design, etc.

Secondly, the core of the project is the design of ESMDL. It is combination of
SDF and SMP2. Like the new domain specific language (DSL), it mainly involves the
definition of syntax and semantics [13]. The core language model, language model
constraint and behavior description are aggregated together to form the core of ESMDL,
namely language model. In addition, the concrete syntax is separated and is used to
create a friendly human-computer interaction form of ESMDL.

Thirdly, the research of ESMDL simulation running schedulingmechanism supports
the simulation execution algorithm of ESMDL model. It mainly extends the execution
part of SDF based on the original basic model execution algorithm of SMP2, such as
pipelined serial and parallel simulation scheduling algorithms, so as to improve the
simulation execution efficiency of ESMDLmodel. Finally, taking a certain radar system
application as an example, the new ESMDL simulation modeling language is used to
design the radar model, including structure and behavior, to verify the feasibility and
effectiveness of the project research content.

3.2 ESMDL Metamodeling

ESMDL is a new domain specific language based on SMP2 for behavioral computing
models such as SDF. The key of this technology is to find out the extension points for SDF
based on the deep understanding of SMP2metamodel, and straighten outwhich elements
need to be extended and which elements need mapping. Generally, domain specific
language consists of language model and concrete grammar. Language model, also
known as abstract grammar model, abstracts domain knowledge by defining elements of
the target domain. It is composed of three parts: core language model, language model
constraint and behavior description.

Firstly, the core language model defines the concepts related to a specific target
domain and the relationship between them, which is usually described by appropriate
modeling language, such as UML class diagram. Secondly, language model constraints,
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also known as static semantics, are a necessary part of ESMDL language model. These
constraints define additional semantics by creating invariants on concepts or relationships
in the core language model and creating pre - and post conditions on operations, which
are usually expressed in formal constraint languages. For example, the core language
model defined by UML class diagram uses OCL to express constraints. For constraints
that cannot be expressed in formal language, they can also be given in natural language,
but such constraints cannot be automatically processed and debugged by relevant tools.
Thirdly, ESMDLbehavior description, also knownas dynamic semantics, defines a series
of effects caused by the use of language elements, such as language elements.Usually, the
real-time interaction can be expressed by UML activity diagram and sequence diagram
[14].

The Synchronous Data Flow Metamodel. It is known as static data flow, is a special
form of data flow model. In the data flow model, as long as the input data of the role
meets the requirements. SDF is a simpler data flow, whose role execution order is static
and does not depend on the data.

As shown in Fig. 2, the root node is schedule, which is composed of one or more
nodes and transitions. One node can be connected tomultiple transitions; on the contrary,
a transition can only be connected to one node. A node can contain multiple input/output
ports, and each port is associated with at least one token (It is an abstract class of all
data, which is divided into two types required before and after the role is executed. The
data transferred between roles are instances of token, making the real data invisible. The
specific type of token is declared by the user in the role definition). A transition can have
a buffer buffer (data transfer between nodes in a data flow graph can be implemented by
using a FIFO queue buffer, and the size of this buffer will vary with the execution of the
graph).

Fig. 2. The SDF metamodel.

The SMP Metamodel. It consists of three parts: catalog, assembly and schedule. The
extension points related to SDF exist in the latter two parts, assembly (as shown in
Fig. 3) and schedule (as shown in Fig. 4). In the assembly metamodel, links allows you
to connect all model instances to the assembly itself.

1. Interface chain. It is responsible for connecting references and provided interfaces,
used for interface based design and component-based design.
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2. Event chain. It connects event slot with event source of the same type. For event
based design.

3. Field chain. It connects input and output fields of the same type.

Fig. 3. SMP2-Assembly metamodel (part).

In the schedule metamodel, tasks are containers for activities. The order of activities
defines the calling order of the entry points referenced by the activity element. Events
are elements in a schedule that trigger tasks that themselves refer to entry points for
model instances. Events can be timed events or periodic events. The timed event and
timed event belong to the trigger that is called only once by the scheduler. The deltatime
element is a relative time, which specifies when the event is executed; the kind attribute
specifies the time type and supports the following four time formats.

1. Simulation time: start from 0 moment of simulation start, and advance in the
execution mode of simulation.

2. Epochal time: it is an absolute time, which is typically advanced with simulation
time. And simulation time offset may change during simulation.

3. Mission time: it is a relative time, expressed as the duration from a certain beginning,
which is typically advanced together with epoch time.

4. Zulu time: is the computer clock time, also known as the wall clock time, regardless
of the simulation stage will advance forward.

Fig. 4. SMP2-Schedule metamodel (part).
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SMP2-SDF Metamodel Mapping. Based on the analysis of the above SMP2 and SDF
meta models, the extended points for SDF in SMP2 metamodel are found out, and the
mapping relationship of smp2-sdf meta model is defined, which elements need to be
used, which elements need to be extended or added, as shown in Table 1.

Table 1. SMP2-SDF metamodel mapping.

SDF SMP2 ESMDL Note

Schedule Schedule Schedule Original

Node Task Task Original

Port FieldLink/EventLink/InterfaceLink Port extended

Transition Sink/Source, output/input Transition extended

Token None Token Added

Buffer None Buffer Added

3.3 ESMDL Scheduling Strategy

In SMP2, schedule is a document, which contains any number of tasks (task elements)
and the events that trigger these tasks. It is necessary to specify the event triggering
strategies to get the execution order of tasks. These tasks refer to the entry points of
model instances. In SDF, role triggering requires multiple input tokens and does not
necessarily produce a single token, which is called multi rate SDF. In this case, it is
necessary to define the execution order of roles and the execution times of each role,
that is, the model execution scheduling problem.

Event Scheduling. The event scheduling method first appeared in the early version of
SIMSCRIPT language, which was introduced in 1963. Its basic idea includes:

1. The event routine is regarded as the basic model unit of simulation model, and the
corresponding event routine is executed continuously according to the sequence of
events.

2. Every event that can be predicted in advance has an event routine to deal with the
impact of the event on the entity and arrange subsequent events.

Serial Scheduling. At present, the most classic and used static scheduling method for
synchronous data stream is the S-class static scheduling method. This algorithm can
find a feasible period serialization execution schedule of synchronous data flow graph
under the condition of single processor scheduling, also known as pass (periodic adaptive
sequential schedule). An effective pass must satisfy the following three conditions:

1. Full participation. This ensures that each node is executed, that is, each node in pass
appears at least once.
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2. No deadlock. When there is delay unit, deadlock will not occur.
3. Buffer bounded. The output data generated by each node can be consumed equally

by other nodes without causing buffer accumulation.

Parallel Scheduling. As shown in Fig. 5, in the parallel scheduling method, it is not
necessary to wait for the completion of one iteration to start the next iteration, but it can
be executed in parallel with the nodes in other iterations after the execution of one node
in one iteration. Compared with the serial scheduling method, especially for the radar
system which needs many Monte Carlo simulation experiments, the time utilization is
greatly improved.
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Fig. 5. Parallel scheduling.

4 Case Study

The system model framework based on ESMDL is divided into different domains and
levels, which generally includes static structure, physical domain behavior and cognitive
domain behavior horizontally, and system layer, subsystem layer, business component
layer, algorithm support layer and computing model layer vertically [15, 16], as shown
in Fig. 6. In this way, the flexibility, reusability and expansibility of radar system model
are enhanced both vertically and horizontally, which supports the rapid development of
radar system models with different functional characteristics and meets different radar
system simulation requirements.

As can be seen from the above figure, the knowledge structure ofmodel framework is
divided into three parts: static structure, physical domain behavior and cognitive domain
behavior.

1. Static structuremainly describes the related concepts and relationships in the domain,
which is the most stable part and does not change with the change of human will or
environment [17].

2. Physical domain behavior describes the concepts such as data flow, state change,
event migration in the domain, which is the inherent behavior mode of an entity,
and its flexibility is between the static organizational structure and the behavior of
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cognitive domain. It is usually described by synchronous data flow, dynamic data
flow, finite state machine and discrete event (DE). The project plans to focus on
synchronous data flow, and consider the future expansion requirements of other
computing models when designing ESMDL metamodel.

3. Cognitive domain mainly describes tactical rules, which are the most flexible part
of the three, and will vary with the changes of combat scenarios and commanders,
and rule-based system (RBS) is usually used. The physical domain behavior can
flexibly use entities and relationships in static structure, and achieve the purpose of
reusing relatively flexible parts and relatively stable parts to a large extent without
completely rewriting the model.

Vertically, themodel framework is divided into five levels from top to bottom: system
layer, subsystem layer, component layer, algorithm layer and computing model layer.
When defining the upper layer, the appropriate concepts are selected from the next layer
according to different applications to be specialized and extended to realize the reuse of
concepts and relationships. This model can ensure high standards and quality.

1. The system layer ismainly for application, and users can easily build radar simulation
system according to their needs by customizing various subsystems.

2. The subsystem is similar to the system layer, butwith finer granularity, it can also cus-
tomize and combine the lower level components to build subsystems with different
functions freely.

3. The component layer is the module with specific functions. It can be an atomic
module or a composite module assembled by lower level algorithms.

4. The algorithm layer is a composite function that encapsulates different mature algo-
rithms into functions or a composite function constructed by simple algorithms,
which is usually used to construct upper level components.

5. The computational model layer is mainly used to provide running environment and
model semantics and control different levels of simulation model, and organize the
running of simulation system.
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5 Conclusions

The behavioral modeling technology based on SMP2 combines the advantages of SMP2
and SDF. It explores a system simulation modeling method which can support the
description of system structure and behavior at the same time. Thus, this method can
acquire high efficiency, strong reusability and easy expansion, so as to improve the
development efficiency and construction quality of simulation system, and save the
development cost. Furthermore, this technology provides an important reference for
SMP2 to provide more behavioral computing models. It can further consider the expan-
sion of dynamic data flow, state machine, discrete event and other behavioral computing
models, so as to solve the development needs of large-scale, multi system and com-
plex functions of current and future radar systems. In the face of new combat system
or demand, it can realize the modeling and simulation of new simulation system com-
prehensively, rapidly and high quality, provide support for the system demonstration,
development, test identification, use training and comprehensive support of radar equip-
ment, and improve the scientific level of radar equipment development. However, as a
drawback more simulations about different scenarios are necessarily required as further
illustrations.
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Abstract. Based on the data of new urbanization and scientific and scientific and
technological innovation in Guangdong Province from 2006 to 2018, the regres-
sion model and typical correlation coefficient analysis method are used to study
the impact of scientific and technological innovation level on new urbanization
in Guangdong Province. The results show that the scientific and technological
innovation level and the new urbanization level are fluctuating, and the scien-
tific and technological innovation has a positive and significant impact on the
new urbanization in Guangdong. When the scientific and technological innova-
tion factor changes by 1%, the new urbanization rate changes by 0.524%. And
technology innovation and population urbanization, economic urbanization and
social urbanization related to a higher degree, but with infrastructure and resources
environment urbanization slightly inadequate. Therefore, in the process of accel-
erating the construction of new urbanization in Guangdong Province, we need to
change the development mode of “factor-driven” to “innovation-driven”.

Keywords: Scientific and technological innovation · New urbanization ·
Canonical correlation coefficient

1 Foreword

China has entered the decisive stage of building a well-to-do society in an all-round
way. It is in an important period of economic transformation and upgrading and speed-
ing up the socialist modernization, as well as in a key period of new-type urbaniza-
tion construction. It is of great significance to deeply understand the urbanization and
urban development to the economic and social development, grasp the great opportunity
of urbanization, accurately study and judge the new trend and new characteristics of
urbanization development, and properly deal with the risk challenge of urbanization.
With the economic development entering into the “new normal”, the dynamic mecha-
nism of urban development and urbanization will undergo structural changes in China.
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The mode of development has shifted from intensive factor input and extensive devel-
opment to innovative activities and production services, which will lead to changes in
urban employment structure, functional division, spatial layout and even adjustment of
urbanization patterns. Scientifically analyze and accurately grasp the new law of urban
development and urbanization under the “new normal” and enhance the forward-looking
nature of urban and town group planning, which is not only related to the general direc-
tion of china’s urban construction in the next few decades, but also related to further
enhance the comprehensive competitiveness of our cities. Due to the continuous growth
of population and the improvement of urbanization level, Chinese cities have experi-
enced unprecedented rapid expansion. China is faced with prominent urban diseases
and great resource pressure, which restrict the sustainable and healthy development of
cities. How to improve the quality of urban development and urban service functions
through scientific and technological innovation, and further realize the balanced develop-
ment of urban and rural areas, and build a beautiful China, is a major and urgent practical
problem during the 14th five-year Plan period. In order to clarify the development ideas,
overall objectives, key tasks and safeguardmeasures of scientific and technological inno-
vation in the field of urbanization and urban development during the 13th Five Year Plan
period, a series of documents were formulated for overall deployment. For example “The
“13th Five-Year” Urbanization and Urban Development Science and Technology Inno-
vationSpecial Plan”, “National Innovation-drivenDevelopment StrategyOutline”, “13th
Five-Year” National Science and Technology Innovation Plan, “National Medium and
Long-termScience andTechnologyDevelopment PlanOutline (2006–2020)”, “National
New Urbanization Plan (2014–2020)”. It is the first time that the field of urbanization
and urban development has been independently deployed as a key area, highlighting the
important position and strategic significance of urbanization and urban development in
China’s economic and social development. The innovation of science and technology is
the strong support of the new-type urbanization, which accelerates the process of urban-
ization and promotes the industrial transformation and upgrading. In the new socialist
era, we should further clarify the laws of scientific and technological innovation and the
development of new urbanization, clarify the technological needs of the development
of new urbanization and the strategic path of relying on scientific and technological
innovation to promote the development of new urbanization. It is of great significance
to actively and steadily promote the construction of new-type urbanization.

2 Literature Review

Through an overview of domestic and foreign research trends, scientific and techno-
logical innovation and urbanization have always been one of the hot topics for schol-
ars to study, and have made abundant achievements. By the end of 2020, a total of
52,939 literatures were searched on CNKI with “urbanization” as the key word. A total
of 169,320 literatureswere searchedwith “scientific and technological innovation” as the
key word. However, there are only 877 literatures on the relationship between scientific
and technological innovation and urbanization, among which only one was published
in 1991. During the five years from 2013 to 2017, the research results were the most,
with about 100 articles per year. It can be seen that the relationship between scientific
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and technological innovation and urbanization has attracted more and more attention
from scholars. However, compared with the research results of “urbanization” and “sci-
entific and technological innovation”, it can be seen that the research in relevant fields
is slightly insufficient. From the current literature, it can be concluded as the following
three aspects:

First, It is theoretical research British economist K. J. Button (1986) thought that
“the development of industrialization promoted the development of urbanization and the
development of urbanization reacted on the development of industrialization because of
the agglomeration effect and promotes the further development of the scale of cities.
And pointed out that scientific and technological innovation is the basis of urbanization,
driving the development of urbanization. Grossman believed that “endogenous techno-
logical progress can promote the development of urbanization” [1]. Chen Qiang yuan
and Liang Qi used the framework of spatial economics research, simulation, derivation
and numerical methods that found under the assumption of heterogeneous labor force
and knowledge spillover. It is considered that high productivity and high technology
industries support the development of urbanization. The local government should attach
importance to the technological progress and industrial upgrading of the city, and cul-
tivate the comparative advantage of the technology of the city, so as to improve the
comprehensive strength of its own city [2].

Second, It is empirical research. Lu JiTong used VAR model to study the dynamic
relationship between scientific and technological innovation, direct investment and
urbanization in the Beijing-Tianjin-Hebei region from 1998 to 2013. He believed that
scientific and technological innovation and the evolution trend of urbanization level are
similar, and scientific and technological innovation has a strong driving effect on the
development of urbanization [3]. Wang WanYin applied the structural equation model
analysis method, and the result showed that the innovation ability of science and technol-
ogy in Shanxi Province has the support function to the new urbanization development,
and the science and technology investment and the environment have the biggest pro-
motion function to the new type urbanization [4]. Tian Yi-piao, Xu Xiuchuan and others
used inter-provincial panel data to analyze the dynamic correlation between scientific
and technological innovation in 30 provinces and cities and the development of newly
opened urbanization. The results show that there is a two-way positive relationship
between scientific and technological innovation and new urbanization. However, the
impact of science and technology on urbanization has some lag, and science and tech-
nology show the characteristics of “inverted U” type [5]. Zhang Jian Qing used PVAR
model to analyze the correlation between new urbanization and scientific and techno-
logical innovation in the middle and lower reaches of the Yangtze River. The results
show that the dynamic correlation between scientific and technological innovation and
new urbanization is time-delay, and the interaction effect between the two is negative.
The influence between the two changes from negative to positive over time. Moreover,
the effect of new urbanization on scientific and technological innovation is stronger than
that on new urbanization, and there is a strong regional difference in the interaction
between the two [6]. Zheng Qiang’s method of building the panel threshold model sys-
tematically analyzes the impact of China’s scientific and technological innovation on
new-type urbanization. The results show that: “in the sample period, the level of China’s
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new-type urbanization presented a fluctuating upward trend and had the spatial pattern
characteristics of decreasing gradient in coastal, inland and border regions; The impact
of scientific and technological innovation on new-type urbanization is significantly based
on the positive double-threshold effect of scientific and technological innovation level
and time” [7]. The positive effect of scientific and technological innovation on new-type
urbanization will gradually weakenwith the improvement of scientific and technological
innovation level and the passage of time.

Third, the study of the relationship between the scientific and technological innova-
tion and urbanization. The research on the relationship between scientific and techno-
logical innovation and urbanization mainly includes two aspects: on the one hand, it is
about the impact of scientific and technological innovation on urbanization. Grossman
believes that “endogenous technology innovation can improve the development level of
urbanization” to promote a country’s long-term economic development [1]; Wang Jiwu
believes that the key to breaking through the bottleneck of urbanization lies in scientific
and technological innovation [8]; Liu Weiwei believes that “scientific and technologi-
cal innovation to promote and promote the development of new urbanization” [9]; Yu
Lian (2016) thought that “scientific and technological innovation is the strong support
of new urbanization” [10]. On the other hand, the research on the interactive relationship
between scientific and technological innovation and urbanization. Cheng Kaiming et al.
found that urbanization has a strong influence on scientific and technological innova-
tion, and vice versa [11]. Through empirical studies, Tian Yiqian proved that there was
a bidirectional positive relationship between S&T innovation and new urbanization, but
the effect of mutual influence was lagging [12].

A comprehensive review of the literature, although there is a considerable amount
of research on urbanization and scientific and technological innovation materials. How-
ever, the research on the interaction between technology innovation and urbanization is
relatively insufficient, which mainly shows two points. First, the focus of the study is
to replace urbanization with population urbanization and the research on new urbaniza-
tion is slightly deficient because the new urbanization emphasizes the urbanization of
people and the connotation of all-round development. Second, there are more qualita-
tive studies on the relationship between scientific and technological innovation and new
urbanization and fewer articles use quantitative analysiswithmore analysis of national or
provincial data. Due to the natural environment, geographical location, resource endow-
ment, economic base and policy inclination, the level of scientific and technological
innovation in each region may also be different so the impact on new urbanization may
also be different. From the current literature, there is little research on the correlation
analysis of scientific and technological innovation and new urbanization in Guangdong.
Therefore, it is necessary to explore the impact of scientific and technological innovation
on the new urbanization in Guangdong Province.

Based on this, this study attempts to make a comparative and systematic study of
Guangdong Province from the following two aspects. First, based on the connotation
of new urbanization, 18 indicators were selected from the five aspects of population,
economy, society, resources and environment and infrastructure urbanization to build
a comprehensive evaluation index system for the new urbanization level. Based on the
connotation of scientific and technological innovation, a comprehensive evaluation index
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system of scientific and technological innovation is constructed from the four aspects
of input of scientific and technological innovation, output capacity of scientific and
technological innovation, environment of scientific and technological innovation and
transformation capacity of scientific and technological innovation. Second, it carries out
non-dimensionless quantification of the two index systems. Then the standard deviation,
mean value and coefficient of variation of each indicator are calculated, and the weight
of each indicator, the level of scientific and technological innovation and the level of
new urbanization are calculated. Finally, the regression analysis is carried out.

3 Construction of Evaluation Index System of Scientific
and Technological Innovation and New Urbanization

3.1 Selection of Indicators

The scientific and technological innovation ability and the new urbanization appraisal
index system follow the principle: first, the comprehensive principle. According to the
existing research results, try to reflect the connotation of comprehensive scientific and
technological innovation and new urbanization; The second is the principle of brevity,
which requires the reflection of essential or important problems in the design of indi-
cators. For those special, secondary, non-essential issues are not considered; Third, the
availability of data. The availability of data is an important condition for measurement.
Starting from the connotation of science and technology innovation ability and new
urbanization development, this paper designs the evaluation level index of science and
technology innovation development and new urbanization development, and selects 11
and 18 indexes for data collection, and then makes statistics and analysis on them. The
indicators are shown in Tables 1 and 2:

3.2 Methods of Research

Themeasurement of scientific and scientific and technological innovation ability andnew
urbanization is a comprehensive measure. We first determine the weight of 15 indicators
of scientific and scientific and technological innovation ability by using the coefficient
of variation method, and then determine the annual comprehensive score through the
efficiency coefficient method. The new urbanization is calculated by the same method.
The calculation process of variation coefficient method and efficacy coefficient method
is as follows:

1. Normalization of data
Since there are 15 indicators in the evaluation of scientific and scientific and technological
innovation capability, the order of magnitude and units of each index are quite different.
Therefore, we first normalize the data, that is, dimensionless quantitative method. There
are two common methods for data normalization, one is maximum and minimum nor-
malization, and the other is standard coefficient normalization. Since the normalization
of standard coefficient requires the number of samples to be compared Therefore, this
paper uses simple normalization. The calculation formula is as follows:



598 H. Ping et al.

Table 1. Indicator system of STI capability

Level indicators The secondary indicators Level 3 indicators

Index of scientific and
technological innovation
ability (X)

Scientific and technological
innovation input (X1)

R&D Investment status (billion)
(X01)

R&D Activity growth rate (%)
(X02)

R&D Full-time personnel
equivalent (Ten thousand
person years) (X03)

R&D Intensity of investment
(%) (X04)

Output capacity of scientific
and technological innovation
(X2)

Number of applications for
invention patents accepted
(piece) (X05)

Power of attorney for patent
application for invention (piece)
(X06)

Number of scientific papers
published(sheet) (X07)

Number of technological
activities (nape) (X08)

Scientific and technological
innovation environment (X3)

Number of college
graduates(people) (X09)

The share of Science Education
in GDP (%) (X10)

The share of Government
Science and Technology
Appropriations in Local Fiscal
Expenditure (%) (X11)

Number of libraries per 10,000
people (individual) (X12)

Ability to transform scientific
and technological innovation
(X4)

Number of contracts in the
technical market (nape) (X13)

Technology market turnover
(billion) (X14)

Output value of high-tech
industry (billion) (X15)

Dimensionless quantification:

zij = xij−min(xij)
max(xij)−min(xij)

i = 1, 2, ..., 13; j = 01, 02, ..., 15 (formula1)
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Table 2. New urbanization indicator system

Level indicators The secondary indicators Level 3 indicators

New type urbanization
comprehensive development
level (Y)

Population urbanization (Y1) Proportion of non-agricultural
population (%) (Y01)

Population density
(person/km2) (Y02)

Second and third industry
personnel accounted for the
total population proportion
(%) (Y03)

Economic urbanization (Y2) Per capita gross domestic
product (Yuan/person) (Y04)

Per capita retail sales of
consumer goods (yuan) (Y05)

Per capita disposable income
of urban residents (yuan)
(Y06)

The second and third
industries’ output value as a
proportion of GDP (%) (Y07)

Per capita investment in fixed
assets (Yuan/person) (Y08)

Social urbanization (Y3) Passenger vehicles
(thousands) (Y09)

Number of students in
colleges and universities per
10,000 population (people)
(Y10)

Number of hospital beds per
10,000 persons (sheet)
(Y11)

Infrastructure urbanization
(Y4)

Total urban water supply
(10,000 cubic metres) (Y12)

Urban water penetration rate
(%) (Y13)

Urban construction land area
(km2) (Y14)

Resources and environment
urbanization (Y5)

Green coverage (%) (Y15)

(continued)
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Table 2. (continued)

Level indicators The secondary indicators Level 3 indicators

Per capita park green area
(m2/person) (Y16)

Per capita forest area (ha)
(Y17)

Water resources per capita
(m3/person) (Y18)

Among them, i represents the years from 2006 to 2018, 2006 is 1, and 2008 is 13; j
represents the number of indicators, a total of 15 indicators; Xij represents the number
of indicators 15 for raw data; Xij represents the dimensionless value.
2. Calculate the coefficient of variation of each index
Firstly, the standard deviation and mean value of each index are calculated, and then
the coefficient of variation is calculated by using the formula of coefficient of variation.
Finally, the weight of each index, the level of scientific and scientific and technological
innovation and the level of new urbanization are calculated.

mean value : zj = ∑n
i=1 zij (i = 1, 2, ..., 13; j = 01, 02, ...15)

standard deviation : σj =
√

∑n
i=1

(zij−zj)
2

n (i = 1, 2, ..., 13; j = 01, 02, ..., 15)

Coefficient of variation : vj = σj
zj

(j = 01, 02, ..., 15) (formula2)

Among them, σj represents the standard deviation of each index, zj represents the average
value of each index, and vj represents the coefficient of variation of the index.
3. Calculate the weight of each index

The weight of each index : wj = vj∑n
j=1 vj

(j = 01, 02, ..., 15) (formula3)

4. Comprehensive score of scientific and scientific and technological innovation
development level
Development level of scientific and scientific and technological innovation:

ci = ∑n
j=y zij ∗

(
wj

)T
(i = 1, 2, ..., 13; j = 01, 02, ..., 15) (formula4)

Among them, ci represents the annual comprehensive score of the development level
of scientific and scientific and technological innovation, (wj)

T represents the transpo-
sition of the weight matrix. According to the same calculation method, the weight and
comprehensive score of the development level of new urbanization are calculated.
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3.3 Sources of Data

According to the index system established above, the original data of scientific and scien-
tific and technological innovation indicators and new urbanization development indica-
tors can be found in the statistical yearbook of Guangdong Province, science and Tech-
nology Yearbook of Guangdong Province, China Science and Technology Yearbook,
wind database and Government Gazette from 2006 to 2019.

4 An Empirical Study on the Impact of Scientific and Technological
Innovation on the Development of New Urbanization

4.1 The Measurement of Technology Innovation Ability

According to the index system of scientific and scientific and technological innovation
ability constructed above, the weights of 15 indicators of scientific and scientific and
technological innovation ability are obtained through coefficient of variation method
from 2006 to 2018 in Guangdong statistical yearbook, Guangdong science and Technol-
ogyYearbook,China Science andTechnologyYearbook,wind database andGovernment
Gazette.

Table 3. Weight of STI capability indicators

Index Code name Weight

Scientific and technological innovation investment X1 0.318992033

Investment in R&D (a hundred million of yuan) X01 0.063883841

Growth rate of R&D activists (%) X02 0.1524177

R&D hourly equivalent (10,000 person-years) X03 0.0513548

Investment intensity of R&D (%) X04 0.051335692

Technology innovation output ability X2 0.284985464

Number of applications for patent for invention (piece) X05 0.089058722

Patent Application Authorization letter for Invention (piece) X06 0.076175194

Number of scientific papers published (article) X07 0.046925845

Number of topics on technological activities (item) X08 0.072825702

Scientific and technological innovation environment X3 0.200313548

Number of graduates of higher education (persons) X09 0.047001536

The share of science education in GDP (%) X10 0.037332483

Share of government science and technology appropriations in
local fiscal expenditure (%)

X11 0.071862958

Number of libraries per 10,000 people (units) X12 0.044116572

(continued)
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Table 3. (continued)

Index Code name Weight

Transformation ability of science and technology innovation X4 0.195708955

Number of contracts in technology market (item) X13 0.05514667

Turnover in Technology Market (one hundred million) X14 0.078427355

Output value of high-tech industries (one hundred million) X15 0.062134929

According to the weight of Table 3 and formula 2, 3 and 4, the level of scientific
and scientific and technological innovation ability is measured. Table 4 shows the level
of scientific and scientific and technological innovation of Guangdong Province from
2006 to 2018.

Table 4. Level of technology innovation in Guangdong Province 2006–2017

Year 2006 2007 2008 2009 2010 2011 2012

Level of scientific and technological innovation 6.9 12.2 13.8 19.5 26.3 28.9 35.5

Year 2013 2014 2015 2016 2017 2018

Level of scientific and technological innovation 42.2 40.8 48.5 63.5 73.6 93.4

4.2 The Measurement of Technology Innovation Ability

According to the index system of new urbanization level constructed above, the weight
of new urbanization level is calculated by coefficient of variation method based on
the data found in Guangdong statistical yearbook, Guangdong science and Technology
Yearbook, China Science and Technology Yearbook, wind database and Government
Gazette from 2006 to 2019, as shown in Table 5.

Table 5. Weights of indicators for new urbanization capacity

Index Code name Weight

Urbanization of population Y1 0.163961149

Proportion of non-agricultural population (%) [proportion of
urban population]

Y01 0.067815278

Population density (person/km2) Y02 0.050513224

Proportion of second and third industry personnel in total
population (%)

Y03 0.045632647

(continued)
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Table 5. (continued)

Index Code name Weight

Economic urbanization Y2 0.307369052

GDP per capita (yuan/person) Y04 0.078117884

Total retail sales of consumer goods per capita (yuan) Y05 0.059112076

Per capita disposable income of urban residents (yuan) Y06 0.065515644

Second, third industry output value as a proportion of GDP
(%)

Y07 0.039726222

Per capita fixed asset investment (yuan/person) Y08 0.064897226

Social urbanization Y3 0.17763937

Passenger cars (ten thousand) Y09 0.070780826

Number of students in colleges and universities per 10,000
population (number of students)

Y10 0.048480027

Number of hospital beds per 10,000 persons (sheet) Y11 0.058378517

Infrastructure urbanization Y4 0.147219444

Total urban water supply (10,000/m3) Y12 0.052441346

Urban water penetration rate (%) Y13 0.02970857

Urban construction land area (square kilometers) Y14 0.065069529

Urbanization of resources and environment Y5 0.203810984

Completion green coverage rate (%) Y15 0.036360052

Park green area per capita (square meters/person) Y16 0.050569134

Forest area per capita (ha) Y17 0.056369138

Per capita water resources (m3/person) Y18 0.060512659

According to the weight and formula 2, 3 and 4 obtained in Table 5, the capacity
level of new-type urbanization was measured and the comprehensive development level
of new-type urbanization in Guangdong province from 2006 to 2018 was obtained in
Table 6.

Table 6. Comprehensive development level of new urbanization in Guangdong province from
2006 to 2017.

Year 2006 2007 2008 2009 2010 2011 2012

New urbanization level (%) 23.4 25.4 36.2 39.4 50.8 48.9 56.2

Year 2013 2014 2015 2016 2017 2018

New urbanization level (%) 60.7 61.2 72.2 74.1 79.2 77.9
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4.3 Empirical Analysis of the Impact of Scientific and Technological Innovation
on the Development of New Urbanization

Scientific and technological innovation influences the urbanization of population, econ-
omy, society, resources, environment and infrastructure, and then affects the whole pro-
cess of new urbanization. The rate of scientific and technological innovation and the
rate of new urbanization are both time series data. Through the unit root test, it is found
that the rate of scientific and scientific and technological innovation and the rate of new
urbanization are both unstable time series, and the logarithm of the two variables tends
to be stable and the scatter plot of lnx and lny can be seen that the correlation between
the two is very strong (Table 7).

Table 7. Stationary test for each variable

Variable ADF Inspection
value

Critical value (5%) Prob* Conclusion Smoothness

X 2.89667 −6.605269 1.0000 Unit root exists Unsmooth

lnX −6.265369 −1.974028 0.0000 No unit root Steady

Y 2.446107 −1.974028 0.9923 Unit root exists Unsmooth

lnY −8.424613 −1.977738 0.0000 No unit root Steady
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After unit root test, in order to avoid pseudo regression, we use LNY and LNX
as our dependent variables and independent variables. First of all, In this paper, there
are assumptions about scientific and scientific and technological innovation and new
urbanization.

ln(URt) = α1 + α2 ln(KTt) + ε

Among them, URt stands for the level of urbanization and KTt stands for the level
of scientific and technological innovation.

Secondly, OLS regression analysis was used. According to the above hypothesis,
regression analysis is carried out on the level of scientific and scientific and technological
innovation (Table 4) and new urbanization level (Table 6) through Eviews 10.0 (Table 8).
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Table 8. OLS Regression Results of New Urbanization in technology innovation

Variable Coefficient Std. Error t-Statistic Prob

C −0.063253 0.049318 −1.282575 0.2260

LNX 0.523536 0.035616 14.69926 0.0000

R-squared 0.951557 Durbin-Watson stat 2.056871

The regression results showed that: R2 = 0.951557, the equation fitted well, and the
significance P = 0.0000. It passed the 0.05 significance test. The results showed that
the innovation of science and technology has a positive effect on the new urbanization
in Guangdong. According to the parameters of the double-to-analog model, the elastic
coefficient of the urbanization rate of the two new cities on the innovation rate of science
and technology is reflected. When the change of the innovation coefficient of science
and technology is 1%, the change of the new urbanization rate is 0.524%.

Finally, the paper used R language and canonical correlation coefficient analysis
method to analyze the scientific and scientific and technological innovation, and to test
the correlation between the mechanism of new urbanization. From 2006 to 2018, both
scientific and technological innovation and new urbanization in Guangdong Province
developed rapidly, and scientific and technological innovation played a role in promoting
the development of new urbanization in Guangdong Province. Based on this basis, this
paper examines the relevance of scientific and technological innovation to the indicators
of new urbanization, as shown in Table 9:

Table 9. The correlation between scientific and technological innovation and the development of
new urbanization

Index Code name Pearson correlation

Proportion of non-agricultural population (%) [proportion of
urban population]

Y01 0.921

Population density (person/km2) Y02 0.914

Proportion of second and third industry personnel in total
population (%)

Y03 0.54

Per capita GDP (yuan/person) Y04 0.987

Total retail sales of consumer goods per capita (yuan) Y05 0.885

Per capita disposable income of urban residents (yuan) Y06 0.978

Ratio of output value of the second and third industries to
GDP (%)

Y07 −0.555

Per capita fixed asset investment (yuan/person) Y08 0.94

(continued)
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Table 9. (continued)

Index Code name Pearson correlation

Passenger cars (ten thousand) Y09 0.444

Number of college students per 10,000 population (person) Y10 0.869

Number of hospital beds per 10,000 persons (sheet) Y11 −0.094

Total urban water supply (10,000/m3) Y12 0.776

Urban water penetration rate (%) Y13 0.356

Urban construction land area (square kilometers) Y14 0.812

Completion green coverage rate (%) Y15 0.857

Park green area per capita (square meters/person) Y16 0.899

Forest area per capita (ha) Y17 −0.726

Per capita water resources (m3/person) Y18 −0.263

Note: according to experience, the correlation coefficient is divided into: 0.8 ≤ P < 1 was highly
correlated; 0.5 ≤ P < 0.8, was moderately correlated; 0.3 ≤ P < 0.5, was low correlated; 0.3 ≤ P
< 0.5 was weakly correlated; P < 0 was negatively correlated.

According to Table 3 and Table 4, the scientific and technological innovation level of
Guangdong Province has been significantly improved in the observation period. How-
ever, the weight of “input in science and technology innovation” is much greater than
that of “output of science and technology”. This shows that the level of scientific and
technological innovation in this region mainly depends on “science and technology
investment”. Although it is obvious advantages in economic development, and easier to
attract innovative talents and capital agglomeration, but it needs to be improved about
the transformation ability of scientific and technological innovation and technological
innovation environment.

As can be seen from Table 5 and Table 6, the urbanization level of Guangdong
province has been significantly improved in the observation period, reaching a peak of
79.2% in 2017, while in 2018, the urbanization level has declined. This may be related
to the return of population. According to the data in recent years, the urbanization rate of
Guangdong Province is mainly manifested in economic urbanization, while population
urbanization and infrastructure urbanization are relatively weak.

As shown in Table 9, The relationship between the level of technological innovation
and specific indicators of urbanization. Non-agricultural population proportion, pop-
ulation density, per capita GDP, per capita disposable income of urban residents, per
capita investment in fixed assets, the correlation coefficients of the five indicators are
all greater than 0.9, all of them have strong correlations. The correlation coefficient of
the total retail sales of social consumer goods per capita (yuan), the number of students
in Colleges and universities per 10000 population, the area of urban construction land,
the coverage rate of built-up green space and the per capita green area of parks are also
above 0.8, which has a strong correlation.
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The correlation coefficient of the proportion of secondary and tertiary industry per-
sonnel in the total population is between 0.5 and 0.8, which belongs to moderate correla-
tion. However, the output value of the secondary and tertiary industries accounted for the
proportion of GDP, the number of hospital beds per 10,000 people, the per capita forest
area, and the per capita water resources, the four indicators have negative correlation
coefficients.

5 Conclusions and Recommendations

5.1 The Main Conclusion

This paper estimates the level of scientific and technological innovation and urbanization
rate in Guangdong Province from 2006 to 2018, and simulates the role of scientific and
technological innovation level in promoting urbanization. The results show that: first,
during the observation period, the level of scientific and technological innovation and
the level of new urbanization in Guangdong Province showed an upward trend. At
present, the level of scientific and technological innovation is mainly based on scientific
and technological input, while the ability of scientific and technological output and
transformation is relatively weak. The new urbanization level of Guangdong Province is
mainly manifested in population urbanization and economic urbanization, infrastructure
urbanization, resource and environment urbanization development is not enough. But in
2018, the urbanization rate declined for the first time, which may be related to the return
of population.

Second, the level of scientific and technological innovation has a positive role in
promoting the change of new urbanization in Guangdong Province. Every 1% change
of science and technology innovation coefficient will bring about 0.524% change of
new urbanization rate. Scientific and technological innovation can promote the new
urbanization inGuangdong Province, but its role is not particularly obvious. The possible
reason is that science and technology innovation in Guangdong Province mainly relies
on a large amount of investment, and forms a “crowding out” effect on the development
of urbanization. It should be noted that the correlation coefficient between scientific
and technological innovation and the proportion of the output value of the secondary
and tertiary industries in GDP, the number of hospital beds per 10000 people, the per
capita forest area and the per capita water resources are negative. On the one hand, it
reflects that the driving force of the development of the secondary and tertiary industries
in Guangdong Province mainly comes from the input of labor, land and capital elements
and the high cost of environmental resources. On the other hand, it shows that the urban
public infrastructure in Guangdong Province is relatively weak.

5.2 Suggestions and Countermeasures

First, Guangdong provincial government should maintain investment in scientific and
scientific and technological innovation and build a better environment for scientific
and scientific and technological innovation. Although the development of economic
urbanization and social urbanization in Guangdong Province is good, there is a situation
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of unbalanced development structure, and the development of infrastructure urbanization
and population towns is still relatively backward, and there is a big gap with other
urbanization processes.

At present, there are still some problems in Guangdong Province, such as the lack
of basic research and original innovation ability, the lack of close integration of science
and technology resources with local economy, the weak technical support of leading
industries, the shortage of high-level innovation and entrepreneurship talents, and the
relatively insufficient intensity of science and technology investment.

In the new normalization of the economy, although the growth rate of Guangdong’s
GDP is relatively stable in recent years, and the investment in scientific and technological
innovation is also in a relatively high growth rate. However, in order to see the current
problems, Guangdong should aim at the general trend and direction of future scientific
and technological innovation, prepare early and plan early, dare to “empty the cage and
replace the bird” for the backwardproduction capacity, andboldly innovate the traditional
industries. It is necessary to continue to increase technological investment, improve the
joint mechanism between schools and enterprises, seize the strategic opportunity of the
new normal economy, increase the transformation of technological achievements, build
a better scientific and technological innovation environment, enhance the technologi-
cal content of manufacturing industry, and promote industry upgrade, and improve the
environment of scientific and technological innovation in Guangdong Province.

Second, China is stepping into an aging society, and the populationwill reach its peak
soon. Over the past three decades, due to the continuous growth of population and the
continuous improvement of urbanization level,GuangdongProvince has promoted urban
development from focusing on quantity expansion to focusing on quality improvement.
Cities in Guangdong Province have experienced unprecedented high-speed expansion.
At the same time, these cities are facing prominent urban diseases and great pressure of
resources and environment, which restrict the sustainable and healthy development of
cities. Urban environmental pollution, water shortage, traffic congestion, urban garbage
and other issues need to play the core role of scientific and technological innovation.How
to improve the development quality and service function of the city through scientific and
technological innovation, and further realize the coordinated development of urban and
rural areas, and build a beautiful Guangdong Province, is a major and urgent practical
problem during the “14th five year plan”.

At the same time, China’s social development has entered the “new normal”, which
puts forward new requirements for urban functions and management system. On the one
hand, China’s urban aging population is growing, which puts forward new requirements
for urban functions and facilities. On the other hand, the population flow between urban
and rural areas and between cities is becoming more and more complex. It is urgent to
realize the reconstruction of urban functions and the improvement of service manage-
ment level through scientific and technological innovation, accelerate the citizenization
ofmigrant population, promote local urbanization nearby, and optimize the spatial layout
and structure of urban and rural areas. Therefore, to lead and adapt to the “new normal”
of social development through scientific and technological innovation is a new major
task for the scientific and technological circles.
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Therefore, it is a new major task for the scientific and technological circles to lead
and adapt to the “new normal” of social development through scientific and techno-
logical innovation. Urban construction and operation need to pay more attention to
people-oriented, and the concept of scientific research also needs to be changed. There-
fore, Guangdong Province should rely on scientific and technological progress to opti-
mize the development of urban construction, strengthen the scientificity of urban plan-
ning, improve the construction of municipal public facilities, and constantly improve the
application of science and technology in urbanization construction.

Third, we need to strengthen our capacity for scientific and technological innovation
in combination with the development of new urbanization.

The government should follow the laws of urban development and enhance the
forward-looking and scientific nature of urban and regional planning; Strengthen key
technology integration research and improve urban infrastructure support capacity and
spatial efficiency; Strengthen the research of new technology application, improve the
construction quality and construction level. The government should strengthen the con-
struction of big data platforms, improve urban smart management and social gover-
nance capacity, strengthen the construction of technology transformation platforms, and
upgrade the industrialization of technological achievements. The government should
increase the capacity of science and technology to support urbanization, resolve diffi-
culties in urbanization development, and release new drivers of economic development.
Therefore, the local government needs to strengthen the investment of scientific and
technological innovation ability and the research of urban science and technology. For
example, strengthen the construction of a strong data platform to improve the abil-
ity of urban intelligent management and social governance. Research and develop the
provincial urban and rural planning management information platform, focus on social
organizations, floating population and poor people, employment and entrepreneurship,
social security and other fields, establish urban operation, social governance and public
service platform, standards, systems and equipment, promote the promotion and applica-
tion and demonstration in the whole country, improve the social governance ability and
fine level of public service, and realize social governance and public service refinement
The intellectualization and modernization of public services provide strong scientific
and technological support.

We will build a team of scientific and technological innovation talents, innovative
enterprises and scientific research platforms. Through various forms such as independent
training and active introduction, we will cultivate and form leading talents in science
and technology, high skilled talents, entrepreneurs, specialists in science and technology
benefiting the people and innovation service personnel. We will also train a number of
key enterprises in scientific and technological innovation in the field of urbanization and
backbone enterprises in the application and demonstration of the whole industrial chain,
and promote the construction of science and technology innovation base, innovation
team and industrial technology innovation strategic alliance in Guangdong Province.

Fourth, we can accelerate the transformation of the economy driven by scientific and
technological innovation.
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We will accelerate the transformation of the economy driven by scientific and tech-
nological innovation, establish a mechanism for regular assessment and structural anal-
ysis of technological progress and promote the coordinated development of population
urbanization and ecological urbanization. We will strengthen our capacity for scientific
and technological innovation and promote the concentration of resources, technolo-
gies and talents in technological enterprises through technological progress. Finally,
the goal of driving new urbanization development in Guangdong province with scien-
tific and technological innovation is achieved. At the same time, the local government
fully mobilize the enthusiasm, initiative and creativity of universities, scientific research
institutes, enterprises and other aspects through the combination of regulation and opti-
mization of service. We should build an open and efficient innovation resource sharing
network, promote the organic combination of scientific and technological innovation
with mass entrepreneurship and innovation, expand the space for public participation,
enrich the public participation carrier, and promote the development of urban science
and technology through collaborative innovation.
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Abstract. Computer networking protocols have become important
domain knowledge for electrical engineering professionals. The learning-
by-doing approach has shown its effectiveness to learn these complex
protocols by reproducing research results. In this paper, we design a
web-based ns-3 lab platform by integrating various open-source modules
for beginners to get hands on network simulations to learn networking
protocols with a smoothed learning curve. This platform consists of a
vue-based front-end and a docker-based back-end to support elastic on-
demand capacity expansion. We implement a simulator scheduling mod-
ule based on Node.js and restify to achieve load balancing for reducing
the simulation waiting time. We conduct a measurement study to evalu-
ate the performance of this prototype system. The measurement results
demonstrate the technical feasibility of the prototype design to develop
a scalable but user-friendly computer network simulation platform for
massive open online lab courses.

Keywords: ns-3 · Online learning · Networking protocols ·
Engineering education

1 Introduction

In recent years, engineering courses have shown strong tendency toward science
courses, lacking of sufficient practical lab platforms. Engineering students are
required to accomplish systematically-designed theory and practice modules in
order to develop their system capabilities progressively in a pipeline fashion [8–
10]. The “computer networking” course is an important professional fundamental
course for undergraduate programs on electrical engineering with both theoreti-
cal and practical characteristics. It is an effective learning approach to reproduce
research results to learn computer networking protocols [1,12]. Nevertheless, it
is prerequisite to provision network facilities to support the reproduction of
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research results. With the rapid development of the network, the complexity
and customization of the network hardware equipments have been increasing
significantly in recent years. Therefore, computer networking educators have
been increasingly adopting network simulation labs instead of hardware-based
networking labs [3–5,14].

Ns-3 is a popular open-source network simulation tool [7] which has been
widely used in the networking research and teaching communities. Many third-
party modules have been developed to enhance ns-3, such as ns3-gym [6] and
ns3-AI [13] to foster artificial intelligence algorithms in networking research.

When beginners learn to conduct ns-3 network simulations, it is common
that they find it difficult and time consuming to get started due to the compli-
cated installation steps and largely scattered learning resources. In this paper,
we are motivated to design an online ns-3 learning platform with potential easy
capacity expansion, which provides the ns-3 tutorial labs for beginners with a
convenient user interface but without any required system configuration. The
learners are able to catch up with the latest networking protocols in a low-cost,
repeatable virtual experiment environment, and potentially large-scale network
simulation experiments. Our platform integrates the ns-3 tutorial guidelines, ref-
erence source codes and various programming functions, which forms a smooth
learning flow of from theory learning, source coding to lab practice. In this
research-oriented learning of network simulation experiments, beginners are able
to concentrate on their learning without being distracted by the simulator config-
uration and maintenance and are motivated to explore more learning experiences
independently. In summary, our contributions are listed as follows.

– We design and implement this web-based ns-3 learning platform, so that
a beginner is able to study the ns-3 tutorial lab guidelines step-by-step in
a learning-by-doing approach. The back-end of the platform is constructed
based on the open-source ns-3 network simulator; hence, the development cost
of the platform is effectively reduced but harness the progress of the active
ns-3 development.

– In order to increase the scalability of the proposed learning system, we create
a ns-3 docker image to generate potentially a large number of isolated ns-3
running containers, which enable the elastic on-demand capacity expansion to
support users as needed. The proposed architecture implements a scheduling
mechanism to balance the simulation jobs to these ns-3 running containers to
minimize the waiting time for learners to receive simulation results.

The rest of the paper is organized as follows. First, we review the related
work in Sect. 2. Then, we present the platform design in Sect. 3, and present the
implementation details in Sect. 4. Next, we present the performance evaluation
results in Sect. 5. Finally, we conclude the paper in Sect. 6.

2 Related Work

In this section, we review the representative work on the online simulation plat-
form in engineering education for communication and networking. Derr et al.



Web-Based NS-3 for Learning Computer Networking Protocols 613

developed a web-based simulation tool, PGCPMT, for power grid communica-
tion network simulation. PGCPMT provides a GUI interface for the network
topology, allowing users to define a network by dragging and dropping net-
work elements [2]. Zou et al. proposed a teaching platform, EasyHPC, deployed
on the supercomputer Milkyway-2 [15]. The front-end of EasyHPC provides an
experimental tutorial, and the back-end of EasyHPC provides the environmental
support for online programming. This is a feasible case of combining an online
programming platform with tutorials. Gao et al. designed a set of ns-3 labs on
the EasyHPC online platform such as learning the IEEE 802.11 Wi-Fi protocol,
and positive feedback was reported from the students [4]. Sljivo et al. developed
an interactive web simulation tool for the IEEE 802.11ah protocol [11]. The
tool provides visual results for ns-3 simulation through PyViz, and provides a
monitoring view of nodes status. Gao et al. re-designed an ns-3 simulation based
networking lab course by reproducing research results aiming to teach both engi-
neering rigor and critical thinking for undergraduate students, which are crucial
for their future career or research [5].

Motivated by these previous works, our platform integrates the ns-3 tuto-
rial guidelines, relevant experimental designs and programming functions, which
creates a smooth learning curve from the theory learning, lab design and cod-
ing practice. In this learning-by-doing approach, this network simulation learn-
ing platform effectively reduces the additional time and efforts for beginners to
quickly get hands on the ns-3 labs.

Fig. 1. User interface design
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3 System Design

In this section, we first examine the requirements of an online platform in that we
should provide learners with a user-friendly web-based interface, an online pro-
gram execution environment, learning materials and reference codes, etc. Then,
we present the system architecture design in details.

3.1 User Interface

As shown in Fig. 1, a learner edit the ns-3 source codes online with a code
editor; with a single click on the execute button, the ns-3 source codes can be
uploaded to the back-end ns-3 simulator compiler; the simulation experiments
are conducted by the ns-3 simulator; finally, the simulation results are returned
and displayed on the result page before the learner. Hence, ns-3 learners are able
to enhance the comprehension in a learning-by-doing approach with minimum
configuration efforts.

3.2 System Architecture

Fig. 2. System work flow

Our platform deploys a typical browser/server (B/S) architecture to meet the
needs of user interaction as shown in Fig. 2. The browser provides the user inter-
action interface, including the tutorial guidelines, the code editor and the result
display window. We store the learning materials and the reference codes on the
server. When a learner needs to view the web pages, the browser sends an HTTP
request to the server. After receiving the request, the server will return the cor-
responding web pages to the browser, and the pages are displayed on screen.

When a user needs to run codes online, the codes will be uploaded to the
server by the browser, and the scheduler in the simulation server distributes the
codes to an independent running environment. This selected running environ-
ment executes the codes and returns the simulation results. Finally, the results
are displayed in the browser.
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4 Implementation

In this section, we present the web framework to implement our system proto-
type. Then, we present the architecture implementation details.

4.1 Web UI

We use a popular frameworks, Vue, to build the front-end. This framework has
ready-made component libraries, and we can use well-designed UI libraries to
build web sites quickly. We implement the buttons and menu bar based on
the antd-vue component library. Then, we download the ns-3 official web site
tutorial guidelines and render them on the pages. Additionally, we integrate the
code-mirror open source code editor to edit the source codes [11].

4.2 System Architecture

In order to implement the function of the online execution of the simulation
experiments, we set up the ns-3 simulation environment on the server. When a
learner executes the simulation codes, the browser uploads the codes to the server
via HTTP, and the server process the received codes, including compilation,
execution, and returning the simulation results and the execution information
to the learner.

Fig. 3. System architecture
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Our system implements the modules as shown in Fig. 3. In this B/S archi-
tecture, the server is composed of 3 modules: the Nginx server, the manager
container and the ns-3 running container. The Nginx server is a HTTP server,
which can display the web files (such as HTML, pictures) on the server to the
clients through the HTTP protocol, instead of requesting resources through the
server, which could reduce server pressure. It also provides a reverse proxy func-
tion to forward the HTTP request of the browser to the manager container.
Note that a ns-3 process compiles its source codes in a default folder. In order to
maximize the utilization of computing resources, we instrument multiple contain-
ers deployed with duplicated ns-3 environments. When the manager container
receives the codes, it just forwards the codes to an idle ns-3 running container
via HTTP; then, the ns-3 running container compiles the codes and executes the
simulations, and returns the results to the manage container. Afterwards, the
manage container returns the simulation results to the browser, and the browser
displays the results in the output console for learners.

We select the Node.js and restify framework to implement our system.
Node.js is used to provide the HTTP service, which is a JavaScript runtime
built on Chrome’s V8 JavaScript engine. Node.js is a single-threaded language.
It treats the received request as a task and schedules work in a single thread
through a task queue, which reduces the overhead caused by thread switch-
ing, which will show a significant performance advantage when the service is
mainly IO service. Our service is mainly based on IO requests that distribute
tasks through HTTP, so Node.js has a great performance advantage. Restify
is used to accelerate the creation of HTTP services, which is a REST service
framework based on Node.js, and focuses on REST services than modules such
as express, which can effectively separate front-end and back-end development,
reduce project development cycles, and improve service scalability.

4.3 Simulator Scheduler

In order to increase the scalability of the system, we apply the docker to generate
multiple ns-3 running containers from an ns-3 running image. We use the ready-
made Nginx image and build the manage node image and the ns-3 running
image. We created a Nginx server container, a manager container and a changing
number of ns-3 run containers as needed through the Docker-Compose container
orchestration tool1. Docker-Compose is a tool for defining and running multi-
container docker applications by composing a YAML file to configure our ns-3
simulation service.

When the Nginx server receives a ns-3 running request, the request is for-
warded to the manage container. The manage container examines whether there
is an idle ns-3 container. If not, check again after blocking for a period of time. If
there is an idle ns-3 container, the codes are sent to this available ns-3 running
container via HTTP. The ns-3 container compiles and executes the receiving

1 https://github.com/docker/compose.

https://github.com/docker/compose
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codes, harvests the simulation results and returns the results to the manage-
ment container. Finally, the management container returns the results to the
learner’s browser for display.

5 Performance Evaluation

5.1 Web UI

Interface Outlook. The Web UI of our platform is shown in Fig. 4. The tutorial
window is on the left side and the code window on the right side.

The tutorial guidelines are transformed from the official web site of the ns-3
tutorial. We have selected 5 basic chapters, and the chapter switching can be
performed by the switch button at the upper left corner.

As shown in Fig. 5, the platform includes 5 basic chapters of ns-3 tutorials for
learners to start with as a use-case, including the conceptual overview, tweaking,
building topologies, tracing and data collection. A learner can click the directory
button in the upper left corner of the Web UI to switch chapters. In addition,
the tutorial labs are also extensible, and instructors can customized tutorial labs
as needed.

Code Editing. In order to allow learning to have enhanced learning expe-
riences, our platform provides the function of online programming, allowing
learners to immediately perform relevant coding training after reading relevant
chapters, so as to understand ns-3 programming and network protocols in a
learning-by-doing approach with immediate feedback.

As shown in Fig. 6, we integrate an online code editor on the right side of
the Web UI, and a learner can edit the ns-3 codes in the code window. After a

Fig. 4. Web UI overview
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learner finishes the coding, he or she clicks the Execute Code button to submit
the codes to the back-end, which will compiles the codes by the back-end ns-3
engines. The learner can also click the Reset Code to reset the code editor to its
initial version.

As shown in Fig. 7, the simulation results are returned to the command line
of the code window, which are consistent with the real ns-3 console output as
well.

Interactivity. In order to enhance interactive user experience, our platform
implement the interactive design. After a learner submit the codes, the platform
returns the simulation results as soon as the back-end simulator accomplishes
the simulation job. Therefore, the learner can correct the errors in the codes
based on the output log. If the learner still has troubles in coding correctly, she
or he can click the See Answer button at the upper right corner of the Web UI
to find out how the reference codes work.

Platform Comparison. In summary, our platform integrates three impor-
tant features of learning, online programming and interactivity. We compare our
platform qualitatively with several related platforms as shown in Table 1. Our
platform is customized to the need of ns-3 beginners with careful design. Second,
our platform instruments several necessary features for most online programming
platforms. Though our platform does not yet have the full functions of graph-
ical programming, we have been considering to upgrade the system along this
direction in the future development.

5.2 Testbed Setup

In this section, we deploy this ns-3 learning system in a testbed to evaluate the
its performance. As shown in Fig. 8, the server is equipped with a 1-core CPU
Intel Xeon E5-2682 v4 processor, 2 GB memory, and 1 Mbps network bandwidth.
We apply JMeter to conduct the loading test on the server. JMeter is a Java-
based stress testing tool developed by the Apache organization, which can be
used to measure the system response time of the static and dynamic resources,
such as static web files, Java servlets, CGI scripts etc. on the server under dif-
ferent loading levels. We adopt JMeter to simulate different user behaviors by
requesting the tutorial web pages, and downloading the reference codes, submit-
ting the simulation codes for experiments. Round by round, JMeter continuously
initiates simulation testing circles until lasting for 10 min. We also use JMeter to
simulate concurrent requests. When multiple users are simulated, the ramp-up
period between the user’s requests is set at 1 s. JMeter gradually adds up to the
full number of testing threads following the ramp-up period.
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(a) Tutorial guidelines (b) Switching button

Fig. 5. Web UI details

Table 1. Platform comparison

Functions EasyHPC [15] PGCPMT [2] Our Platform

Programmability Yes Yes Yes

Results visibility No No Yes

Graphic programming No Yes No

NS-3 tutorial no no yes

5.3 System Performance

Performance Metrics. We measure several important performance metrics
of the ns-3 simulation services, including the response time, throughput, and
CPU & Memory. The response time is defined as the time duration (second)
for a user to download the tutorial pages, fetch reference source codes, execute
the codes and retrieve the simulation results. The throughput is defined as the
traffic volume per unit of time sent and received by a user (bps). We configure the
number of threads of JMeter to simulate different number of users who request
the ns-3 simulation services at the same time. We are interested to examine
the CPU utilization and the memory consumption (such as swap memory, free
memory, buffer size and cache size) of the back end system when the system is
stressed with different loads.
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Fig. 6. An online code editor

Fig. 7. Simulation results

Table 2. Average response time with different loads and containers (second)

User concurrency 1 2 4

Single container 5.21 5.51 15.01

Double containers 5.27 10.68 11.57

Triple containers 5.24 11.02 11.64

Response Time. As shown in Table 2, the average response time is 5.21 s
for the case of the single user and the single ns-3 container. Additionally, the
response time of the case of 4 users and the single ns-3 container is 15.01 s,
which demonstrates the queueing effect of the simulator scheduler in our plat-
form. If the number of the ns-3 running containers is not sufficient, the response
time increases and impacts learning experiences significantly. When the server
is lightly loaded with the 1–2 concurrent users, single ns-3 container achieves
the least response time. When the concurrent users increase to 4, more ns-3
containers are required to maintain a small response time. The deployment of
the container mechanism in our platform enable an elastic capacity expansion to
serve an increasing number of concurrent users while maintaining a low response
time.
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Fig. 8. Stress tests with JMeter

Table 3. Average throughput in different loads and containers (kbps)

User concurrency 1 2 4

Single container 41.28 80.72 100.48

Double containers 40.96 62.24 118.4

Triple containers 41.04 59.76 117.92

Throughput. As is illustrated in Table 3, the average throughput of a single
user and four users are around 41 kbps and 112 kbps, respectively, where the
network bandwidth of our server is throttled by 1 Mbps. It shows that a local area
network is able to serve the need of ns-3 lab course based on this platform. Thus,
network bandwidth may not be the bottleneck of a high-load ns-3 lab platform
while CPU and memory may bring forth the major resource bottlenecks.

CPU and Memory. We examine the utilization of CPU and memory of the
sever to analyze the resource utilization when deploying different numbers of
containers when the concurrent users are simulated up to 4.

In Fig. 9, the green line depicts the percentage of the time the CPU runs
user-level codes. The dark blue line depicts the percentage of the time the CPU
runs system-level codes. The purple blue line depicts the percentage of the time
the CPU is idle. The light blue line depicts the CPU usage for waiting I/O
devices. When the concurrent user number is 4, the CPU idle time with single
ns-3 container is expectedly larger than the double-container case. Because when
a process executes a task, it will not completely exhaust the computing resources
of the CPU, which means that the computing resources are not fully utilized.
While if there are two processes compile, CPU computing resources will be more
fully utilized. For triple-container, the concurrent user number is 4 means that
there will be 3 task being executed together, which takes about 3 times the time
to execute a single task, and the last one will be executed separately. This results
in about 3/4 of the time that the CPU idle is extremely low, and the remaining
1/4 of the time CPU idle is slightly higher, just like what shown in Fig. 9. When
the concurrent user number is 4, the total user-level and system-level CPU usage
is beyond 80% most of the time. It shows that the performance bottleneck of
the platform lies in the computing power of the CPU.

As shown in Fig. 10, with 4 concurrent users, we compare the memory con-
sumption with different ns-3 running containers. “Swapped” depicts the amount
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(a) Single ns-3 Running Container

(b) Double ns-3 Running Containers

(c) Triple ns-3 Running Containers

Fig. 9. CPU utilization 4 concurrent users
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(a) Single ns-3 Running Container

(b) Double ns-3 Running Containers

(c) Triple ns-3 Running Containers

Fig. 10. Memory consumption with 4 concurrent users
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of virtual memory used. “Free” depicts the amount of free memory. “Buffers”
depicts the amount of memory used for buffers. “Cache” depicts the amount of
memory used as the page cache. The fluctuating base of free memory is affected
by the system environment during a test, so the memory fluctuation range and
frequency can better reflect the memory usage of the task. Just like the purple
curve in Fig. 9, the free memory fluctuation frequency with single ns-3 container
is more frequently than the double-container case, and the range is less. This
means when there are both tasks being executed at the same time, the peak
memory usage will be higher and the free memory changes more smoothly. For
triple-container, about 3/4 of the time that the free memory fluctuation fre-
quency is lower and the range is higher, while the remaining 1/4 of the time
that the free memory fluctuation frequency is higher and the range is lower.
Consequently, when the number of ns-3 running containers executing Simulta-
neously increases, the CPU utilization increases, the idle time of CPU decreases,
and the free memory fluctuation frequency reduces, the range increases. In sum-
mary, an increase number of containers will increase the load on the server CPU
and reduce the memory consumption.

6 Conclusion

In this paper, we design and implement a web-based ns-3 learning platform 2 to
provide beginners to learn computer networking protocols in an easy learning-
by-doing approach. Our platform integrates various tutorial lab modules with
convenient learning resources, which smoothes the learning curves. The platform
supports simultaneous usage by multiple users, and returns simulation results for
users with a web user interface, which effectively reduces the difficulty of getting
hands on with ns-3. This platform can be used for lab course learning as well
as personal learning and research. On the other hand, there are some rooms for
improvement along several aspects: 1) asynchronous mechanism: the back-end
uses a scheduling mechanism to distribute the user’s compilation requests, and
then uses the container cloud as the load balancing for ns-3 tasks; 2) topology
customization: use an XML parser to implement visual network icons dragged
and dropped by users for configuring network topologies in ns-3 programming
labs; 3) user management: for student users, the platform provides a login mech-
anism so that the student users are able to code and submit labs in the back-end
database; for teacher users, the platform provides the lab customization module
to the support specific learning outcomes of a lab course.
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Abstract. Differential evolution algorithm is a search and optimization strategy
that simulates the process of biological evolution. In the initial stage of the algo-
rithm, it is necessary to generate a series of deep neural networks with sufficient
accuracy as the initial population of subsequent algorithms. In this article, an
artificial bee colony search strategy is added to the cross-operation of the differ-
ential evolution algorithm to optimize the weight value. The artificial bee colony
algorithm search operator is introduced to guide the search of the population to
avoid individuals in the population from falling into a local optimal situation. The
experiments in this article verify the validity of the method through the handwrit-
ten digit recognition data set. The final results show that in the process of obtaining
the initial population, using the differential evolution weight optimization method
of the artificial bee colony search strategy optimizes the process of the fitness cal-
culation in the model. It significantly improves the accuracy of the first-generation
population and speeds up the overall process of the algorithm.

Keywords: Artificial bee colony algorithm · Differential evolution · Neural
network · Ensemble learning · Deep learning

1 Introduction

In recent years, the research of ensemble learning algorithm has developed vigorously.
For almost any kind of machine learning algorithm, the idea of ensemble learning can
be used to improve the accuracy and generalization of the algorithm. The ensemble
learning model completes the learning task and improves the prediction accuracy of the
final model by constructing and combining multiple learners. It is an excellent idea and
method in the field of machine learning [1–4].

The differential evolution algorithm DE [5] is a stochastic model that simulates
biological evolution. Through repeated iterations, those individuals who adapt to the
environment are preserved. Because the algorithm has a simple structure, is easy to
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implement, does not require gradient information, and has fewer parameters, it has
attracted the attention and research of many scholars as soon as it was proposed. Similar
to other intelligent algorithms, DE also has the problems of being easily trapped into
a local optimum, slow convergence in the later stages of evolution, may not be able to
search for optimal solutions for problems that are too complicated, and the calculation
accuracy is not high.

The artificial bee colony algorithm [6] uses the communication, transformation and
cooperation between bees of different roles to achieve swarm intelligence optimization
by researching the behavior of bees during honey collection. Compared with the classic
optimization methods, the artificial bee colony algorithm has simple operation, less
control parameters, high search accuracy and strong robustness.

The artificial bee colony search strategy has strong exploration ability, and shows
excellent optimization performance when optimizing complex multimodal problems.
Therefore it is very suitable for combining it with differential evolution algorithms to
improve the performance of the model. Lingling Huang et al. [7] proposed a differential
evolution algorithm with artificial bee colony search strategy to solve the problems of
premature phenomenon and slow convergence speed of differential evolution algorithm.
The artificial bee colony search strategy was used to guide the population to help the
algorithm jump out of the local best with its strong exploration ability. In addition, in
order to improve the global convergence speed of the algorithm, an initialization method
based on anti-learning is used. Through simulation experiments on 12 standard test
functions and comparisonwith other algorithms, it shows that the proposed algorithmhas
a faster convergence speed and strong ability to jump out of local optimum. However, the
accuracy of the generalization ability of this model is not high enough, the generalization
ability is limited, and it only obtains good results by testing in some functions. In this
article, an artificial bee colony search strategy is added to the cross-operation of the
differential evolution algorithm based on the ensemble learning model to optimize the
weight value. The artificial bee colony algorithm search operator is introduced to guide
the search of the population to avoid individuals in the population falling into a local
optimal situation and improve the generalization ability of the neural network model.

Theother parts of this article are as follows: Section2 introduces a specificdifferential
evolutionweight optimizationmethod based on artificial bee colony algorithm; Section 3
uses the method and model described in this article to perform experiments on the data
set, and the results show the accuracy of the final output is higher, which proves the
effectiveness of the method in this paper; Section 4 summarizes the method in this paper
and briefly proposes future research content.

2 Evolutionary Ensemble Learning Model Based on Artificial Bee
Colony Algorithm

In the existing models built based on the differential evolution algorithm, the algorithm
often falls into a local optimum at the later stage of the execution, which leads to the final
convergence rate being too slow. And it is often unable to solve complex multimodal
problems or the accuracy of the results is low. These disadvantages limit the scope
of the differential evolution algorithm. This article proposes that the hyper parameters
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that need to be determined in advance in the neural network are used as individuals
of the evolutionary algorithm, the evolutionary algorithm is optimized by the artificial
bee colony algorithm, and then the neural network with higher accuracy is obtained
through the optimized evolutionary algorithm. The specific process of optimizing the
evolutionary algorithm is shown in Fig. 1.

Begin

Initialize the population

Calculating fitness

Differential mutation

Meet termination 
conditions ?

Output the last 
generation 
population

end

Cross operation
Artificial bee 
colony search 

strategy

Fitness 
evaluation

Select operation g=g+1

No

Yes

Input control 
parameters

Fig. 1. Flow chart differential evolution algorithm based on artificial bee colony search strategy.

First, enter the preset control parameters, perform population initialization, calculate
the initial fitness and use it as the evaluation standard for subsequent fitness. Then when
the existing population size is smaller than the control value of the offspring, new off-
spring are generated cyclically. The cyclic process first differentiates and then crosses
to get the new individuals, and then uses the artificial bee colony search strategy to
search for more excellent individuals around the new individuals. Finally, the optimal
individual is selected as a new individual to generate a new offspring individual. When
the population size reaches the threshold, it exits the cycle and outputs the final gener-
ation population of the process, which is used as the initial population to input into the
subsequent algorithm process.

2.1 Fitness Calculation Method Based on Artificial Bee Colony Search Strategy

Artificial bee colony (ABC) was proposed by Turkish scholar Karaboga in 2005. Its
basic idea is to inspire the bee colony to cooperate with each other to complete the
honey collection task through individual division of labor and information exchange.
Although a single bee’s own ability is limited, without a unified command, the entire
bee colony can always find high-quality nectar sources more easily. Artificial bee colony
algorithm is a new type of intelligent optimization algorithm by simulating the honey
collecting process of bees. It consists of three parts: food source, hired bee and non-
employed bee. The core of the algorithm includes 3 parts: leading bees searching for
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honey source; leading bees share honey source information and follow the bees to select
a honey source to search with a certain probability; the scout bees randomly search in
the search space.

In this paper, an artificial bee colony algorithm is added between the cross opera-
tion and the selection operation of the differential evolution algorithm to optimize the
combined weight value in the process of fitness calculation. With the evolution of the
population of the differential evolution algorithm, when the accuracy of the correspond-
ing network output results of all individuals in the population is high enough, the last
generation of the population at this time is regarded as the initial type of the subsequent
algorithmGroup, so as to ensure the accuracy of each network in the follow-up algorithm
can be high enough.

Firstly, the initialization operation is carried out, and m individuals are randomly
and uniformly generated in the corresponding decision space (each individual is the real
number code of the super parameter to be optimized). Each individual is composed of
n-dimensional vector (assuming that there are n parameters to be optimized), see formula
(2.1).

Xi(0) = (
xi,1(0), xi,2(0), . . . , xi,n(0)

)
, i = 1, 2, 3 . . . ,M (2.1)

The initialization method of the j-th dimension vector of the i-th individual is shown
in formula (2.2).

Xi,j(0) = Lj_min + rand(0, 1)
(
Lj_max − Lj_min

)

i = 1, 2, 3 . . . ,M , j = 1, 2, 3, . . . , n
(2.2)

Lj_min and Lj_max represent the upper and lower boundaries of the value of the j-th
dimension vector and X represents every individual.

Then themutation operation is started. The classic differential strategy of differential
evolution algorithm is used to implement individualmutation. That is to say, two different
individuals in the population are randomly selected, and their vector differences are
scaled to synthesize vectors with the individuals to be mutated, as shown in formula
(2.3).

X
′
i (g) = Xr1(g) + F · (Xr2(g) − Xr3(g))F ∈ [0, 2], i �= r1 �= r2 �= r3 (2.3)

At the same time, we need to strictly control the boundary of each element of the new
individual. If it goes beyond its corresponding range, it is different from the initial random
generation method. In this paper, we map it to the appropriate range by some operations.
Then the crossover operation is started. According to the crossover probability cr ∈
[0,1], the elements of each dimension are selected from the variation individual and the
original individual, and the crossover individual is obtained. See formula (2.4).

Vi,j =
{
X

′
i,j(g + 1), rand(0, 1) ≤ cr

Xi,j(g), else
(2.4)

At this time, according to the search rules of artificial bee colony, search for the
individual with the lowest adaptive value around the crossed individual, and select as a
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new individual. See (2.5) for the formula.

zi,j = xi,j + φi,j
(
xi,j + xk,j

)
(2.5)

In the next selection operation, according to the greedy rule, cross individuals and
original individuals are selected based on the fitness function value to build a new
generation of population, as shown in formula (2.6).

Xi(g + 1) =
{
Vi(g), f (Vi(g)) < f (Xi(g))

Xi(g), else
(2.6)

k ∈ {1, 2, · · ·M }, j ∈ {1, 2, · · ·D}, k �= i, φi,j ∈ [−1, 1]

The fitness function here is an objective function constructed by using the gap
between the output result of the network corresponding to the specific parameter vector
and the real result, which is used to evaluate the merits and demerits of individuals. See
formula (2.7) for the calculation method.

minimize : f (x) = 1

N

∑N

i=1

(
NET i

x − REALi
)

(2.7)

NET i
(x) represents the output of the depth neural network constructedby theparameter

vector x in the ith training sample. REALi represents the real result of the ith training
sample.

Finally, through the above steps, the operations of crossover, mutation and selection
are carried out repeatedly, and the population is continuously updated. When certain
conditions are met, the single objective optimization part is completed. The condition
here is set as:when the accuracyof networkoutput results corresponding to all individuals
in a generation population meets a threshold, the cycle will be terminated.

2.2 Weight Optimization Method Based on Artificial Bee Colony Algorithm

In the artificial bee colony algorithm, the artificial bee colony is divided into three
categories: leading bee, following bee, and investigating bee.During each search process,
the leadingbee and followingbee aremining food sources in succession, that is for finding
the optimal solution, and the investigating bee observes whether it is trapped in a local
optimum, if it is trapped in a local optimum, it randomly searches for other possible food
sources. Each food source represents a possible solution to the problem, and the amount
of nectar from the food source corresponds to the quality of the corresponding solution
(fitness value fiti). The detailed steps of weight optimization method based on artificial
bee colony algorithm proposed in this paper are as follows.

Step 1: Initialize the population: Initialize each parameter, the total number of bee
colonies Sn, the number of the food source is collected(the maximum number of itera-
tions MCN), and the control parameter limit. Each solution xi is a D-dimensional vector.
D is the dimension of the problem. Determine the problem search range, and an initial
solution xi(i = 1,2,…Sn) is randomly generated within the search range;
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Step 2: Calculate and evaluate the fitness of each initial solution;
Step 3: Set cycling conditions and start cycling;
Step 4: Leading bee to perform a neighborhood search on the solution xi according to
formula (2.5) to generate a new solution (food source) vi, and calculate its fitness value
fiti;
Step 5: Perform greedy selection according to formula (2.8): if the fitness value of vi is
better than xi, replace xi with vi, otherwise leave xi unchanged;

vi =
{
vi(fitvi > fitxi )
xi

(
fitxi ≤ fitvi

) (2.8)

Step 6: Calculate the probability xi of the food source according to formula (2.9);

pi = fiti
/

∑Sn
k=1 fitk

(2.9)

Step 7: The following bee selects a solution or a food source according to the probability
pi, searches for a new solution (food source)vi according to formula (2.5), and calculates
its fitness;
Step 8: Perform greedy selection according to formula (2.8): if the fitness value of vi is
better than xi, replace xi with vi, otherwise leave xi unchanged;
Step 9: judge whether there is a solution to give up. If there is, the detection bee will
randomly generate a new solution to replace it according to formula (2.10);

xi,j = xmin,j + rand(0, 1) × (
xmax,j − xmin,j

)
j ∈ {1, 2....,D} (2.10)

Step 10: record the optimal solution so far;
Step 11: judge whether the cycle termination condition is met. If it is, the cycle ends and
the optimal solution is output. Otherwise, return to step 4 to continue searching.

The pseudo code for the above procedure is shown below.
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Algorithm 2.2. The process of artificial bee colony.

Algorithm Single-objective differential evolution algorithm
Input
Cross: the crossed individual
Iter_max: population number
nPop:the number of honey source
nLooker:the number of max search times
Output

The best value of fitness and the best individual
Begin

Initializing honey source location and calculating initial fitness accroding to eq.(2.7);
for iter in Iter_max:

for i in nPop:
Find next honey source according to eq.(2.5);
Greedily choose the individual according to eq.(2.8);

End for;
Calculating the selection probability matrix;
For k in nLooker:

Find next honey source according to eq.(2.5);
Greedily choose the individual according to eq.(2.8);

End for;
For k in nPop:

If the times of source reaching the nLooker:
Find next honey source according to eq.(2.5);

End if;
End for;

End for
Record the best individual and the best value of fitness;
End

In this process, the main advantage of the artificial bee colony algorithm is that it
has a strong randomness when selecting. That is to say, in the process of exploring the
best fitness of chromosomes, the probability of selecting individuals with good fitness
and those with poor fitness is the same. It can be seen from the above pseudo code
that for each generation of individuals, the time complexity of the artificial bee colony
search strategy is Tn = O(m ∗ n), where m represents the number of populations and n
represents the number of initial honey sources.

3 Experiment

In the experimental part of this paper, firstly, we use the differential evolution method
based on the artificial bee colony algorithm to get the model with high accuracy. Then
we use the multi-objective differential evolution algorithm to weigh the accuracy and
difference of the network, and construct many networks with both accuracy and differ-
ence. Finally, we use the idea of integrated learning to combine these networks into the
model. The experiment is carried out on MNIST dataset, and the results of the model
with artificial bee colony search strategy and the model without it are compared and ana-
lyzed. Experimental results show that the proposed method can improve the accuracy of
the model.
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In order to reduce the interference of other factors, in the comparative test, other
parameters are set to the same value. The specific parameter settings of the network
collection stage obtained in the experiment are shown in Table 1.

Table 1. Parameter settings for the part of generating candidate deep networks.

Algorithm name Parameter name Specific value

Single-objective differential evolution algorithm Population size 10

Variation control parameters 0.5

Cross control parameters 0.8

Multi-objective differential evolution algorithm Population size 20

Neighborhood number 6

Evolutionary algebra 10

In the model, for the part of differential evolution weight optimization method based
on artificial swarm search strategy proposed in this paper, the initial parameters of
artificial swarm set in the experiment are shown in Table 2.

Table 2. Parameter setting of artificial bee colony search strategy.

Algorithm name Parameter name Specific value

Artificial bee colony search strategy Population number 50

Initial honey sources number 100

Maximum number of iterations 100

Under the premise that the overall algorithm remains unchanged, the experiment
compares and analyzes the experimental results with or without the artificial bee colony
search strategy model. In order to avoid the influence of random chance on the experi-
mental results, repeat each experiment ten times, take the average value of the results as
the final result, and the specific data is shown in Table 3.

Table 3. The influence of differential evolution algorithmbasedon artificial swarmsearch strategy
on experimental results.

Artificial bee colony
search strategy

Training set accuracy
(%)

Validation set accuracy
(%)

Test set accuracy (%)

No 99.6485 99.4870 99.2430

Yes 99.7589 99.6140 99.4740
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It can be seen from the above table that the accuracy of the model has been improved
by combining the artificial bee colony search strategy, which shows that the method
proposed in this paper can improve the performance of themodel and achieve the purpose
of optimizing the model.

As many existing models have achieved good results [8] on the MNIST data set, the
model obtained in this paper is compared with the existing model. The results are shown
in Table 4.

Table 4. The performance of other models on MNIST dataset.

Classifier Test error rate (%)

K-Nearest neighbors

K-NN with non-linear deformation (IDM) 0.54

K-NN with non-linear deformation (P2DHMDM) 0.52

K-NN, shape context matching 0.63

Convolutional nets

Committee of 7 conv. Net, 1-20-P-40-P-150-10 [elastic distortions] 0.27 ± 0.02

Committee of 35 conv. Net, 1-20-P-40-P-150-10 [elastic distortions] 0.23

Large/deep conv. Net, 1-20-40-60-80-100-120-120-10 [elastic distortions] 0.35

As shown in Table 4, considering that the convolution neural network used in this
paper has a small number of layers, the results show that it basically achieves the perfor-
mance of some networks with deep layers. Therefore, the model proposed in this paper
can exceed some networks with many layers, but it can not catch up with those models
with deep convolution layers as a whole.

4 Summary

In the process of building the deep integration network model, this paper proposes a
differential evolutionary weight optimization method based on the artificial bee colony
algorithm. In general, the general differential evolution algorithm has insufficient search
ability for the best fitness individuals, which greatly restricts the performance of the
model, while the artificial bee colony algorithm has a strong search ability, which can
be used in the process of cross selection to explore the best fitness individuals and
improve the overall performance of the model. In the experimental part of this paper,
an integrated learning model is constructed by using this method, which can effectively
improve the generalization ability and make up for the shortcomings of the existing
differential evolution algorithm. The integrated learning model and the single neural
network model are tested repeatedly on the handwritten digit recognition data set. By
comparing the experimental results on the training set, the verification set and the test
set, the method has achieved good results.
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Combined with the research content of this paper, there is still room for improvement
in the following aspects in the future: (1) How to set the initial parameters of the artificial
bee colony algorithm can get the required individuals more accurately and quickly. (2) In
terms of network differences, more indicators can be considered to judge the differences
between networks in multiple dimensions, such as the number of network layers and
other factors. (3) This method will be applied to the identification scenes of fire-prone
devices to improve identification efficiency.
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Abstract. Since 2012, the Internet finance (ITFIN), as a rising star in the finan-
cial industry, has impacted the traditional finance with its unique operating model
and market transmission path. Our work explores the role of ITFIN on the profit
structure and profitability of commercial banks from a new perspective of market
structure. Based on the research on the mechanism of action, we construct an
econometric model and conduct an empirical analysis: our panel data model con-
tains the main indicators disclosed by 16 representative commercial banks from
2010 to 2018, including the total asset profit rate and the three major business
development data (asset, liability, and intermediary business), and tests the spe-
cific impact of ITFIN on the profitability of commercial banks. Our work draws
the following conclusions and implications: First, the development of ITFIN will
promote the profitability of commercial banks, and it will promote the diversified
development of commercial banks’ profit structure. Therefore, in the development
process, the commercial banks should pay attention to win-win cooperation and
develop financial technology, while optimizing market structure and integrating
financial resources to promote the optimization of the market economy system.
Second, the impacts of ITFIN on the profitability of different types of commercial
banks are heterogeneous. The effects on the profitability of state-owned are more
significant, while the effects on the diversified development of the municipals
are more favorable. Therefore, when developing, the commercial banks should
actively change their business philosophy, deepen the financial market, reasonably
make market positioning and behavioural decisions based on their development,
and improve the market competitiveness.

Keywords: Internet finance · Commercial banks · Heterogeneous effects

1 Introduction

Internet finance (ITFIN), as an innovation from the Internet to the financial industry in the
concept of “the Internet plus”, accelerates the interpretation of the theory of evolution of
the new financial system, and brings profound effects on the financial field. Nowadays,
Internet finance has become an important part of the financial industry. Based on Internet
technology, Internet enterprises can achieve a higher degree of financing, online pay-
ment and information transmission channels than traditional financial enterprises, and
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gradually formed an Internet financial format represented by Internet payment, Internet
financial management and network lending. Chinese economy is in a critical period of
structural adjustment and transformation. as a rising star of the financial industry, ITFIN
affects the traditional finance, which is mainly commercial banking business, with its
unique operation mode and market transmission path. It has an impact on the profits
of commercial banks that can not be ignored. So, how to measure the impact of ITFIN
on the profits of commercial banks? Does the development of ITFIN change the prof-
itability and its structure of commercial banks? Is there heterogeneity among different
types of commercial banks (such as state-owned, joint-stock and municipal ones)? The
answers to these questions are of great significance to how tomaximize the role of ITFIN,
how to integrate traditional commercial banks with emerging Internet technologies, and
how regulators formulate policies to maintain the orderly and stable development of the
financial market.

1.1 Related Literature

In essence, ITFIN is a financial model based on Internet technology (IETF) and informa-
tion communication technology (ICT) [1]. Scholars’ theoretical and empirical research
on its definition, development, and its impact on the profitability of commercial banks
are still being enriched.

The Internet finance definition first appeared in the literature written by N. Richard
[2]. Since the emergence of ITFIN, scholars have studied the impact of ITFIN on the
profitability of commercial banks from various angles, but have not reached a unified
conclusion. According to the international mainstream, the impact of the ITFIN on
bank profits is not negative, such as Chande [3], Momparler [4] and so on. According to
Strategic Treasurer andKyriba [5], the innovation of financial technology is changing the
asset allocation structure of commercial banks, andhas gradually approached the banking
enterprises in terms of market share, which has become the biggest resistance and threat
to their business development and profitability. As for Chinese studies, represented by
Ba [6], Liang and Shen [7], Gong [8], Guo and Shen [9], the ITFIN and commercial
banks can achieve win-win cooperation. They assume that financial enterprises use
the Internet financial platform to develop customer resources, improve the efficiency
of resource allocation and reduce operating costs; On the other hand, the cooperation
between Internet enterprises and financial institutions can also enhance the cross-domain
operation ability of enterprises. Studies represented by Qiu [10] and Zheng [11] believe
that ITFINhas a negative impact on the commercial banks’ earning. They holds that TPC,
online financial products and other forms divert a large amount of demand deposits from
commercial banks and push down the banks’ earning of intermediary business. And the
disintermediation of ITFIN also causes the loss of profit sources for commercial banks.

Most of these studies consider that different ITFIN models bring variety impacts on
the business model, financial function and operating risk of commercial banks. How-
ever, they have not done a systematic analysis on banking structure under the trend of
economic and social development, nor formed a complete market transmission path in
the discussion on the impact of the development of Internet finance on the profitability
of commercial banks. In recent years, although panel model has been used in empirical
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researches, they mostly based on individual indicators such as assets, liabilities, or inter-
mediary business of commercial banks from different forms of ITFIN. It is not based on
the complete profit market transmission path of commercial banks yet.

1.2 Our Work

It can be seen that there are still various contradictions in empirical evidences, and
studies have not reached a consensus on whether the impact is positive or negative.
The existing literatures show that both sides are reasonable: the development of ITFIN
has both positive and negative effects on the profits of commercial banks. It can be
considered that the Catfish Effect and Cherry Picking Effect [12] of ITFIN on the profits
of commercial banks exist at the same time, and the degree of this influence is related to
the characteristics of the banks. Directly, the impact of ITFIN on the banking industry
will be reflected in the profitability of commercial banks. Our study differs from the last
mentioned studies in two ways following:

First, we start with the perspective of market structure in terms of theoretical analy-
sis. We analyze the influence of ITFIN on the internal product pricing mechanism and
product decision mechanism, the external market competitive environment and regula-
tory environment of commercial banks, and explore a complete path of this influence
from a new perspective of market structure.

Second, we consider the influence of ITFIN in terms of empirical analysis. We
establish a panel data model not only includes macro-economy, industry features and
banks’ characters, but also contains the Internet financial index, which is published by
Wind. Our samples contain 16 commercial banks listed in China before the first year
of Chinese Internet Finance era (2013). We focus particularly on different type of the
banks, and give a factual evidence that the impact of ITFIN on them are heterogeneous.
In general, the results show that the ITFIN has promoted the profitability of commercial
banks and promoted the diversified development of commercial banks’ profit structure.
Respectively, it has greater effects on the profitability of the state-owneds while greater
effects on the diversified development of the municipals.

2 Effects and Mechanism

“The first year of Chinese Internet Finance era” brought by Yu’ebao in 2013, and it
marks the beginning of the rapid development of ITFIN in China. The traditional concept
of “high-end” financial industry will be redefined by Internet technology and close to
ordinary users infinitely [13]. In 2016, ITFINwas included in the outline of Chinese 13th
five-year Plan, it mark the start of the recognition as a new economic form by Chinese
Officials. As the “counterattack innovation” from the Internet to the financial industry
in the concept of “Internet +”. ITFIN accelerates the evolution of the financial system
in the new era, and its profound impact on finance can never be ignored. By 2017, the
scale of financial management in Chinese Internet financial industry was 3.15 trillion
RMB, an increase of 52.39% over the same period last year, which only reached 10% of
the remaining balance of 29.54 trillion RMB of banking wealth management products
at same time. However, with professionalization, micromanagement and facilitation, the
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financial management scale is expected to reach 15.5 trillion RMB in 2020, thus it will
reach the 70% level of the existing balance of 22 trillion RMB of banking financial
products at same time.

With the development of ITFIN, it has formed a financial model represented by
Internet payment, Internet financial management and network lending, and it has pene-
trated into every involving economic life. Comparedwith the traditional financialmarket,
ITFIN, which is innovative in multi-dimension and multi-level, can reduce the degree of
information asymmetry between investors and financiers through big data, cloud compu-
tation and variety technologies. It changed themarket environments of commercial banks
and prompt them to change their behaviour to adapt to the volatile external environment.

2.1 Two-Sides Effects

On the positive side, the development of ITFIN will have a certain Catfish Effect on
commercial banks. ITFIN activates the innovation and development momentum of com-
mercial banks in product upgrading, customer service and the financial technology appli-
cation, and improve the banks’ ability of financial efficiency, service quality and risk
management. Thus they can improve their ownmarket competitiveness, and promote the
profitability. According to Li [14], the Internet economy is born to satisfy the Long-tailed
of Chinese demand market. The development of ITFIN in China has made full use of
Blue Ocean Strategy to create new value and open up incremental market of the Long-
tailed. The emergence of ITFIN makes the commercial banks have more diversified
business models, more reasonable asset allocation and more accurate service concepts.
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Fig. 1. ROA of Chinese commercial banks from 2011 to 2019 (%).

On the negative side, the impacts from ITFIN to banks are called Cherry Picking
Effect,whichmake the Internet companies consideringhigher profits and lower riskwhen
choosing products and cooperative banks. Through the way of investment and coopera-
tion on high-quality assets, the financial magnates can achieve market monopoly, reduce
competition, lower the barriers to entry or exit. Furthermore, the profits of commercial
banks can be encroached. Figure 1 describes the return on assets (ROA) of Chinese
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commercial banks from 2011 to 2019 (data from the China Banking Regulatory Com-
mission), It is shown that ROA had drawn a downtrend line during 2011 and 2019.
Especially during 2014 and 2017, it reduced by nearly 30% while ITFIN mushrooming.
The most prominent negative impact is the occupation of the banks’ asset, liability and
intermediary business.

2.2 Transmission Paths

Because of the system transfer, the economy shunt and the structure adjustment of China
in recent years, a multi-level and multi-channel mode has been formed in the way of
financial development, which is dominated by the banking industry and supports the
development of the real economy. However, commercial banks still have deficiencies
in asset structure and asset quality. In recent years, the rapid development of ITFIN
has brought a great challenge to the future of commercial banks [15]. According to the
traditional industrial organization theory (TIO), market power is the inevitable result of
enterprise monopoly, which is an important factor to transmit the loss of social welfare
and lead to rent-seeking behavior. According to Xiao and Su [16], the key to the structure
adjustment of China is to establish a competitive market structure, break the long-term
monopoly pattern of state-owned banks, and set up an efficient resource structure that
adapts to the market mechanism. With a unique market structure, ITFIN in China has a
distinctive mechanism for the profits of commercial banks. With big data, cloud compu-
tation and mobile network technology, ITFIN has developed. It has change the internal
and external market structure of commercial banks, which is the hypostatic transmis-
sion path of the impacts on banks’ profits. The key to making this effect come true is
that market strategies, which include development and asset allocation strategies, and
services and supervision concepts, are made according to market structure. Thus, the
profits of banks will be changed.

Figure 2 shows the transmission path of ITFIN’s influence on the commercial banks’
profits. The entrance of ITFIN has changed the market structure. With the Blue Ocean
Strategy, it explored theLong-tailed ofChinese financialmarket and improved the degree
of marketization of interest rates, affected the internal product pricing mechanism and
product decision mechanism of commercial banks, formed financial disintermediation
through the new platforms such as TPC, promoted the reform of the financial system by
doing commercial activities, reduced the standard of entry or exit to change the external
market competitive and regulatory environment.

In the process of the development of ITFIN, the positive Catfish Effect and the
negative Cherry Picking Effect to the commercial banks are exist at the same time,
and are closely related to its degree of development. On one hand, it stimulate banks
to take more efficient strategies, Such as improving the resource allocation ability by
improving the pricing mechanism of products, form a market-oriented exploitation of
products by changing the traditional demands, improve the efficiency of their services
and operating by intensifying the competition, and promote the formulation of market
regulation policies that supporting their merger and acquisition to let the construction
more rational.
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Fig. 2. Transmission paths of ITFIN’s effects on the commercial banks’ profits.

3 Data and Empirical Results

3.1 Basic Assumptions

Recent researches indicate that the factors that affect the profits of commercial banks
include three aspects: macro-economy, industry features and banks’ characters. In addi-
tion to them, the development of ITFIN is also an undeniable factor. Based on the theo-
retical analysis outlined above, we can build a panel data model to quantify and analyse
the influence of ITFIN on the profits of commercial banks. To answer the question about
how does the profitability and profit structure of commercial banks be affected, we make
an assumption below:

H1: With the higher development of ITFIN, commercial banks have stronger
profitability and more diversified profits structure.

In 2018, the total assets of Industrial & Commercial Bank of China (ICBC) have
exceeded 27 trillion RMB, while those of small commercial banks generally do not
exceed 100 billion RMB. So the differences among the scale of Chinese commercial
banks are obvious. Relative to the scale, different commercial banks face to differ-
ent external environment and make their own strategies in financial market. Relatively
speaking, the large-scale banks have complex structures, and there will be a lag in
decision-making when they face to the impact of ITFIN. While the small-scale banks
are easy to adjust strategies in time to avoid the impact at the same time. According
to Ma and Li [17], the large-scale banks are faced with the rigid constraint of national
economic environment, and make strategy decisions highly consistent with the gov-
ernmental policy guidance. On one hand, China is actively promoting the Internet +
plan currently, what makes the enterprises choosing state-owned banks and joint-stock
commercial banks with large scale. It brings not only the expansion of profit but also
the promotion of risk to those banks. On the other hand, in response to changes, large-
scale banks could design diversified products based on the scale advantages to avoid the
impact of ITFIN. Compared with the small-scale banks, the large-scales have reached
the higher level in the stability of the profit system, the ability of operation management
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and the network technology. Thus, they can be relatively calm when facing to market
shocks such as ITFIN. Most of the municipal banks are rooted in villages and towns,
while the state-owned banks and joint-stock banks running online and offline products
simultaneously. The impact from ITFIN depends on Internet technology, which is the
shortage of villages and towns. These result in multiple situations to different banks.
Based on the analysis above, we make another assumption below:

H2: There is heterogeneity in the impact of ITFIN on the profits of different types
of commercial banks.

3.2 Variables

Dependent Variables. In order to quantify the profitability of commercial banks, it is
divided into profitability and profit structure.

As for profitability, theoretical analysis shows that there are many indicators that can
be selected. According to the research of DeYoung and Rice [18], we choose the return
on assets as the evaluation index of the profitability of commercial banks.

As for profits structure, non-interest income ratio is mostly used in the literature. But
nowadays, the calculation and analysis based on it are not representative enough. There-
fore, we build the profit structure index symbolled by prostr calculated as formula (1),
considering the situation of assets, liabilities and intermediary business of commercial
banks. Thus we can make an in-depth calculation and analysis of the profit structure of
banks.

prostr =
(

NI

Businc

)2

+
(
1 − NI

Businc

)2

(1)

Noted that NI is the non-interest income, and Businc is the total operating income.

Independent Variables. The development degree of ITFIN, symbolled by intfi, is the
core independent variable of the model. ITFIN is still a new industry in the stage of
rapid development, so the academic circles have not reached a unified consensus on
the measurement indicators of its level. Considering the representativeness of indicators
and the availability of datum, we select the Internet financial index published by Wind
database.

Control Variables. According to the research method of Xing [19] on the profitability
of commercial banks, we select control variables both external and internal facts.

The external control variables include two parts: one is the macroeconomic level; the
other is the banking level. At the macroeconomic level, we choose the year-over-year
growth of GDP to reflect the economic level, and the consumer price index to reflect
the degree of stability of economic system. At the banking level, we divide Herfindahl
Index by 10000 to reflect the market structure of banking. Referring the viewpoint from
Yidirim and Philippatos [20] on the degree of direct financing, we choose indicators to
measure the development of the stock market and the insurance market. The former is
expressed by the ratio of stock market value to GDP, while the latter is expressed by the
ratio of insurance premium income to GDP. As for the internal control variables, they
mainly describe the operating conditions of commercial banks, including five variables:
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the logarithm of total assets reflect assets scale, the capital adequacy, the cost-income
ratio of bank reflect operating efficiency, the loan-to-deposit ratio of bank reflect assets
structure and the non-performing loan ratio of bank reflect capital risk level (Table 1).

Table 1. List of variables.

Name Symbol Interpretation

Profitability of banks roa1 The return on assets

Profit structure of banks prostr1 Calculated by formula (1)

ITFIN’s degree intfi2 Internet financial index

Economic development level gdpg3 Year-over-year growth of GDP

The stability of economic system cpi3 Consumer price index

Market structure of banking hhi3 Dividing Herfindahl Index by 10000

The degree of direct financing in stock
market

stock3 Ratio of stock market value to CDP

Assets scale cta3 Logarithm of total assets

Capital adequacy car3 Capital adequacy

Operating efficiency cir3 Cost-income ratio of bank

Assets structure cdr3 Loan-to-deposit ratio of bank

Capital risk level npl3 Non-performing loan ratio of bank

Noted that 1 marks of dependent variables, 2 marks of independent variables, 3 marks of control
variables

3.3 Data Source

Our sample contains 16 commercial banks listed in China before the first year of Chinese
Internet Finance era (2013), Table 2 shows the samples include5 state-owned commercial
banks (Industrial and Commercial Bank, China Construction Bank, Agricultural Bank
of China, Bank of China, Bank of Communications) and 8 joint-stock commercial banks
(China Merchants Bank, China Industrial Bank, Shanghai Pudong Development Bank,
China CITIC Bank, China Minsheng bank, China Everbright Bank, Ping An Bank,
HuaxiaBank) and 3municipal commercial banks (Beijing,Nanjing,Ningbo). The datum
period is from 2010 to 2018, based on quarterly datum. Deleting some missing samples,
548 valid samples were obtained.

The financial datum of commercial banks and ITFIN’s degree are derived from
the Wind and Resset database, while the GDP and CPI are derived from the National
Statistics Bureau.

Through descriptive statistical and correlation analysis of variables, it can be found
that the gap between the maximum and minimum of prostr and roa is obvious, which
preliminarily shows that there are differences in profitability and profit structure of
different commercial banks. In addition, because the gap between the maximum value
and the minimum value of the intfi variable is too large, the natural logarithm of intfi,
the lnintfi, is taken in the empirical analysis.
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Table 2. List of sample banks description.

No. Symbol Name Listing date

1 000001.SZ Ping An Bank 1991-04-03

2 002142.SZ Ningbo Bank 2007-07-19

3 600000.SH Shanghai Pudong Development Bank 1999-11-10

4 600015.SH Huaxia Bank 2003-09-12

5 600016.SH China Minsheng bank 2000-12-19

6 600036.SH China Merchants Bank 2002-04-09

7 601009.SH Nanjing Bank 2007-07-19

8 601166.SH China Industrial Bank 2007-02-05

9 601169.SH Beijing 2007-09-19

10 601288.SH Agricultural Bank of China 2010-07-15

11 601328.SH Bank of Communications 2007-05-15

12 601398.SH Industrial and Commercial Bank 2006-10-27

13 601818.SH China Everbright Bank 2010-08-18

14 601939.SH China Construction Bank 2007-09-25

15 601988.SH Bank of China 2006-07-05

16 601998.SH China CITIC Bank 2007-04-27

3.4 Econometric Model and Results

Based on the analysis above, a Panel Data Model was applied to analyse the impact
of ITFIN on the profitability and profits structure if commercial banks. The following
formula (2) and (3) are used to analyse both the whole datum and the heterogeneity of
banks in different subgroups.

roai,t = β0 + β1lnintfii,t +
∑10

k=2
βkXikt + εit (2)

prostri,t = β ′
0 + β ′

1lnintfii,t +
∑10

k=2
β ′
kXikt + ε′

it (3)

Where i and k are the counter items, t represents time, ε is an error term, and β is the
coefficient. Dependent variables are roa and prostr. Independent variable is lnintfi. X are
control variables.

Full Samples’ Regression Analysis. First, we need to verify the assumption that with
the higher development of ITFIN, commercial banks have stronger profitability andmore
diversified profits structure. We use the least square method, fixed effect and random
effect to regression respectively. F-test and Hausman test were present the setting form
of the model was the fixed effect model.
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Table 3. Regression results of full samples.

Roa Prostr

lnintfi 0.00366*** cta −0.000974 lnintfi 0.0180** cta −0.0404***

(7.843) (−01.144) (2.392) (−06.700)

gdpg −0.0806*** car 0.0611*** gdpg 0.0512 car 1.121***

(−03.927) (4.925) (0.150) (5.981)

cpi 0.0332*** cdr −0.00256 cpi −0.349* cdr −0.0756**

(3.063) (−01.266) (−01.926) (−02.431)

hhi 0.0530*** cir 0.0411*** hhi 1.120*** cir 0.278***

(2.987) (10.75) (5.086) (4.568)

stock −0.00449*** npl 0.122** stock −0.0150** npl −05.276***

(−011.49) (2.330) (−02.348) (−06.201)

Constant −0.0416 Constant 1.711***

(−01.375) (6.152)

R-squared 0.820 R-squared 0.772

Number of id 16 Number of id 16

Noted that ***, **, * refer to significant correlations at significance levels of 1%, 5%, and 10%,
respectively

Table 3 reports the regression results of full samples. It shows that the development
of ITFIN has a significant positive effect on the profitability of commercial banks, and
a significant negative decentralized effect on the profits structure. This shows that the
development of Internet finance in China has brought diversified changes to the profit
structure of commercial banks, as well as a high level of profitability.

Regression Analysis of Subgroups. By means of subgroup regression of state-owned,
joint-stock andmunicipal banks, we analyse the heterogeneity of the impacts on different
types of commercial banks.

Table 4. Regression results of full subgroups.

Variables Roa

Subgroup State-owned Joint-stock Municipal

lnintfi 0.00231*** 0.00320*** 0.000686

(3.885) (4.286) (1.100)

gdpg −0.0525** −0.0850** −0.140***

(−2.100) (−2.360) (−5.517)

cpi 0.0364*** 0.0416*** 0.0174

(2.698) (2.612) (0.704)

(continued)
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Table 4. (continued)

hhi −0.126*** −0.0326 −0.123*

(−4.084) (−0.965) (−1.815)

stock −0.00235*** −0.00429*** −0.00388***

(−4.286) (−7.381) (−4.415)

cta −0.0206*** −0.00652*** −0.0109***

(−6.875) (−3.439) (−3.405)

car 0.110*** 0.0567*** 0.0620***

(4.522) (3.148) (2.892)

cdr −0.000947 −0.00510 0.00174

(−0.243) (−1.554) (0.440)

cir 0.0757*** 0.0271*** 0.0312***

(14.47) (4.848) (3.044)

npl −0.284*** 0.0599 −0.607**

(−3.285) (0.579) (−2.496)

Constant 0.581*** 0.139** 0.281***

(5.944) (2.196) (2.768)

Observations 177 277 92

R-squared 0.756 0.397 0.538

Number of id 5 8 3

Variables prostr

Subgroup State-owned Joint-stock Municipal

lnintfi 0.00561 −0.00908 0.0489*

(0.566) (−1.009) (1.974)

gdpg 0.370 0.0369 −3.805***

(0.888) (0.0851) (−3.554)

cpi −0.242 −0.104 −0.814

(−1.075) (−0.544) (−1.404)

hhi −1.351*** 0.888** 9.646***

(−2.623) (2.184) (6.080)

stock −0.00871 0.00208 −0.0622***

(−0.953) (0.297) (−3.026)

(continued)
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Table 4. (continued)

cta −0.279*** −0.0756*** 0.330***

(−5.591) (−3.310) (4.409)

car 1.651*** 0.854*** 0.387

(4.061) (3.941) (0.771)

cdr −0.133** −0.111*** 0.0824

(−2.049) (−2.808) (0.889)

cir 0.248*** 0.142** 0.482**

(2.846) (2.100) (2.014)

npl −3.443** −2.172* 16.01***

(−2.389) (−1.743) (2.814)

Constant 9.391*** 2.754*** −9.905***

(5.763) (3.619) (−4.168)

Observations 177 277 92

R-squared 0.600 0.906 0.710

Number of id 5 8 3

Noted that ***, **, * refer to significant correlations at significance levels of 1%, 5%, and 10%,
respectively

Table 4 reports the regression results of subgroups. We can find that the impacts of
ITFIN on different banks are heterogeneous, and the ITFIN has greater effects on the
profitability of the state-owneds while greater effects on the diversified development of
the municipals than others.

The empirical results present that the profits of commercial banks will be affected by
ITFIN, and the positive effects are greater than the negative impacts. Due to the differ-
ences in market positioning and marketing strategies among the state-owned, joint-stock
and municipal banks, the changes in profitability and profits structure are heterogeneous
when they faced to the effects from ITFIN.The effects on the profitability of state-owneds
are more significant, while the effects on the diversified development of the municipals
are more favorable.

Robustness Check. In order to check for the validity of the aforementioned findings,
we conducted a robustness check. We estimate the alternative profit frontier model. This
specification uses the same explanatory variables as the function above and roe as the
explained variable. Table 5 reports the regression results of re-estimation. The results
are generally consistent with the aforementioned findings, and indicate that the results
of this model are reliable.
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Table 5. Regression results of full samples.

Variables roe

Subgroup Full samples State-owned Joint-stock Municipal

lnintfi 0.0531*** 0.0268*** 0.0420*** 0.0743***

(6.961) (3.072) (3.296) (4.168)

gdpg −1.109*** −0.868** −1.481** −0.783

(−3.307) (−2.361) (−2.409) (−1.018)

cpi 0.464*** 0.570*** 0.649** −0.0792

(2.619) (2.878) (2.390) (−0.190)

dls 0.979*** −1.733*** −0.625 −0.708

(3.375) (−3.815) (−1.085) (−0.621)

hhi −0.0661*** −0.0285*** −0.0633*** −0.0704***

(−10.34) (−3.539) (−6.372) (−4.767)

stock 8.67e−05 −0.299*** −0.126*** −0.106*

(0.00622) (−6.791) (−3.882) (−1.966)

cta 0.473** 1.097*** 0.417 0.613*

(2.334) (3.063) (1.359) (1.700)

car −0.0694** −0.00552 −0.122** −0.00212

(−2.097) (−0.0962) (−2.175) (−0.0318)

cdr 0.661*** 1.151*** 0.455*** 0.565***

(10.58) (14.98) (4.761) (3.285)

cir 1.155 −4.416*** 1.759 −10.13**

(1.352) (−3.477) (0.996) (−2.476)

npl −0.976** 8.466*** 3.016*** 2.722

(−1.972) (5.895) (2.798) (1.593)

Constant 546 177 277 92

0.437 0.771 0.410 0.464

Observations 548 178 277 93

R-squared 0.8331 0.8575 0.8293 0.8420

Number of id 16 5 8 3

Noted that ***, **, * refer to significant correlations at significance levels of 1%, 5%, and 10%,
respectively

4 Conclusion and Implication

Chinese economy is in a critical period of structural adjustment and transformation, as a
rising star of the financial industry, ITFIN affects the traditional finance, which is mainly
commercial banking business. Our work started with the perspective of market structure
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in terms of theoretical analysis. We analysed the influences of ITFIN on the internal
product pricing mechanism and product decision mechanism, the external market com-
petitive and regulatory environment of commercial banks, and explored a complete path
of this influence from a new perspective of market structure. Our work considered the
influence of ITFIN in terms of empirical analysis, established a panel data model not
only includes macro-economy, banking features and banks’ characters, but also contains
the Internet financial index.

Our empirical analysis has produced some findings. First, the development of ITFIN
has both positive and negative effects on the profits of commercial banks, which gener-
ally promotes the profitability and the diversification of their profits structure. Although
the profit margins of banks have declined in recent years, the decline is not mainly
due to ITFIN. Through improving product pricing mechanism, the resource allocation
capacity of commercial banks has been improved. By changing the traditional decision-
making mechanism, banks can develop into a user-oriented mode. What’s more, ITFIN
has changed the competition and supervision mechanism of financial market, which
makes banks improving their efficiency significantly. Banks should pay more attention
to the cooperation with non-bank institutions and enhance their market competitiveness.
Second, ITFIN impacts the profits of commercial banks through the hypostatic trans-
mission path, and there is heterogeneity in the degree of different types. We found that
there are greater effects on the profitability of the state-owneds and greater effects on the
diversified development of the municipals. This is owing to the reasons following: with
large scales, the state-owned commercial banks pay more attention to the risk avoidance
of investment decisions, and have higher level of operation management ability and
network technology. Compared with municipal banks, the large-scales have reached the
higher level in the stability of the profit system. Conversely, the businesses of municipal
banks are mainly existed in villages and towns, where has more rapidly promoting web,
which is the backward region before. And in the increasingly fierce market competition,
their external cooperation ability and product innovation ability grow faster.

We also draw some implications about the development of the commercial banks in
China. First, it requires the enterprise to classify the financial market. Shareholders and
management should improve the ability of asset allocation, classify the financial market,
and refine product positioning to meet the multiple demands of customers. Second, it
requires the FinTech to achieve a win-win condition. Shareholders and management bet-
ter do follow the high-tech in decisionmaking, cooperatewith Internet firms to elevate the
level of financial science and technology, and provide customers withmore efficient, safe
and convenient financial services. Finally, it requires marshalling resources to optimize
the banking structure. Companies can promote the formulation of market regulation
policies to get the rational construction and improve the mechanism for transmitting
monetary policy.
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Level Set Segmentation Based on the Prior
Shape of Biological Feature

Ji Zhao(B), Dongxu Ji, and Yuxiang Feng

School of Computer Science and Software Engineering, University of Science and Technology,
Anshan 114051, Liaoning, China

Abstract. The identification of user’s identity which is based on the analysis and
measurement of the biological characteristics has become a research hotspot. The
precise location and segmentation of the target is the basis for accurate biometric
recognition. In view of the similarity of the external shape of human biological
characteristics, the prior shape knowledge is introduced into active contour model
based on level set. First, the training data of the shape function, which is expressed
by the level set, are projected onto a lower dimensional subspace and achieved the
primary attribute reduction on approximately Gaussian distribution of the training
set using PCA method. Second, the further optimized properties are obtained by
minimization class attribute interdependence minimization (CAIM) algorithm.
Finally, under the constraints of the prior shape and object personality traits, level
set curve based on the border and region can accurately evolve into the target
boundary. Experiments demonstrate that our model can cope with image noise
and clutter, as well as partial occlusions.

Keywords: Pattern recognition · Image processing technology · Image
segmentation · Level set method · Prior shape

1 Introduction

In the field of computer science and technology, the biometric identification technology
[1, 2] by analyzing and measuring the physiological characteristics of the human body
has become a research hotspot. Compared with the traditional identification method, the
biometric identification technology has the advantages of safety, reliability, not easy to
forget, good security performance, not easy to be stolen and portability, and can be used
at anytime and anywhere. The technology can be widely used in government, military,
banking, social security, electronic commerce, security and defense [3]. Currently, the
biometric features used for identification include fingerptints, iris, face, voice, palm,
hand shape, retina, ear shape, etc.

The foundation of biometric identification is the segmentation and localization of
the features. Due to the complexity of the background, the blurred edge and the defect
of target, the segmentation method can not get the desired segmentation results. The
main reason is that the low level gray information of the image can not fully express
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the characteristics of the target [4]. The method of solving this problem is to introduce
the prior information of object such as color and shape into the evolution of the curve
in the segmentation model. We can use curve evolution global geometric features and
the local shape features of object to effectively deal with occlusion, noise and target
shape changes in image segmentation. The parametric shape modeling methods include
distance mapping [5], snake line model with elastic properties [6], template method
[7], and skeleton method [8]. Although these methods can effectively describe local
deformation, but a large number of parameters is required and they can not handle
topological shape change. So we use the level set method to overcome the parametric
shape model shortcomings [10]. First, a shape model, which is constructed by using a
set of samples in the level set space, is used to describe the change of a priori shape by
variational framework. And then, the prior shape term is introduced into the level set
energy model.

At present, the research of level set segmentation model based on shape a priori
information has made some progress. Leventon M E, Grimson W E L and Faugeras
O [9] established shape prior statistical model by using linear principal component
analysis (PCA) method in shape training set. RoussonM and Pragios N [10] put forward
the implicit expression of the level set model by integrating shape prior information into
the regional information. Pan B, Wang W, Yan J, et al. [11] propose a level set model,
which incorporates shape priors and the gradient information of the image into C-V
model for prostate MRI segmentation, and can segment the prostate contour in MRI
with high precision. Cremers D, Tischhauser E, Weickert J [12] combined the geodesic
active contour model and the prior shape with kernal to guide curve evolution. Cremers
D, Sochen N and Schnorr C [13] proposed tag function to make a fixed template and
priori shape integrated with pose information. Karantzalos K and Paragios N [14] can
automatically analyze the number and angle of target objects by integrating a priori
information of different shapes, and then they proposes a 3D automatic reconstruction
method of remote sensing data based on variational farmework [15], which solves the
segmentation problem of optical images and digital elevation maps, and determines their
positions and 3D geometric shapes based on prior knowledge.

2 Related Work

In terms of shape description, the level set model is used to present the shape features.
First, it is an implicit and intrinsic measure of expression and can automatically deal
with the changes in the topology. Secondly, it provides a natural way to estimate shape
geometric properties such as curvature and normal vector. Typically, the level set function
is often defined by the distance function in the image space. This form of expression is
consistent with the level set model of curve evolution, therefore it can be naturally fused
to the active contour segmentation framework.

Each curve in the training set is regarded as the zero level set on the high dimensional
surface. It is the goal that shape modeling is to find the probability distribution of these
surfaces. Since they all describe the shape of the same kind of object, the curves of the
training set are dependent on each other. So it is inevitable to leads to more redundancy
in the training set. It can be considered that the object shape approximately obeys mul-
tidimensional Gauss distribution and the shape changes are mainly concentrated in the
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vicinity of the mean shape. Firstly, the new algorithm applys principal component anal-
ysis method to training set for rough extraction, which can get the data mainly affecting
the shape modeling. After the PCA process the class attribute interdependency mini-
mum (CAIM) method is used for data optimal reduction. In the image feature descriptor
dimensionality reduction the combination plays an effective role, which removes the
contents of the original descriptor redundancy, and also fully retains the important data.

Since CAIM algorithm is mainly related to attribute combination entropy and the
attribute dependence entropy of the sample set, it can extract data with the more typical
contribution and reduces the data with no typical contribution to improve the expression
of prior shape.

2.1 Primary Feature Extraction Using PCA Method

Cootes T and Taylor C [16] proposed PCA to set up the parameters contour model to
segment the different objects. LeventonME, GrimsonWEL and Faugeras O [9] applied
the PCA to symbols distance function (SDF) in geometry contour model. In comparison,
SDF has a greater tolerance than the parameterized contour and improves the robustness,
accuracy and speed. The signed distance function of sample set is φ = {φ1,φ2, · · · ,φn},
where n is the number of training samples, can be calculated as:

φ = 1

n

∑n

i=l
φi (1)

The mean shift is obtained by subtracting the mean value from each sample.

φ̂i = φi − φ, i = 1, 2, 3, · · · , n (2)

The adjustment of the data structure is carried out to each mean shift. First, the
mean shift is adjusted to the column vector of (m × l) × 1 from the original (m × l)
matrix, and each column vector is combined together to form a newmatrix X (n(m × l)),
where m, l are the sample image column width and row height. Secondly, we calculate
the covariance between two columns of the X to form a covariance matrix M (n × n).
Finally, the singular value decomposition of M is defined as:

M = U�� (3)

where U is the feature vectors matrix of M, � is a diagonal matrix whose diagonal
elements are eigenvalue� = {λ1, λ2, · · · , λn} ofM. Then, the feature vectors are sorted
according to the corresponding eigenvalues. Finally, the eigenvalue E of X is

E = XU = (e1, e2, · · · , en) (4)

After getting the feature vector of X, the regularization is needed. Thus the number of
feature vectors is determined as follows:

Fd = SUMk

SUMn
(5)
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where the symbol SUMi is the sum of the former i eigenvalues and k < n. The final step
in the principal component analysis is the reconstruction of the data. Given characteristic
coefficient λkpca′ , the new signed distance function is calculated.

φ̂ = Ekλkpca + φ (6)

where the characteristic coefficient λkpca is the weight coefficient of k change mode.

Obviously, when λkpca is zero, the mean value of the sample is obtained.

2.2 Attribute Reduction Based on Clustering Theory

Class Attribute Dependency Minimization Algorithm. Class attribute dependency
minimization algorithm is mainly about the feature combination property and mutual
interdependence relationship of feature patterns as well as formulation of the concept of
typicality and diversity for data set [17]. Its targets are as follows:

• Through statistical filtering and feature being reattached weight value, we get the
limitedpossible solutions in feature combinationproperty andmutual interdependence
relationship.

• Based on the estimation of the set entropy and mutual entropy, the model of feature
combination property and mutual interdependence relationship is defined.

• An algorithm, which can be used to improve the inherent patterns and simplify the
sample data, is proposed to reduce the uncertain sample data with deviation from the
set Class attribute dependency minimization algorithm.

Ensemble Entropy Estimation. Given a finite set of n samples X, Xi(i = 1, 2, · · · , n)
is a discrete random set ai1, ai2, · · · , aim and aij is the jth observation variables of the ith
sample. Matrix A = aij|i = 1, · · · , n; j = 1, · · · ,m is called the observation matrix of
the set X. Therefore, the row vector Xi = [ai1, ai2, · · · , aim] is a collectionof m observa-
tion variables about the first i samples, and the column vector Yj′ = [

a1j, a2j, · · · , anj
]

is the collection of n samples for the first j observation variables. Some definitions are
as follows:

• Definition 1: ω = ω1, ω2, · · · , ωn is defined as weights of a n-dimensional vector set,
in which ωi corresponds to the weight of the first i vector, and

∑n
i=1 ωi = 1.

• Definition 2: Based on ω, the estimated probability on Y is defined as:

pkj (ω) =
∑n

i=1
δkijωi (7)

where

δkij(ω) =
{
1, |aij − ak j| < ε

0, |aij − ak j| ≥ ε
(8)

where, k = 1, 2, · · · ,Lj, j = 1, 2, · · · ,m. ε(ε ≥ 0) is a very small number relative to
attribute values. Lj is the length of the j observation variable, the pkj (ω) is the pkj in the
case of a given ω.
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• Definition 3: The combination entropy of an observed variable Yj is:

H (j) = −
∑L

k=1
pkj log p

k
j (9)

• Definition 4: The

(
m
2

)
finite schemes for all events in X is defined as:

{
pklij

∣∣k = 1, 2, · · · ,Lj ; l = 1, 2, · · · ,Lj′ ; j, j′ = 1, 2, · · · ,m; j′ > j
}

(10)

• Definition 5: The mutual interdependence entropy between Yj and Yj′ is defined as:

H
(
j, j′

) = −
∑Lj

k=1

∑Lj

l=1
q
kl

jj′
log qkljj′ (11)

• Definition 6: The

(
m
2

)
finite schemes for all events in X is defined as:

R(2)
jj′ = I

(
j, j′

)

H (j, j′)
(12)

where, I
(
j, j′

) = H (j) + H
(
j′
) − H

(
j, j′

)
, and 0 ≤ R(2)

jj′ ≤ 1, if R(2)
jj′ = 0, the Yj and

Yj′ are completely independent, if R(2)
jj′ = 1, the two features are completely dependent.

And if

R(2)
jj′ ≥ X 2(Lj − 1)

(
Lj′ − 1

)

2nH (j, j′)
(13)

it is showed that there is some dependencies between features Yj and Yj′ .

3 A Variational Level Set Segmentation Model Based on Prior
Shape Information

The energy functional for the variational level set model for image segmentation is

E(u) = μEc + αEe + βER + λES (14)

where Ec is the energy functional corresponding to the constraint term of the signed
distance function, Ee is an energy functional based on edge, ER is an energy functional
based on region, and Es is an energy functional of priori shape. Ec, Ee, ER and ES are
defined as respectively:

Ec = 1

2

∫

�

(|∇u| − 1)2dxdy (15)
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Ee =
∫

�

gδ(u)|∇u|dxdy (16)

ER =
∫

�

λ1H (u)dxdy +
∫

�

λ2(1 − H (u))dxdy (17)

ES(u) =
∫

�

ρ(r(X ))H (u)dxdy (18)

where

r(X ) = Su(x) − uG
(
X̂

)
(19)

X̂ = SRX + T (20)

The final energy functional can be written as:

E(u) = 1
2μ

∫
� (|∇u| − 1)2dxdy + α

∫
�
gδ(u)|∇u|dxdy + β1

∫
�

λ1H (u)dxdy

+β2
∫
�

λ2(1 − H (u))dxdy + λ
∫
�
H (u)

(
ku(X ) − uG

(
X̂

))2
dxdy

(21)

The optimal solution of the energy function E(u) is the stable solution of PDEs as
follows:

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

∂u
∂t = u

(
�u − div

(
∂u

|∇u|
))

+ δε(u)

⎡

⎣ βdiv

(
g

∇u

|∇u|
)

− β1λ1(I − c1)

+β2λ2(I − c2) − λ(Su − uG)2

⎤

⎦

−γH (u)S(Su − uG) in (0,∞) × �
∂u
∂�n = 0 on ∂�

u(0, x, y) = u0(x, y) in �

(22)

∂S

∂t
= −

∫

�

H (u)
(
Su − uG

(
X̂

))(
u − ∇X̂ uG∇S X̂

)
dxdy (23)

∂(θ,T )

∂t
=

∫

�

H (u)
(
Su − uG

(
X̂

))(
∇X̂ uG∇(θ,T )X̂

)
dxdy (24)

Through introducing parameter robust estimation model function ρ(r) and φ(r), the
corresponding equation is rewritten as

∂u
∂t = u

(
�u − div

( ∇u
|∇u|

))
+ δε(u)

[
αdiv

(
g ∇u

|∇u|
)

− β1λ1(I − c1) + β2λ2(I − c2) − λρ(r(X ))
]

−γH (u)φ(r)S
(25)

∂S

∂t
= −

∫

�

H (u)φ(r)
(
u − ∇X̂ uG∇S X̂

)
dxdy (26)

∂(θ,T )

∂t
=

∫

�

H (u)φ(r)
(∇X̂ uG∇(θ,T )

)
dxdy (27)

where respectively S, θ,T is the scaling factor, the rotation factor and the translation.
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4 Experimental Results and Analysis

4.1 Segmentation of Human Body Contour

The Acquisition and Expression of Shape Training Set. The shape of body is seg-
mented from 100 representative human images, which constitute a initial training set
for priori shape. The eigenvalues of each training data are shown in Table 1. After PCA
with fitting coefficient 0.98 attribute reduction, the remaining 27 items are the data of
main factor in shape training set, and the eigenvalues of the remaining 27 data are shown
in Table 2. And then the optimization of CAIM (ε = 0.0008)is carried out, as shown in
Table 3, the 9 feature data are the main contribution to the expression of human body
shape, which are selected to construct the priori shape.

Table 1. Eigenvalues of the training set’s eigenvectors.

No. Eigenvalue No. Eigenvalue No. Eigenvalue No. Eigenvalue No. Eigenvalue

1 170423.7500 2 138281.4844 3 63030.2813 4 51409.2266 5 39550.5977

6 25377.2617 7 22697.7891 8 15312.2451 9 11525.0322 10 8051.1055

11 6576.4102 12 4771.3081 13 4237.4751 14 3910.4451 15 3238.6929

16 2523.8118 17 2492.7739 18 1826.8881 19 1783.8018 20 1402.3051

21 1498.5015 22 1320.5691 23 1145.8143 24 992.4016 25 960.4662

26 863.5479 27 799.8417 28 682.5350 29 652.1017 30 598.7137

31 567.9088 32 525.1431 33 464.2548 34 460.5003 35 430.3991

36 409.0725 37 369.0485 38 359.8156 39 344.1356 40 337.6111

41 276.9188 42 271.2017 43 249.0898 44 234.0920 45 224.4437

46 210.7977 47 202.8804 48 198.6955 49 177.0910 50 171.4283

51 161.3509 52 151.3801 53 145.2543 54 137.7306 55 135.2908

56 127.0296 57 114.8879 58 111.2170 59 107.5084 60 104.4107

61 99.6913 62 93.6221 63 92.1430 64 84.7209 65 82.2678

66 80.8714 67 75.4714 68 70.7329 69 65.9291 70 63.9189

71 61.1338 72 58.2500 73 56.4961 74 52.8481 75 49.7694

76 48.3934 77 46.5804 78 44.9886 79 43.9146 80 42.1723

81 40.8940 82 0.0330 83 39.5448 84 38.2734 85 36.1238

86 34.7594 87 33.1616 88 31.2365 89 29.0265 90 12.4005

91 27.0900 92 14.1955 93 15.4931 94 16.7723 95 17.5104

96 19.2162 97 23.7321 98 22.9521 99 21.9240 100 19.9770

In order to illustrate the process of establishing training set, we selected a training
subset which contains 14 images from the training set to elect binary image of the
samples, the results are shown in Fig. 1.
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Table 2. Eigenvalues after PCA reduction

No. Eigenvalue No. Eigenvalue No. Eigenvalue No. Eigenvalue No. Eigenvalue

1 170,423.7500 2 138281.4844 3 63030.2813 4 51,409.2266 5 39550.5977

6 25,377.2617 7 22697.7891 8 15312.2451 9 11,525.0322 10 8051.1055

11 6,576.4102 12 4771.3081 13 4237.4751 14 3,910.4451 15 3238.6929

16 2,523.8118 17 2492.7739 18 1826.8881 19 1,783.8018 20 1402.3051

21 1,498.5015 22 1320.5691 23 1145.8143 24 992.4016 25 960.4662

26 863.5479 27 799.8417

Table 3. Eigenvalues after CAIM optimization

No. Eigenvalue No. Eigenvalue No. Eigenvalue No. Eigenvalue No. Eigenvalue

2 138281.4844 6 25377.2617 7 22697.7891 9 11525.0322 12 4771.3081

12 2492.7739 21 1498.5015 23 1145.8143 24 992.4016

Fig. 1. Original human contour
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In Fig. 1, the last image is a superposition of 14 images. Aswe can see, the overlapped
area is relatively small, and the surrounding is fuzzy, which shows that the distribution
of information in the image is dispersed.

Registration of Shape Training Set. Binary image registration operation includes
three parts: translation, scaling and rotation.

Translation: The translation parameters is determined by object centroid coordinates,
the centroid coordinates of binary image Ik can be calculated as

xk =
∑m

i=1
∑n

j=1 xiIk (xi,yi)∑m
i=1

∑n
j=1 Ik (xi,yi)

, yk =
∑m

i=1
∑n

j=1 xiIk (xi,yi)∑m
i=1

∑n
j=1 Ik (xi,yi)

(28)

where k = 1, 2, · · · , 14, m and n, respectively, is the number of rows and columns,
(xi,yi) is the coordinates of the pixel.

Scaling: The zoom scale is measured by the average distance from the edge point of
image to centroid. Assume that the edge point coordinate is

(
xki , y

k
i

)
, i = 1, 2, · · · ,Mk ,

Mk is the length of the target contour of the k image, the mean distance is defined as:

Sk = 1

Mk

∑Mk

i=1
D

((
xki , y

k
i

)
,
(
xk , yk

))
(29)

where D
((
xki , y

k
i

)
,
(
xk , yk

))
is the Euclidean distance between points

(
xki , y

k
i

)
and

point
(
xk , yk

)
.

Rotation: The rotation angle can be defined as:

θ = tan−1 �xi − xti − xsi
�yi − yti − ysi

− tan−1 �xi
�yi

(30)

where (�xi,�yi) is the displacement vector,(xti, yti) is the translation vector, and
(xsi, ysi) is the zoom vector.

In this work, the zoom scale is set to −7.4175, translation vector is (−0.6266,
−0.6335) and rotation angle is 0.7952.

Figure 2 shows the sample image after translation, scaling and rotation. The last
image is a superimposed image of each sample. It can be seen that the overlap area is
increased in comparison with Fig. 1.

The Level Set Expression of Training Samples. Figure 3 is the zero level set expres-
sion of the signed distance function of the contour of each target in the final sample
training set.
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Fig. 2. Human contour’s pan and zoom images

Fig. 3. Level set expression of body contour
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Experimental Result. The segmentation process and results of the body using the pro-
posed algorithm is shown in Fig. 4, amongwhich Fig. 4(a) is a 110× 140 original image.
Figure 4(b) is the edge of Fig. 4(a). Figure 4(c) is the initial contour of the level set.
Figure 4(d) is the zero level set of the initial contour. Figure 4(f) is the signed distance
function of the zero level set. Figure 4(f)–(g) are the process and results of the evolution
of the segmentation curve. The red line is the evolution curve, the green line is a priori
shape contour curve, and the evolution curve is successfully stopped at the edge of the
target after 45 iterations. The model parameters in the Formula (25) are μ = 25, α =
0.1, β1 = β2 = 100, λ1 = λ2 = 1.2, λ = 1.7, γ = 5, ε = 1, time step t = 0.05.

(a) Original image (b) Edge detection (c) Initial contour  (d) level set   (e) SDF

(f) The number of iterations = 2, 4, 6, 8, 10

Fig. 4. Segmentation process and results for human body based on a prior shape

The right lower limb of the segmented object is partially occluded as shown in Fig. 5.
Although there is occlusion, the curve after 45 iterations is still successful segmentation,
which ensures the integrity of the body.
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(a) The number of iterations =2 4 6 8 10

(b) The number of iterations = 15 17 20 35 45

Fig. 5. Segmentation process and results for blocked body image based on a prior shape

Figure 6 is the segmentation of the body image polluted by noise and covered par-
tially. Figure 6(a) is a 110 × 140 picture with 0.4 salt pepper noise. Figure 6(b) is the
detection edge of Fig. 6(a). Figure 6(c) is the initial contour of the level set, Fig. 6(d)
is the zero level set expression of initial contour. Figure 6(e) is signed distance func-
tion expression. In Fig. 6(f)–(g), the second row corresponds to the segmentation curve
(black) and prior shape curve (green), the curve after 55 iterations successfully stop in
the edge of target.

4.2 Segmentation of Ear Contour

As a biometric identification technology, the ear recognition’s theory and application
research has been paid more attention. The segmentation of ear is also the foundation of
recognition [18]. However, the ear’s color is similar to skin’s, and the part occlusion by
ornaments will affect the ear detection and segmentation, thus the shape information is
introduced into the level set segmentation model in order to extract the external contour
of the ear.

Figure 7 is the segmentation process and results of the blurred image of ear.
Figure 7(a) is a 110 × 140 right ear image, the photography equipment jitter leads
to ambiguous. As we can see, the white line is the initial contour, and green line is prior
shape curve. Although the ear edge is blured in image, prior shape curve can accurately
locate near the edge, and the black curve under the guidance of the shape prior reaches
the ideal edge.
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(a) The number of iterations = 2 4 6 8 10

(b) The number of iterations = 15 20 30 40 55

Fig. 6. Segmentation process and results for blocked and noisy body

4.3 Facial Contour Segmentation

Face segmentation has always been a hot topic in the field of image processing. Accu-
rate facial contour segmentation plays a key role in face recognition, facial expression
analysis and emotion understanding. Although the scholars have done a lot of research
on human face segmentation, the influence of location, light, occlusion and complex
background are still the difficulties of solving the problem.

In the first row of Fig. 8, Fig. 8(a) is a 150 × 120 color face image, and Fig. 8(b),
Fig. 8(c) and Fig. 8(d) are the results of segmentation using the GAC, model C-V model
and the proposed method respectively. Compared with the GAC model and C-V model,
the proposed method is better. In the second row, the face is added obstacles as shown
in Fig. 8(a), Fig. 8(b) is the segmentation result by the GAC model in 300 iterations,
Fig. 8(c) is the result of the 100 iteration by the C-V model, Fig. 8(d) is iterative 5 times
results by the proposed method. As we can see, the face can be segmented correctly by
the new method.
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(a) Initial contour    (b) 1 iteration         (c) 2 iterations    (d) 3 iterations

(e) 4 iterations         (f) 6 iterations         (g) 8 iterations    (h) 10 iterations

Fig. 7. Segmentation process and results for fuzzy ear based on a prior shape

(a) Initial contour     (b) GAC model   (c) C-V model    (d) The proposed
 method 

Fig. 8. The results comparison between C-V, GAC and the proposed method

We use the Misclassified Error (ME) as the evaluation method of the experimental
results. ME is ratio of number of misclassified pixel and number the object pixel. The
smaller value ofME indicates, the better segmentation results is. TheME= 0 shows that
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the algorithm is consistent with the manual segmentation results. Through the segmenta-
tion of 275 personal face images, experiments show that the segmentation results of C-V
model and GAC model are not good, and the ME is 17.3912 and 6.4136 respectively. In
contrast, the proposed method can get the ideal segmentation results, the ME is 0.2315
and lower than that of the C-V and GAC model as shown in Table 4.

Table 4. The MEs for the different methods

Segmentation method Mean error rate

C-V model 17.3912

GAC model 6.4136

The proposed method 0.2315

5 Conclusion

We introduce statistical shape prior information into segmentation model based on level
set to improve the robustness of segmentation on biological characteristics. Theoreti-
cal analysis and experimental results prove that the proposed method is effective and
workable. However, the improved method has some defects to be improved, especially
if the background is complex and there are few differences between background and
foreground. In addition, the time consuming of the algorithm is increased due to prior
shape. Thus future research should focus on improving the robustness, accuracy and
efficiency of the algorithm.
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Abstract. The paper designs a programmable routing system, which can be used
for semi-physical and network testing. The system adopts the low-cost multi-
network card host as the router, and uses the operating system’s own security policy
to block the connection between the network card and the operating system. The
system can prevent the operating system from automatically processing the data
frames. The sharpcap is used to capture and send data frames to process network
data frames. The transport protocol and routing algorithm are user-defined. During
the transmission process, the platform records the changes of routing table and
data frame, and comprehensively shows the transmission process of data frame
to the user, so that the user can have a more comprehensive understanding of the
principle of computer network, and better complete the test and simulation.

Keywords: Routing · Programmable · Computer network · Simulation

1 Introduction

Some new approaches are proposed to improve network routing andmeasurement [1–3].
Based on analysis on user behavior and traffic, researchers focus on resources utilization
[4], energy-efficiency [5] and traffic reconstruction [6]. To test these new technologies,
a cheap test platform is essential. Computer network is the product of the fusion of
computer and communication technology after a long time of development [7]. Com-
puter network uses communication equipment and lines to connect computer systems
with different geographical locations and independent functions [8], so as to improve
network software, network communication protocol, information exchange mode and
network operating system [9, 10]. The computer network can realize the resource sharing
and information transmission in the network better [11]. The local area network(LAN)
generally uses a broadcast channel, which can easily access the entire network from a
site [12]. The connection between the computer and the external local area network is
through a network adapter (Adapter) [13], and the communication between the adapter
and the local area network is carried out in a serial transmission mode through cables
or twisted pairs [14]. The so-called broadcast communication is when a computer sends
data, all computers on the bus can detect this data [15]. In order to realize one-to-one
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communication on the bus, each computer is equipped with a globally unique MAC
address [16]. When sending a data frame, the address of the receiving station is written
to the head of the frame. When each computer on the bus detects the data frame, the
adapter will match the address of the data frame with its MAC address. If it is consistent,
it will be received, otherwise it will be discarded. But in order to manage the network,
the adapter has a special working mode: promiscuous mode, in which the adapter will
receive all data frames on the bus [17].

The computer network experiment platform generally adopts the sending, capturing
and parsing of network data frames to show users the processing process of the data
frames by the computer network, and reveals the working principle of the computer
network [18–20]. In the existing computer network platform, data frame forwarding
and routing information changes are automatically handled by the operating system.
Most users can only carry out Socket-based user space network programming and use
the network as a transparent transmission channel [21]. Because the IP layer functions
and processing mechanisms are mainly reflected in network devices such as routers
[22], so it is difficult for users to touch the essence of network technologies, such as IP
routing and forwarding during network experiment teaching and network testing, and
they cannot intervene in routing information [23, 24]. It is impossible to try custom
protocols and algorithms without processing the data frame. Therefore, it restricts the
user’s understanding of the computer network and limits the teaching and testing effects.

Routers and switches are important components of computer networks, and their
internal implementation mechanism is the key to determining the multi-dimensional
expansion capabilities of computer networks, such as performance, function, and secu-
rity [25, 26]. Therefore, this article takes routing design as the entry point of computing
network system design and designs a programmable routing system. The system trans-
forms a multi-network card computer into a router, which can process network data
frames. The protocol and routing algorithm are defined by the user, and the changes in
the routing table and data frame are recorded process. The platform can enhance users’
in-depth understanding of computer networks in order to achieve better simulation and
testing results.

2 Routing Structure and Implementation Principle

In order to realize the design of the programmable routing system, this research group
transform the multi-network card computer into a router to realize the processing of
network data frames. The system includes more than two single network card hosts and
one multi-network card host, in which the number of network adapters of the multi-
network card host is more than the single-network card host. The network adapter of
the single network card host and the network adapter of the multi network card host
are connected through a network communication device to transfer data frames, and the
star network connection is formed between the single network card host and the multi
network card host.

The routing structure is divided into a hardware structure and a software structure [3,
27]. The hardware structure extracts data from the bottom layer of the hardware [28]. The
software structure is the processing layer, which is responsible for processing the data
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extracted from the hardware to write its own forwarding strategy [29]. The combination
of hardware and software, through the processing of the CPU, to achieve the routing
function.

The hardware structure diagram is shown in Fig. 1:

Fig. 1. Routing hardware structure diagram.

NIC Drive Packet Buffer: Network driver, responsible for copying the data on the
network card.

Filter: Filter the data captured by the user at the kernel layer.
Timestamp: The time interval returned after each acquisition.
Copy: Copy the data of the kernel layer to the user memory.
NPF BUFF: Parallel and serial buffer.
NPF BUFF Copy: Take out the data and put it into the soft route for processing. The

processed structure is sent directly from the network card through the soft route.
The software structure is shown in Fig. 2:
Packet_callback: routing function for soft routing to process packets.
DLL extension: the interface reserved for users to use for processing.
Ordinary PC computers only have the function of local routing, that is, they can only

forward their own IP data packets, and cannot forward any other data packets [30, 31].
The core of the realization of soft routing is that compared with commercial routers on
the market, the forwarding process and the principle of forwarding must be considered
[32, 33]. When soft routing receives data from a certain network card, it first decrements
the TTL time of its IP packet header. If the TTL time is found to be 0, the data packet is
discarded, otherwise the routing table encapsulates it and replaces the Ethernet header.
At the same time, the soft route checks the destination address and performs an AND
operation with the destination address of the routing table [34, 35]. The longest match
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Fig. 2. Software structure diagram.

is the route that matches the forwarding, and according to the packet encapsulation,
the checksum of the IP packet is recalculated and sent out from the network interface.
Capturing and sending packets are implemented using winpcap. The route forwarding
process is shown in Fig. 3.

Fig. 3. Routing and forwarding flowchart.
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3 Implementation Process

The programmable routing system designed in this paper can be used for computer
network experiment teaching andnetwork testing.Users can design protocols and routing
algorithms by themselves and observe the routing process to deepen their understanding
of the working principle of computer networks.

According to the system implementation technical solution, the system architecture
diagram is shown in Fig. 4.

Fig. 4. System architecture diagram.

It can be seen from Fig. 4 that the system includes more than two single network card
hosts and one multi-network card host. The number of network adapters of the multi-
network card host is greater than that of the single-network card host. The network
adapter of the single network card host and the network adapter of the multi-network
card host are connected through a network communication device to transfer data frames.
A single network card host and amulti-network card host form a star connection.A single
network card host is provided with a sharpcap interface for information exchange with
its internal network adapter. It is blocked by the security policy between the network
adapter of the multi-NIC host and its own operating system. The sharpcap interface
is set in the multi-NIC host, and the packet capture, transmission and processing are
carried out through the sharpcap interface between the multiple network adapters in the
multi-NIC host. During the transmission of data packets between the network adapters
of multiple network card hosts, the data packets are captured and processed according
to the custom routing algorithm, and the transmitted data information is recorded at the
same time.

The programmable routing system uses sharpcap and winpcap to capture and send
network data frames, and uses security policies to prevent the operating system from
accepting data frames. The experimental software processes the data frames, thereby
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transforming the multi-network card computer into a router. Users can design protocols
and write their own routing algorithms freely. The system can record the changes of
routing tables and data frames, and show the transmission process of data frames to user.

The sharpcap interface in this system is a direct interface for monitoring software to
call Winpcap. It has the functions of packet capture, injection, analysis and construction
to form a packet capture framework [29]. This framework is a perfect combination of
Winpcap components andWindows network core functions. The framework set inherits

Fig. 5. System implementation process diagram.
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Winpcap and surpasses Winpcap. It uses a message mechanism to maximize the superi-
ority of object-oriented performance [36]. It also integrates some network API functions
and API functions for reading the registry [37].

The process of the system using Sharpcap to capture packets is shown in Fig. 5.
First, get the adapter list, get the MAC address and gateway address of the adapter, then
open the corresponding adapter according to the operation selection, and then specify
the corresponding filtering criteriafor the adapter, and start capturing information passed
by the adapter. While capturing, you need to receive the captured data packets, process
the data, and display the data, and finally close the adapter. In the process of data packet
reception, the design of the reception affects the efficiency and accuracy of this capture,
and even determines the success or failure of the captured data packet. During the capture
process, sharpcap needs to start a new thread in the host memory, which is specifically
responsible for listening to the adapter for the arrival of data packets. The meaning of
this thread is to be separated from the main form thread, to avoid the main thread from
blocking when a packet arrives, and to prevent the program from “dead”.

The security strategy adopted in the system refers to the access protocol for the
operating system to process the data packets in the network adapter. Security policy
blocking refers to using the operating system’s own security policy to block the con-
nection between the network card and the operating system, preventing the operating
system from automatically processing data frames.

The flow chart of the system using sharpcap for data packet capture is shown in
Fig. 6:

The specific implementation steps of the above programmable routing platform are
as follows:

1) Edit the link layer data frame

The data link layer is responsible for combining bits into bytes and combining bytes
into frames. Frames are used at the data link layer, and the data packets passed from
the network layer are encapsulated into frames for transmission according to the type of
media access. The 802.3 frame is encapsulated on the network adapter, and its structure
includes the preamble, destination address, original address, length, data and frame
check sequence. The learner uses the interface software to edit each part of the frame as
needed, and writes it into the encapsulation package to form a data package to be used.

2) Use sharpcap to send the edited data frame on the single NIC host side

The core technology in the network adapter is the random contention-based media
access method, that is, the CSMA/CD method. The process of sending the edited data
frame using sharpcap is as follows: a. Carrier sense, because Ethernet data uses Manch-
ester side coding, it can determine whether the bus level jumps to determine whether the
bus is idle; b. Conflict detection, both hosts hear that the bus is idle, both will send data,
there may be conflicts, so conflict detection should be performed, and conflicts should
stop sending data; Random delay retransmission, after stopping, the node performs a
random delay retransmission. If the retransmission is still unsuccessful after 16 times,
the transmission failure is declared.
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Fig. 6. Flow chart of packet capture using sharpcap.
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3) Use multiple network card hosts as routers to receive data frames

In the process of receiving data frames mainly using network adapters, first check
whether there is a collision or whether a frame is dropped, otherwise go to the next step;
check the destination address of the frame to see if the frame can be accepted, if it can,
then go to the next step; Check the CRC checksum and LLC data length. If both are
correct, accept the frame, otherwise discard it.

4) Using security policies to prevent the operating system from automatically process-
ing data frames

The use of the operating system’s own security strategy blocks the connection
between the network card and the operating system, and prevents the operating sys-
tem from automatically processing the data frames. This prevents the loss of data frames
and provides important protection for subsequent users.

5) Capture data frames on multiple network card hosts and analyze the data frames

In the packet parsing thread, it is necessary to analyze the content of the actual packet.
The packet data captured by Sharpcap is stored in an instance of the RowPacket class.
This instance provides a byte-type indexer to read the actual packet data. The indexer
can be used as a byte-type read-only array. The packet information is stored in bytes.
The data packet is generally a standard Ethernet frame, that is, the first 14 bits are MAC
information; if it is a TCP/IP protocol frame, the 15–34 bytes are IP information, and the
35–55 bytes are TCP information; If it further connotes HTTP data packets, the bytes
that follow are HTTP request and response information.

6) Read the routing table and call to write routing rules

According to the requirements of capturing data frames, the user writes the corre-
sponding routing rules and stores them in the form of routing tables, and finally captures
the corresponding data frames through custom routing rules.

7) Modify the data frame and routing table according to the algorithm;

After reading the captured data frame, it can be modified to make it familiar to the
user to manipulate the format of the data frame and the construction of the routing table.

8) Forward and record data frame and routing table changes;
9) The host side of the single network card captures the message and identifies the data

frame;
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Data packet capture is used to intercept the data packets sent by users in the LAN
at the transport layer and put the captured data packets into the program buffer; After
receiving the captured data packet, the packet analysis module reads the data packet from
the buffer, filters the junk data packet through the set filtering rules, and analyzes the
packet after decomposing it to analyze the packet and improveThe efficiency of capturing
and parsing data packets; The decoding module automatically selects the appropriate
decoding method to decode the search string according to the encoding rules, and is used
to restore the search data string encoded by the browser.

10) Display data frame changes and propagation path, routing table changes

The display data frame is the analysis result of the data packet of the user’s retrieval
information in the current local area network, including the capture time of the data
packet, source IP, source MAC, destination IP, search engine host name, use protocol,
search string, originalmessage and other related information, display data frame changes
and propagation path, routing table changes.

4 Experimental Test

The router in the system is a special PC, which is equivalent to a forwarding station.
When two PCs are communicating, it can decide whether to forward the data packet
based on whether the destination network address is in the destination network segment.

Both hardware routers and software routers are classified as routers. The hardware
devices in the hardware router are specially designed for the router to forward data. The
software router does not have special hardware to handle forwarding. It uses a CPU,
which can be said to be a process of the user’s PC.

The “Routing Remote Access” service is manually turned on for the user. When it
is turned on, it indicates that this PC can perform routing and forwarding, and when it
is turned off, it indicates that this PC cannot perform routing and forwarding.

The steps of configuring routing and remote access in the experimental test are as
follows:

Click “Administrative Tools” in “Start”, and select “Routing and Remote Access”
function in the administrative tools, then you will see the configuration wizard; select
the local server, click “Operation”-“Configure and enable routing and remote access”;
click “Next”, select “Custom Configuration”-“Next”; select “LAN Routing” and then
click “Next” and finally click Finish to start routing and remote access.

Create a new batch of processing file myroute.bat, and place it in the directory folder
that starts automatically at boot, and edit the content of myroute.bat as follows:

Route add 192.168.1.0 mask 255.255.255.0 192.168.32.1
Double-click the bat batch to change the routing table.
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The routing table before running is shown in Fig. 7:

Fig. 7. Before adding the local routing table.

After adding the route, the routing table is shown in Fig. 8 below:

Fig. 8. After adding the local routing table.
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Can complete the 192.168.1.0/24 destination network forwarding.
WIN7, WIN10 open routing and remote access modification

1) Open the registry editor.
2) Open the registry editor and find the following entries:

HKEY_LOCAL_MACHINE/SYSTEM/CurrentControlSet/Services/Tcpip/Parameters.
Select the following item: IPEnableRouter: REG_DWORD: 0 × 0.
To enable IP forwarding for all network connections installed and used on this com-

puter, the value is 1 and off is 0. After the modification is complete, enter ipconfig/all
on the CMD command line to view the opening information as shown in Fig. 9 below:

Fig. 9. NIC information.

In order to enable a process to call code that does not belong to it, we need a way
to call it. Dynamic linking provides a way to make the process dynamically load and
execute. The code of the function is encapsulated in a DLL file, the DLL contains one
or more executable functions. And DLL also helps to share data and resources. When
multiple DLLs are loaded, the shared resources can be accessed and modified at the
same time.

When a program needs to be expanded, in order not to affect the operation of its
normal modules, the method of dynamic link library can be used to make it easier
and simpler to complete the expansion of the program. The system uses the method of
displaying and calling the dynamic link library. Nothing needs to be operated during
compilation. When the functions in the DLL need to be used, the DLL can be loaded
and used through the two API functions LoadLibrary () and FindProcAdress ().

5 Conclusion

This article details the design and implementation of the programmable routing system.
The system uses a low-cost multi-network card host as a router, and uses the operating
system’s own security strategy to block the connection between the network card and
the operating system, preventing the operating system from automatically data frames
deal with. The system simultaneously uses sharpcap to capture and send data frames.
Experimental test results show that the system can realize functions such as routing
and forwarding, remote access, recording data frames and routing table information.
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Therefore, experimenters can use the system interface to design routing strategies and
network protocols, and use the system to record information to understand the routing
process. Therefore, the system helps experimenters to deepen their understanding of the
working principle of computer networks, and better complete semi-physical simulation
work.
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Abstract. GCNbased on time and space is an essential part of smart city construc-
tion because it can capture the spatiotemporal dynamics and effectively analyze the
traffic data to get the best prediction results. In the specific operation of the model,
the adjustment and optimal selection of super parameters can make the model pro-
vide the best results, thus saving time, cost and computing power. When it comes
to the prediction scenarios with low computational power and urgent demand, the
existing super parameter search methods and optimization models lack efficiency
and accuracy. Therefore, this paper proposes a super parameter search and opti-
mization method based on cross validation, which can efficiently and accurately
optimize the parameters, and select the best parameters by using the similarity
between the learning and training errors corresponding to each super parameter
To improve the prediction ability of the model. Through the verification of the
actual data set, the model runs well, and can provide the best prediction results for
the traffic flow and other scenarios dominated by spatiotemporal state.

Keywords: GCN · Machine learning · Hyperparameters optimization · Traffic
prediction

1 Introduction

Accurate traffic forecast can help travelers to arrange their travel reasonably, improve
the operation efficiency of traffic network, alleviate traffic congestion, improve other
related service functions of the city, improve the utilization rate of road network and
energy utilization rate, and reduce the emission of various traffic pollutants, which is an
essential part of smart city construction. In 5g era, some new methods are proposed to
improve network routing and measurement [1–3]. Based on an effective user behavior
and traffic analysis method [4–7], a new scheduling strategy is proposed to improve
resource utilization [8–11] and efficiency [12, 13]. A new traffic reconstruction method
is proposed to approve the service quality of end users [14–19]. However, the traffic
speed is ahead of time. Network communication is very important to improve the virtual
communication oriented to time-varying network structure. Traffic flow prediction is a
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typical spatiotemporal data prediction problem. How to mine the hidden spatiotempo-
ral patterns from these complex and nonlinear spatiotemporal data and analyze these
patterns to extract valuable information, In recent years, with the rapid development of
deep learning [20–22], the deep learning network model has attracted people’s attention
because it can capture the dynamic. The traffic data are analyzed and the best results are
obtained, among which the representative model is t-gcn. In the aspect of deep neural
network model, the adjustment of super parameters is a necessary technology Yes, the
so-called hyperparameters are the framework parameters in the deep neural network
model. These super parameters act as knobs and can be tuned during model training, In
order tomake ourmodel provide the best results, we can judgewhat kind of training state
the current model is by observing the monitoring indicators such as loss and accuracy
in the training process, and timely adjust the super parameters to train the model more
scientifically, which can improve the resource utilization rate. In essence, hyperparamet-
ric search is an iterative process constrained by computational power, money and time.
In the case of limited computing power, money and time resources, everyone wants to
get the best model. However, in the spatiotemporal model represented by t-gcn, due to
the special needs of spatiotemporal state and demand urgency, there is still a lack of
effective super parameter search and optimization model to achieve this goal.

Therefore, based on the deep neural network learning model represented by t-gcn
model, this paper proposes a super parameter search and optimizationmethod. By study-
ing the RMSE, ACC and loss results of the learning and training model, the relationship
among the two important optimization parameters (learning rate, batch size) is analyzed,
and the performance of the model in the actual operation process is analyzed Finally,
the influence of these three parameters on the traffic prediction performance is analyzed.
The proposed search and optimization method can effectively and accurately optimize
the parameters, and provide the best prediction results for traffic flow and other scenarios
dominated by spatiotemporal state.

2 Related Work

In recent years, with the rapid development of deep learning [20–22], the deep neural
network model has attracted people’s attention because it can capture the dynamic char-
acteristics of traffic data and obtain the best results. Rilett et al. [23] used feedforward
neural networks to perform traffic prediction tasks. Huang et al. [24] proposed a network
structure composed of deep belief network (DBN) and regression model, and verified
that the network could capture random features from traffic data of multiple data sets,
which improved the accuracy of traffic prediction. In addition, because the recursive neu-
ral network (RNN) and its variant LSTM and gated recursive unit (GRU) can effectively
utilize the self-cycling mechanism, they can learn the time dependence relationship well
and obtain good prediction results [25, 26]. Considering the spatiotemporal dependence
of urban traffic, a time-based graph convolutional neural network (T-GCN) model is
proposed [27], which combines graph convolutional network and gated recursive unit.
The graph convolutional network is used to capture the topological structure of the road
network for modeling spatial dependence. The gated recurrent unit is used to capture
the dynamic change of traffific data on the roads for modeling temporal dependence. As
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a new deep neural network model [28–30], T-GCN contains multiple hyperparameters
that need to be selected and set in advance. Hyperparameter optimization problem can be
defined as: for the hyperparameters to be set in the model, find the optimal hyperparam-
eters setting, so that the deep learning model based on hyperparameter setting training
has the optimal performance evaluation index.

The performance of deep neural networks is well known to be sensitive to the setting
of their hyperparameters. Hyperparameter optimization is a very difficult problem in
developing deep learning algorithms. Optimization of the hyperparameters in each algo-
rithm are necessary to obtain the highest accuracy. Among the hyperparameters of deep
neural network, the most important parameters are learning rate, batch size, optimizer
and training epoch. Among them, batch size and learning rate directly determine the
weight update of the model, and from the perspective of optimization, they are the most
important parameters affecting the performance of themodel.Many experts and scholars
have done some research on the optimization method of super parameters in deep learn-
ing model. Deep learning models are typically trained using stochastic gradient descent
or one of its variants. It has been observed that when using large batch sizes there is
a persistent degradation in generalization performance - known as the “generalization
gap” phenomena. To solve the problem that the traditional optimization algorithm can-
not converge to the optimal solution (or the critical point in the non-convex setting),
Sashank J. Reddi et al. [31] propose new variants of the ADAM algorithm which not
only fix the convergence issues but often also lead to improved empirical performance.
In order to improve the defects of the traditional super parameter self-optimization
method, Nitish Shirish Keskar and Richard Socher [32] propose the SWATS units, a
simple strategy which Switches from Adam to SGD The when a triggering condition is
satisfied. The results show that the strategy is capable of closing the generalization on
a gap between SGD and Adam Majority of the tasks and does not increase the number
of hyperparameters in the optimizer. Hoffer et al. [33] studied the method of optimizing
the hyperparameter batch size in deep learning. This method can achieve the effect of
eliminating generalization and improving model performance, but this method is only
for traditional deep learning models and has a single application object. Whether it is
suitable for hyperparameter optimization in the temporal graph convolutional neural
network model applied in traffic prediction needs further study. Goyal et al. [34] studied
the optimization method of the superparameter batch size and learning rate by using the
stochastic gradient descent method, and the research results showed that the superparam-
eter optimization improved the accuracy and expansion rate of the visual discrimination
model. Due to the essential difference between the urban traffic data and the Image Net
data set, whether the optimization method can be directly migrated to the T-GCNmodel
remains to be further studied. In literature [35, 36], the parameter optimization method
of Adam, which is a common optimizer, is discussed in detail, including the characteris-
tics of superparameter optimizer and the methods to improve performance. Literatures
[37, 38] studied and analyzed the trend of learning rate curve and established an opti-
mization model of super parameter learning rate, which reduced the learning time on the
premise of maintaining the accuracy. However, the model has a single super parameter
and a high limitation, which cannot be directly used in the new traffic flow prediction
analysis related to T-GCN. Cardona-Escobar et al. [39] present an automatic framework
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for hyperparameter selection in Convolutional Neural Networks. In order to achieve fast
evaluation of several hyperparameter combinations, prediction of learning curves using
non-parametric regression models is applied. Results show that this forecasting method
is able to catch a complete behavior offuture iterations in the learning process. The opti-
mal combination of superparameters in the deep network learning model is a research
direction worthy of our reference.

As a newdeep neural network learningmodel, the optimal setting of its super parame-
ters directly determines the traffic prediction performance of the model. In this paper, we
studied and discussed in detail the influence of super parameter learning rate and batch
size on the performance of T-GCN model, and provided the optimal super parameter
selection.

3 Principle of T-GCN Model

The traffific information is a general concept which can be traffific speed, traffific flow,
or traffific density. Without loss of generality, T-GCN model use traffific speed as an
example of traffific information in experiment section. The T-GCN model establishes a
traffic prediction model based on spatial dependence and spatial dependence:

3.1 Spatial Dependency Modeling

The T-GCN model use the GCN model [40–45] to learn spatial features from traffific
data. The calculation process is shown in Eq. 1, X (t) represents the traffic condition
matrix at time t. We need to train a function h(·), which operates on the matrix of T
times in the past, outputs the matrix of T times in the future, and makes traffic prediction.

[
X (t−T+1), · · ·X (t);G

]
h(·)
→

[
X (t+1), · · ·X (t+T )

]
(1)

The T-GCN model use an unweighted graph G = (V ,E) to describe the topological
structure of the road network, and we treat each road as a node, where V is a set of
road nodes, V = {v1, v2, · · · vN ,}, N is the number of the nodes, and E is a set of edges.
The edge relation between nodes is represented by the adjacency matrix A ∈ RN×N .The
adjacency matrix contains only elements of 0 and 1. The element is 0 if there is no link
between two roads and 1 denotes there is a link.

In this research, the 2-layer GCNmodel [41] is chosen to obtain spatial dependence,
which can be expressed as:

f(X,A) = σ(ÂReLU(ÂXW0)W1) (2)

where Â = D̃− 1
2 ÃD̃− 1

2 denotes pre-processing step, W0 ∈ RP×H represents the weight
matrix from input to hidden layer, P is the length of feature matrix, and H is the number
of hidden unit, W1 ∈ RN×T represents the weight matrix from hidden to output layer.
f (X ,A) ∈ RN×T represents the outputwith the prediction length T, andReLU () standing
for REctifified Linear Unit, which is a frequently used activation layer in modern deep
neural networks, σ(·) represents the sigmoid function for a nonlinear model.
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3.2 Time Dependent Modeling

Obtaining time dependence is another key problem in traffic forecasting. In the T-GCN
model, the GRU model is selected to obtain the time dependence of traffic data [46, 47].
As shown in Fig. 1, ht−1 denotes the hidden state at time t−1, xt denotes the traffific
information at time t,r is the reset gate, z is the update gate, and ht is output state at
time t. The GRU obtains the traffific information at time t by taking the hidden status
at time t−1 and the current traffific information as inputs. While capturing the traffific
information at the current moment, themodel still retains the changing trend of historical
traffific information and has the ability to capture temporal dependence.

Start

Matching Model and
Select Super Parameter

Training Models With 
Different Parameters

Learning and Training

Hyperparameters
Similarity error

Similarity calculation

Successive
approximation

Minimum similarity 
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Optimal Hyperparametric 
model
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End
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Fig. 1. Process optimization.
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4 Deep Neural Network Hyperparameter and Performance
Evaluation Model

4.1 Hyperparameter

In the deep neural network model, there are two sets of parameters: one is called elemen-
tary parameter, such as the weight and bias of the convolution layer or the full connection
layer; the other is hyperparameter, such as the learning rate during network training and
the coefficient of the L2 regularization item in the loss function. In practical application,
to achieve good performance of deep neural network, it is very dependent on the selec-
tion of a good set of super parameters. However, in the training of deep neural network,
the automatic learning is usually only the basic parameters, and the super parameters
are mostly tried and selected in an optimized way. Among the hyperparameters of deep
neural network, the most important parameters are learning rate and batch size.

Learning Rate
Learning raterefers to the extent of updating network weight in the optimization algo-
rithm. If the learning rate is too high, the model may not converge, and the loss and loss
constantly oscillate up and down. If the learning rate is too small, the convergence rate
of the model will be slow, which requires longer training. Typically, the learning rate is
randomly configured by the user. At best, users can only configure the best learning rate
based on previous experience. Therefore, it is difficult to get a good learning rate.

Batch Size
Batch size is the number of samples sent into the model for each training neural network.
In the convolutional neural network, the large number of batches can usually make the
network converge faster, but due to the limitation of memory resources, too large a batch
may lead to insufficient memory or the crash of the program kernel.

4.2 Optimization Method

In this paper, an efficient and accurate parameter optimization method is proposed to
improve the prediction ability of the model. The main feature of the method is to learn
and train directly on the original data set, and to select the best result by using the
similarity of learning and training errors corresponding to each super parameter.

As shown in Fig. 1, the specific search and optimization process is as follows: model
{(inputi, outputi), i = 1, 2, 3, · · · ,N} with super parameter xl is trained successively
on all data set k(•|x), and l trained candidate hyperparametric model { k(•|xl), l =
1, 2, · · · ,L} is obtained, Among them, inputi, outputi is the input and output of the i
data set, x in model k(•|x) is the super parameter to be optimized, the candidate super-
parameter set is X = {xl, l = 1, 2, · · · ,L}, and l is the number of super parameters;
Through the model k(•|xl) of each super parameter xl in X = {xl, l = 1, 2, · · · ,L}, the
error in each data set (inputi, outputi) is obtained: the difference between the predicted
value k(inputi|xl) of the model and the real result outputi is recorded as w(xl); Calculate
the variance similarity matrix T = (tmn)L×L, where m, n ∈ {1, 2, · · · ,L}, tmn in the
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matrix is tmn = 1
N

N∑
i=1

Q(w(xm) · w(xn) > 0), where e s Q(•) the indicator function; The

symmetric similarity of the first parameter is the average value of all rows P and 2l−p in
the directional similarity matrix. Row P number needs to satisfy 1 ≤ p ≤ l, and the sym-
metric similarity degree TT(xl) of xl is calculated according to

1
min(1,L−l+1)

∑
m+n=2l
m≤n

tmn.

The hyperparameter with minimum symmetric similarity is regarded as the optimal
hyperparameter x∗ and returned.

4.3 Performance Evaluation Model

We selected three indexes of Root Mean Squared Error (RMSE), Accuracy (ACC) and
loss function (loss) to intuitively evaluate the influence of superparameters in the model
on the prediction performance. Inmodel evaluation, accuracy is themost commonly used
measurement. Its advantage is the classification of data samples, but the disadvantage is
that it can only conduct surface analysis and can not identify deception. Therefore, we
introduce rmse and loss degree to further assist the evaluation. Among them, variance
refers to the statistical limit of the model. If the model is over trained or too complex
for the given training data set, it will cause high rmse (over fitting), and the prediction
performance of the model will be very poor. In the standard state, the loss of accuracy
is the lowest. Our goal is to maximize the similarity between the model predictions and
the results shown in the training data.

Among them, RMSEmeasurement and prediction error, loss function represents the
error between the actual traffic speed and the predicted value. The larger the RMSE and
loss value is, the worse the prediction effect is, while the smaller the value is, the better
the prediction effect is. Accuracy means the accuracy of the prediction. The specific
calculation formula is:

RMSE =
√√√√ 1

MN

M∑
j=1

N∑
i=1

(yji − ŷji)
2 (3)

ACC = 1 − ‖Y − Ŷ‖F
‖Y‖F (4)

loss =
∥∥∥Yt − Ŷt

∥∥∥ + λLreg (5)

Where yji and ŷ
j
i represent the real traffific information and predicted one of the jth time

sample in the ith road. is M the number of time samples; N is the number of roads; Y
and Ŷ represent the set of yji and ŷji respectively. Lreg is the L2 regularization term that
helps to avoid an overfifitting problem and λ is a hyperparameter.

5 Experiments

In order to verify the influence of parameter optimization on the prediction perfor-
mance in the GCNmodel, this paper conducts experiments on one real dataset (SZ—taxi
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dataset), takes the road network traffic speed as the input parameter of the model, and
obtains the parameter optimization scheme through comparison experiments and analy-
sis of experimental results. Data set SZ-taxi is the track of shenzhen taxi on January 31,
2015. 156 main roads in luohu district were selected as the research area. The experi-
mental data mainly include two parts: one is the adjacency matrix of 156 * 156, which
describes the spatial relationship between roads. The other is the eigenmatrix, which
describes the change of speed on each road with time. Each row represents a road, and
each column represents the speed of traffic on the road at different time periods. In the
experiments, the input data is normalized to the interval [0, 1].

5.1 The Influence of Learning Rate on Prediction Performance

In the experiment, we manually adjusted and set the batch_size to 20, the training epoch
to 550, the hidden units to 100, the time length of inputs to 12, the time length of
prediction to 3 and the rate of training set to 0.8. In previous studies, the learning rate
was usually set to 0.001, and the influence of the change of learning rate on the prediction
performance was not studied. In this paper, we studied how the change of learning rate
affected the prediction performance of the model on the premise of other parameters
being fixed. Referring to the range of learning rates in deep learning, in this paper, the
parameter range of the Initial learning rate was [0.001, 0.03], and the parameters were
successively increasing by 0.001. The influence of learning rate on the loss function is
shown in Fig. 2.

Fig. 2. The trend of the loss function under different learning rate in the training and test set based
on SZ-taxi dataset. (a) Changes in loss function in the test set. (b) Changes in loss function in the
training set.

The results show that in the initial stage, train_loss and test_loss decrease slightly
with the increase of learning rate, then tend to be stable, and then overall tend to be
stable with small fluctuations. A relatively stable and rational loss function value can
be obtained by setting the learning rate as 0.015. The variation trend of RMSE with
learning rate is shown in Fig. 3.
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Fig. 3. The trend of the RMSE under different learning rate in the training and test set based on
SZ-taxi dataset. (a) Changes in RMSE in the test set. (b) Changes in RMSE in the training set.

The results show that RMSE decreases significantly with the increase of learning
rate in the initial stage, and then tends to be stable despite of fluctuations. When the
learning rate is set to 0.015, the best root-mean-square error can be obtained. The trend
of the prediction accuracy of the GCN model with the learning rate is shown in Fig. 4.

Fig. 4. The trend of the ACC under different learning rate based on SZ-taxi dataset.

The results show that with the increase of the learning rate, ACC presents an increas-
ing trend, and when the learning rate is greater than 0.0125, ACC tends to be stable. At
the learning rate of 0.015, a more rational prediction accuracy can be obtained. To sum
up, in the GCN traffic prediction model, setting the learning rate as 0.015 can obtain
better prediction performance.

5.2 The Influence of Batch_Size on Prediction Performance

In the process of studying the prediction performance of batch_size on model,we man-
ually adjusted and set learning rate to 0.015, the training epoch to 500, the hidden units
to 100, the time length of inputs to 12, the time length of prwediction to 3 and the rate
of training set to 0.8. According to the principle of batch size Settings in depth study, in
this experiment, the batch_size parameter range is [20, 30, 40, 50, 60, 70, 80, 90, 100,
110]. The influence trend of batch_size on the loss function is shown in Fig. 5.
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Fig. 5. The trend of the loss function under different batch_size in the training and test set based
on SZ-taxi dataset. (a) Changes in loss function in the text set. (b) Changes in loss function in the
training set.

And it turns out, with the increase of batch_size, the loss function shows an upward
trend. When the value of batch_size is 32, a smaller loss function value can be obtained.
The variation trend of RMSE value and ACC value with the learning batch size is shown
in Fig. 6.

Fig. 6. The trend of the RMSE and ACC under different batch_size based on SZ-taxi dataset. (a)
The variation trend of RMSE value with batch size. (b) The variation trend of ACC value with
batch size.

The results show that RMSE value shows an upward trend with the increase of
learning batch size, while ACC value shows a downward trend with the increase of
learning batch size. When the learning batch size is 32, the minimum RMSE value and
the maximum ACC value can be obtained, that is, the best prediction performance can
be obtained. To sum up, in the GCN traffic prediction model, setting the batch_size as
32 can obtain better prediction performance.

6 Conclusion

This paper mainly studies the influence of super parameters on the prediction perfor-
mance of traffic prediction model. Through a super parameter search and optimization
method based on cross validation, the influence of three important factors, such as learn-
ing rate, learning batch size and training period, on traffic prediction performance is
analyzed and discussed in detail. In the aspect of model evaluation, rmse, acc and loss
function are used to evaluate the optimization degree of model performance. The results
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show that the super parameter search and optimization method can effectively and accu-
rately optimize and select parameters, the model runs well, and can provide the best
prediction results for traffic flow and other scenarios dominated by spatiotemporal state.
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Abstract. In recent years, with the rapid development of Internet of vehicles,
service providers and operators need to constantly upgrade and optimize their
related services (communication nodes, terminal driving safety monitoring, intel-
ligent vehicle), and the evaluation of end-user experience quality is the core of
improving business. From the above point of view, this paper proposes an effective
method to evaluate the psychological perception of end users by using the SEMG
(Surface electromyograph) of end users. The method uses time domain features to
represent the changing trend of users in different emotional states, and maps the
relationship between psychological perception, so as to effectively evaluate the
experience quality of end users. The results show that the method can adapt to the
evaluation of experience quality of end users in the Internet of vehicles, obtain the
psychological experience quality of current users, and provide strong support for
service providers and operators to improve their core business of vehicle network.

Keywords: SEMG · RMG · The Internet of vehicles · QoE

1 Introduction

The Internet of things is regarded as the thirdwave of theworld information industry after
the computer Internet and mobile communication [1–3]. The application of the Internet
of things in the field of intelligent transportation, namely the Internet of vehicles, has
a very broad prospect and a high technical and economic feasibility. The Internet of
vehicles is a concentrated embodiment of the application of the Internet of things tech-
nology in the field of intelligent transportation, and also a key area where the Internet
of things technology has great potential [4–7]. The Internet of vehicles is expected to
completely solve some existing traffic problems, such as traffic accidents, traffic con-
gestion, etc. Internet of vehicles is a new application technology [6]. How to achieve
high quality human-computer interaction in the vehicle network environment, that is
to achieve seamless communication between people and vehicles, has attracted more
and more attention [8]. Human physiological electrical signals are the direct response
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of human behavioral consciousness and sensory experience. By extracting certain char-
acteristics of human physiological signals, the recognition of human emotional state
can be used as an effective bridge to realize seamless human-computer interaction [9–
11]. Emotion recognition can remove the barriers between people and vehicles, make
human-computer interaction more harmonious, and effectively improve the quality of
human-computer interaction and user experience in the context of the Internet of vehicles
[12–14]. Emotion recognition is the behavior that the computer analyzes and processes
the signal collected from the sensor to obtain the psychological and emotional state the
user is in. From the point of view of physiological psychology, emotional state is a kind
of compound state of organism, which involves both experience and physiological reac-
tion as well as behavior [15]. Its composition includes at least three factors: emotional
experience, emotional expression and emotional physiology. At present, there are two
ways for emotion recognition. One is to detect physiological signals such as respiration,
heart rate and body temperature, and the other is to detect emotional behaviors such as
facial feature expression recognition, voice emotion recognition and posture recogni-
tion. Among them, facial expression and speech emotion recognition system is relatively
mature [16]. However, both of these methods are non-physiological signals and cannot
directly reflect the inner psychological state of humans. Compared with facial images
and speech sounds, physiological signals can express people’s emotions more directly
[17]. For example, GSR (galvanic skin response) can be used to analyze and judge
people’s mental stress level [18]. Surface electromyograph (SEMG), as the sum of the
muscle motor potential, can quantitatively determine the internal load state of human
muscles and evaluate the muscle stress state. Because sEMG signals can be obtained
non-invasively, sEMG signals have been used in many fields, including motion analysis,
muscle system analysis, muscle disease diagnosis and prosthesis control. SEMG signal
has relatively mature analysis methods and acquisition technology, which is suitable for
evaluating the user’s forelimb muscle state in the on-board environment, so as to obtain
the user’s psychological and emotional state, determine the quality of user experience,
and improve the human-computer interaction environment [19].

In view of this, from the perspective of end-user experience quality, this paper pro-
poses an evaluation method of end-user experience quality based on the characteristics
of SEMG. The mapping system is constructed by using the time-domain characteristics,
and the parameters of user’s psychological and emotional state are collected to evaluate
the change trend of physiological signals in different emotional states, so as to obtain
the end-user experience quality, and provide strong support for their core business and
operators.

2 Related Work

In the context of Internet of vehicles, users’ physiological signals show certain regu-
larity as the quality of user experience changes. The quality of user experience can be
directly or indirectly reflected by the changes in the characteristic parameters of human
physiological signals. By analyzing the relationship between user physiological signal
characteristic parameters and user experience quality, we can regard the evaluation sys-
tem as an open-loop system, taking human physiological signal characteristic parameters
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as the input of the system and user experience quality as the output of the system, as
shown in Fig. 1 [20, 21].

outputinput The
evaluation

system

Quality
of user

experience

Technical
parameters
of Internet
of vehicles

adjust

improve

User
physiological

signal
characteristic
parameters

Fig. 1. User experience quality open-loop evaluation system.

In the Internet of vehicles environment, the quality evaluation standard of network
protocol design and measurement is the quality of user experience. The preliminary
study of our team shows that the differences in network protocols and communication
capacity in the vehicle network environment can lead to different quality of user experi-
ence [22–25]. In order to improve the quality of user experience as the ultimate design
goal, this paper intends to start with human physiological signals and studies the relation-
ship between human physiological signals and users’ emotional state, so as to further
adjust the parameters such as network protocol or communication mode in real time
through human physiological signals in the later research, and achieve the optimal user
experience state [26, 27]. Human physiological signal contains a lot of information in
human emotion, which is of great research significance. Physiological signals are mod-
ulated by the person’s nervous system and endocrine system, and can directly reflect
the true feelings of mankind, and the emotional signal associated with physiological
signal process can largely reduce the interference of other factors [28, 29]. Therefore,
the preliminary establishment of the relationship between users’ physiological signals
and their emotional states is conducive to the design of various parameters in the later
Internet of vehicles environment.

The team’s research on the technical parameters of the network architecture of the
Internet of vehicles shows that the ultimate goal of the design of the technical param-
eters of the vehicle network is to achieve a higher quality of user experience. Accord-
ing to the quality of user experience represented by physiological signal parameters,
it is more targeted to adjust and improve various technical parameters of the Inter-
net of vehicles. SEMG signal is a comprehensive superposition of the action poten-
tial generated by the excitation of multiple motor units in the muscle at the detec-
tion electrode, which can be obtained by non-invasive measurement. In the field of
biomedicine, the peak value of muscle potential in surface electromyography is often
used as an indicator to evaluate the degree of muscle contraction [30–33]. The peak
value is considered to be the most direct indicator to observe the degree of muscle activ-
ity. Experiments have proved that the conduction velocity of muscle fibers is directly
related to the state of local muscles, and the characteristic parameters of sEMG sig-
nal can reflect the conduction velocity of muscle fibers and the state of muscle load.
The characteristic parameters of sEMG signal are mainly obtained through time domain
and frequency domain analysis. The time domain characteristic is a function of time,
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which is used to describe the amplitude characteristics of time series signal, and the time
domain characteristic value is easy to extract and stable. In the experiment, the charac-
teristic parameters of sEMG signals under different emotional states were extracted and
analyzed in the time domain [34, 35].

Rootmean square (RMS) is themost reliable characteristic parameter in time domain
analysis, and is a traditional method to characterize EMG signals [25, 36]. RMS describe
the average variation characteristics of sEMG signals over a period of time, showing a
significant correlation with muscle tone, reflecting muscle activity, and is used to detect
muscle motor unit recruitment and the size of action potential. RMS is defined as the
square root of the sum of squares of all data points divided by the number of data points,
which is defined as:

RMS =
√
1/T

∫ t+T

t
sEMG2(t)dt (1)

Where, T is the observation time length of sEMG signal.
Relevant studies have shown that the RMS of sEMG signals are in direct proportion

to muscle tension, which is the basis for maintaining different positions and normal
movements of the body [37, 38]. The greater the muscle tension, the more likely the
user is to feel tired, and the less comfortable the human body is. The smaller the muscle
tension, the better the comfort of the human body.

3 Assessment Process

The end user experience quality evaluation process based on sEMG is shown in Fig. 2.

End user

ECG signal

Grip strength 
signal

Pressure signal

Interactive signal

Time domain 
analysis

Mapping
membership

Optimal
characteristic

subset

Support vector 
SVM

Assessment results
(RMS validation)

SFFS

sEMG signal

Fig. 2. Assessment process.

As shown in the figure, the preprocessing terminal user obtains the parameters and
establishes sEMG signal p(t), grip strength signal q(t), interaction signal r(t) and pres-
sure signal s(t).The characteristics of grip strength signal are time-domain and time-
frequency-domain features. The mean value y, variance Var(y), maximum value max(y)
andminimumvaluemin(y) of the signal are extracted in time domain. The square summi
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of wavelet coefficients in layer I, the proportion of positive coefficients in wavelet coeffi-
cients mri, and the logarithm of the ratio of the sum of positive coefficients and the abso-
lute sum of negative coefficients in wavelet coefficients are extracted in time-frequency
domain.

The characteristic of the interaction signal is the duration t of the abnormal shift
center pressure point, and the characteristic of the pressure signal is the absolute mean
value. The dimension of different terminal parameters is different, and there is a big
difference in the order of magnitude. When solving the optimal classification surface,
the feature parameters with small order of magnitude will be dominated by the feature
parameters with large order of magnitude, which weakens the feature parameters of
small order of magnitude. Therefore, it is necessary to unify the magnitude of feature
parameters to eliminate the differences. The formula (2) is used.

y′
i = 2yi − ymax − ymin

ymax − ymin
, i = 1, 2, · · · n (2)

Where yi is the original feature parameter component, y′
i is the normalized feature param-

eter component, and its range is between −1 and + 1; ymax and ymin are the maximum
and minimum values of the original feature parameters in the training samples, and N
is the total number of training samples). Taking the optimal feature subset as the input
of support vector machine, the features in the feature set are filtered based on SFFS
selection and elimination criteria, and the criterion function (3) is established:

max
Y

G(Y ) = nY
NY

,Y ∈ X (3)

Where x is the complete set of fatigue characteristic parameters, y is the non empty
subset of X, G (y) is the criterion function, that is, the detection accuracy rate of fatigue
detection model, NY is the number of test samples, and nY is the number of samples
correctly identified in the test samples. From the end-user state parameters as the output,
the experience quality evaluationmodel is constructed, and the differences are compared
by using the results of mean square deviation analysis.

4 Data Processing and Analysis

In this paper, the emotional physiology database of MIT was used as the source data for
processing and analysis. According to the data processing results, the upper extremity
sEMG signals corresponding to different experience quality of users in the actual vehicle
network environment under driving conditions were collected in subsequent studies. The
MITemotion physiology database is 32 physiological data sets per day for 20 consecutive
days. The DataSet I consists of four physiological signals and eight emotional state
measurements. The experimenter sat in a quiet space at the same time every day and tried
to experience eight emotional states under the guidance of the computer prompt system,
and recorded the physiological signals of the experimenter in real time. The sampling
frequency of all data was 20 Hz and the sampling time was 100s. Participants were
asked to experience eight emotional states: No emotion, Anger, Hate, Grief, Platonic
love, Romantic love, Joy and Reverence.



Research on User Experience Quality Evaluation Method 699

The root mean square value (RMS) of the sEMG signal of the subjects in 8 different
emotional states within 20 days was calculated and plotted as a change curve, as shown
in Fig. 3.

Fig. 3. The variation curve of RMS under eight emotions.

As can be seen from Fig. 3, the RMS value of sEMG signal varied greatly under
Anger, Grief and Joy, indicating that the physiological signal of the experimenter was
highly sensitive to the three emotions and was prone to fluctuations. Under Platonic
love, Reverence, and No emotion, RMS of sEMG signal changed less, indicating that
physiological signals of the subjects were less sensitive to the three emotions.

In this paper, RMS values of sEMG signals in eight emotional states during the
20-day test were comprehensively drawn into a three-dimensional diagram, as shown
in Fig. 4. Figure 4 can comprehensively reflect the relationship between RMS value of
sEMG signal, test time and users’ emotional state. When the user enters a set emotional
state for a certain period of time, a series of original emg signals will be generated to
change with the emotional state. The three-dimensional diagram of the change of RMS
value of sEMG signal characteristic value with the test time and the user’s emotional
state showed that, during the specific test time, the user’s RMS value in Anger, Grief,
Romantic Love and Joy emotional state was large, and the user’s RMS value in the four
states fluctuated greatly with the test time, indicating that the user’s overall muscle load
was large and it was easy to enter the fatigue state. In the state of No emotion, emotion
and Platonic love, the sMEG signal characteristic value RMS amplitude is small, and
the fluctuation is small in different test time, that is, the user’s overall muscle load is
small.

Figure 4 can reflect the changing relationship between the time-domain characteristic
value RMS of user sEMG signal and the test time and the user’s emotional state as a
whole. The RMS amplitude of the EMG signal is averaged under eight emotional states
during the 20-day test, which can reflect the relationship between the user’s muscle load
intensity and emotional state as a whole. At the same time, since the experimental data
are 2000 data of subjects in different emotional states, the duration of each emotion
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Fig. 4. The three-dimensional figure of RMS.

cannot be controlled absolutely, so the 2000 data in the data set may be intercepted at
the beginning or end of the emotion. The daily test data do not fully reflect the changing
trend of users’ sEMG signals with their emotional states.We took the average value of
the time-domain characteristic value RMS of sEMG signal for the experimenter in each
emotional state for 20 days, and observed the overall change trend of the characteristic
value RMS of sEMG signal for the experimenter under different emotions, as shown in
Fig. 5.

Fig. 5. Mean value of RMS under different emotions.

As can be seen from the results in Fig. 5, compared with other emotional states, the
mean value of sEMG signal RMS was larger under Anger, Grief and Joy, indicating that
the muscle tension of the subjects was larger under the corresponding emotional state,
and it was easier to reach the fatigue state. However, the mean value of RMS of sEMG
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signal was lower under Platonic love, Reverence, and No emotion indicating that the
muscle tone of the experimenter was lower and the comfort level was higher.

Data analysis results show that the user’s physiological signal and there were some
correlations between the emotional state, so in the networked environment, when the
sensor technology, network communication technology, and other parameters of the
corresponding change, user experience quality change, then lead to involuntary change
user’s physiological signal sEMG signal, and the trend of change trend in normal human
cognition. In the context of the Internet of vehicles, the quality of user experience can
be obtained through real-time detection of users’ physiological signals, so as to make
corresponding adjustments to various technical parameters of the Internet of vehicles
and achieve seamless human-machine interaction.

5 Conclusion

In recent years, with the rapid development of vehicle Internet, service providers and
operators need to constantly upgrade and optimize their related services (communication
nodes, terminal driven securitymonitoring, intelligent vehicles) and end-user experience
quality evaluation is the core of improving business level. From the above point of
view, this paper proposes an effective method to evaluate the psychological perception
of end users by sEMG (surface electromyography). This method uses time domain
features to represent the changing trend and emotional state of different users, and
maps the relationship between psychological perception, so as to effectively evaluate
the experience quality of end users. The results show that the method can adapt to EVA
to evaluate the experience quality of vehicle Internet end users, obtain the psychological
experience quality of current users, provide strong support for service providers and
operators, and improve their vehicle network core business.
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Abstract. Vehicle voice cloud service can help drivers reduce the dependence on
vehicle operation and improve driving safety. In the related test of automobile voice
cloud service quality evaluation, the research of quantitative model is an important
part. The research and analysis of quantitative index correlation can effectively
optimize and improve the test system, provide strong objective evaluation support
for operators and service providers, and enhance the core competitiveness. Voice
cloud service is composed of many modules and involves many fields. The user’s
business experience is closely related to the end-to-end transmission elements such
as business category, terminal capability and occurrence scene. The traditional
QoE (quality of experience) evaluation can not meet the evaluation requirements.
Therefore, this paper uses the hierarchical method to build the key index system
of automobile voice cloud service, puts forward the quantitative model of QoE
test, and gives the key points The results show that the model has a high accuracy
and can provide strong support for the evaluation and testing of related services
for automobile voice cloud operators and service providers.

Keywords: QoE · FAHP · MoS · Vehicular unit

1 Introduction

With the development of Internet technology, the application of automobile voice cloud
service is more and more widely. Its main business includes TSP (telematics service
provider) business and intelligent safe driving. The former mainly includes remote infor-
mation services (such as vehicle management, traffic information, high-precision maps,
etc.) and life and entertainment services (games, video, car smart home, etc.); the lat-
ter mainly focuses on safety and auxiliary driving and formation driving. In order to
improve user satisfaction, operators and service providers usually adopt the QoS (qual-
ity of experience) guaranteemechanism to optimize the KPI (key performance indicator)
indicators. However, QoS can not reflect the characteristics of subjective perception on
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voice cloud services. Ultimately, users do not care how these KPI indicators affect prod-
uct quality, they just focus on the feeling of using the current service. Therefore, opera-
tors and service providers have shifted their service testing and evaluation from QoS to
QoE. Vehicle voice cloud service is a complex overall system. Due to the characteristics
of wireless channel conversion and mobile interconnection in vehicle environment, the
related voice cloud service is composed ofmultiplemodules and involvesmultiple fields.
The user’s business experience is closely related to the end-to-end transmission elements
such as business category, terminal capability and occurrence scene. The traditional QoE
evaluation cannot meet the evaluation requirements.

From the above point of view, this paper makes a detailed study on the indicators and
correlation Related to the experience quality of vehicle voice cloud service, constructs a
relatively comprehensive index mapping system, and forms an effective QoE evaluation
model mechanism, which provides strong support for operators and service providers
in the evaluation and testing of related services, thus improving user satisfaction and
user stickiness, It reduces the rate of users leaving the network and improves the core
competitiveness of enterprises.

2 Related Work

With the development of 5g technology, people have proposed some new methods to
improve network routing and experience qualitymeasurement [1–3].Many scholars have
also proposed new scheduling strategies andmodels based on effective user behavior and
traffic analysis methods [4, 5] to improve resource utilization, optimize the structure of
quality of experience model [6–8], and improve the performance of wireless communi-
cation related service products [9]. Some scholars have also carried out new research on
QoE [10–13]. In previous studies, many traditional speech quality assessment models
have been proposed for limited speech quality evaluation in communication services
[14]. In the field of cloud services, most voice cloud services transmit data through TCP
(transmission control protocol), resulting in high latency. In the aspect of environmental
factor assessment, many scholars have developed some new methods for speech quality
assessment in noisy environment [15, 16]. However, the evaluation result is single and
does not have the objective definition ability of end users.

ETSI (European Telecommunications Standards Institute) and ITU (International
Telecommunication Union) have successively issued a series of new standards. These
standards usually focus on the quality of user experience, and fully consider the user’s
feelings from the end-to-end point of view, which changes the limitation of only focusing
on the operators and network performance itself. As a traditional quality of service
parameter, QoS (latency, jitter, packet loss and bandwidth) is widely used in the objective
evaluation of network quality [17]. However, QoS can not reflect the overall perceived
quality of users, so it is narrow-minded [18]. Therefore, the research on QoS focuses
on mapping user metrics to defining QoE related factors. QoS measurement mainly
describes themeasurement of traditional network performance, so as to reflect the quality
of some end-users’ choice [19]. However, QoE fully considers more factors, including
cognitive and contextual metrics, to generate an objective score, so as to define the real
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experience quality of users. Some scholars have proposed some new methods to predict
the impact index in the end-to-end network [20–22], and thus confirm the QoE of the
terminal [23]. This is helpful for the construction of test cases related to QoE evaluation.
At the same time, on the premise of meeting QoE, a new communication architecture
scheme is proposed to improve energy efficiency [24]. However, due to the rapid changes
of network topology and complex service influencing factors, these methods can not be
used to define the key metrics in vehicle voice cloud services. In addition, some existing
simulation platforms and evaluation methods can not evaluate the key quality indicators
of on-board voice cloud services. Some scholars have tried to apply various traditional
mathematical methods to establish the connection model of user’s subjective perception
[25–27]. In recent years, many studies have proposed new QoE perception methods
and evaluation models [28–30]. Although these methods and models have certain value,
their forms are single and the actual evaluation efficiency remains to be investigated.
Reference [31–38] proposed a test platform and evaluation model for on-board voice
cloud service based on QoE. Through the QoE simulation of the terminal, it can truly
reflect the QoE score in the live road network test. However, the evaluation model is still
relatively simple, and the QoE impact level and factors of vehicle voice cloud service
are not comprehensive, and need to be further expanded.

Through the above research, it is found that in the user experience quality test of
vehicle voice cloud service, the user experience evaluation standard and method based
on perception classification in the original voice service can not be directly applied to
the service, and some existing achievements are relatively simple and lack of compre-
hensiveness. Therefore, this paper studies the acquisition system of vehicle voice cloud
user experience indicators, and puts forward a more comprehensive and objective quan-
titative model, which helps to reduce enterprise costs and enhance core competitiveness,
which is of great significance.

3 Analysis of Key Indicators

3.1 Influencing Factors of Vehiclar Voice Cloud Services

With the application of artificial intelligence, the voice cloud service for vehicle envi-
ronment is personified as a voice assistant. The human-computer interaction design is
also a transition from GUI (Graphical User Interface) based to the combination of VUI
(Voice User Interface)and GUI. The technology based on cloud server provides better
speech recognition ability of non fixed commands. The voice cloud service for the vehi-
cle environment has an up and down relationship in the operation process, as shown in
Fig. 1.
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Fig. 1. Uplink and downlink diagram of vehicle voice cloud service.

As shown in Fig. 1, the uplink voice is mainly used for the user to provide an
operational command that is uploaded to the cloud server through a wireless transmis-
sion. Therefore, the quality of the uplink voice, the data scheduling speed, the wireless
transmission effect, etc. are important factors. The downlink voice is mainly used to
provide the recognition result and an operational response. The speech recognition accu-
racy, cloud server performance, latency jitter and service latency are important factors
influencing the user experience quality.

3.2 Construct Indicator System

Vehicular voice cloud service is a new hybrid service, including traditional voice class,
data class of cloud communication, intelligent interaction class and other services. All
these KPI can be divided into two levels: network level (latency, packet loss, jitter„
transmission bit rate, etc.) and application level (buffer, interactive perception, signal-
to-noise ratio (PSNR), blur, motion, etc.). TMF (telemanagement Forum) has done a
lot of research on the construction of QoE indicators. Its representative achievements
analyze and define the mapping structure of performance indicator systems such as
communication interaction. Through its definition, the QoE indicator system is divided
into three levels from the bottom up, namely KPI (key performance indicator), KQI
(key quality Indicators), QoE, and the overall indicator mapping architecture is shown
in Fig. 2.
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Fig. 2. QoE indicator mapping schematic.

As shown in Fig. 2, on the basis of fully studying the working process of vehicle
voice cloud service, the system is constructed by using FAHP. The five levels that affect
wireless video quality are QoS, quality of service vehicle-mounted environment, quality
of user interaction, quality of voice, and quality of cloud. These five levels are the
first level, which are KQI layer. Each KQI layer has its own secondary weight layer,
namely KPI layer. Besides latency, jitter and packet loss, each index of the first layer
and the second layer has its own weight proportion. The construction of appropriate
QoE evaluation system can improve the ability of suppliers and operators to analyze and
forecast business in a consultative manner.
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4 Modeling

4.1 Quantitative Analysis

Subjective factors gradually turn to measurable quality system, which leads to the eval-
uation results gradually tend to the real QoE. Full research on the relationship between
QoE and its influencing factors makes us need to quantify QoE and construct the rela-
tionship between QoE and real numbers from the perspective of mapping. In this paper,
QoE index is divided into two aspects (subjective factors and measurable objective indi-
cators). With the accumulation of knowledge and the progress of technology, there are
more and more measurable systems that transform subjective factors into objective indi-
cators. We find a more accurate relationship between QoE and its influencing factors. As
a subjective indicator of QoE, it is very necessary to establish an appropriate objective
model for quantitative evaluation, which is helpful for service providers and operators
to analyze the acceptability of business, predict the real QoE, and find out the service
defects, so as to improve continuously.

Generally speaking, evaluation methods can be divided into two categories (with
reference value and without reference value). In terms of subjective and correspond-
ing objective evaluation methods, the method based on MOS (average opinion score)
recommended by ITU (International Telecommunication Union), as a method based on
machine scoring, has been applied more and more widely. This paper uses MOS, which
defines the specific criteria in ITU-T p.800 [39] recommended by ITU. The evaluation
methods are divided into five levels: excellent, good, medium, poor and bad. As shown
in Table 1, MOS has a fractional definition of 1 to 5.

Table 1. ITU-T Recommendation P.800 MOS scales.

MOS Quality Influence

5 Excellent No damage can be observed

4 Good Damage can be observed but is ok

3 Medium Slightly dislike

2 Poor Dislike

1 Bad Extremely dislike

4.2 Layer Model

Our hierarchical model can be divided into three levels: QoE, KQI and KPI. Through
the model of FAHP, the weight value of KQI and KPI layers is realized. Through the
weight value of each level, the overall evaluation index of QoE can be obtained. The
specific content is Represented by Formula (1).

QoE= ω1 × QoS + ω2 × QoCar+ ω3 × QoI+ ω4 × QoV+ ω5 × QoCloud (1)

In Formula 1, QoS, qocar, qoi, qov and qocloud correspond toQoS, vehicle environment,
user interaction, voice quality and cloud server in KQI layer respectively. Meanwhile,
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ω1, ω2, ω3, ω4 and ω5 are the weight values of each index in the KQI layer. The weight
value of each KQI layer can be obtained by formula (2).

QoX=
∑n

i= 1
ω1KPI, X=S, Car, I, V, Cloud (2)

In formula (2), QoX represents the index of each KQI layer. Then, QoE can be obtained
by formula (3).

QoE=
∑m

i= 1

∑n

j= 1
ωijKPIij (3)

In our hierarchical system, the indicators of each KPI can be obtained through subjective
or objective tests, which is conducive to get the value of KQI and obtain the final QoE
results. Takingqoi as an example, theweight value is obtained throughmatrix calculation,
as shown in formula (4).

WQoI = (0.2112, 0.2069, 0.1950, 0.1921, 0.2107) (4)

Through FAHP, similar calculation can be carried out to obtain the index weight values
of all KQI and KPI layers.

In this paper, FAHP (fuzzy analytic hierarchy process) is used to calculate the weight
value of each layer’s index to QoE effect, and establish the evaluation system. We use
the nine scale method to obtain the relative values of any two indexes. The nine scales
are shown in Table 2.

Table 2. The number of scales.

Scale Influence

0.5 Both elements are equally important

0.6 One element is a little more important than the other

0.7 One element is more important than the other

0.8 One element is much more important than the other

0.9 One element is extremely more important than the other

4.3 Bivariate Model

QoE is the subjective feeling of customers. It is very important to establish an appropriate
objective model and make quantitative evaluation, which can help service providers and
operators to analyze and predict the acceptability of business in a consultative manner.
The on-board voice cloud service is a complex overall system, involving multiple fields,
and the user’s business experience is closely related to the end-to-end transmission
elements. In our hierarchical evaluation system, theKPI corresponding toQoS layer does
not exist alone, and its effect is not independent, sowecannot get their respectiveweights.
Since the extendedKPI corresponding to packet loss and jitter is the recognition accuracy,
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this paper designs a double independent variable function F (Latency, Recognition), as
shown in formula (5).

F(Recognition, Latency) = P ∗ 4(ln(ST ) − ln(0.003Max + 0.12))

ln((0.003Max + 0.12)/Max)
+ 5 (5)

In formula (5), P = S+D+I
N , S is the number of replaced strings and the original

strings, D is the number of recognized strings and deleted characters in the original
strings, I is the number of recognized strings and inserted characters in the original
strings, n represents the length of the original strings; ST is the latency correlation
function, and Max is the maximum latency.

5 Model Testing and Indicator Analysis

In this paper, the model is tested in the commercial network scenario, the purpose is
to verify the effectiveness and reliability of the model in real scenarios. This platform
can be used as a real-time test platform. The car is the mobile carrying platform for the
test, and the vehicle brand is Rongwei 350. IFLYTEK is the service target under test,
and the mobile terminal in its data service is only used for network access. In addition,
the mobile platform uses oppo R9m. The PC system selects Shenzhou Xuanlong series,
model prot1, 4G graphics card storage, 8g memory, Intel i7 processor and windows
10 operating system. According to the design standard, ffmpeg is used to edit audio in
the format of PCM, the sampling rate is 16000, and the bit rate is 16bit; the sentence
“today’s weather in Beijing” is selected for recording, and the adult male voice has
medium speech speed. In the functional verification of recognition success rate, we can
use the advantages of the road test platform to edit the case file, add background noise
and selected noise. It is the background sound of typical vehicle running, and the format
conforms to the design standard.

Firstly, the delay and recognition accuracy indicators of the test model are set by
using the vehicle road test platform. At the same time, 10men and 10women are selected
to score the MOS of each index gradient test model, and the relationship among MOS,
latency and recognition is obtained as shown in Fig. 3.

Fig. 3. MOS’-latency-recognition accuracy relationship graph.
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As shown in the Fig. 3, as the latency and the corresponding recognition accuracy
decrease, the user’s psychological feelings tend to decline, and theMOS score gradually
decreases. When the latency is 10 S, the user reaches the psychological tolerance limit
and the recognition accuracy.When they are 0.85 and 0.7 respectively, the optimal values
of the corresponding MOS scores are 4 and 3. It can be seen that when the recognition
accuracy is 0.85 and above, the user feels good. When the recognition accuracy is 0.7 to
0.85, the user can accept, And below 0.7 is basically unbearable.

Next, the typical time and place of commercial test are determined and evaluated.
According to the environmental factors of wireless channel, themobile road network test
under real vehicle environment is carried out near residential, residential, street, Internet
cafe, underground parking, tunnel, suburbs and market, and the MOS value is obtained
as shown in Fig. 4.

Fig. 4. MOS in typical scenarios.

As shown in Fig. 4, different wireless channel environments in each location result
in significant differences in MOS. In underground parking and tunnel, the experience
quality of end users is the worst.

6 Conclusions

In this paper, the characteristics of vehicle voice cloud service are studied, and the key
index system is constructed by using FAHP. The validity of the model is verified by data
sampling, analysis and construction ofQoE test quantitativemodel, and the correlation of
relevant indicators is studied.Through the research and evaluation, the quantitativemodel
of QoE test in this paper can successfully simulate the user’s psychological perception,
meet the application of the relevant system of the vehicle voice cloud service QoE test,
bring important help to the evaluation of the vehicle voice cloud service QoE, provide
strong objective evaluation support for service providers and operators, and improve the
core competitiveness.
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Abstract. In recent years, the development of intelligent driving is rapid, the
related business is constantly upgrading, and the end-user service is becoming
more andmore perfect. From the perspective of end users, obtaining the evaluation
results of experience quality is an effective way to enhance the core competitive-
ness of business. In this paper, the mapping method of user experience quality is
established based on the frequency domain characteristics of SEMG signal, so as
to obtain the current real experience quality of intelligent driving terminal users.
Data analysis shows that this method can effectively obtain the quality of real
user experience. This study can be used as reference data to improve the business
experience of intelligent driving terminal users, improve the relevant technical
parameters, and enhance the core competitiveness.

Keywords: Physiological signals · Frequency · Domain characteristics · QoE

1 Introduction

As a research hotspot in the field of intelligent transportation, vehicle network is a typical
application of Internet of things technology in the field of transportation system [1, 2].
It is the only way for mobile Internet and Internet of things to develop into business
essence and depth [3]. The Intelligent driving refers to the car and the car, car and
road, cars and people, cars and sensing devices [4], such as interaction, realize vehicle
dynamic system for mobile communications network communication with the public,
including car and car, car and road, and sensing equipment through the established
sensing technology and network communication technology for vehicle [5], road and
environment information, and between cars and people, namely the human-computer
interaction [6], how to realize the seamless docking is key to the current research [7, 8].
In the vehicle network environment, the quality of all sensor technology and network
communication technology is measured by the experience quality of the driving user
[9–11].

Emotion recognition is a research hotspot in artificial intelligence [12], human-
computer interaction, pattern recognition and digital signal processing [13], as well as
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an important branch of emotion based computing [14]. In 1997, professor Picard of MIT
media lab proposed that affective computing is one of the research methods for emotion
[15]. Its purpose is to build a harmonious human-computer environment by giving com-
puters the ability to recognize, understand, express and adapt to human emotions, and
to make computers have higher and comprehensive intelligence. With the development
of science and technology, people have higher and higher requirements for artificial
intelligence, and how to make seamless communication between people and comput-
ers is also getting more and more attention [16–18]. As the basis of communication,
emotion plays a more and more important role in human-computer interaction. Facial
expression and voice emotion recognition systems will mature, however, both of these
are non-physiological signals that do not directly reflect the inner psychological state of
humans [18, 19]. Physiological signals (EMG, ECG, EGG) can more directly express
people’s current emotions. For example, EMG signal analysis can be used to judge the
mental stress level and muscle fatigue state [20–24].

In the vehicle-net environment, the electromyographic signals of the driving user are
easier to detect and can reflect the real experience quality of the driving user in real time.
So this article uses the eight different emotional states (No emotion, Anger, Hate, Grief,
Platonic love, Romantic love, Joy and Reverence) under electromyographic signal, and
analyzes the relationship between their frequency characteristics and emotional state, in
order to get through the electromyographic signal parameters to evaluate the quality of
the vehicle under the network environment the user experience.

2 Related Work

Physiological signal refers to the signal spontaneously produced by human body in the
physiological process, which contains a lot of information in human emotion and has
great research significance. Physiological signals are regulated by the human nervous
system and endocrine system, which can directly reflect the real emotions of human
beings, and can greatly reduce the interference of other factors in the process of emotion
recognition [25]. In the context of Intelligent driving, physiological signals change with
the change of driving users’ experience results of sensing technology and network com-
munication technology, and the quality of user experience can be directly or indirectly
reflected by the changes of human physiological signals [26]. By analyzing the rela-
tionship between driving user physiological signal characteristic parameters and user
experience quality, we can regard the evaluation system as an open-loop system, taking
human physiological signal changes as the input of the system and user experience qual-
ity as the output of the system [27]. The open-loop system can objectively represent the
driving users’ experience quality of various sensor technologies and network commu-
nication technologies of the Intelligent driving, so as to facilitate technicians to adjust
relevant technical parameters in real time.

The electromyographic signal is the bioelectrical signal produced by the muscle
activity and is the synthesis of the single action potential produced by the motor unit.
SEMGsignals are recorded from the skin surface and reflect the functional state of nerves
and muscles. Because EMG signals can be recorded noninvasively, EMG signals have
been used in a variety of fields, including motion analysis, neuromuscular system anal-
ysis, neuromuscular disease diagnosis, and prosthesis control. Because of SEMG signal
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can overcome the problems existing in the subjective psychological evaluation, quanti-
tative analysis of the working load and muscle function status and high correlation exists
between the indexes and subjective fatigue, so its in human computer interaction and
ergonomics application has a unique advantage, for the improvement of man-machine
environment provides a more objective and effective theory basis [28, 29].

In terms of human-computer interaction, facial expression and speech emotion recog-
nition system [30, 31] is relativelymature.However, thesemethods are non physiological
signals, which can not directly reflect the internal psychological state of human beings.
Compared with facial images and speech, physiological signals can express people’s
emotions more directly [32–34]. For example, GSR (galvanic skin reaction) can be used
to analyze and judge people’s psychological stress level [33]. As the sumofmusclemotor
potential, SEMG can quantitatively determine the internal load state of human body and
evaluate the muscle stress state. Since SEMG signal can be obtained noninvasively,
SEMG signal has been used in many fields, including motion analysis, muscle system
analysis, muscle disease diagnosis and prosthesis control. SEMG signal has a relatively
mature analysis method and acquisition technology, which is suitable for the evaluation
of user’s forelimb muscle state. In order to obtain the user’s psychological and emo-
tional state, determine the quality of user experience, and improve the human-computer
interaction environment [27, 36].

Studies show that when the human body for a long time in a less or more excited
emotional psychological state, the system remains tense muscles, it will produce a cer-
tain amount of load, the load build-up can cause muscle changes in physical properties
of excitability and conductivity and reduced contractility, muscle physical exhibition
staying power and flexibility is abate, the muscle will not be able to produce, the force
needed for this phenomenon is called muscle fatigue. When fatigue occurs, the conduc-
tion velocity of muscle fibers decreases, and local muscles will produce such sensations
as soreness, numbness and weakness. Therefore, it is an effective experimental method
to extract surface EMG signals and find out the frequency characteristic parameters
reflecting the change of conduction velocity [37, 38].

3 Assessment Process and Data Analysis

The end user experience quality evaluation process based on SEMG is shown in Fig. 1.
As shown in the figure, physiological comfort index includes human body pressure

distribution data and EMG signal data. According to the data characteristics of physio-
logical signal indicators and five levels of comfort evaluation level, the evaluation data
set K = {k1, k2, · · · , kn} is defined by maximum value and minimum value method, As
shown in formula (1):

z = max(x) − min(x)

n
(1)

Among them, max(x) and min(x) represent the maximum and minimum values of a
class of physiological data, n ~ xij values are graded, and z ~ n values are the mean
difference between the grades. In this paper, trapezoidal fuzzy method is used to reflect
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Fig. 1. Assessment process.

the subjectivity of the end-users, and the correlation between the evaluation indexes and
the evaluation data set is studied. As shown in formula (2).

αij =
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αMR
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)
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)
∪

(
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)
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Among them, aij is the membership degree of the uij index to the evaluation set
K = {k1, k2, · · · , kn} , αL

ij, α
ML
ij , αMR

ij , αR
ij is the coordinate value of the trapezoidal

membership function respectively, and there is αL
ij < αML

ij < αMR
ij < αR

ij . If αL
ij <

αML
ij = αMR

ij < αR
ij , the trapezoidal membership function is transformed into a triangular

membership function.
The experimental results show that the conduction velocity ofmuscle fibers is directly

related to local muscle fatigue. Surface emg signals are extracted and converted into
frequency characteristic parameters that can reflect the change of conduction velocity,
thus reflecting the fatigue degree of muscles. These characteristic parameters are mainly
obtained through time-domain and frequency-domain analysis.

In frequency domain analysis, the main analysis method is to conduct fast Fourier
transform on EMG signal to obtain the spectrum or power spectrum of EMG signal,
which can reflect the changes of EMG signal in different frequency components, so
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it can better reflect the changes of EMG signal in frequency dimension. The spectral
shift of SEMG signal power spectrum can be used as an experimental indicator of the
conduction velocity of muscle fibers.

In order to quantitatively characterize the spectrum or Power spectrum of SEMG sig-
nals, researchers often use the following two indicators, namely Mean Power Frequency
(MPF) and Median Frequency (MF).

The calculation method distribution of MPF value and MF value is as follows:

MPF =
∞∫

0

fP(f)df

/ ∞∫

0

P(f)df (3)

MF∫

0

P(f)df =
∞∫

MF

P(f)df = 1

2

∞∫

0

P(f)df (4)

Where P(f ) is the EMG power spectrum.
Because the average power frequency is highly sensitive to the frequency spectrum

variation under low load conditions, it can be used as the reliability measurement param-
eter of local muscle fatigue in human body. This experiment mainly detects the change
of SEMG signal spectrum under different psychological and emotional states of users.
There is no obvious muscle activity. However, due to the long-term load accumulation
process, frequency-domain parameters are adopted for analysis.

4 The Experimental Results

In this paper, the emotional physiology database of MIT was used as the source data for
processing and analysis. According to the data processing results, the upper extremity
SEMGsignals corresponding to different experience quality of users in the actual vehicle
network environment under driving conditions were collected in subsequent studies.

The MIT emotion physiology database is 32 physiological data sets per day for
20 consecutive days. The DataSet I consists of four physiological signals and eight
emotional state measurements. The experimenter sat in a quiet space at the same time
every day and tried to experience eight emotional states under the guidance of the
computer prompt system, and recorded the physiological signals of the experimenter
in real time. The sampling frequency of all data was 20 Hz and the sampling time was
100 s. Participants were asked to experience eight emotional states: No emotion, Anger,
Hate, Grief, Platonic love, Romantic love, Joy and Reverence.

The average power frequency (MPF) of SEMG signals in eight different emotional
states of the subjects within 20 days was calculated and plotted as the corresponding
histogram, as shown in Fig. 2. Since the experimental data are 2000 data of subjects in
different emotional states, the duration of each emotion cannot be controlled absolutely,
so the 2000 data in the data set may be intercepted at the beginning or end of the emotion.
We took the average value of the 20-day measurement data and observed the mean value
of MPF value of the experimenter’s SEMG signal under different emotions, as shown
in Fig. 3.
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Fig. 2. Histogram of MPF value of SEMG signal in eight states.

Fig. 3. Mean MPF value of SEMG signal in 8 states within 20 days.

According to the results in Fig. 1 and Fig. 3, under Anger, Grief, Romantic love and
Joy, SEMG signal MPF value had a larger amplitude, It indicates that the conduction
velocity of muscle fibers is faster. The MPF value of SEMG signal was smaller under
Platonic love, emotion and No emotion, and the results indicate that the conduction
velocity of muscle fibers is slow.

Previous studies showed that the average power frequency MPF decreased with the
gradual fatigue of muscles under static load. This experimental data for the subjects
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did not appear under the muscle fatigue of acquisition, and no obvious passive fatigue
phenomenon, thus the experimental results show that if the experimenter long-term at
our Romantic love, Joy, Anger, Grief and four kinds of emotion, the muscular system
will continue to be nervous, reduce muscle fiber conduction velocity and muscle fatigue
state, the decrease of the quality of the user experience. If the subjects were in the three
emotions of Platonic love, emotion and No emotion for a long time, the muscle system
was relatively relaxed, and the excitability, conductivity and contractibility were less
affected by the time dimension, which would not change significantly. The subjects
were not prone to obvious fatigue, indicating that the user experience quality was good.

Figure 4 shows the spectrum of SEMG signals in eight emotional and psychological
states of the subjects during the test on a certain day. The SEMG signal spectrum dia-
gram showed that the frequency spectrum amplitude of the subject was larger in Anger
and Romantic love, and the high and low frequency parts were significantly increased,

Fig. 4. SEMG spectrum diagram.



User Experience Quality Analysis Method Based on Frequency Domain 723

indicating that the muscle system of the subject was prone to fatigue in a certain period
of time under these two emotions. Under emotion and No emotion, the amplitude of
SEMG signal spectrum was small, and the distribution of high and low frequency was
less, indicating that themuscle system of the subjects was not prone to fatigue in a certain
period of time under these two emotions, and the quality of user experience was better
than other psychological and emotional states.

Experiment found that the short-time Fourier transform of MPF, to some extent can
well represent changes of muscle fatigue, but because of the Fourier transform is only
applicable to smooth the mutations in the signal, so when change the SEMG signal,
based on Fourier transform of frequency domain feature is not difficult to fully reflect
the changes of muscle fatigue. Due to the experimental data for the subjects in the
corresponding part of the SEMG signal with emotional state, likely in the mood or end
the beginning of the end, there may be a jump, the results can only qualitative analysis
to get the user psychological emotional state and there were some correlation between
physiological signal characteristic parameters, can be used to get the user experience as
a quality reference data. Later research can obtain corresponding user SEMG signals by
changing various technical parameters in the Intelligent driving environment, and use
more characteristic parameters to represent the user experience quality under different
technical parameters, so as to provide guiding data for a more harmonious human-
computer interaction environment.

5 Conclusion

In this paper, the mapping method of user experience quality is established based on the
frequency domain characteristics of SEMG signal, so as to obtain the current real expe-
rience quality of intelligent driving terminal users. Data analysis shows that this method
can effectively obtain the quality of real user experience. The relationship betweenMPF,
the characteristic parameter of SEMG signal in frequency domain of No emotion, Anger,
Hate, Grief, Platonic love, Romantic love, Joy and mood state of subjects was analyzed
to provide reference data for judging the quality of user experience. The experimental
results showed that in the state of Anger, Hate and other psychological mood swings,
users had a large MPF amplitude and a large frequency spectrum in the low and high
frequency bands, indicating that in this emotional state, the muscle system would be
continuously tense, resulting in decreased muscle fiber conduction velocity, relatively
easy muscle fatigue and decreased user experience quality. When users experience less
disturbance of emotion such as agitation and No emotion, the muscle system is rela-
tively relaxed, the excitability, conductivity and contractility are less affected by time
dimension, and No significant change will occur. Users are not prone to obvious fatigue,
indicating that the user experience quality is good.

The research results of this paper show that SEMG signals can be used as physi-
ological signals to directly obtain user experience quality in the context of the Intelli-
gent driving, and the characteristic parameters of user SEMG signals can be acquired
in real time. The influence of technical parameters of the Intelligent driving on user
experience quality can be analyzed, so as to create a more harmonious and integrated
human-computer interaction environment.
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Abstract. Linear Wireless Sensor Networks (LWSN) play an important role in
bridge healthy monitoring, such as vibration, deformation, stress and so on. It is
basically based on the observation that energy balance and delivery rate directly
determine the running time of the networks. So, we proposed an energy balance
aggregate model. Specially, we first compute the energy consumption and data
delivery of each node in the network according to LWSN network model. The cal-
culation conditions of energybalancing anddelivery rate are then obtained. Finally,
we have tested the performance of the proposed model. Simulation experimental
results demonstrate that the proposed method can produce reliable performance,
which is suitable for bridge healthy monitoring.

Keywords: Linear Wireless Sensor Networks · Bridge healthy monitoring ·
Energy balance · Delivery rate

1 Introduction

Bridge real-time online monitoring and state evaluation can ensure the safety of the
bridge and extend its service life. Wireless sensor network (WSN) plays an important
role in bridge health monitoring, such as vibration, deformation, stress and so on. WSN
is generally characterized by a set of sensor nodes deployed in resource constrained fixed
area [1, 2]. The collection nodes sense a specific characteristic phenomenon in bridge
health monitoring and route the collected data to a relatively small number of sink nodes
for processing and analyzing. The bridge health monitoring based on WSN is a time-
consuming process, the speed and balance of energy consumption directly determine
the running time of the networks [3–5].

Up to now, many energy balancing approaches have been presented to pursue the
best trade-off between the different energy-consuming activities. Such as, Kacimi et al.
[6] used lifetime maximizing for optimization of nodes energy consumption to improve
network performance. To eliminate collisions and obtain a bound on the time required to
complete converge-cast, TDMA scheduling algorithms has widely concerned, which are
introduced under WSN-based framework [7–10]. Liu et al. [11] used TDMA schedul-
ing algorithm for general k-hop networks, which aim to maximize network lifetime
through optimal and selecting hop-count, and the number of timeslots. These methods
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were exploited on the basis of energy balancing strategies and thus achieve fairly high
performance. However, in most cases, delivery rate is ignored. We proposed a model
which considering both delivery rate and energy balancing based on LWSN for bridge
health monitoring.

2 Method

In the simplified LWSN, there are several standard nodes and one sink node, the standard
nodes deliver the data to the sink node through the wireless link, which is shown in
Fig. 1. In the process of data delivery, the standard node forwards the data to the sink
node through any node. Suppose that in LSWN, node i needs to deliver N packets to
the sink node in unit time, where the location of the sink node is denoted as s, and the
probability of sending packets to neighbor node j is represented by pij, the probability of
successful delivery is qij. Each node needs to receive and forward in the whole LWSN
is denoted as follows:

The number of packets sent by node j is denoted and computed by,

NTj = N +
∑j

i= 1
pijNTi (1)

The number of packets received is calculated and indicated by,

NRj =
∑j

i= 1
pijNTi (2)

The total number of packets sent and received by node j is represented by,

Nj = NTj + NRj = N + 2
∑j

i= 1
pijNTi (3)

The number delivered by the ith node to the sink node is as,

NDi = N

(
pisqis +

∑s−1

j= i+1
pijQjs

)
(4)

where Q(s−1)s = p(s−1)sq(s−1)s.
In order to achieve energy balance, lower total energy consumption and higher

delivery rate, the following relationships need to be met:

(1) max
(∣∣Ni − Nj

∣∣) < α, where i �= j and j = 1, 2, 3 · · · s − 1.
(2)

∑s
i= 1Ni < β

(3)
∑s

i= 1NDi > γ

In general, the smaller the values of α and β show better, the larger the values of γ

denotes better quality.When the total amount of node delivery is as small as possible, the
smaller the difference in energy consumption between each node show the better. Due
to the delivery rate of data decreases exponentially according to the distance between
nodes, the farther the transmission distance, the lower the delivery success rate of data.
We need to consider the delivery rate of data as well as the node delivery rate.
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Fig. 1. LWSN network topology

3 Experimental Results and Analysis

3.1 Subjective Evaluation Analysis

The experimental network topology is shown in the Fig. 2. We present a network with
four acquisition nodes and one sink node. Each acquisition node can communicate with
two neighbour nodes. We set each standard node to transmit 1000 packets to the sink
node, and the delivery rates of the two neighbour nodes are 1 and 0.8 respectively. At the
interval of 0.1, the transmission probability of each acquisition node to the neighbour
node is traversed, and the final delivery rate and energy consumption of the node are
counted, so as to find the optimal link aggregation process.

Fig. 2. Experiment topology.

3.2 Performance Evaluation

The simulation results are shown in Fig. 3. The abscissa represents the normalized
variance of node energy consumption, which is used to represent the energy balance
between nodes, “o” represents the delivery rate value of nodes, and “*” represents the
total normalized energy consumption. It can be seen from the figure that the minimum
total energy consumption is directly proportional to the delivery rate under the condition
that the energy consumption difference of the whole node is small.
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Fig. 3. Simulation results.

4 Conclusion

Energy balance and delivery rate are key determinant in Linear Wireless Sensor Net-
works for bridge healthy monitoring. Building computational models to estimate energy
balance and delivery rate is thus of great importance. In this paper, we proposed an energy
balance aggregate model. To this end, according to LWSN network model, energy con-
sumption and data delivery of each node in the network are first computed. Then we
give calculation conditions of energy balancing and delivery rate. Finally, we have tested
the performance of the proposed model. Simulation experimental results demonstrate
that the proposed method can produce reliable performance, which is suitable for bridge
healthy monitoring.
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Abstract. Based on the perspective of ecological bottom-line thinking, govern-
ment administration and corporate manufacturing are a new kind of cooperation
instead of the relationship between cat and mouse. The corporate and the gov-
ernment are committed to sustainable economic development in the context of
ecological and environmental protection. The ecological value preference param-
eters are introduced in the classic incentive contract model, and the improved
incentive contract is constructed in the framework of ecological bottom-line and
economic sustainable development thinking of government administration and
corporate social responsibility, and the model equilibrium is analyzed. Finally, a
numerical example is constructed to verify the correctness of the conclusion. The
research results show that the introduction of ecological value preference param-
eters can effectively coordinate the interests of government and corporate, and
control incentive costs; the ecological value preference of government and corpo-
rate, the marginal output of corporate and risk aversion will affect the change of
incentive contracts.

Keywords: Bottom-line thinking · Government administration · Contract design

1 Introduction

Since the reform and opening up, with GDP as the main economic assessment indicator
and the values of pollution before treatment, the demand for natural ecology far exceeds
its carrying capacity. In some areas, local resources are being developed arbitrarily,
and the relationship between economic development and ecological environmental pro-
tection has not been handled properly. Economic development has been traded at the
expense of unrestrained consumption of resources and environmental damage, result in
increasingly prominent energy resources and ecological environmental problems. Some
areas do not hesitate to touch the ecological bottom line and have achieved short-term
high-speed economic growth at the expense of the natural environment. However, due
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to high resource consumption and heavy environmental pollution, which caused seri-
ous pollution of water bodies, the atmosphere or soil, urban haze weather has become
the norm. The serious imbalance of natural ecosystems has become a serious prob-
lem for sustainable economic development. Facing the severe situation of intensified
resource and environmental constraints, ecological environment pollution and ecosys-
tem degradation, we must re-examine and coordinate the relationship between ecology
and development.

Under the environmental governance system, it must emphasize and establish the
ecological development concept of Lucid waters and lush mountains are invaluable
assets, building an environmental administration system in which the government dom-
inates, enterprises as the main body, social organizations and the public participate
together, and improving the ecological environment Management system to resolutely
stop and punish acts that damage the ecological environment. The economic develop-
ment model based on development and ecological bottom line thinking reflects the value
orientation and ecological ethics of ecological civilization construction. The economic
development mode based on the bottom-line thinking means controlling economic con-
struction activities within the range that the natural environment can bear, advocating the
construction of ecological civilization, promoting the trans-formation of economic devel-
opment pattern, and combine ecological environmental protection with the optimization
of the spatial distribution of productivity to forma spatial structure of resource-saving and
protecting environment.Wewill insist on building an environmentally-friendly economy
and sustainable development with low cost, high efficiency, low emissions.

Under circumstance of the new normal of economic development, the government
should not only ensure sustained and rapid development of economic construction in
accordance with the established goals, but also enable enterprises to obtain considerable
economic benefits, While achieving economic benefits, enterprises do not sacrifice the
eco-logical environment at the expense of the ecological environment, but also promote
the restoration and protection of the ecological environment system. We intend to intro-
duce preference parameters of corporate social responsibility, and discuss the long-term
mechanism design of sustainable economic development in the context of corporate
social responsibility and government governance from the perspective of keeping the
bottom-line of economic development and ecological protection. On the one hand, enter-
prises should bear the corporate social responsibility to protect the environment, and can
obtain considerable economic benefits without touching the ecological bottom-line. On
the other hand, the government should strengthen the ecological environment manage-
ment, which not only can protect the ecological environment system, but also ensure the
economy runs smoothly, safely and sustainable.

The paper is organized as follows. In Sect. 2, we review the literature regarding
bottom-line thinking involving development and conservation of ecosystem between
enterprise and government. We not only discuss the difference of ecological bottom-line
and ecological bottom red line but also the game between enterprise and government.We
have built contract model and assumption in Sect. 3. We analyzed the model and discuss
influence on parameters in Sect. 4. The validity of model is verified with a numerical
example and simulation in Sect. 5, and we conclude in Sect. 6.
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2 Literature Review

Bottom-line thinking is a kind of strategic thinking, a thinking method and mentality
bottom-line-oriented. It is an insurmountable critical line, critical point or critical area
that the main body set according to his own interests, emotions, morals, and laws. It
will lead to qualitative changes in attitudes, positions and decisions once the main body
crosses the bottom-line (Louwei 2015). Bottom-line thinking points out possible risks
and worst-case scenarios, and makes scientific judgments through systematic thinking,
then keeps the bottom-line and pursues the best results of the system. It not only warns
people to take precautions, carefully evaluate development risks, but also guides people to
be mentally prepared to turn challenges into opportunities and passive to active, pursues
the best results from the worst, and pursue the most optimized results while keeping the
bottom-line, in order to achieve the best results and better established goals (Zou et al.
2015).

The bottom-line thinking is applied to the construction of ecological civilization,
that is, the ecological bottom-line. It refers to the ecological security line that cannot be
broken out. It is the minimum standard for maintaining basic regional ecosystem and
ecological security. It is not only including a synthetic system that maintaining basic
ecosystem services, the security pattern of hydrological regulation, climate regulation,
water supply, and biodiversity protection, but also including the bottom-line of ecologi-
cal function, environmental quality and safety, and natural re-source use, etc. (Liu 2015)
Similar to the ecological bottom-line, there is also the ecological red line. Whether it is
the ecological bottom line or the ecological red line in the perspective of connotation,
it is the lifeline of ecological security, public health, sustainable development, and the
ecological environment. Ecological red-line is a legal or institutional management tool
with legally binding protection for the ecological bottom-line and restricts acts that dam-
age ecosystems. Therefore, the ecological bottom-line more reflects the load-carrying
limit of the natural system itself, and the ecological red-line is a kind of protection line
set by the law and helping to keep the ecological bottom-line, it is the legal basis for
investigating the legal responsibility for destroying the ecological environment (Wenzhi
2016).

Many scholars have studied the relationship between ecological environmental pro-
tection and economic development from different perspectives. For example, Peter Van-
dergeest et al. (2012) believe that transnational ecological certification can strengthen
global ecological protection. The education policy of sustainable ecological-centered
proposed by Gorobets A (2014) that can shape people’s mentality and behavior, rather
than dominate the current Economic growthmodel to avoid systemic global environmen-
tal problems. Zhang Wei et al. (2011) believe that a platform for government-business
cooperation should be established to provide a green technical support system and finan-
cial services, support the construction of ecological civilization, incorporate ecological
civilization indicators into the performance evaluation of government, and strengthen
ecological civilization legislation. DeCanio S J et al. (2013) applied game theory to
study the issue of climate diplomacy, discusses the prisoner’s dilemma, the cock-fighting
game and so on by constructing the 2 x 2 game model, intergovernmental negotiations
depended on the severity of climate change risks. Shaoqing Chen et al. (2013) Proposed a
comprehensive ecosystem-oriented risk assessment, which is helpful for environmental
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management. Korhonen J (2004) studied strategic decisions for sustainable development
from the perspective of industrial ecology, and promoted industrial ecological integra-
tion through ecological economics and environmental management. Boland A et al.
(2012) Studied the public participa-tion of community-based environmental protection
activities, and discussed the incentive structure of project organizers and participants for
China’s green community activities.

However, Chinese scholars research the strategic games among government, enter-
prises and environmental protection departments from the perspective of game theory.
Chuanjiang Liu (2014) believes that the essence of the environmental pollution problem
in the new urbanization construction is the result of a game of the four main interests of
the central government, local governments, enterprises and farmers. Like Wang (2016)
believes that the primary task of the local government’s environmental pollution preven-
tion and control policy reform is to break through the complex interest entanglements.
Xu Lin (2016) used dynamic game theories to establish the game models of government
and polluting companies, polluting companies and insurance companies, respectively,
Research conclusions show that to break through the plight of environmental pollution
responsibility, the government should improve environ-mental legislation as soon as pos-
sible, strictly enforce the law, and provide insurance companies and insurance companies
with Appropriate subsidies. Li Bin’s (2015) research shows that the expansion of land
finance scale has exacerbated environmental pollution, and economic growth, urban-
ization and energy efficiency are reasons of environ-mental pollution. Sunzhe Wong
(2018) believes that the distortion of incentives will lead to poor government supervi-
sion, and setting strict responsibilities can reduce incentives. Wenbing Luo et al. (2015)
believed that the establishment of a total emission control and distribution mechanism
for pollutants in river valleys could strengthen the prevention and control of water pollu-
tion. Sun han’s (2015) research shows that the government’s environmental super-vision
and related policy support is an important means to promote water pollution control
in the western minority areas. Studies such as Fengxia Han et al. (2017) believe that
the government should increase penalties for non-environmental protection behaviors,
and enterprises should carry out green design and production, change production mode
and protect the ecological environment through the support of green finance. Tong Yan
(2016) believes that reasonable rules and technological innovation should be established
to reduce pollution costs. Wang Xianjia (2018) used the evolutionary game to coordinate
the path of environmental governance by considering the benefit coefficient, cost and
vision level. Liao Qi et al. (2019) Proceeded from the protection of the ecological barrier
in Hu-bei, which believed that the battle against pollution prevention and control should
be done well and the ecological environment safety should be continuously improved.
Zheng Jianxia et al. (2017) Studied the planning innovation and institutional break-
throughs in the transition from ecological priority to ecological control from the aspects
of ecological protection red line planning, concept definition, red line delineation, and
policy control in Ningbo.

Based on the above comprehensive analysis, there are many studies on ecological
environment issues, there still exist some problems: some scholars mainly focus on
ecological environmental protection, industrial ecology and global ecological issues
from a perspective of macro level, while the others scholars research eco-environment
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issues from a perspective of micro-level, for example, mainly focus on game theory
betweengovernment and enterprises.Which protects the ecological environment through
environmental policies, environmental legislation and punitive measures.

None of the above studies think about bottom-thinking from the perspectives of
development, ecology and corporate social responsibility. We intend to establish a con-
tract based on corporate social responsibility (CSR) and government management from
the framework of development and ecological bottom-line thinking and corporate social
responsibility, the assay introduce CSR value preference parameters into the contract, to
discuss impacts of contract resulted from value preference parameter of the government,
marginal output of enterprise unit effort based on CSR and risk aversion attitude of the
enterprise. The government and enterprises will change the traditional game “cat chases
for mice” through cooperation and creation, they are no longer conflicting. The govern-
ment supports enterprises with technological reforms and industrial upgrading. Based on
the corporate social responsibility, applying bottom-line thinking, the enterprise obtains
economic benefit through developing green economy, recycling economy and other eco-
logical economy methods, the government achieves good political performance through
green GDP.

3 Model Assumption and Establishment

Within the framework of development and ecological bottom-line thinking, both gov-
ernments and enterprises will consider their own benefits in long run, the government
requires enterprises to fulfill their corporate social responsibilities and create more eco-
nomic value and social value without touching the ecological bottom-line or ecological
red-line. In order to obtain long-term benefits, enterprises generally also perform corpo-
rate social responsibilities and carry out production in the conditions of protecting the
ecological environment system in accordance with the requirements of the government
to govern the environment. When enterprises transform from destructive production to
ecological economy or implement environmental protection measures, it is generally
necessary to experience technological reform& industrial structure upgrading and input
manpower and financial & material resources of large quantity, which increases pro-
duction and management costs with reduced operation profit, and so, enterprises have
no motivation to perform actively their corporate social responsibilities and participate
in ecological environment construction. Therefore, in order to the government will take
measures to curb environmental pollution. Therefore, government will provide political
and fund supports for enterprises, stimulating them to input on environmental protec-
tion and ecological civilization construction, so as to ensure the normal operation and
sustainable development of the economic and social development as well as to protect
the ecological environment system from damage.

To explain game behavior between government (G) and enterprise (E), assumptions
are hereby made as follows:

Assumption 1. Tomake convenience for problem discussion without loss of generality,
it is assumed that enterprise should transform from destructive production to sustainable
ecological economic production based on bottom-line thinking, the benefits created
through ecological economic construction or transformation as w = re + ε. Where, e
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refers to effort level made by enterprises to meet requirement of ecological economic
transformation (including the input ofmanpower, financial resources,material resources,
technical reform and structure upgrading, etc., For the convenience of the discussion,
the following efforts are the same as those expressed here) based on corporate social
responsibilities. e ∈ [0,+∞);r refers to marginal output made by enterprises working
on ecological economy, which subject to effort level of enterprise, ε refers to exogenous
and independent random variable. It is assumed that random variable should comply
with N (0, σ 2) distribution.

Assumption 2. It is assumed that in order to stimulate enterprise to undertake corporate
social responsibilities and engage in ecological economic construction, the government
should provide enterprise with linear mixed incentive contract s = α + βw. Where:α
refers to fixed compensation provided by government to compensate enterprise for eco-
logical economic construction investment and carry out corporate social responsibilities;
β ∈ [0, 1] refers to distribution coefficient provided by government for enterprises work-
ing on ecological economic construction and creating value (it is assumed hereof that
government should distribute earnings with enterprises through fiscal taxation); larger β
indicates less tax collected by government from enterprises and more support of govern-
ment for enterprise, and vice versa. When α is 0, it indicates that government provides
performance contract; when β is 0, it is fixed contract. Meanwhile, effort cost function
of enterprise is assumed as C = be2/2, where b refers to effort cost coefficient of enter-
prise. Effort cost of enterprise is related to effort level e,with C

′
(e) > 0,C ′′(e) > 0.

Namely, C is the strictly convex function of e. With effort level e increasing, effort cost
C increases more rapidly.

Assumption 3. Assuming the government is risk-neutral and enterprise is risk-averse;
the absolute risk- aversion measurement of ρ > 0, risk cost should be ρβ2σ 2/2.

According to the above assumption, certain equivalence income of enterprise is

CEE = α + βre − be2/2 − ρβ2σ 2/2

Assumption 4. As the regulator, government shall consider both long-term interest of
ecological environmental protection & sustainable development and value creation of
enterprise interest during the process of decision making, ensuring economic and social
sustainable development. Furthermore, without loss of generality, reservation utility of
enterprise is assumed as ũ = 0.

Based on the above assumptions, the decision-making behavior of government can
be expressed as:

max
α,β,e

EUG = (1 − λ)[(1 − β)re − α] + λre (1)

s.t. (IR)α + βre − be2/2 − ρβ2σ 2/2 > ũ (2)

(IC)e ∈ argmax α + βre − be2/2 − ρβ2σ 2/2 (3)

Where,λ ∈ [0, 1] is the ecological value preference parameter of government;whenλ →
1, government pays more attention to GDP that creation of enterprise for the government
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and allows the enterprise to destroy the ecological environment for production. When
λ → 0, it means that government prefers to focus on the protection of the ecosystem and
sustainable development of economic construction considering ecological bottom-line
thinking. Promoting the upgrading of industrial structure, industrial transformation to
protect the environment with incentive measurement.

4 Model Equilibrium and Analysis

4.1 Model Equilibrium

Backward induction is applied to solve game equilibrium between government and
enterprise based on development and ecological bottom-line thinking underneath. Since
incentives and constraints cannot be constrained under complete information conditions,
government governance can force companies to execute contracts. Therefore, for the
optimal problem (1), in the equilibrium state, the constraints in formula (2) are tight.
Namely, the following formula comes into existence:

α + βre = be2/2 + ρβ2σ 2/2 + ũ

Substituting the above formula into the objective function (1):

max
α,β

re − (1 − λ)(be2/2 + ρβ2σ 2/2 + ũ) (4)

Furthermore, calculate the first-order optimal condition of the effort level in formula
(3):

e = βr/b (5)

Substituting formula (5) into formula (4), and calculate β the first derivative, we
get the optimal benefit distribution coefficient of government and enterprises based on
bottom-line thinking to encourage enterprises to protect the ecological environment and
implement industrial structure upgrade and transformation:

β∗ = r2/(1 − λ)(r2 + bρσ 2). (6)

Substituting formula (6) into formula (5), we can get the optimal effort level of the
enterprise:

e∗ = r3/(1 − λ)b(r2 + bρσ 2). (7)

According to the conditions of β∗, e∗ and formula (2), the optimal incentive
compensation given by the government can be calculated as:

α∗ =
[
r4(bρσ 2 − r2)/2(1 − λ)2b(r2 + bρσ 2)2

]
+ ũ (8)

Where, when α∗ < 0 at bρσ 2 ≤ r2 indicates the enterprise would be required to
pay the government the protection costs caused by environmental damage for produc-
tion, and the government would pay the funds for ecological environmental protection;
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when α∗ ≥ 0 at bρσ 2 ≥ r2 indicates the government will compensate the enterprise
amount of expenses to support technological transformation, upgrading and other invest-
ment, encouraging enterprises protect the ecological environment which is conducive
to sustainable economic development based on development and ecological bottom-line
thinking.

4.2 Model Analysis

To discuss the win-win cooperation mechanism between the government and enterprise
from the perspective of bottom-line thinking, the other exogenous parameters involved
in the fixed standard model remain the same. Now analyzing ecological value prefer-
ence parameters of government’s, marginal output of efforts and risk aversion attitudes,
discussing the impact of these variables on contract parameters, performance, optimal
effort levels, and costs.

4.2.1 Analysis of Contract Parameters

Proposition 1. Given that the model and other parameters are invariable:

1) With λ increasing, the government will provide enterprise with higher income dis-
tribution coefficients and compensation for transformation and upgrading. Affected
by the contract adjustment, the optimal effort level of enterprise will improve and
the total revenue w will increase.

2) With r increasing, for 0 < r2 ≤ 0.5616bρσ 2, the government will enlarge the
distribution coefficient and compensation of enterprises to ensure that enterprises
protect the ecological environment based on bottom-line thinking. When enterprise
marginal output meets 0.5616bρσ 2 < r2 ≤ bρσ 2, government will further increase
distribution coefficient of enterprise and reduce fixed compensation α to regulate
enterprise income. Under the influence of contract modification, the optimal effort
level of enterprise will increase with marginal output r increasing.

3) With ρ increasing, the income distribution coefficient of the enterprise will decrease.
Affected by contract modification, the effort level of enterprise will decrease too.
When ρ ∈ (0, 3r2/bσ 2) condition is satisfied, the government will only reduce
the distribution coefficient of enterprises, but does not reduce fixed compensation
for enterprises. When ρ ∈ (3r2/bσ 2,+∞) condition is satisfied, government will
decrease both enterprise distribution coefficient and fixed compensation.

Proof. Let’s prove the conclusion (1) in proposition 1. Fix other parameters invariable
and calculate first-order derivative of λ in formula (6)~formula (8):

∂β∗/∂λ = r2/(1 − λ)2(r2 + bρσ 2) > 0

∂e∗/∂λ = r3/(1 − λ)2b(r2 + bρσ 2) > 0

∂α∗/∂λ = r4/(1 − λ)3b(r2 + bρσ 2)2 > 0
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It can be inferred from the derivation result that β∗, e∗ and α∗ increase with λ increasing.
It is obviously knowable in combination with formula w = re + ε that total revenue w
will increase with effort level e increasing.

Let’s prove the conclusion (2) in Proposition 1, and similarly, calculate first-order
derivative r in formula (6)~formula (7):

∂β∗

∂r
= 2rbρσ 2

(1 − λ)(r2 + bρσ 2)2
> 0,

∂e∗

∂r
= r2(r2 + 3bρσ 2)

(1 − λ)b(r2 + bρσ 2)2
> 0

The result of derivation indicates that β∗ and e∗ increase with marginal output r
increasing.

Formula (8) calculates first-order derivative for r

∂α∗

∂r
= −λ2r3

[
r4 + 3bρσ 2r2 − 2b2ρ2σ 4

]

(1 − λ)4b(r2 + bρσ 2)3

Obviously, symbol of ∂a∗/∂r is subject to ϕ(r) = r4 + 3bρσ 2r2 − 2b2ρ2σ 4. Solve
ϕ(r) and reach the following conclusion:

∂a∗/∂r > 0 at r2 ∈ (0, 0.5616bρσ 2], it can be known through ∂β∗/∂r > 0
that government will increase enterprise distribution coefficient and fixed compensa-
tion to ensure that enterprises protect ecological and cleaner production; ∂a∗/∂r < 0 at
r2 ∈ (0.5616bρσ 2, bρσ 2], it can be known through ∂β∗/∂r > 0 that government will
further increase enterprise distribution coefficient, and will reduce fixed compensation
α to regulate enterprise income; conclusion (2) in proposition 1 comes into existence
according to ∂e∗/∂r > 0.

For the conclusion (3) in Proposition 1, calculate first-order derivation for formula
(6)~formula (7):

∂β∗

∂ρ
= − r2

(1 − λ)
· bρ2

(r2 + bρσ 2)2
< 0

∂e∗

∂ρ
= − r3

(1 − λ)b
· bρ2

(r2 + bρσ 2)2
< 0

∂α∗

∂ρ
= σ 2r4

2(1 − λ)2
· (3r2 − bρσ 2)

(r2 + bρσ 2)3

∂α∗/∂ρ > 0 at 3r2 − bρσ 2 > 0, namely: 0 < ρ < 3r2/bσ 2; ∂α∗/∂ρ < 0 at
3r2 − bρσ 2 < 0. Conclusion (3) shows that there is a certain interval for the risk
aversion measures of enterprises. Within the interval, the government will only reduce
the distribution coefficient, but will not reduce the level of fixed compensation. When
outside the interval, the government will reduce both the distribution coefficient and
fixed compensation, and even levies environmental protection costs on the enterprise.

Proposition 1 illustrates that the optimal effort level, distribution coefficient, and
fixed compensation provided of the government for the enterprise based on bottom-line
thinking for ecological civilization production are functions of the government’s eco-
logical value preference parameters, the enterprise’s marginal output, and risk aversion
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parameters. When the government encourages enterprises to transform and upgrade to
engage in ecological economic construction (λ → 1) based on bottom-line thinking,
they will provide enterprises with a higher income distribution coefficient and fixed
compensation. Affected by government incentives, enterprise will improve their level
of effort in upgrading and transformation, and at the same time, their total revenue will
increase. When the marginal output of unit effort increases, the government will simul-
taneously by transforming incentive method of increasing distribution coefficient and
fixed compensation to the method of enterprise performance level. At the same time,
the enterprise will improve and maintain higher level of effort. When the enterprise
risk aversion attitude increases, namely to reduce investment in environmental protec-
tion and ecological economic construction, the government will reduce the performance
income of the enterprise, and levy more taxes on environmental protection expenses.
When enterprise risk aversion level is within the expectation of government, it will
only decrease distribution coefficient, and will not reduce fixed compensation for enter-
prise; if it exceeds expectation of government, it will reduce both distribution coefficient
and fixed compensation of enterprise. Enterprise is enforced to carry out technological
transformation and industrial upgrading based on bottom-line thinking through reverse
incentives.

4.2.2 Economic Benefit Analysis

Proposition 2. Given the model and other parameters are invariant, and the following
conclusions may be drawn:

1) As the value preference parameter λ increases, the economic output of enter-
prises will increase while revenue (mainly tax) of government will decrease. When
λ ∈ (

0, 1
/
2
)
, income of government is positive with per unit increasing income

of enterprise greater than that of government. When λ ∈ (
1
/
2, 1

)
, income of gov-

ernment is negative with per unit increasing income of enterprise less than that of
government.

2) As the marginal output r increases, the economic output of the enterprise will
increase. When 0 < λ < 1

/
2, the government’s certainty income will increase

as r increases; when 1
/
2 ≤ λ < 1, certain income of government will decrease as

r increases.
3) As riskmeasurementρ increases, the economic output of the enterprisewill decrease.

When λ ∈ (
0, 1

/
2
)
, certain income of government will decrease as ρ increases;

when λ ∈ [
1
/
2, 1

)
, certain income of government will increase as ρ increases.

Prove. Proving conclusion (1) Firstly. Based on formula (6)~formula (8), calculating
the economic output of enterprise and certain income of government respectively as
following:

Ew = re∗ = r4/(1 − λ)b(r2 + bρσ 2) (9)

CEG = (1 − β∗)re∗ − α∗ =
[
r4(1 − 2λ)/2(1 − λ)2b(r2 + bρσ 2)

]
− ũ (10)
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Calculating first derivative for formula (9) and formula (10) concerning λ:

∂Ew/∂λ = r4/(1 − λ)2b(r2 + bρσ 2) > 0 ,

The results show that Ew will increases with λ increasing and decrease with λ

increasing. in other words, the economic output of enterprises will increase while the
government’s certainty revenue will decrease. If set ũ = 0 and CEG = 0 then λ =
1/2. Since |∂Ew/∂λ/∂CEG/∂λ| = 1 − λ/λ, for any 0 < λ < 1/2, CEG > 0, 1 −
λ/λ > 1 indicates that income of government is positive but per unit increasing income
of enterprise is greater than that of government. For any 1/2 < λ < 1,CEG < 0
1 − λ/λ < 1 indicates that income of government is negative and per unit increasing
income of enterprise is less than that of government. At this moment, government not
only obtains no tax revenues from enterprise but gives funding to ecological economic
construction of enterprisewhich are used for upgrading and technological transformation
for environmental protection construction.

Next proving the conclusion (2). Calculating first derivative for formula (9) and
formula (10) concerning r respectively:

∂Ew

∂r
= 2r3(r2 + 2bρσ 2)

(1 − λ)b(r2 + bρσ 2)2
> 0,

∂CEG

∂r
= (1 − 2λ)r3(r2 + 2bρσ 2)

(1 − λ)2b(r2 + 2bρσ 2)2
.

According to ∂Ew
/
∂r > 0, as r increases, economic outcome of enterprisewill increase.

According to the sigh of ∂CEG
/
∂r, conclusions can be drawn: when λ ∈ (0, 1/2), it

has ∂CEG/∂r ≥ 0 which shows that income of government will increase as r increases.
When 1/2 ≤ λ < 1, there is ∂CEG

/
∂r < 0 which shows that income of government

will decrease as r increases.
For the conclusion (3) in the proposition, calculating first derivative for formula (9)

and formula (10) concerning ρ respectively:

∂Ew

∂ρ
= − r4

(1 − λ)b
· bσ 2

(r2 + bρσ 2)2
< 0,

∂CEG

∂ρ
= − r4(1 − 2λ)

2(1 − λ)2b
· bσ 2

(r2 + bρσ 2)2

According to ∂Ew
/
∂ρ < 0, It is known that risk aversion is enhancing, the economic

returns of enterprise will decrease. When λ ∈ (0, 1/2),∂CEG
/
∂ρ > 0 which indicates

that asρ increases income of governmentwill decrease.Whenλ ∈ [1/2, 1),∂CEG
/
∂ρ >

0 which shows that as ρ increases income of government will increase.
Proposition 2 shows that in the process of the government governing the environment

and motivating enterprises, if the government pays more attention to ecological values
and supports the upgrading of enterprises (λ → 1), the economic income both govern-
ment and enterprises will be increasing. When λ ∈ (

0, 1
/
2
)
, revenue of government is

positivewhile revenue of government itself will decrease and increasing income of enter-
prisewill be greater than decreasing income of government.When λ ∈ (

1
/
2, 1

)
, income

of government is negativewhile increasing income of enterprisewill be less than decreas-
ing income of government. During the process of actual distribution, government will
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adjust distribution coefficient β and fixed compensation α to adjust income of enterprise
and result in income of government more reasonable. Therefore, when value preference
of government prefers to mutual benefits, namely, the government focus on long-term
interests with the bottom-line thinking, the revenue of both government and enterprises
will increase to achieve win-win. When risk aversion of enterprise is enhanced and only
short-term benefits are considered, the overall benefits will decrease as well as income
of government.

4.2.3 Cost Analysis

Proposition 3. Given the model and other parameters are invariant, and the following
conclusions may be drawn:

(1) With the increasing of λ, the incentive costs and the general agency costs
of enterprises due to information asymmetry will decrease. When λ ∈[
0, bρσ 2/2(r2 + bρσ 2)

)
, both incentive cost and the general agency cost are posi-

tive.Whenλ ∈ (
bρσ 2/2(r2 + bρσ 2), 1/2

)
, incentive cost is negativewhile general

agency cost of enterprise is positive. When λ ∈ (1/2, 1], both incentive cost and
general agency cost of enterprise are negative.

(2) When λ ∈ (0, 1/2), general agency cost of enterprise caused by information asym-
metry will increase with r increasing. When λ ∈ (1/2, 1), general agency cost of
enterprise caused by information asymmetry will decrease with r increasing. With
increasing r, government will control general agency cost with choosing value
preference parameter which is close to 1/2.

Proof. The relation between government and the enterprise is actually principal-agent.
For conclusion (1), when the information is symmetrical, the government can observe
the effort level that enterprise protects the ecological environment, and then the incentive
compatibility constraint IC is invalidated. The objective function of the government is
as following:

max
β,e

u′ = re − 1

2
(1 − λ)be2 − 1

2
(1 − λ)ρβ2σ 2 (11)

Calculating first derivative for formula (11) concerning β and e respectively, the
distribution coefficient and optimal effort level of the enterprise are as following:

β∗∗ = 0 , e∗∗ = r/(1 − λ)b.

β∗∗ = 0 shows that government only provides fixed compensation to the enterprises
when the information is symmetric. e∗∗ −e∗ < 0 shows that the effort level of enterprise
that protect the environmentwill decreasewhen the information changes from symmetric
to asymmetric. The net loss of economic income due to the deceasing in the effort level
of enterprise is:


Ew = re∗∗ − re∗ = ρr2σ 2/(1 − λ)(r2 + bρσ 2). (12)
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While corresponding cost savings of effort is as following:


C = be∗∗2 − be∗2

2
= (2r2 + bρσ 2)ρσ 2r2

2(1 − λ)2(r2 + bρσ 2)2
(13)

The incentive costs incurred by the government is:


IC = 
Ew − 
C = −2λρσ 2r4 + (1 − 2λ)br2ρ2σ 4

2(1 − λ)2(r2 + bρσ 2)2
(14)

Meantime, the risk cost due to asymmetric information is


RC = ρσ 2r4

2(1 − λ)2(r2 + bρσ 2)2
(15)

Add incentive cost to risk cost to get the general agency cost:

TC = (1 − 2λ)ρr2σ 2

2(1 − λ)2(r2 + bρσ 2)
(16)

Calculating first derivative for 
IC and TC concerning λ respectively:

∂
IC

∂λ
= − (1 + λ)ρσ 2r4 + λbr2ρ2σ 4

(1 − λ)3(r2 + bρσ 2)
< 0,

∂TC

∂λ
= − λρr2σ 2

(1 − λ)3(r2 + bρσ 2)
< 0

According to ∂
IC
/
∂λ < 0 and ∂TC

/
∂λ < 0, incentive cost of enterprise and general

agency cost due to the information asymmetry will decrease with λ increasing.
There is 
IC > 0 and TC > 0 in the condition of λ ∈ [

0, bρσ 2
/
2(r2 + bρσ 2)

)
,

namely, the incentive cost and general cost of the information due to changes from
symmetric to asymmetric are both positive; there is 
IC < 0 and TC > 0 in the
condition of λ ∈ (

bρσ 2
/
2(r2 + bρσ 2), 1

/
2
)
, which means incentive cost is negative

and general agency cost is positive caused by the information changes from symmetric
to asymmetric; there is 
IC < 0,TC < 0 in the condition of λ ∈ (1/2, 1], in other
words, both the incentive cost and the general cost of the information from symmetric
to asymmetric are negative.

For the conclusion (2), ∂TC
/
∂r = (1 − 2λ)rbρ2σ 4

/
(1 − λ)2(r2 + bρσ 2)2 > 0

in the condition of 0 < λ < 1/2, which shows that when value preference parameter
λ ∈ (0, 1/2), TC will increase as r increases.

When λ ∈ (1/2, 1), ∂TC
/
∂r = (1 − 2λ)rbρ2σ 4

/
(1 − λ)2(r2 + bρσ 2)2 < 0,

which shows that when value preference parameter λ > 1/2, TC will decrease as r
increases. Because of monotonically decreases that (1 − 2λ)/(1 − λ)2 in the condition
of λ ∈ (0, 1), concerning TC with r increasing, government will choose value preference
parameter that is close to 1/2 controlling general agency cost.

Proposition 3 shows that under state of uncertain information, government will pre-
fer to ecological value. Based on development and ecological bottom-line thinking,
government will adopt measures of incentives, encouraging enterprise invests in costs to
promote technological reform and upgrading result inwin-win, ecosystem and enterprise
development can operatewell. In order to sustain this economic operationmode for a long
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term, government may decrease the pressure of information asymmetry, incentive cost,
agency cost and increase economic output efficiency of enterprise. When marginal out-
put of enterprise increases, government shall choose greater value preference parameter
to control cost and achieve win-win cooperation.

5 Numerical Examples and Simulation

Assuming a local government G to encourage enterprise E to protect the ecological
environment from the mode of traditional production to technological transformation
and upgrading based on bottom-line of development and ecological. Assuming marginal
output of the enterprise’s efforts is r and the ecological value preference parameter of
government governance is λ. Assuming enterprise’s absolute risk aversion measure is ρ,
the effort cost coefficient is b, and the standard deviation is σ . Assuming α, β, e are the
fixed compensation, distribution coefficient and effort level of the enterprise respectively.
Assumingw is income that enterprise engaged in ecological economic construction,CEG
is the government revenue, 
IC,TC are the incentive cost and the general agency cost,
respectively. And it is assumed that the retention utility of the enterprise is 0. Assumed
numerical examples of each parameter and other specific numerical changes are shown
in Table 1.

Table 1. Comparison of changes in government and enterprise parameters

r λ ρ b σ α β e w CEG 
IC TC

2.00* 0.30 0.75 0.80 35.00 0.03 0.02 0.02 0.04 0.01 2.00 2.03

4.00* 0.30 0.75 0.80 35.00 0.42 0.05 0.15 0.61 0.16 7.56 7.99

6.00* 0.30 0.75 0.80 35.00 1.94 0.10 0.50 3.00 0.76 15.47 17.51

7.00* 0.30 0.75 0.80 35.00 3.42 0.13 0.78 5.47 1.34 19.78 23.44

8.00* 0.30 0.75 0.80 35.00 5.49 0.16 1.14 9.15 2.20 24.02 30.04

10.00 0.20* 0.75 0.80 45.00 6.30 0.10 1.19 11.88 4.40 47.28 54.14

10.00 0.30* 0.75 0.80 45.00 8.22 0.10 1.36 13.58 4.00 38.18 47.14

10.00 0.60* 0.75 0.80 45.00 25.19 0.15 2.38 23.76 – 4.99 – 99.63 – 72.18

10.00 0.70* 0.75 0.80 45.00 44.78 0.31 3.17 31.69 – 22.91 – 305.45 – 256.65

10.00 0.80* 0.75 0.80 45.00 100.75 0.38 4.75 47.53 – 71.28 – 975.99 – 866.21

6.00 0.25 0.50* 0.80 15.00 4.90 0.44 2.86 17.14 4.70 6.12 14.29

6.00 0.25 0.75* 0.80 15.00 4.88 0.33 2.11 12.63 3.59 9.14 15.79

6.00 0.25 1.00* 0.80 15.00 4.44 0.27 1.67 10.00 2.86 11.11 16.67

6.00 0.25 1.25* 0.80 15.00 4.00 0.22 1.38 8.28 2.46 12.49 17.24

6.00 0.25 1.50* 0.80 15.00 3.60 0.19 1.18 7.06 2.12 13.49 17.65

Note: *Indicates that the parameters are changed while other parameters are fixed.

From Table 1, the influence of change in value preference parameter λ, marginal
output r and risk avoidance measurement ρ on incentive structure can be seen. As λ
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increases, α, β, e,w will increase. When 1/2 ≤ λ < 1, 
IC < 0, TC < 0; When
0 < λ ≤ 1/2, CEG > 0; when 1/2 < λ < 1, CEG < 0. As r increases, α, β,CEG,w,
etc. each value will increase. With the increase of enterprise risk avoidance measure-
ment, enterprise partition coefficient will decrease and its profit will transform from
performance distribution to fixed compensation.

6 Conclusions

Based on the view of two bottom-line thinking on development and ecology, in order
to ensure the sustainable development and high-quality operation of the economy, the
government and enterprises have changed the traditional environmental governance,
supervision and punishment mechanism. Government administration and enterprises
are new type of cooperation instead of the relationship between cat and mouse. The
incentive contract model of government governance and enterprises is established based
on the two bottom-line thinking of development and ecology. The traditional incentive
contract model introduces ecological value preference parameters, and the model equi-
librium changes due to the influence of ecological value preference parameters. After
the equilibrium analysis of the model, the main conclusion reached is as follows: (1)
Ecological value preference parameters can effectively coordinate the interest between
government and enterprises. Governments with ecological value preferences can sacri-
fice part of their own interests at the cost of contract design to incentive enterprises to
exert the best level of effort in ecological environmental protection based on develop-
ment and ecological bottom-line thinking, and effectively control agency costs due to
asymmetric information improve efficiency via ecological value preferences. (2) With
the increase of marginal output, the government will change the incentive structure. Via
modification of fixed compensation benefit and partition coefficient, government can
stimulate enterprise to transform more fixed compensation benefit to incentive structure
of distribution association with enterprise performance, and then raise the effort level of
enterprise. To release the pressure of incentive cost increase, government will choose a
mutual method to protect ecosystem from damage and promote the economic efficiency
of enterprise. (3) With difference in risk avoidance extent of enterprise, change in risk
preference may lead to change in incentive structure.

Under the framework of keeping the bottom-line of development and ecology, it
should build environmental governance system that government-led and enterprises as
the main body. Enterprises must perform their enterprise social responsibilities and
establish the concept of Lucid waters and lush mountains are invaluable assets, keep
to the basic national policy of saving resources and protecting the environment, and
promoting comprehensive conservation and recycling of resource. Government should
encourage enterprises to implement transformation, upgrading and green development,
and give enterprises a series of incentive measures such as capital, tax exemption and
policy preferences, in order to further stimulate the enthusiasm of enterprises. At the
same time, the government should accelerate the establishment of a legal system and
policy guidance for green production and consumption, build sound industrial system
for the development of green and low-carbon cycle, and form a spatial pattern, industrial
structure, and mode of production that can save resources and protect the environment.
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Abstract. The transmit rate of backbone network is much more fast than that
of the edge network. In the edge wireless communication, transmitter often need
select one channel from time-varying ones. Due to unknown statistics of time-
varying channel, the channel, selection is based on observation. Evaluating the lost
of scheduling based on observation is an important for design scheduling policy.
By adopting the concept of queue regret fact, we can evaluate the effectiveness
of scheduling policy. However, because the different arrival rates of backbone
network and edge network in real commercial network, the traffic model affects
themeasurement in differentway. In this paper, considering the difference between
backbone networks transmit rate and edge network transmit rate, we adopt session
arrival model to observe the relationship between arrival rate, channel service rate,
queue length and queue regret is analyzed in the simulation.

Keywords: Queue regret · Scheduling policy · Wireless communication

1 Introduction

The transmit rate of edgewireless network has been significantly improved.However, the
capacity of backbone network is still far more than that of access network. To let the edge
network works in a more efficient way, some new approaches are proposed to improve
network routing and measurement [1–3]. Based on effective user behavior and traffic
analysis methods [4–7], new scheduling strategies are designed to raise resources utiliza-
tion [8–11] and energy-efficiency [12–14]. To evaluate these new scheduling strategies,
traffic reconstruction is important. Many researches focus on the edge network traffic
[15–17] and core network traffic [18–20]. The traffic models are different for different
network area [21]. Because of the traffic complexity caused by mobile users’ behav-
ior some AI-based approaches are designed to build the traffic model [3, 22, 23]. The
traffic models have been used to improve the quality of service [24–27], quality of end
user experience [28–31] and spectral efficiency [32–34]. However, most researches only
concern about the short term performance index. The system’s regret index is defined
to measure the system stability [35]. In this paper, we investigate how the network traf-
fic affects the regret index. The regret compares the backlog of real learning controller
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which select policy based on statistics and the backlog under a controller that knows the
best policy. As a stochastic multi-armed bandit problem, the regret bound is drawn in
[36]. Some practical policies have been studied for a long time to deal these problems
[37]. To project a perfect service rate observation in busy time under fixed arrival rate,
the boundary of regret is obtained [38].

For most wireless communication situations, the channel state is stable in short
term. Therefore, transmitter could observe these channels during idle period. By the
channel estimation information, transmitter is able to select optimal channel. The effect
of channel estimations is affected by the length of idle period. Some policies suggest that
observe the candidate channels in busy period. This might raise the observation cost, but
is help to do decision.

In this paper, we consider a more real environment. In the simulation, we consider
the session arrival rate. Because the backbone network transmit packets far faster than
that of edge network, when a session arrives the edge network at a time slot it contains
several packets. For edge network, if the channel is available it only treat one packet
each time slot. Through analyzing the record of queue length and queue regret, the
relationship between arrival rate, service rate, queue length and queue regret is explored
in our simulation.

The paper is divided as six sections. In the second section, we give the related work
about queue regret problem. The system model based on session arrival rate is given in
the third section. An analysis on queue regret facts is presented in the fourth section.
The algorithm and simulation results analysis is given in the fifth section. We conclude
in the sixth section.

2 Related Work

The queue regret problem belongs to the traditional bandit problem. In the multi-armed
bandit problem, a fixed limited set of resources need to be allocated between alternative
choices in a way that maximizes their expected gain [37]. For each choice, the stochastic
properties are unknown at the time of allocation and the allocation must be made under
observation. As time passes, we can better understand the choices. In this classic rein-
forcement learning problem the solution must deal with the exploration-exploitation
tradeoff dilemma. Therefore, this multi-armed bandit problem also falls into a lot of
stochastic scheduling.

A good scheduling policy is proven to be able to maximize the rate of offered service
to the queue in a queuing system. During the idle time periods, the offered service is
unused, and therefore we can select a candidate service to observe. However, most
researches only focus on the relationship between queue regret and the length of passed
time [35]. Those researches mainly consider the packet arrival rate. The main issue in
this research is to observe how the session arrival rate affects the regret.

3 System Model

In this regret problem, the capacity of channel is referred to as service rate of server, and
the system consists of a single queue andN servers. Controller schedules the servers over
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discrete time slots t = 0, 1, 2… Sessions arrive to the queue as a Bernoulli process, A(t),
with rate λ ∈ (0, 1]. We set one session contains L packets. Therefore the packet arrival
rate should be λ · L. The service rate is defined as the amount of packets that server i ∈
[N] can provide follows a Bernoulli processDi(t) with rate μi, and the transmitter treats
at most one packet in a time slot. The arrival process and server processes are arbitrarily
assumed to be independent. In L time scale, if μi > λ · L the system is referred to as
stabilizing; otherwise, it is referred to as non-stabilizing.

The controller must select one of the N servers to provide service at the time slot
when the queue is non-empty. We set the controller’s choice at time t as u(t) ∈ [N] and
the service offered to the queue as D(t) which is equal to Du(t)(t). The queue length Q(t)
can be written as [20]:

Q(t + 1) = (Q(t) − D(t))+ + L · A(t), fort = 0, 1, 2, (1)

where (x)+ denote the maximum value of x and 0. The queue length is assumed as 0
initially. The controller do not know the values of Di(t) prior to making its decision
u(t). The controller need to select the channel based on observed maximum expected
throughout

i∗ � arg max
i∈[N ]

μi (2)

to provide transmit service. In this paper, the controller does not a priori know the
values of μi and must therefore use observations of D(t) to obtain i∗. We assume that
the controller can observe D(t) at all time slots, even when the queue is empty. Define
Q∗(t) to be the queue length under the controller that always schedules i∗ and Qπ (t) the
backlog under a policy that must learn the service rates. The performance of policy π is
measured by queue length regret [35]:

Rπ (T ) � E

[
T−1∑
t = 0

Qπ (t) −
T−1∑
t = 0

Q∗(t)
]
. (3)

The π is scheduling policy; the assumption implies that Rπ (T ) is monotonically
with a high probability. Note that the service rate is a probability; the best channel might
perform worse than other channel.

4 Queue Regret Analysis

In the stabilizing scenarios, the controller has enough idle periods to observe the service
rate of each channel, especially in this session scenario. Based on plenty of observations
the controller can select the best channel whose service rate is higher than packet arrival
rate that is product of session arrival rate and the number of packets in sessions, the queue
regret is expected to stop increasing after initial phase. In the non-stabilizing scenarios,
the queue length is expected to increase sharply. Because many packets arrive at same
time slot, the queue will keep a backlogged situation for a long time. We concern the
relationship between the blogged queue length, the regret, the session arrival and the
service rate.
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For instance, the controller selects a channel with service rate μi. With a long busy
period, the observation value of μi will approach the real value. If another channel
with service rate μj with μj > μi, the controller only keep use ith channel while the
observation value of μj is less thanμi. This possibility can be written as:

P{X ≤ n · μi} =
n·μi∑
k= 0

(n
k

)
μj

kμj
n−k, (4)

where the n is the number of controller observing the jth channel in initial phase. We
know that the Eq. (4) increase fast when n ·μi approachingμj. Therefore, the possibility
of controller changing channel would increase as the value of μj − μi increase. This
implies the queue regret has still chance to keep a low value within a long time busy
period. The session arrival model means the longer continue idle time and the longer
continue busy time.Wewould investigate how the size of session affects the performance
of controller.

5 Simulation and Results

5.1 Algorithm

The simulation algorithm is shown in Fig. 1. The algorithm observes the service rates of
candidate channels uses in idle period. In the busy period, the controller only observes
the service rate of selected channel. The algorithm is presented as followed:

Step1 While (number of time slots > 0)
Step2 If (the queue is empty)
Step3 Select a random channel
Step4 Observe the selected channel
Step5 Update the service rate of observed channel
Step6 else
Step7 Select randomly a channel from the set of servers with highest rate 
Step8 Decide whether transmit the packet according to real service rate
Step9 If (the channel works)
Step10 Queue’s length --;
Step11 End if
Step12 Update service rate of the selected server
Step13 End if
Step14   Decide whether new session arrive according to arrival rate
Step15 If (new session arrives)
Step16 Queue’s length += number of packets in session
Step17 End if
Step18 Number of time slots --
Step19 End while

Fig. 1. Simulation algorithm.
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Table 1. Simulation parameters.

Parameter name Value of parameter in small session Value of parameter in big session

Number of slots 15000 for each test 15000 for each test

Service rates 0.3, 0.325, 0.35, 0.375, 0.4 0.3, 0.325, 0.35, 0.375, 0.4

Arrival rates 0.02–0.05, increase 0.01 each test 0.002–0.005, increase 0.01 each test

Packets in session 10 100

5.2 Simulation Parameters

Two simulations are carried out. The simulation parameters are listed in Table 1.
In these two simulations, we have 5 candidate channels with a service rate range

from 0.3 to 0.4 respectively. The arrival rates increase 0.001 and 0.0001 for each test
from 0.02 to 0.05 and 0.002 to 0.005 for the two simulations respectively. Therefore,
there are 31 tests in each simulation. And each test last 15000 time slots under the fixed
session rates. The queue length and queue regret is recorded for each time slot.

5.3 Simulation Results

The simulation results are shown in Fig. 2 and Fig. 3.
Figure 2 shows the simulation results while the system changes from stable to non-

stable. The results shows that the queue lengths and queue regrets are stable while the
stable situation in which the arrival rate is lower than all service rates. As expected,
the queue regrets increase as the queue length increase while the packet arrival rate is
approach the lowest service rate. In Fig. 3, the average queue lengths have an increas-
ing trend while the arrival rate surpasses the service rate despite of some fluctuation.
However, the queue regrets have no an obviously increasing trend as the arrival rate
increases. The fluctuation is caused by randomly channel selection in initial phase when
the controller lacks of observation. And the fluctuation is high in this session model
since the queue length increase sharply at one time slot.

In another simulation, we let the session consist of more packets. The simulation
results are shown in Fig. 4 and Fig. 5.

In Fig. 4, the simulation results shows that the queue lengths and queue regrets are
stable even if the arrival rate is higher than some low service rates of candidate channels.
And the queue regrets also increase as the queue length increase while the arrival rate
is approach the lowest service rate. In Fig. 5, the average queue lengths have a more
obviously increasing trend than that of simulation 1 while the arrival rate surpasses the
service rate despite of some fluctuation. However, the queue regrets is very stable as
the arrival rate increases. The fluctuation is also caused by randomly channel selection
in initial phase when the controller lacks of observation. In these two simulations, the
small session has higher arrival rate and the big session has lower arrival rate. Therefore,
for a long term, the numbers of arrival packets of these two simulations are more likely
same. Although these two simulations’ packet arrival rates are same, this big session
regret fluctuation is higher than that of small session regret, since the queue suddenly
increases within big session model.
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(d1) queue length with 0.035 arrival rate             (d2) queue regret with 0.035 arrival rate

(e1) queue length with 0.04 arrival rate               (e2) queue regret with 0.04 arrival rate

(f1) queue length with 0.045 arrival rate            (f2) queue regret with 0.045 arrival rate

(a1) queue length with 0.02 arrival rate               (a2) queue regret with 0.02 arrival rate

(b1) queue length with 0.025 arrival rate           (b2) queue regret with 0.025 arrival rate

(c1) queue length with 0.03 arrival rate           (c2) queue regret with 0.03 arrival rate

Fig. 2. Slices in small session simulation (horizontal axis unit is time slot, vertical axis units are
queue length and queue regret respectively)
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(g1) queue length with 0.05 arrival rate               (g2) queue regret with 0.05 arrival rate

Fig. 2. (continued)

(a) Average queue length                   (b) average queue regret

Fig. 3. Average queue length and queue regret over 15000 time slots at each test in big session
simulation (horizontal axis unit is arrival rate, vertical axis units are queue length and queue regret
respectively)

5.4 Analysis

Note that if the queue is non-empty the controller has less chance to observe and update
other candidate channels in our scheduling policy. The high session arrival rate dose
not leads to rise of queue regret. From record data analysis, we found that if a very low
service rate channel is selected in initial phase because the observation is not enough,
the controller can update the service rate of the selected channel. Therefore, the service
rate of selected channel will approach the real value. The controller may change the
channel with a high possibility. In this session model, the bigger session causes the
higher fluctuation of regret and queue length, therefore it is difficult to describe the
envelop.
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(a1) queue length with 0.002 arrival rate               (a2) queue regret with 0.002 arrival rate

(b1) queue length with 0.0025 arrival rate               (b2) queue regret with 0.0025 arrival rate

(c1) queue length with 0.003 arrival rate               (c2) queue regret with 0.003 arrival rate

(d1) queue length with 0.0035 arrival rate          (d2) queue regret with 0.0035 arrival rate

(e1) queue length with 0.004 arrival rate            (e2) queue regret with 0.004 arrival rate

(f1) queue length with 0.0045 arrival rate              (f2) queue regret with 0.0045 arrival rate

Fig. 4. Slices in big session simulation (horizontal axis unit is time slot, vertical axis units are
queue length and queue regret respectively)



756 J. Cheng et al.

(g1) queue length with 0.005 arrival rate               (g2) queue regret with 0.005 arrival rate

Fig. 4. (continued)

(a) Average queue length                (b) average queue regret

Fig. 5. Average queue length and queue regret over 15000 time slots at each test in big session
simulation (horizontal axis unit is arrival rate, vertical axis units are queue length and queue regret
respectively)

6 Conclusion

We propose a session arrival model to describe the edge network, session arrival rate,
which contains several packets. In the simulation, we designed a scheduling algorithm
to select optimal channel according to observation during idle period. In the simulation,
the arrival rate increase from a low level to a high level compared to the service rates.
The queue regret does not increase as the queue length increase. This means that the
controller can make right decision with high session arrival rate. Even in these non-
stabilizing scenarios, the queue regret have no an increasing trend. In busy period. This
is because the controller is able to observe the selected channel and have chance to change
choice in busy period. Comparing two different sizes of sessions, we can conclude that
the bigger session brings higher fluctuation of system performance.
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Abstract. With the development of mobile internet, the online car-hailing (OCH)
services have become one of the in urban transportation modes available. Accord-
ingly, the OCH services pricing decision surfaces as a new transportation manage-
ment problem that should be properly addressed. This paper analyzes the pricing
and cooperation revenue sharing issues between the platform and the group of
drivers by means of the dynamic game theory and the two-sided market theory.
In order to reflect the characteristic of the practical situation of OCH industry, the
network externality and the driver commission rate are considered in this model.
The formula of the user payment, the driver commission rate, the user registration
fee, the user and driver scale, and the platform profit at the equilibrium state as
well as the relationship between them and network externality are analyzed. The
simulation results validate the correctness of our analytical results.

Keywords: Online car-hailing platform · Pricing decision · Network
externality · Commission rate · Two-sided market

1 Introduction

Over the last decades, with the rapid development and popularization of mobile internet,
the OCH services have become one of the urban transportation modes available and the
OCH companies such as Uber and Didi have obtained huge success and transformed
the way we travel in cities. These companies connect users and drivers in real time by
internet-based platforms to operate car-hailing services. Some achievements have been
made in the research of OCH service mode selection behavior. Rayle et al. [1] find
that the users of OCH display the characteristics of younger age and higher education
level. At the same time, compared with taxi travel mode, the OCH services are more
convenient and take a shorter waiting time. Dias et al. [2] study the choice behaviors of
car-sharing and OCH services based on bivariate ordered probit model, and analyze the
influence of basic characteristics of users such aswhether they have children and the built
environment on mobile travel choice. By observing the differences between users and
non-users of OCH services, Dawes [3] finds that Uber and/or Lyft users are more likely
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to hold a positive attitude towards OCH service. Dawes also learns that participating in
social and leisure activities and avoiding alcohol driving are themain reasons for travelers
to choose Uber or Lyft. Contreras and Paz [4] estimate the effects of OCH platform on
the taxicab industry by using multinomial linear regression analysis, and find that OCH
services had a negative and significant effect on taxicab ridership. Nelson and Sadowsky
[5] find that the emergence of the first OCH platform is an important supplement to the
public transport system, but with the entry of the second OCH company, the utilization
rate of public transport would decline.

The matching problem of OCH is also investigated by researchers. Thaithatkul et al.
[6] obtain a matching model by considering user preference and study the relationship
betweenuser preference andOCHsystem’s performance. Fahnenschreiber et al. [7] study
the matching problem combining dynamic OCH and existing public transport systems.
Masoud and Jayakrishnan [8] discuss the randomness of the flexible OCH system and
propose an algorithm to solve this problem in real-time. Thaithatkul et al. [9] investigate
the characteristics of dynamics of passenger matching problem in smart OCH systems
by the simulation approach. Cheikh et al. [10] obtain a novel approach to solving the
dynamic multihop ridematching problem. As for the pricing problem of OCH, Yang
and Yang [11] analyze the equilibrium properties of three specific issues for taxi market
by using general bilateral searching and meeting function. Wang et al. [12] obtain a
game model of the taxi market with a single taxi hailing app by using an aggregate and
static approach, and conduct the existence, stability and sensitivity analysis of pricing
strategies at the equilibrium state. Zha et al. [13] analyze the economic output of OCH
platform under different scenarios by using an aggregate model, and deduce the pricing
structure from monopoly, the first-best and the second-best perspectives. Further, Zha
et al. [14] propose the equilibrium models in OCH market under dynamic scenario
and investigate the impact of surge pricing by using bi-level programming method. He
et al. [15] propose an equilibrium framework to depict the operations of a regulated taxi
market, formulate an optimal design problem of the taxi-hailing platform’s pricing and
penalty/compensation strategies and get the solving algorithm.

With the emergence of OCH platform enterprises, competition between different
platform enterprises seems inevitable. Hall et al. [16] consider the emergence of Uber
is a complement for public transit. Specifically, Uber is a complement for buses and
rail transit. Alley [17] argues that Uber breaks the monopoly position of taxi industry
in New York City, reduces the average price level of taxi industry and provides more
economical and faster travel services. Chen [18] studies the behavior of taxi drivers in the
case of widespread OCH services. This study finds that Didi’s technical strength poses
challenge to the survival and development of traditional taxi drivers, and thus taxi drivers
are compelled to gradually adapt themselves to new technologies in order to obtain higher
income, and Uber does not significantly worsen the traffic congestion in urban areas. In
order to promote the healthy development of OCH industry, scholars have also carried
out research on policy and regulation strategy ofOCHMarket. Dudley [19] considers that
regulation should be carried out under the condition of ensuring the positive role of OCH.
Schneider [20] thinks that the traditional taxi market regulation policy is not suitable for
the online car-hailing platform. Edelman andGeradin [21] discuss the specific regulatory
measures of OCH platform. Beer et al. [22] take a qualitative comparative analysis
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on the regulation policies of OCH in major American cities through the driver and
platform perspectives. Lee [23] discusses the government’s regulatory framework from
the perspective of government regulation. The empirical study of OCH is also conducted
by researchers. For instance, Bengtsson [24] reveals that sidestepping the regulations
increases cost efficiency and informal bargaining leads to Pareto improvement through
studying the Cape Town taxi market. Jiao [25] evaluates the characteristic of OCH
platformUber’s surge pricing by using collected data in Austin, and reveals the obscurity
of the price surge mechanisms. Shaheen and Cohen [26] review the shared ride service
models and the impact studies for North American, and explore the convergence of
shared mobility, electrification and automation, offering some advice to improve the
management of the shared ride services. Yang and Yu [27] compare and analyze the
traditional and present management modes and measures taken by the government with
the Shanghai taxi management model as a case.

The OCH platforms are a meeting place for drivers and users. The drivers find users
via the platforms and transport them to their designated destinations. When the driver
scale is large, the platform can providemore potential driver candidates for users, and the
average waiting time for users is relatively small and the utility increases accordingly.
Similarly, the utility of drivers providing travel services through the platform is also
related to the size of users. Therefore, the OCHmarket is a typical two-sidedmarket. The
two-sided market theory was first proposed by Rochet and Tirole [28] and Armstrong
[29], and has become the basic framework of two-sided market research. Hagiu and
Halaburda [30] investigate the effect of levels of information on two-sided platform
profits. Roger [31] studies the duopoly problem of two-sided platforms competing in
differentiated products at the two-sided market. Nourinejad and Ramezani [32] obtain
a dynamic non-equilibrium ride-sourcing model by the two-sided market theory, and a
controller based on the model predictive control approach. Kung and Zhong [33] study
the profit maximization problem of two-sided platform under three pricing strategies by
considering network externality in order to understand pricing in the sharing economy.
Malavolti [34] considers that the airport is a platform for shops and passengers by
using two-sided market theory, and obtains the influence factors of retailing activity and
aeronautical tax. Djavadian and Chow [35] investigate the flexible transport services
and day-to-day adjustment process by the two-sided market approach, and assume that
a perfectly matched state is equivalent to a social optimum by using the Ramsey pricing
criterion.

The network externality is a core feature of platform economy, and meanwhile the
waiting time and the driver commission rate are important factors ofOCHservices. In this
paper, the network externality means the inter-group network externality which consists
of marginal utility and waiting time. We establish a two-stage price game model based
on the game theory and two-sided theory, analyzing the cooperatition game between
monopoly platform and drivers, and conduct an equilibrium analysis under themonopoly
platform optimum. We prove that the marginal utility of the drivers to the platform users
and the marginal utility of the platform users to the drivers together determine the user
payment, the driver commission rate, the user registration fee, the user and driver scale,
and the platform profit at the equilibrium state. We also test the conclusion of the model
through simulation.
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Next, the basic model for a hypothetical OCH market is presented in the second
section. The third section explores the properties of the monopoly OCH service at the
equilibrium state. In the fourth section, the simulation is given to test the results in the
third section.

2 Basic Model

2.1 Problem Description

Researchers have investigated the influence factor of the two-sided platformprofit. Hagiu
and Halaburda [30] show that the monopoly platform has higher profits when users
are more informed while the competition platform prefers facing less informed users.
Nourinejad and Ramezani [32] indicate that the overall profit may be higher when the
user demand increases and the driver demand decreases simultaneously.Kung andZhong
[33] study the two-sided platform profit maximization problem by considering network
externality. It is well known that the OCH market is a typical two-sided market, and the
core feature of OCH services are not only the network externality in the general platform
economy, but also the waiting time of two-sided user and the driver commission rate. In
this paper, we assume a hypothetical OCH market with a monopoly platform, a group
of drivers and a group of users and the market is mature such that the platform will gain
profit from providing the services. The OCH platform adopts unilateral charge, that is,
the user registration fee and the driver commission fee, while the driver decides the user
payment at transaction. Suppose there is a line city of length 1, and the users and drivers
are evenly distributed in the linear city. This paper assumes that the waiting time of users
is negatively related to the driver scale, that is, when the number of drivers increases,
the waiting time of users traveling through the OCH platform decreases; similarly, the
waiting time of drivers is negatively related to the user scale, that is, when the number of
users increases, the waiting time for drivers to provide travel services through the OCH
platform decreases.

2.2 Game Model of the Problem

Suppose the user registration fee is r. Since the users are evenly distributed in the interval
[0, 1], then, the location of user i satisfying xi ∈ [0, 1], t is the unit cost of users joining
the OCH platform, v is the basic utility of users, n is the number of drivers joining the
platform, a is the marginal utility of the platform drivers to the users, i.e., the marginal
utility brought by adding a driver to the monopoly platform for the users who join the
platform, β1 is the value of time of uses, γ1n is the waiting time of users, γ1 < 0 is the
scale sensitive parameter of users, thus a − β1γ1 is the network externality of users. p
is the user payment at transaction. For balanced calling pattern, the user payment is pn,
then, the utility of user i is

ui = v + an − β1γ1n − r − txi − pn. (1)

Similarly, for the location of driver j satisfying yj ∈ [0, 1], f is the unit cost of
drivers joining the OCH platform,m is the number of users joining the platform, b is the
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marginal utility of the platform users to the drivers, that is, the marginal utility brought
by adding a user to the monopoly platform for the drivers who join the platform, β2
is the value of time of drivers, γ2m is the waiting time of drivers, γ2 < 0 is the scale
sensitive parameter of drivers, thus b − β2γ2 is the network externality of drivers. λ is
the commission rate of user’s payment obtained by driver. For balanced calling pattern,
the received of drivers is λpm, then, the profit of driver j is

Lj = bm − β2γ2m + λpm − fyj. (2)

From Eq. (1) and Eq. (2), we can obtain

xi = (v − r + an − β1γ1n − pn)/t, yj = (bm − β2γ2m + λpm)/f . (3)

Then, the user and driver scale at the equilibrium state is described as follows,
respectively,

me = [
f (v − r)

]
/
[
ft − (a − β1γ1 − p)(b − β2γ2 + λp)

]
. (4)

ne = [
(v − r)(b − β2γ2 + λp)

]
/
[
ft − (a − β1γ1 − p)(b − β2γ2 + λp)

]
. (5)

Assuming the marginal cost of platform is c, thus, the profit function of monopoly
OCH platform can be written as follows:

L1(r, p, λ) = rme + [
(1 − λ)p − c

]
neme

= {
f (v − r)2

[
(1 − λ)p − c

]
(b − β2γ2 + λp)

}
/
[
ft − (a − β1γ1 − p)(b − β2γ2 + λp)

]2
.

+[
fr(v − r)

]
/
[
ft − (a − β1γ1 − p)(b − β2γ2 + λp)

]

(6)

The drivers profit is calculated in the manner as follows:

L2(r, p, λ) = [f (v − r)2(b − β2γ2 + λp)2]/2[ft − (a − β1γ1 − p)(b − β2γ2 + λp)]2.
(7)

The consumer surplus is determined as follows:

CS(r, p, λ) = [f 2t(v − r)2]/2[ft − (a − β1γ1 − p)(b − β2γ2 + λp)]2. (8)

The total social benefit is shown as follows:

TS(r, p, λ) = L1(r, p, λ) + L2(r, p, λ) + CS(r, p, λ)

= f (v−r)[ft(v+r)+2(b−β2γ2+λp)((a−β1γ1)r−rc+cv−pv)+(v−r)(λ2p2−(b−β2γ )2)]
2[ft−(a−β1γ1−p)(b−β2γ2+λp)]2 .

(9)

3 Equilibrium Analysis

Now, we have established a two-stage price game model for equilibrium analysis. In
the first stage, the platform decides the driver commission fee to maximize the platform
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profit, and in the second stage, the platform decides the user registration fee to maximize
the platform profit, and the driver decides the user payment to maximize the drivers
profit. This is a typical perfect information dynamic game. The Nash equilibrium can
be solved according to the backward induction approach.

According to the backward induction approach, in the second stage the platform
decides the user registration fee to maximize the platform profit, and the driver decides
the user payment to maximize the drivers profit. Let ∂L1/∂r = 0 and ∂L2/∂p = 0, we
can obtain

p =
√

ftλ−(b−β2γ2)

λ
,

r =
[
(b−β2γ2)−2(a−β1γ1+b−β2γ2−c)λ+(a−β1γ1+2

√
ftλ)λ

]
v

2
[
−(a−β1γ1+b−β2γ2−c)λ+√

ftλ(1+λ)
] .

(10)

In the first stage, the platform decides the driver commission fee to maximize the
platform profit. In view of Eq. (10), we can show that Eq. (6) can be rewritten as follows:

L1 = √
f v2/

{
4
√
t[√ft(1 + λ) − (a − β1γ1 + b − β2γ2 − c)

√
λ]

}
. (11)

Then, let ∂L1/∂λ = 0. Thus, the driver commission rate is

λ∗ = (a − β1γ1 + b − β2γ2 − c)2/4 ft. (12)

Substituting Eq. (12) into Eq. (10) yields

p∗ = 2 ft(a − β1γ1 − b + β2γ2 − c)/(a − β1γ1 + b − β2γ2 − c)2. (13)

r∗ = v
4 ft(b − β2γ2) + (a − β1γ1)(a − β1γ1 + b − β2γ2 − c)2 − (a − β1γ1 + b − β2γ2 − c)3

(a − β1γ1 + b − β2γ2 − c)[4ft − (a − β1γ1 + b − β2γ2 − c)2] . (14)

Substituting Eq. (13) and Eq. (14) into Eq. (4)-Eq. (9) yields

m∗ = 2fv/[4ft − (a − β1γ1 + b − β2γ2 − c)2],
n∗ = (a − β1γ1 + b − β2γ2 − c)v/[4ft − (a − β1γ1 + b − β2γ2 − c)2].

L∗
1 = fv2/[4 ft − (a − β1γ1 + b − β2γ2 − c)2].

L∗
2 = (a − β1γ1 + b − β2γ2 − c)2fv2/{2[4 ft − (a − β1γ1 + b − β2γ2 − c)2]2}.

CS∗ = 2f 2v2t/[4ft − (a − β1γ1 + b − β2γ2 − c)2]2.

TS∗ = fv2[12ft − (a − β1γ1 + b − β2γ2 − c)2]/{2[4 ft − (a − β1γ1 + b − β2γ2 − c)2]2}.
Before equilibrium analysis, we first undertake the following assumption:
Assumption 1. a − β1γ1 > b − β2γ2 � c. This means the network externality of

users is larger than the network externality of driver.
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Assumption 2. 4 ft− (a−β1γ1 +b−β2γ2 − c)2 ≥ 0. This means there are obvious
differences between users and drivers in the market, and it can also ensure the driver
commission rate λ∗ = (a − β1γ1 + b − β2γ2 − c)2/4 ft ≤ 1.

Proposition 1.The driver commission rate at the equilibrium state is a strictly mono-
tone increasing function of marginal utility a, b, a strictly increasing function of the
value of time β1, β2, and a strictly decreasing function of the unit cost t, f .

Proof: from Eq. (12), it is easy to obtain

∂λ∗/∂a = ∂λ∗/∂b = (a − β1γ1 + b − β2γ2 − c)/2 ft > 0,

∂λ∗/∂β1 = −γ1(a − β1γ1 + b − β2γ2 − c)/2 ft > 0,

∂λ∗/∂β2 = −γ2(a − β1γ1 + b − β2γ2 − c)/2 ft > 0,

∂λ∗/∂t = −(a − β1γ1 + b − β2γ2 − c)2/4 ft2 < 0,

∂λ∗/∂f = −(a − β1γ1 + b − β2γ2 − c)2/4 f 2t < 0.

This proposition obtains the relationship among the driver commission rate and
marginal utility, value of time and the unit cost of two-sided user joining the OCH
platform. When the marginal utility and value of time of two-sided user is higher, the
driver can get higher commission from each transaction.When the unit cost of two-sided
user joining the OCH platform is higher, the driver can get lower commission from each
transaction.

Proposition 2.The user payment at equilibrium state is a strictly decreasing function
of marginal utility b, a strictly decreasing function of the value of time β2, and a strictly
increasing function of the unit cost t, f . The monotone of function p∗ with of a, β1
depends on the relationship between a − β1γ1 and 3(b − β2γ2).

Proof: from Eq. (13), it is easy to obtain.

∂p∗/∂a = 2 ft[3(b − β2γ2) − (a − β1γ1) + c]/(a − β1γ1 + b − β2γ2 − c)3,

∂p∗/∂b = 2 ft[(b − β2γ2) − 3(a − β1γ1) + 3c]/(a − β1γ1 + b − β2γ2 − c)3 < 0,

∂p∗/∂β1 = −γ1∂p
∗/∂a, ∂p∗/∂β2 = −γ2∂p

∗/∂b < 0,

∂p∗/∂t = 2f (a − β1γ1 − b + β2γ2 − c)/(a − β1γ1 + b − β2γ2 − c)2 > 0,

∂p∗/∂f = 2t(a − β1γ1 − b + β2γ2 − c)/(a − β1γ1 + b − β2γ2 − c)2 > 0.

This proposition obtains the relationship between the user payment and other param-
eters. When the marginal utility and value of time of drivers is higher, the user needs to
pay litter for transaction. When the unit cost of two-sided user joining the OCH platform
is higher, the user has to pay more for transaction.

The monotone of function r∗,m∗,n∗, L∗
1, L

∗
2, TS

∗ of a, b, β1, β2, t, f can be
obtained in the manner as stated above.
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4 Simulation Analysis

In this section, we only consider the relationship of functions
λ∗, p∗, r∗, TS∗, m∗, n∗, L∗

1, L
∗
2 of marginal utility a, b, while the other parameters

are constant. The condition of simulation diagram is listed in Table 1.

Table 1. The condition of simulation diagram

Figure
Number

Function a b c f t v β1 β2 γ1 γ2

Fig. 1 λ∗ [8, 14] [3, 4] 0.001 10 10 – 3 1 −0.2 −0.1

Fig. 2 p∗ [8, 14] [3, 4] 0.001 10 10 – 3 1 −0.2 −0.1

Fig. 3 r∗ [8, 14] [3, 4] 0.001 10 10 0.01 3 1 −0.2 −0.1

Fig. 4 TS∗ [8, 14] [3, 4] 0.001 10 10 0.01 3 1 −0.2 −0.1

Fig. 5 m∗ [8, 14] [3, 4] 0.001 10 10 0.01 3 1 −0.2 −0.1

Fig. 6 n∗ [8, 14] [3, 4] 0.001 10 10 0.01 3 1 −0.2 −0.1

Fig. 7 L∗
1 [8, 14] [3, 4] 0.001 10 10 0.01 3 1 −0.2 −0.1

Fig. 8 L∗
2 [8, 14] [3, 4] 0.001 10 10 0.01 3 1 −0.2 −0.1

The function in Table 1 is defined in Sect. 3. Then, the simulation diagram is indicated
as follows:

8
9.2

10.4
11.6

12.8
14

3
3.2

3.4
3.6

3.8
4

0.3

0.45

0.6

0.75

0.9

ab

*

Fig. 1. The relationship among λ∗ and a, b
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Fig. 2. The relationship among p∗ and a, b

From Fig. 1, we can show that the driver commission rate at equilibrium state is
a strictly monotone increasing function of the marginal utility a and b. This means
that with the increase of marginal utility, drivers can get higher commission from each
transaction. Figure 2 shows that the user payment at the equilibrium state is a strictly
monotone decreasing function of marginal utility b and a strictly monotone increasing
and then strictly monotone decreasing function of marginal utility a.
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Fig. 3. The relationship among r∗ and a, b
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Fig. 4. The relationship among TS∗ and a, b

From Fig. 3 and Fig. 4, we can find that the user registration fee and the total
social benefit are a strictly monotone increasing function of the marginal utility a and b,
respectively. If the marginal utility a (b) is fixed, the increment of the user registration
fee (the total social benefit) changes more obviously with the increase of b (a).
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Fig. 5. The relationship among m∗ and a, b
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Fig. 6. The relationship among n∗ and a, b

From Fig. 5 and Fig. 6, we can see that the user and driver scale is a strictly monotone
increasing function of the marginal utility a and b, respectively. If the marginal utility
a (b) is fixed, the increment of the user scale (the drive scale) changes more obviously
with the increase of b (a). If the marginal utility a and b is fixed at the same time, we
can find that the user scale is larger than the driver scale.

From Fig. 7 and Fig. 8, we can find that the platform profit and driver profit is a
strictly monotone increasing function of the marginal utility a and b, respectively. If
the marginal utility a (b) is fixed, the increment of the platform profit (the drive profit)
changes more obviously with the increase of b (a). When the marginal utility a and b
is relatively smaller, the platform profit is larger than the drive profit. Otherwise, the
platform profit is less than the driver profit fixed at the same time. We can find that the
user scale is larger than the driver scale.
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Fig. 7. The relationship among L∗
1 and a, b
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5 Conclusion

In this paper, we study the pricing decision of monopoly OCH platform considering net-
work externality and commission rate. The network externality is inter-group externality
which consists of marginal utility and the waiting time, and the dynamic game theory
model of this pricing decision problem is obtained by two-sided market theory. The
relationship among the user payment, the driver commission rate, the user registration
fee, the user and driver scale, the platform profit at the equilibrium state and the marginal
utility of the drivers to the platform users, and the marginal utility of the platform users
to the drivers is obtained. The simulation results validate the correctness of our analyt-
ical results. Our ongoing work is to explore the pricing decision of duopoly platforms
considering the inter-group network externality and inner-group network externality
simultaneously.
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Abstract. In this paper, we investigate the joint time synchronization
and localization in wireless sensor networks. Specially, based on time-
of-arrival (TOA), we consider a squared-range-based least squares for-
mulation problem and propose a generalized trust region subproblem
(GTRS) algorithm based joint time synchronization and localization,
which can guarantee an optimal solution to the joint time synchroniza-
tion and localization problem. Sufficient experiments results show that
the estimation accuracy of the proposed algorithm outperforms the tradi-
tionalunconstraint linear least squares (ULLS) and nearly coincides with
the Cramer-Rao lower bound (CRLB).

Keywords: Optimal solution · Joint time synchronization and
localization · Generalized trust region sub-problems (GTRS)

1 Introduction

Source localization with wireless sensor networks has attracted significant atten-
tions owing to the enormous number of applications and services, including vehi-
cle navigation, target detection and indoor positioning, etc. [1]. Hence high accu-
racy localization methods have been widely investigated. Traditionally, source
localization methods include time of arrival (TOA), time difference of arrival
(TDOA), received signal strength (RSS) and angle of arrival (AOA) [2,3]. Among
them, TOA based localization methods have attracted intensive interests [4–12].
In [4] TOA based localization was formulated as a maximum likelihood (ML)
problem. As it is difficult to solve this ML problem directly, suboptimal meth-
ods such as the Taylor search method [4], and the Gauss-Newton search method
[5] were proposed. [6] translated nonlinear constraints of an ML solution into
a set of linear constraint equations and obtained an approximate solution to
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the ML problem. In addition, [7] and [8] relaxed the ML problem to a semi-
definite programming (SDP) problem, which cannot guarantee an optimal solu-
tion. Another kind of localization methods extensively used formulate the local-
ization problem into a nonlinear least squares (NLS) problem, for example the
squared-range-based least square (SR-LS) [9]. In order to solve the SR-LS prob-
lem, [10] proposed a constrained weighted least squares (CWLS) algorithm using
the Lagrange multiplier method to obtain a suboptimal solution to the SR-LS
problem. Besides, a weighted linear least squares algorithm (WLS) only for a
linear anchor node distribution was proposed in [11], which provided a subop-
timal solution to the SR-LS problem. Furthermore, [12] proposed a generalized
trust region subproblem (GTRS) based algorithm, which guaranteed an optimal
solution to the SR-LS problem.

However, all works above assumed perfect synchronization among various
sensors. Traditionally, synchronization and localization have been treated sepa-
rately. In practice, sensors are asynchronous in time with clock bias [13]. In this
case, even there is a small error in the synchronization, it can propagate into the
localization step and be amplified, which may significantly degrade localization
accuracy. Consequently, joint time synchronization and localization has aroused
wide interests recently [14–16]. The author in [14] formulated the joint time syn-
chronization and localization as an ML problem, and proposed an unconstraint
linear least squares (ULLS) algorithm, which provided a suboptimal solution to
the ML problem. A suboptimal WLS algorithm for joint time synchronization
and localization was proposed in [15]. The authors in [16] relaxed the ML prob-
lem into a SDP problem, which can not always guarantee to obtain the optimal
solution.

Against this background, we investigate the joint time synchronization and
localization problem. Specially, we formulate it as a SR-LS problem and propose
a novel GTRS based algorithm, which can guarantee to the optimal solution to
the SR-LS problem.

Notation: The lower case represents a scalar, while the upper and the lower
boldface represent a matrix and a vector, respectively. In represents the unit
matrix of n × n, and 0n×k represents the all-zero matrix of n × k. ‖ x ‖ denotes
the 2-norm of the vector x. Denote ∇n

xy(x) as the n order derivative of function
y(x) on vector x and denote y′(z) as the first order derivative of function y(z)
on scalar z. A � 0 (A � 0) indicates that A is a positive definite matrix (a
semi-definite matrix).

2 System Model

The system considered in this paper is showed in Fig. 1, where there are m anchor
nodes and one source node. For the ith anchor node, location vector pi ∈ R

n

and clock bias τi [15] (i = 1, 2 · · · m) are known. For source node, location vector
pi ∈ R

n and clock bias τ are unknown. The ith TOA measurement is given by
[15]

Ti = τ − τi +
‖ p − pi ‖

c
+ ni (i= 1, 2 · · · m) (1)
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Fig. 1. Localization system

where ni is the measurement noise at the ith anchor node, which is independent
and identically distributed (i.i.d.) Gaussian random variables with zero mean
and variance σ2, while c is the propagation speed of electromagnetic waves. In
this paper, for simplicity we assume c = 1, then the Eq. (1) can be written as
[15]

Ti = τ − τi + ‖ p − pi ‖ + ni (i= 1, 2 · · · m). (2)

Based on the Eq. (2), we want to find optimal p∗ and τ∗ to the following problem
P1.

P1 : min
τ∈R,p∈Rn

m∑

i=1

((Ti − τ + τi)2− ‖ p − pi‖2)2, (3)

which is a SR-LS problem. Denote α =‖ p‖2 − τ2, problem P1 can be equiva-
lently transformed into

P2 : min
y∈Rn+2

{‖ Ay − b‖2 : yTDy + 2fTy = 0
}

, (4)

which is a constrained optimization problem, where

A =

⎡

⎢⎣
−2p1

T 2(τ1 + T1) 1
...

...
...

−2pm
T 2(τm + Tm) 1

⎤

⎥⎦ ∈ C
m×(n+2),y =

[
pT τ α

]T ∈ C
(n+2)×1

b =

⎡

⎢⎣
(τ1 + T1)

2− ‖ p1‖2
...

(τm + Tm)2− ‖ pm‖2

⎤

⎥⎦ ∈ C
m×1,D =

⎡

⎣
In

−1
0

⎤

⎦ ∈ C
(n+2)×(n+2)
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f =
[
0(n+1)×1

−0.5

]
∈ C

(n+2)×1

Assume that ATA is an invertible matrix. One common way to get an approx-
imate solution to problem P2 is to remove the quadratic constraint, so that
problem P2 is reduced to

P3 : min
y∈Rn+2

(‖ Ay − b‖2). (5)

which is a ULLS problem. The optimal solution to problem P3 is given by [17]

ŷ = (ATA)−1AT b. (6)

However it may not be the optimal solution to problem P2. In order to solve
problem P2, a novel GTRS based algorithm is proposed in this paper, which can
guarantee an optimal solution to problem P2.

3 GTRS Based Joint Time Synchronization and
Localization

Denote
c(y) = yTDy + 2fTy, (7)

q(y) =‖ Ay − b‖2, (8)

Problem P2 can be equivalently expressed as

P4 : min
y∈Rn+2

{q(y) : c(y) = 0} . (9)

Theorem 1: If c(y) and q(y) are quadratic and continuous functions on R
n+2

and min{c(y)} < 0 < max{c(y)}, y is an optimal solution for problem P4 if and
only if there is a λ that satisfies the following equations

(ATA + λD)y = AT b − λf , (10)

yTDy + 2fTy = 0, (11)

ATA + λD � 0. (12)

.

Proof. As c(y) is a quadratic and continuous function and min{c(y)} < 0 <
max{c(y)}, based on [18, Theorem 3.2], y is an optimal solution for problem P4,
if and only if there is a λ satisfying the following equations

∇y q(y) + λ∇y c(y) = 0, (13)

c(y) = 0, (14)

∇2
y q(y) + λ∇2

y c(y) � 0. (15)
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Following the rule of derivatives of vector [19, Chapter 2.4], we have

∇y q(y) = 2AT (Ay − b), ∇2
y q(y) = 2ATA,

∇y c(y) = 2Dy + 2f , ∇2
y c(y) = 2D.

(16)

Based on Eqs. (16), Eqs. (13), (14) and (15) can be reduced to (10), (11) and
(12), respectively.

Remark 1: c(y) is a continuous and quadratic function.

Proof. Obviously, c(y) is a continuous function on R
n+2. Furthermore, as D is

a nonzero matrix, ∇y
2c(y) �= 0 holds. Thus c(y) is a quadratic function.

Remark 2: The inequality min{c(y)} < 0 < max{c(y)} is always satisfied.

Proof. We can chose y1 =
[
01×(n+1) 1

]T and y2 =
[
01×(n+1) −1

]T . Hence,
c(y1) = −1 < 0 while c(y2) = 1 > 0. Consequently, min{c(y)} ≤ c(y1) = −1 < 0
and max{c(y)} ≥ c(y2) = 1 > 0. Hence min{c(y)} < 0 < max{c(y)}.

Remark 3: In order to satisfy the constraint ATA is an invertible matrix, m
must satisfy m ≥ 4.

Proof. As A ∈ C
m×(n+2), Rank(ATA) ≤ min(m,n + 2). As n ≥ 2, n + 2 ≥ 4,

in order to satisfy the constraint ATA is an invertible matrix, m must satisfy
m ≥ 4.

Theorem 2: If there exists a λ∗ satisfying (10), (11) and (12), λ∗ is the unique
solution of

ϕ(λ) = 0, λ ∈ I, (17)

where
ϕ(λ) = ỹ(λ)TDỹ(λ) + 2fT ỹ(λ), (18)

where ỹ(λ) is the optimal solution of problem P4 and I =
[
− 1

λ1
,− 1

λn+2

]
.

Proof. Denote φ(i), (i = 1, 2 · · · n+2) as the ith eigenvalue of matrix ATA+λD.
In order to satisfy (12), φ(i) ≥ 0 must hold.

As

ATA + λD = ((ATA)
1
2 )T (In+2 + λ(ATA)− 1

2D(ATA)− 1
2 )(ATA)

1
2 (19)

matrices ATA + λD and In+2 + λ(ATA)− 1
2D(ATA)− 1

2 are congruent [20].
Hence these two matrices have the same inertial index [20], i.e. they have same
number of positive, zero and negative eigenvalues. Denote ψi, (i = 1, 2 · · · n + 2)
as the ith eigenvalue of In+2 +λ(ATA)− 1

2D(ATA)− 1
2 . Hence in order to satisfy

φ(i) ≥ 0, ψ(i) ≥ 0 must hold. Denote λi, (i = 1, 2 · · · n+2), arranged in the non-
increasing order, as the ith eigenvalue of matrix (ATA)− 1

2D(ATA)− 1
2 . Clearly,

ψi = 1 + λλi, (i = 1, 2 · · · n + 2). Furthermore, as matrices (ATA)
1
2D(ATA)− 1

2

and D are congruent, these two matrices have the same inertial index as well. As
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the matrix D has n positive eigenvalues, one zero eigenvalue and one negative
eigenvalue, λi satisfies following inequality.

λ1 ≥ λ2 ≥ · · · ≥ λn > λn+1 = 0 > λn+2. (20)

In order to satisfy ψ(i) ≥ 0, (i = 1, 2 · · · n+2), there are three different scenarios
to consider.

1. For i ∈ [1, n], according to (20), λi > 0. Hence we have

ψi ≥ 0 ⇒ λ ≥ − 1
λi

⇒ λ ≥ − 1
λ1

, i ∈ [1, n] ; (21)

2. For i = n + 1, according to (20), λn+1 = 0. Hence we have

ψn+1= 1 > 0 ⇒ λ ∈ R; (22)

3. For i = n + 2, according to (20), λn+2 < 0. Hence we have

ψn+2 ≥ 0 ⇒ λ ≤ − 1
λn+2

. (23)

Denote I is the interval of λ. Consequently, if λ satisfies (12), I =
[
− 1

λ1
,− 1

λn+2

]
.

As λ satisfies (10), (11) and (12), according to Theorem 1, there exists an
optimal solution y denoted as ỹ(λ) for problem P4. Next, we will show that
ϕ(λ) = 0 has a unique solution within the interval I. As ỹ(λ) satisfies (10), we
have

(ATA + λD)ỹ(λ) = AT b − λf (24)

Following the rule of derivatives of scalars [19, Chapter 2.4], taking the derivative
of (24) on λ at both sides, we have

− (Dỹ(λ) + f) = (ATA + λD)ỹ′(λ). (25)

As ỹ(λ) satisfies (11), we have

ỹ(λ)TDỹ(λ) + 2fT ỹ(λ) = 0. (26)

Denote
ϕ(λ) = ỹ(λ)TDỹ(λ) + 2fT ỹ(λ). (27)

Obviously, ϕ(λ) is a continuous function of λ. Taking the derivative of (27) on
λ at both sides, we have

ϕ′(λ) = (∇ỹ(λ)ϕ(λ))T ỹ′(λ). (28)

Following the rule of derivatives of vectors [19, Chapter 2.4], we can obtain

∇ỹ(λ)ϕ(λ) = 2Dỹ(λ) + 2f = −2(ATA + λD)ỹ′(λ), (29)
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where the second equality is based on (25). Upon substituting (29) into (28), we
can obtain

ϕ′(λ) = −2ỹ′(λ)T (ATA + λD)ỹ′(λ). (30)

Furthermore, for

λ ∈
(

− 1
λ1

,− 1
λn+2

)
, (31)

ATA + λD is a positive definite matrix, hence ϕ′(λ) < 0 and ϕ(λ) is strictly
monotonically decreasing. Note that here we strictly limit ATA + λD to be a
positive definite matrix. The reason is that for tens of thousands of experiments,
the unique solution to ϕ(λ) = 0 has never been the endpoints of interval I, so
we assume ATA + λD � 0. The same phenomenon is also observed in [12].

Moreover, it is very difficult to theoretically prove there exist two points λa

and λb, which satisfy ϕ(λa) < 0 and ϕ(λb) > 0. However during our experimental
simulations, we can always find two points λa and λb in interval I satisfying
ϕ(λa) < 0 and ϕ(λb) > 0. Therefore, we can use bisection method to find the
unique solution λ∗ to ϕ(λ) = 0 [12].

In summary, the GTRS based joint time synchronization and localization is
presented in Table 1.

Table 1. The GTRS based joint time synchronization and localization

1) Calculate the interval I

2) Find two points λa and λb in interval I to satisfy ϕ(λa) < 0

and ϕ(λb) > 0

3) Use bisection method to find the unique solution λ∗ of

ϕ(λ) = 0

4) Substitute the unique solution λ∗ into

ỹ (λ∗) = (ATA + λ∗D )−1(AT b − λ∗f ) and get the optimal

p∗ and τ∗

4 Simulation Results

In this section, we demonstrate the performance of the proposed GTRS based
joint time synchronization and localization. We simulate a localization system
consisting of five anchor nodes and one source node. As showed in Fig. 2, the
coordinate pi of the ith anchor node is generated randomly following a uni-
form distribution in the region of [−100,−50] × [−100,−50] and the coordinate
p of the source node is randomly placed following a uniform distribution in
the region of [10, 20] × [10, 20]. The clock bias τi and τ are drawn from one-
dimensional uniform distribution in the region of [0, 1]. Besides, σ2 is set to be
10−6, 10−5, 10−4, 10−3, 10−2, 10−1 and 1, respectively.

In this simulation, our proposed GTRS based joint time synchronization and
localization are compared with both ULLS algorithm in (6) and Cramer-Rao
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Fig. 2. Localization geometry

-60 -50 -40 -30 -20 -10 0
2 (dB)

-30

-20

-10

0

10

20

30

40

50

M
S

E
p
 (

dB
)

GTRS
ULLS
CRLB

Fig. 3. MSE against σ2 for source localization of the GTRS, ULLS and CRLB
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Fig. 4. MSE against σ2 for clock bias of the GTRS, ULLS and CRLB

lower bound (CRLB) [21]. The metric of estimation performance for source node
location and clock bias is mean square error (MSE). The MSE of source node

coordinate is denoted as MSEp = 1
L

L∑
l=1

‖ p̄l − pl‖2 and the MSE of source node

clock bias is denoted as MSEτ = 1
L

L∑
l=1

‖ τ̄ l −τ l‖2, where L is the total number of

independent simulations for each value of σ2. Furthermore pl and τ l are denoted
as actual values at the lth simulation of L, while p̄l and τ̄ l denote the estimation
values of pl and τ l, respectively. Specifically, in our simulation, L = 10000. The
simulation results are presented in Fig. 3 and Fig. 4 respectively.

In Fig. 3, it can be seen the proposed GTRS based algorithm outperforms
ULLS and nearly coincides with the CRLB. Similar phenomenon can be observed
in Fig. 4, the estimation accuracy of clock bias of our proposed algorithm out-
performs ULLS and nearly coincides with CRLB.

5 Conclusion

In this paper, we investigated the joint time synchronization and localization
in wireless sensor networks. We proposed an optimal GTRS based joint time
synchronization and localization algorithm by using TOA measurements, which
can outperform traditional ULLS algorithm and nearly coincide with the CRLB.
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1 Introduction

In essence, game theory is a mathematical model, which mainly studies the con-
flict and cooperation between players in a rational situation [1]. It is widely used
in computer science, psychology, politics, economics, radio resource allocation
and so on [2–7], and has been recognized as one of the most useful tool to deal
with all kinds of science problems.

Recently, considering that the large collections of small agents make strategi-
cally interdependent decisions in many economic, social, and technological envi-
ronments, convex static multi-team was first introduced in [8,9]. This work is
very important because this game model can find specific application scenar-
ios in economic management, biological evolution, wireless network and other
real systems. Different from conventional noncooperative games and cooperative
games, multi-team games not only have the characteristics of noncooperative
games, but also the characteristics of cooperative games. In multi-team games,
there is a non cooperative relationship among decision makers among groups,
but it is a cooperative relationship among decision makers within a group. The
characteristic of multi-team games lies in that they merge the concepts of team
theory and game theory. And the equilibrium strategy introduced in [8] and [9]
is called noninferior Nash strategy (NNS). This new equilibrium strategy pro-
vides a new framework for the analysis of the master-slave group game to solve
the complex coordination and competeing problem between decision-makers. In
[10], E. Ahmed et al. generalized the static multi-team game derived in [8,9] into
dynamical case with bounded rationality. And they pointed out that the NNS
is Pareto optimal if the players belong to different teams.

As is well known that, in game theory, computation problems, existence
and stability analysis problems for Nash equilibrium are very important. In
recent decades, there are many existence theorems and stability criteria for
Nash equilibrium [11–13]. For existence problem, utilizing Brouwer fixed point
theorem, Schauder fixed point theorem, and Ky fan inequality, J. Yu in [11]
deeply researched the existence problems of all kinds of different game models,
and derived many existence results. Additional, for set-valued case, applying
Kukutani fixed point theorem, set-valued existence results are also given in [11].
For stability problem, by introducing a Hausdorff distance on a complete met-
ric space, J. Yu also established some profound and significant stability results
under Baire classification. It is worth pointing out that most of these previous
existence and stability results are theoretical perfection but lack of practicality,
since they are too abstract. They are theoretical significance instead of practice.
In economic and engineering problems, people often care about the calculation
of Nash equilibrium, it is a key step in the practical application of game theory.
Recently, optimal algorithm, neural network algorithm, and experiment meth-
ods for Nash equilibrium have been derived in [14–16]. However, these previous
work did not mention the noninferior Nash equilibrium computation problem on
multi-team game. In [17] and [18], the authors only researched the noninferior
Nash equilibrium computation problem on multi-team Cournot game in a sim-
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ple case. For general case, how to establish a more practice algorithm is worth
discussing, which motivates this study.

Combined with variational inequalities theory, Nash equilibrium theory, and
dynamic system theory, a projection neural network (PNN) algorithm for com-
puting NNE of multi-team game with smooth payoff functions is derived. Utiliz-
ing stable theory, stability criteria of NNE in multi-team game are further given.
As an application, a flow control model of parallel-link communication networks
based on multi-team game and neural network algorithm is elaborated. Finally,
a simulation result for two teams, two communication links, and two users in
each team parallel-link communication network is also given to illustrate the
effectiveness of the PNN algorithm proposed in this paper.

This paper is organized as follows. The basic problem of multi-team game
is given in Sect. 2. The equivalence between multi-team game with projection
neural network is given in Sect. 3. Stability analysis is given in Sect. 4. In Sect.
5, an application of flow control model of wireless ad hoc network based on
multi-team game is given. And its related simulation is also performed, while
the conclusions are drawn in Sect. 6.

2 Continuous Static Multi-team Games

Considering a n-team continuous static multi-team games: Let team N ∈ N,N =
{1, 2, · · · , n} have mN members of decision makers, and let the control variable
of the ith member xN

i be a vector of dimension mN
i . Let xN = (xN

1 , xN
2 , · · · , xN

mN
)

denote the overall control vector for team N ; matric space XN
i be the strategy

set of the ith player in team N , XN =
∏mN

i=1 XN
i denotes the strategy space

for the overall control vector xN of team N . For each i ∈ N, denote î = N\{i},
X =

∏n
i=1 Xi. fN

i : X → R denotes the ith player’s payoff function in team N ,
respectively.

For n-team noncooperative game, if there exists x∗ = (x1
∗, x

2
∗, · · · , xn

∗ ) ∈ X
such that

f i(xi
∗, x

î
∗) = max

ui∈Xi

mi∑

j=1

λi
jf

i
j(u

i, xî
∗),∀i ∈ N,

then x∗ is called the noninferior Nash equilibrium (NNE), where λi = (λi
1, λ

i
2,

· · · , λi
mi

) ∈ W i, i ∈ N, and W i is given by

W i = {λi ∈ Rmi |
mi∑

j=1

λi
j = 1, 0 ≤ λi

j ≤ 1}, i ∈ N.

Assumptions.
(1) ∀j ∈ {1, 2, · · · ,mi}, i ∈ N, strategy set Xi

j ∈ Rmi is nonempty, convex,
and compact.

(2) ∀j ∈ {1, 2, · · · ,mi}, i ∈ N, payoff function f i : X → R is continuously
differentiable, and ∀xî ∈ X î, ui → f i

j(u
i, xî) is concave on Xi.
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Remark 1. If function f satisfies assumptions (1) and (2), then our concerned
n-team continuous static multi-team game at least has one NNE. See Lemma 4
for details.

Lemma 1. Set ∇f(x) = ( ∂f
∂x1

, ∂f
∂x2

, ∂f
∂xn

), if payoff function f satisfies assump-
tions (1) and (2), then

f(y) ≤ f(x) + 〈∇f(x), y − x〉,

Remark 2. In [8–10], the authors deeply researched the noninferior Nash strate-
gies problem for multi-team system. However, they only gave out the algorithm
of the noninferior Nash equilibrium for two-team system instead of multi-team
system. In this paper, we will give out a general neural network algorithm for
the noninferior Nash equilibrium of multi-team system.

Remark 3. By utilizing Kakutani fixed point theorem, Y. Liu and M.A. Simaan
in [9] gave out the noninferior Nash equilibrium’s existence theorem for two-team
system, when the payoff function f is jointly continuous and strictly convex. In
this paper, we will show that for two-team or multi-team system, the existence
result only requires the payoff function f satisfying assumption (2).

3 Equivalent Relation Between Variational Inequality
and Multi-team Game

Under assumptions (1) and (2), we will prove that a continuous static multi-team
game problem can also uniquely correspond to a variational inequality problem.

Lemma 2. Let f : X → R be a continuous differentiable and concave function
defined on a nonempty closed convex set X, then f(x∗) = max

x∈X
f(x) if and only

if
〈∇f(x∗), x − x∗〉 ≤ 0,∀x ∈ X.

This result can be obviously obtained from Lemma 1, thus the proof is omit-
ted here.

Remark 4. N-team non-cooperative game is called a concave one, if ∀j ∈ mi, i ∈
N , payoff function f i satisfies assumption (2). Reference [19] has proved that
there is a special equivalence relationship between Nash equilibrium of non coop-
erative concave game and Brouwer fixed point theorem, as well as the solution
of variational inequality. Moreover, the solution of variational inequality can be
transformed into a dynamic system equilibrium point problem, which provides
a solution for the neural network algorithm of Nash equilibrium.

Remark 5. In [8,9], and [17,18], the used opposite payoff functions can be
regarded as special case of this paper. Thus the considered opposite payoff func-
tions in this paper are more general.
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Theorem 1. ∀j ∈ mi, i ∈ N, strategy set Xi
j ∈ Rmi satisfying assumption (1);

payoff function f i : X → R satisfying assumption (2); then, x∗ = (x1
∗, x2

∗, · · · ,
xn

∗ ) ∈ X is a noninferior Nash strategies of N-team continuous static multi-team
concave game if and only if x∗ satisfies

〈∇f(x∗), x − x∗〉 ≤ 0,∀x ∈ X,

where

∇f(x∗) = (∇x1∗f1,∇x2∗f2,∇xn∗ fn) ∈ Rm,m =
n∑

i=1

mmi .

mml =
ml
∑

k=1

ml
k, l ∈ N.

Proof: ∀i ∈ N,∀xi ∈ Xi, Set x = (xi, x
̂i
∗),then x ∈ X, since ∀x ∈ X, 〈∇f(x∗), x−

x∗〉 ≤ 0, from Lemma 2, we have f i(xi
∗, x

î
∗) = max

ui∈Xi
f i(ui, xî

∗). Thus, x∗ =

(x1
∗, x

2
∗, · · · , xn

∗ ) ∈ X is a noninferior Nash strategies of N-team concave game.
Conversely, if x∗ = (x1

∗, x
2
∗, · · · , xn

∗ ) ∈ X is a noninferior Nash strategies of
N-team concave game, then ∀i ∈ N, f i(xi

∗, x
î
∗) = max

ui∈Xi
f i(ui, xî

∗), from Lemma 2,

∀x ∈ X, 〈∇f(x∗), x − x∗〉 ≤ 0. This completes the proof.

Remark 6. It is difficult to calculate the NNEs of N-team continuous static multi-
team game directly, especially when there are many players in the game. How-
ever, the conclusion of Theorem 1 provides an indirect calculation method of
NNEs. The approximate calculation of NNEs can be realized by solving a spe-
cial variational inequality.

4 Neural Network Model for Multi-team Non-cooperative
Concave Game

4.1 Neural Network Model Construction

To give out neural network algorithm for above N-team non-cooperative concave
game, an important lemma is needed

Lemma 3. For arbitrary α > 0, x∗ is a fixed point of equation x = PΩ(x −
αf(x)), if and only if it satisfies 〈f(x∗), x − x∗〉 ≥ 0 for all x ∈ Rn, where
f : Rn → Rn is continuous on Rn, Ω is a subset of Rn, PΩ(x − αf(x)) is a
conventional projection operator.

By Theorem 1 and Lemma 3, NNE’s computation problem of N-team con-
tinuous static multi-team game can be further transformed into an equilibrium
point’s approximate calculation problem of the following neural network model.

dx(t)
dt

= −x(t) + PX(x(t) + α∇f(x(t))), (1)



786 Z. Liu et al.

where
PX(y) = arg min

x∈X
‖y − x‖.

∇f(x(t)) = (∇x1(t)f
1(x(t)), ∇x2(t)f

2(x(t)), · · · ,∇xn(t)f
n(x(t))), X = Πn

i=1X
i,

f i : X → R is the payoff function of the i-th team.

4.2 Equilibrium’s Existence Analysis

From Theorem 1 and Lemma 3, through a series of equivalent changes, NNE x∗
of a N-team multi-game is finally proved to be equivalent to the equilibrium point
of a special neural network and the solution of a special variational inequality.
Therefore, to give out the existence conditions of NNE and the equilibrium of
neural network, we only need to research the solution’s existence conditions of
concerned variational inequalities.

Lemma 4. [19] There exists at least one x∗ ∈ X such that

〈β(x∗), y − x∗〉 ≤ 0,∀y ∈ X.

where β(.) is continuous, and X is a subset of Rn satisfying nonempty bounded
closed convex property.

From Lemma 4, and assumptions (1) and (2), the following follows existence
theorem is obviously.

Theorem 2. The neural network model (1) established in this paper has at least
one equilibrium point.

Proof: By assumption (1), ∀j ∈ mi, i ∈ N, strategy set Xi
j ∈ Rmi is nonempty,

convex, and compact, thus X is a nonempty, convex, bounded, and closed set.
By assumption (2), since ∀j ∈ mi, i ∈ N, payoff function f i : X → R is continu-
ously differentiable, thus ∇f(x) is continuous on X. From Lemma 4, variational
inequality 〈∇f(x∗), x − x∗〉 ≤ 0 at least exists one solution x∗. Namely, The
neural network model (1) established in this paper has at least one equilibrium
point, which completes the proof.

Remark 7. If assumptions (1) and (2) hold, and ∀xî ∈ X î, ui → f i
j(u

i, xî) is
strong concave on Xi, similar to the proof in [13], the uniqueness property of
the equilibrium point of system (1) can also be obtained.

4.3 Stability Analysis

let y(t) = x(t) − x∗, where x∗ is a NNE of n-team multi-game, substitute y(t)
into system (1), through simple equivalent deformation operation, system (1) is
rewritten as

dy(t)
dt

= −y(t) + PX(y(t) + x∗ + α∇f(y(t) + x∗))

− PX(x∗ + α∇f(x∗)), t > 0.
(2)
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Lemma 5. [20] For arbitrary closed convex set Θ ⊆ Rn, ξ, η, x ∈ Rn, y ∈ Θ,
projection operator satisfies

‖PΘ(ξ) − PΘ(η)‖ ≤ ‖ξ − η‖,

(x − PΘ(x))T (PΘ(x) − y) ≥ 0, x ∈ Rn, y ∈ Θ,

where ‖ · ‖ denotes L2(Rn) norm.

Lemma 6. [21] If ∀x ∈ Rn, F (x) : Rn → Rn is continuous, and there exist
nonnegative functions M(t), N(t) such that

‖F (x)‖ ≤ M(t)‖x‖ + N(t),

then the solution existence interval of ẋ(t) = F (x) with initial value x(t0) is
[t0,+∞).

Lemma 7. [22] Let function V : Rn → R be positive definite local Lipschitz
normal satisfying

dV (x(t))
dt

≤ 0.

If there exists a constant l > 0 such that Ll = {x ∈ Rn|V (x) ≤ l} is bounded,
then for every solution x(t) of ẋ(t) = F (x) with initial value x0, when t → +∞,
we have

dist(x(t),M) → 0,

here M is the maximum invariant set of Z̄V ∩ Ll,

Z̄V = {x ∈ Rn|0 = V̇ (x)}.

By using Lemma 5 and Lemma 6, the solution’s existence result for system
(1) can be derived as follows

Theorem 3. For pre given initial value x(t0), the solution’s existence interval
of system (1) is [t0,+∞).

Proof: Set F (x(t)) = −x(t) + PX(x(t) + α∇f(x(t))). Notice that if f(x(t)) is a
convex function, then f(x(t)) is local Lipschitz continuous with Lipschitz con-
stant L(t), namely, ‖∇f(x(t))‖ ≤ L(t). From assumptions (1)–(2), and Lemma 5,
we have

‖F (x(t))‖ = ‖ − x(t) + PX(x(t) + α∇f(x(t)))‖
≤ ‖PX(x(t) + α∇f(x(t))) − PX(x(t))‖

+ ‖PX(x(t)) − PX(x∗)‖ + ‖PX(x∗) − x(t)‖,

≤ ‖α∇f(x(t))‖ + 2‖x(t)‖ + ‖x∗‖ + ‖PX(x∗)‖
≤ 2‖x(t)‖ + αL(t) + ‖x∗‖ + ‖PX(x∗)‖.

(3)

From Lemma 6, it follows that, for pre given initial value x(t0), the solution’s
existence interval of system (1) is [t0,+∞).

Using the proof method in reference [23], for system (1), the following
invariant-set property can be obtained.
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Theorem 4. For any initial value x0 ∈ X, the state vector x(t) of system (1)
is still in X, namely X is a invariant set of the solutions of system (1).

Theorem 5. Under hypothesis (1), (2), state vector x(t) of neural network (1)
with initial value x(t0) ∈ X converges to the NNE x∗ of the multi-team nonco-
operative concave game asymptotically, if

〈∇yif i(yi(t) + xi
∗, x

î
∗), ẏ

i(t)〉 ≤ 〈∇yif i(yi(t) + xi
∗, x

î(t)), ẏi(t)〉, i = 1, 2, · · · , n,

where yi(t) + xi
∗ = xi(t).

Proof: From Theorem 4, since X is an invariable set, thus ∀x(t0) ∈ X, x(t) ∈ X.
Let x∗ denote an equilibrium point of system (1), here x∗ ∈ X. From Theorem 1
and Lemma 3, it follows that x∗ is a NNE of multi-game. By the definition of non-
inferior Nash equilibrium, it follows that f i(xi

∗, x
î
∗) = maxxi(t)∈Xi f i(xi(t), xî

∗).
Using this relationship, a simple Lyapunov function can be constructed.

V (y(t)) = α

n∑

i=1

[f i(xi
∗, x

î
∗) − f i(yi(t) + xi

∗, x
î
∗)], (4)

where y(t)+x∗ = x(t) ∈ X. It follows that V (0) = 0 and V (y(t)) ≥ 0. By direct
derivation operation, one can obtain

V̇ (y(t)) = 〈∇V (y(t)), ẏ(t)〉. (5)

where

∇V (y(t)) = (−α∇y1f1(y1(t) + x1
∗, x

1̂
∗), · · · ,−α∇ynfn(yn(t) + xn

∗ , xn̂
∗ )).

Since

〈∇yif i(yi(t) + xi
∗, x

î
∗), ẏ

i(t)〉 ≤ 〈∇yif i(yi(t) + xi
∗, x

î(t)), ẏi(t)〉,
one can obtain that

〈∇V (y(t)), ẏ(t)〉 ≤ 〈∇V (y(t)), ẏ(t)〉,
where

V (y(t)) = (−α∇y1f1(y1(t) + x1
∗, x

1̂(t)), · · · ,−α∇ynfn(yn(t) + xn
∗ , xn̂(t))).

This means that
V̇ (y(t)) = 〈ẏ(t),∇V (y(t))〉

= 〈−αγ, ψ〉, (6)

where ψ = −y(t) − x∗ + PX(y(t) + x∗ + αγ), γ = ∇f(y(t) + x∗). Denote ω =
y(t) + x∗ + αγ, notice that x(t) = y(t) + x∗, from (6), we have

V̇ (y(t)) = 〈ẏ(t),∇V (y(t))〉
= 〈−αγ, ψ〉
= 〈PX(ω) − x(t),−ω + x(t), 〉,
≤ −〈PX(ω) − x(t), ω − PX(ω), 〉
− 〈PX(ω) − x(t), PX(ω) − x(t)〉.

(7)
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From Lemma 5, one can get V̇ (y(t)) ≤ 0. Denote Ll = {y(t) ∈ Rn|V (y(t)) ≤ l},
where l = maxy(t)+x∗∈X f(y(t) + x∗). Next, we will show that Ll is bounded.
Denote γ∗ = ∇f(x∗), by system (2), it follows that

y(t) = e−(t−t0)y(t0) − ∫ t

t0
e−(t−s)[PX(x∗ + αγ∗)

−PX(y(s) + x∗ + α∇f(y(s) + x∗))]ds.
(8)

Then
‖y(t)‖ ≤ e−(t−t0)‖y(t0)‖

+
∫ t

t0

e−(t−s)‖PX(x∗ + α∇f(x(s)))

− PX(x(s) + α∇f(x(s)))‖ds

+
∫ t

t0

e−(t−s)‖PX(x∗ + α∇f(x(s)))

− PX(x∗ + αγ∗)‖ds

≤ e−(t−t0)‖y(t0)‖ + α(L + ‖γ∗‖)

+
∫ t

t0

e−(t−s)‖y(s)‖ds.

(9)

where L = maxx(t)∈X ∇f(x(t)). Notice that X ∈ Rm is an invariant set for
arbitrary x(t0) ∈ X, ∇f(x(t)) is continuous on X, and X ∈ Rm is convex and
compact, thus L exists. By Gronwall-Bellman inequality, one can obtain

‖y(t)‖ ≤ e−(t−t0)‖y(t0)‖e + eα(L + ‖γ∗‖)
≤ e[‖y(t0)‖ + α(L + ‖γ∗‖)].

(10)

This means that Ll is bounded. Denote M = {x∗}, from Lemma 7, when t →
+∞, it follows dist(x(t),M) → 0, which complete the proof.

Remark 8. From Theorem 5, it follows that if the initial value x(t0) is in strategy
set X, and 〈∇yif i(yi(t) + xi

∗, x
î
∗), ẏ

i(t)〉 ≤ 〈∇yif i(yi(t) + xi
∗, x

î(t)), ẏi(t)〉, then
the state vector of neural network (1) converges asymptotically to the equilibrium
state. In order to get the convergence property and the convergence rate when
x(t0) is not in X, we need more stronger condition for payoff function f .

Theorem 6. Under assumptions (1) and (2), if there exists β > 0 such that
‖∇f(x(t)) − ∇f(y(t))‖ ≤ β‖x(t) − y(t)‖, then, the state vector x(t) of system
(1) with any initial value x(t0) exponentially globally converges to the Nash equi-
librium point of system (1).
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Proof: If ‖∇f(x(t)) − ∇f(y(t))‖ ≤ β‖x(t) − y(t)‖, where constant β > 0, from
(8), it follows that

‖y(t)‖ ≤ e−(t−t0)‖y(t0)‖

+
∫ t

t0

e−(t−s)‖PX(x∗ + α∇f(x(s)))

− PX(x(s) + α∇f(x(s)))‖ds

+
∫ t

t0

e−(t−s)‖PX(x∗ + α∇f(x(s)))

− PX(x∗ + αγ∗)‖ds

≤ e−(t−t0)‖y(t0)‖

+
∫ t

t0

e−(t−s)‖PX(x∗ + α∇f(x(s)))

− PX(x(s) + α∇f(x(s)))‖ds

+
∫ t

t0

e−(t−s)‖PX(x∗ + α∇f(x(s)))

− PX(x∗ + α∇f(x∗)‖ds

≤ e−(t−t0)‖y(t0)‖

+
∫ t

t0

e−(t−s)(1 + αβ)‖y(s)‖ds.

(11)

By Gronwall-Bellman inequality, one can obtain

‖y(t)‖ ≤ e−(t−t0)‖y(t0)‖e(1+αβ) (12)

This means that, for any initial value x(t0), the state vector x(t) of system
(1) exponentially globally converges to the NNE. From (12), one can see the
exponential convergence rate is equal to 1.

Remark 9. Since the stable state x∗ of system (1) is equivalence to the NNE of
mutil-team noncooperative concave game, thus Theorem 5 and Theorem 6 give
out a neural network algorithm to approximatly calculate NNE of mutil-team
game.

Remark 10. In [8–10], the payoff functions are all quadratic functions, obviously,
any quadratic functions satisfy the constraint condition in Theorem 6, from The-
orem 6, our neural network algorithm converges at the exponential convergence
rate 1. Thus it is more advantageous that the methods used in [8–10].
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5 Application of Multi-team Game in Flow Control of
Parallel-Link Communication Networks

5.1 Model Analysis

Let N = {1, 2, · · · , n} denote the set of team leaders. In each team, there exists
several types of users. All users in the same team share a set L = {1, 2, · · · , L} of
communication links. And all users in the same team are connected to a common
destination node and source node. If the capacity of communication link l is
denoted by cl, then c = (c1, c2, · · · , cL) means the capacity configuration. Let
MN denote team leader N ∈ N who servers mN users. We assume that the
ith user’s throughput demand in team N is a typical Poisson process, and the
average rate is denoted as xN

i = (xN
i,1, xN

i,2, · · · , xN
i,L), where xN

i,l, l ∈ L denotes
average rate of the ith user in team N across link l. Namely, xN

i is the strategy of
the ith user in team N . Assumption the queuing model of the users’ flow across
every link l is M/M/1, uN

i (X) demote the utility function of the ith user in team
N , similar to the analysis in [24], uN

i (X) can be defined as

uN
i (X) = αN

i

∑

l∈L

log(xN
i,l + 1) − βN

i

∑

l∈L

1
cl − xl

, N ∈ N,

xl =
∑

i∈N

∑

j∈M

xi
j,l,M = {1, 2, · · · ,

N∑

k=1

mk},

where αN
i (0 < αN

i < 1) is sensitive parameter of the ith user in team N to the
flow average rate.

∑
l∈L

log(xN
i,l + 1) denotes link cumulative gain of the ith user

in team N with strategy xN
i . 0 < βN

i < 1 is sensitive parameter of the ith user
in team N to the network delay,

∑
l∈L

1
cl−xl

denotes link cumulative delay of the
ith user in team N with strategy xN

i .
For the N th-team, team utility function is defined as all users’ utility convex

combination in N th-team

fN (X) =
mN∑

j=1

λN
j uN

j (X),∀N ∈ N,

where 0 ≤ λN
j ≤ 1,

∑mN

j=1 λN
j = 1. The aim of every user in the same team is

to select their flow average rate strategies such that the team utility to reach
the maximum which they are belonged to. Obviously, this problem is a typical
multi-team game model, and the noninferior Nash equilibrium strategy is x∗ =
(x1

∗, x
2
∗, · · · , xn

∗ ) ∈ X satisfying

fN (xN
∗ , xN̂

∗ ) = max
yN∈XN

mN∑

j=1

λN
j uN

j (yN , xN̂
∗ ),∀N ∈ N.

The topological structure of parallel-link communication networks with multi-
team is shown in Fig. 1.
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Fig. 1. The topological structure of parallel-link communication networks with multi-
teams.

Theorem 7. ∀j ∈ mN , N ∈ N, ∀xN̂
î

∈ XN̂
î

, xN
i → fN (xN

i , xN̂
î

) is concave on
XN

i , and fN is continuously and differentiable.

Proof. Since ∀xN
i,l,

∂2fN (X)

∂(xN
i,l)

2 = − λN
i αN

i

(xN
i,l+1)2

− ∑mN

i=1
2λN

i βN
i

(cl−xl)3
, notice that 0 ≤ λN

j ≤
1,

∑mN

j=1 λN
j = 1, 0 < αN

i < 1, 0 < αN
i < 1, thus, ∀xN

i,l,
∂2fN (X)

∂(xN
i,l)

2 < 0, which

means that fN : X → R is continuously differentiable, and ∀xN̂
î

∈ XN̂
î

, xN
i →

fN (xN
i , xN̂

î
) is concave on XN

i . This completes the proof.

Remark 11. Since the ith user’s average rate xN
i,l in team N across link l is not

exceed the minimum capacity configuration min{cl, l ∈ L} of all links. Thus, X
is a convex compact set. By Theorem 7, one can get that flow control of parallel-
link communication networks based on multi-team game is a typical concave
game, which means that there exists at least one NNE of this multi-team game.

By Theorem 1 and Lemma 3, following neural network model can be con-
structed to numerically calculate the NNE of our concerned multi-team concave
game.

dx(t)
dt

= −x(t) + PX(x(t) + α∇f(x(t))), (13)

5.2 Numerical Simulation

In this subsection, a simulation example will be given to illustrate the validity of
neural network algorithm derived in subsection A of Sect. 5. For the convenience
of simulation, suppose there are two team leaders, each team leader includes
two user, they all share two communication links. The topological structure of
communication network with N = 2,mN = 2, L = 2 is shown in Fig. 2. Let
λN

j = 0.5, j,N = 1, 2; αN
i = 0.6; βN

i = 0.1, i, N = 1, 2; c1 = 5, c2 = 9. In this
case, since 0 ≤ xN

i,l ≤ min{cl, l ∈ L}, it yields that 0 ≤ xN
i,l ≤ 5. Denote α > 0
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to be an arbitrary positive constant, from (13), by simple calculation, it follows
that x(t) = (x1

1,1, x
1
1,2, x

1
2,1, x

1
2,2, x

2
1,1, x

2
1,2, x

2
2,1, x

2
2,2),

∇x1
i,l

f1(x(t)) =
1
2

2∑

i=1

[
2∑

l=1

3
5(x1

i,l + 1)
−

2∑

l=1

1
10(5 − xl)2

],

∇x2
i,l

f2(x(t)) =
1
2

2∑

i=1

[
2∑

l=1

3
5(x2

i,l + 1)
−

2∑

l=1

1
10(9 − xl)2

],

PX(xN
i,l) =

|xN
i,l| + |xN

i,l − 5|
2

+
5
2
, i, j, n = 1, 2.

Fig. 2. The topological structure of parallel-link communication network with N =
2, mN = 2, L = 2.

Utilizing MATLAB Simulink tool box, when α = 0.01, N = 2,mN = 2, L =
2, the simulation result with initial value x(t) = (0.5, 1.6, 1.4, 2.3, 1.8, 0.9, 3.2, 2.7)
for system (13) is shown in Fig. 3. From Fig. 3, one can see that the state vector
of system (13) is asymptotically convergent to NNE x∗. From the result obtained
in Theorem 5, this equilibrium point x∗ is just a noninferior Nash equilibrium
point of the multi-team noncooperative concave game.
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Fig. 3. State vector x(t) of system (13) with N = 2, mN = 2, L = 2, α = 0.01.

6 Conclusion

In this paper, the computation problem of NNE of multi-team noncooperative
game is investigated. Utilizing the relationship among variational inequalities,
noninferior Nash equilibrium, and projection equation, the approximate calcu-
lation problem of NEE in general multi team game model with smooth and
concave payoff function is transformed into a stable state numerical calculation
problem by using projection neural network method. Finally, as an application,
a flow control model of parallel-link communication networks based on multi-
team game and neural network algorithm is also given. Simulation result shows
that neural network algorithm for solving noninferior Nash equilibrium of multi-
team noncooperative concave game is valid. In most cases, the payoff functions
of communication network only satisfy concave condition, they are frequently
nonsmooth. Thus, neural network algorithm for solving noninferior Nash equi-
librium of multi-team with nonsmooth payoff functions is worth researching, and
this will be our further work.
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Abstract. In the High Performance Computing field (HPC), metadata
server cluster is a critical aspect of a storage system performance and
with object storage growth, systems must now be able to distribute meta-
data across servers thanks to distributed metadata servers. Storage sys-
tems reach better performances if the workload remains balanced over
time. Indeed, an unbalanced distribution can lead to frequent requests
to a subset of servers while other servers are completely idle. To avoid
this issue, different metadata distribution methods exist and each one
has its best use cases. Moreover, each system has different usages and
different workloads, which means that one distribution method could fit
to a specific kind of storage system and not to another one. To this end,
we propose a tool to evaluate metadata distribution methods with dif-
ferent workloads. In this paper, we describe this tool and we use it to
compare state-of-the-art methods and one method we developed. We also
show how outputs generated by our tool enable us to deduce distribution
weakness and chose the most adapted method.

Keywords: Metadata distribution · Load-balancing · Evaluation tool

1 Introduction

To reach the highest accuracy as possible, scientific applications and numerical
simulations continuously look for more resources. It means huge data storage
capacities since a high level of accuracy is mainly achieved by resolving more
and more complex models. Dealing with larger datasets induce to get better
computation units in order to run simulation codes in a human-admissible time.
The High Performance Computing (HPC) field is permanently evolving to pro-
vide larger supercomputers and having a better computation power. As data sets
rapidly grow in volume, the need for an efficient storage system becomes critical.
Indeed, the well-known File System paradigm is not expected to handle the num-
ber of access requests related to massive data incoming in a near future [1]. This
scalability limitation is due to the hierarchical organization of files in POSIX
norms [2]. Hence, clusters need storage systems based on structures that are
independent of POSIX norms and provide a higher level of parallelism. Object
storage systems [3] have emerged in response to these issues. They distinguish
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data flows from metadata flows, enabling parallel access and higher throughput.
To reach another step in the requests parallelization, they also detach themselves
from the hierarchical tree constraints by using a flat namespace to store data
and metadata.

This kind of storage opens new opportunities to scalability challenges such
as a highly distributed metadata service. A distributed and dedicated metadata
service represents an important factor in the performance of a storage system [4]
and the ability to manage distributed metadata is an arduous point to solve [5].
Managing several metadata servers (MDS) induces to know which is the server
to ask for any metadata. For this purpose, the metadata namespace is split and
distributed across all metadata servers using a namespace distribution method.

In this paper, we focus on the evaluation of those distribution methods. Each
metadata distribution method has weaknesses and strengths and is adapted to
different request flows. In the same manner, each storage system has its own
requests flow depending on the system usage. A distribution method could be
adapted to a particular storage system while being unable to cope with another
system’s workload. Finding the metadata distribution method which fits with
a specific storage system workflow is not easy: It is necessary to evaluate the
method with the system workload before choosing it.

Main Contribution: In order to choose a method adapted to a particular work-
flow, we provide a tool to evaluate metadata distribution methods and to test
their robustness with representative HPC application traces. This tool provides
a unified context of evaluation for all methods and allows to analyse and com-
pare their behavior on different workflows. We propose also the implementation
of three distribution methods to show the comparison process.

The structure of the paper is the following: In Sect. 2, we discuss current
state-of-the-art and related works. Section 3 introduces the tool we developed
and Sect. 4 presents the environment we have used to evaluate distribution meth-
ods. Using this ecosystem, Sect. 5 describes the evaluated methods. Section 6
compares them and presents the outputs our tool generates. Finally, we conclude
in Sect. 7.

2 Related Work

Distributing metadata across all metadata servers in an efficient way is manda-
tory to make the global system scalable and efficient [4]. Indeed, distributing
the metadata namespace to the MDS set in an unsuitable manner generates
hot spots. In practice, these hot spots will be massively accessed and servers in
charge of them will be overloaded, causing bottlenecks and slowing down the
whole system. Well known metadata distribution methods are proposed such as
the Dynamic Subtree Partitionning [6], hashing techniques used in Dynamo [7]
or DROP [8] or table-based methods as the Dynamic Hashing method [9] or in
Someta system [10].

Each new proposed method induces performance evaluation and usually
comparisons with previous distribution methods. Benchmarking tools such as
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MDtest [11] or PostMark [12] enables to evaluate performance for File Systems
operations. They are used if the method is POSIX compliant as for Xing et al. in
their adaptive method [13] and Yang et al. in PPMS [14], or for Tang et al. [10]
which use MDtest to compare with Lustre File System [15]. However, lots of dis-
tribution methods are detached from POSIX norms and hence these tools are not
suitable. Some tools exist for object storage systems, such as COSBENCH [16]
and enable to evaluate overall system performance, but they do not specialize in
metadata evaluation and could not provide a distribution specific analysis with
for example a per-server workload.

The lack of specific comparison tools bring authors to implement their own
method in their system and evaluate performance with a process they them-
selves design, as done in Landstore [17]. Each evaluated method has so its own
metrics or measurements and does not follow one standard evaluation process.
Then, to compare these methods to previous ones, most of the state-of-the-art
authors choose to reimplement algorithms [6,18,19] to integrate them in their
own evaluation process. Indeed, there are different parameters which affect eval-
uations such as workflow or number of servers, and to have a fair performance
comparison, they have to reimplement state-of-the-art methods in the same sys-
tem as the one which evaluates their own method. That means for each new
method, previous ones had to be reimplemented to fit with their own evaluation
processes, which is a real waste of time. Moreover, some reimplemented methods
fit not well with the system in which they are integrated and adaptations are
needed. It can generate performance variations with the original algorithm and
so alters the comparison.

3 Framework

In order to fairly compare the different distribution methods, we decided to
develop a complete framework that allows us to instrument and compare meth-
ods on many various ways. This framework allows us to run and evaluate distri-
bution methods for various types of traces in the same context.

3.1 Architecture Overview

The distribution method choice depends on the storage system: each system has
its particular workflow with different ratios of metadata creations/old metadata
accesses or period of burst / period of low workload, or even different object nam-
ing policies. Similarly, every method has its main strengths and troublesome use
cases. In order to select the namespace distribution method the most suitable for
a particular workflow, it is mandatory to define an evaluation process based on
practical experiments. We propose a framework to evaluate distribution policies
on a same workload and so compare them on equal terms.
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Fig. 1. Overview of framework architechture

Our framework allows to simulate a metadata service with a user-defined
number of servers. It is a C-implemented project with 7000 lines of code in 80
files, which will be open-source [20]. An overview of the framework structure is
shown on Fig. 1. There is a client-server interaction which is achieved through a
TCP connection using the ZeroMQ library [21]. This interaction enables clients
to establish requests to servers and servers to reply. The main specificity of our
client-server interaction is the genericity: Each client and server have generic
calls to the distribution method, allowing to switch methods without a whole
reimplementation. The behavior of the distribution method on the client side
is independent of the one on the server side. This allows us to mix the client
behavior from one distribution policy and the server behavior of another one. The
generic storage API we can see in Fig. 1 is another generic part of the proposed
system which is associated with each server. This storage backend enables to
easily adapt the framework to different storage systems.

3.2 Specific Features

We will now describe in more details some specific characteristics of our tool. To
better understand these features, we should go deeper into the tool explanation.
A more detailed view of the architecture is given in Fig. 2 with a class diagram.

Switching Namespace Distribution: Our tool allows to switch transparently
the distribution method and to measure the impact of different policies on the
server workload and the overall performances. The flexibility in the choice of
the distribution method enables to highlight the hot spots in systems and to
compare how different methods handle them. It is also possible to create new
policies and to easily integrate them into our framework for evaluation.

As we can see in Fig. 2, there are two classes dedicated to the distribution
method: the Client Distribution and the Server Distribution. The Server Dis-
tribution has an extra function named end epoch which defines the behavior of
the distribution when time is passing (this will be more detailled below). Both
distributions have functions named pre send and post receive, which allows
to perform distribution specific operations before sending the request (or the
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Fig. 2. Class diagram for the framework architechture

answer) and after receiving the answer (or the request). The complete request-
ing process is the following:

1. Client class (which represents users which need to request metadata) gives
information about the request to the Client API. As all our requests follow
the CRUD semantic [22], Client only needs to provide the requested metadata
key and the operation to execute.

2. The Client API creates an object of type Request and ask to the Client
Distribution class for filling in the targeted server field, i.e. to compute the
distribution method algorithm to find the server to request.

3. Before sending the Request, the Client Distribution can add information that
is specific to the distribution method using the pre send function.

4. Once the Server class receives the Request, it calls the post receive function
in the Server Distribution class to check distribution specific information. For
example, it could check if the client cache is up-to-date and if it asks for the
real server in charge of the metadata.

5. The Server executes the operation using the Storage API.
6. Before sending the answer to the client, the Server Distribution is allowed to

add other distribution specific information. For example, it could inform the
client that the distribution has changed and it is no longer in charge of this
metadata.

7. The Client API receives the answer and the Client Distribution collects dis-
tribution specific information provided by the server distribution with the
post receive function

8. Client API returns an acknowledgment for the request execution to the Client
class.
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Federating Storage Devices: The Storage API, shown in Fig. 2, could be
connected to any storage media as long as it accepts CRUD semantic too. It
enables to use our tool without taking care of the storage media type, but also
to federate different media types such as magnetic tapes, databases or local file
systems in the same storage system. We can for example have a heterogenous
system with some servers linked to a local disk on POSIX [2] and others accessing
to a REDIS cloud [23]. The API is a wrapper for access functions of each type
of media linked to the server.

Input Traces: Our simulator framework accepts different input traces in a
simple format: all operations are gathered in a CSV formatted file following the
{timestamp, operation, key, jobid} pattern. A simple format enables for each
user to artificially create workflow that is characteristic of the targeted storage
system. If user has no input traces available, one default trace is proposed. It
is a real trace extracted from 24h of a supercalculator (further explanation in
Subsect. 4.2). Our framework also provides an embedded tool to generate traces
representative of a particular workflow depending on user-defined parameters.
Synthetic workflow used in the evaluation part (again, see Subsect. 4.2) is gen-
erated using this feature.

Controlling Time Passing: We designed a simulation process which con-
trols and simulates time passing in order to run the operations of a trace in an
accelerate fashion. Compressing a run and playing it in a limited time enables
to limit potential failures during the execution. As our workload measures are
not impacted by time, our simulator can play operations in an accelerated mode
without any care. Moreover, our time control process ensures load metrics repro-
ducibility: For one distribution method and one particular trace file, each run
of these traces will provide same load values. It allows us to avoid noise in load
comparison of two distribution methods.

To control time passing, we use a configurable time step mechanism: we play
operations of a time step in concurrency and we take measures at the end of the
step. It is possible to configure time steps small enough to run the traces in real
time: a small time step enables to consider that operations are executed at the
timestamp, allowing to measure other metrics influenced by time compression. A
small time step takes more time and increase failures probabilities during the run
whereas a big time step enables a faster run but could induce approximations.

In the first step of our simulation process, we split the trace file according to
the time step. For each step, we spread requests across a user-defined number
of clients and then each client executes its operation list concurrently. Once
all clients finished, we take measurements for each server, and then we let the
distribution method the possibility to make time-depending actions with the
end epoch function. Some distribution methods could have periodic checks or
rebalancing processes. After this action, we can finally process the next step.
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3.3 Metrics and Outputs

We choose as a principal metric of comparison the load of each server: each
5 min, we measure the number of requests received by each server and compute
the percentage of load of each server at each step. We also recorded various
information during the run such as information which belongs to the distribution
method. At the end of the run of traces, the framework generates gnuplot curves
such as the display of the received requests over time for the whole metadata
service or per server. It also provides per server workload evolution in percentages
and some statistics such as the maximum and the average distance between the
load on a server and the ideal load it should receive.

4 Evaluation Environnement

4.1 Test Environnement and Experimentals Assumptions

All our tests have been conducted on a cluster composed of Intel Xeon Platinium
8167 processors and 187 GB memory. Nodes are interconnected by Infiniband
EDR. Each server and client process runs on independent virtual machines coor-
dinated by a VM-manager named PCOCC [24], which enables to host clusters of
VMs on compute nodes, alongside regular job allocation. Each virtual machine
in the cluster runs on 48 cores with Centos 7.4 as operating system. Each test
represents a new start of the system and storage disks are initially empty.

For evaluated dynamic methods, we assume the redistribution is immediate
and does not influence the workload. We measure the load without taking the
redistribution computation into account. The load evaluation of each server is
negligible (4 arithmetic operations) and the redistribution algorithm needs few
computations that can be neglected too. The most expensive part of the rebal-
ancing stage corresponds to the metadata transfers. We choose to ignore this
cost because our implementation is not optimized, and it is not the research
purpose.

4.2 Workload Specification

To fairly compare methods, we have to evaluate them on different kinds of work-
loads. We choose on the first hand real traces, recorded on a cluster, that model
typical HPC needs, and on the other hand, synthetic traces generated with our
tool from a particular I/O pattern to challenge the methods.

Real Traces: We work with real traces extracted from a run of the industrial
and academic supercalculator Joliot Curie [25]. With 1 656 Skylake nodes (Intel
Xeon 8168 bi-processors nodes) and 828 Knight Landing nodes (many cores
Intel Xeon Phi 7250 nodes), the supercalculator has a computational power of
9,4 Pflops. The dedicated storage system of 5 PB is a Lustre system with 2
MDS and 42 OST. Our traces reflect 24h of daily usage on this cluster and
are representative of a wide set of HPC applications. Indeed, the usage of this
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cluster gathers different scientific fields including machine learning, chemistry,
physics and climatology with well-known simulation code such as abinit, cp2k,
gromacs or tensorflow. Initially, traces were recorded on the Lustre File System,
then tree-specific operations (mkdir, rmdir, unlink. . . ) have been adapted into
object operations (Create, Read, Update, Delete). Figure 3 shows some requests
extracted from the traces file.

1534555546.812093123 , update ,15,7

1534555546.812093123 , delete ,16,0

1534555546.812093124 , update ,13,1

1534555546.812093129 , update ,17,3

1534555546.812093131 , create ,18,4

Fig. 3. requests extracted from real traces

Synthetic Traces: The workload we generate follows the temporal pattern
given in Fig. 4: on the first 15 min, it has a low level, which represents less than
50% that servers could handle. The workload intensifies linearly during 45 min
to achieve a high level, which is 90% that servers could handle. It remains at
the high level during 1 h. The number of accessed keys during the run is 10%
of the total requests. To simulate a less favorable case, we artificially forced the
repartition of the requests across servers in order to have one server overloaded
in comparison with the others. The distribution across servers is computed with
the initial distribution for the whole traces. So, we set the percentage distribution
across our 4 servers at [70,10,10,10].

Fig. 4. Temporal request flow created for the metadata service in synthetic traces
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5 Evaluated Methods

To have a base of comparison in our tool, we have implemented two state-of-the-
art methods: the Static hashing method, which is a basic method and a dynamic
version of hashing, to observe evolving behavior. The last described method is
an adaptation of the Dynamic Hashing method [9].

Static Hashing: We implement the Static hashing method to distribute meta-
data across MDS. To know which server request, clients have to calculate hash
modulo the number of available servers. To have a better balanced workload,
we choose the Murmur3 hash function [26] because of the randomness of the
distribution. The hash computation is performed by clients, so servers are fully
engaged to process requests. Servers accept all the requests they receive as the
spreading policy is done on the client side and the distribution does not change
with time.

Dynamic Hashing: To assess the benefit of a dynamic distribution, we choose
to implement a dynamic version of the already implemented hashing distribution.
We implement a version of the Dynamic hashing first presented by Li et al. [9].

To distribute the namespace, metadata are first computed with a hash func-
tion (MurMur3 as said above), split between N entries of an index table (here we
take N = 100) and each entry is spread across all the MDS. Every new client or
server build an index table once and could then refer to the table for all the fol-
lowing requests. Periodically, a workload rebalancing algorithm named RElative
LoAd Balancing (RELAB) is performed (we choose every hour). Between each
rebalancing, servers compute for every entry a Synthetically Access Information
(SAI), which are then summed to obtain the server load. With the complete
set of workloads, the RELAB algorithm find a subset of entries from overloaded
servers to fill in the underload in each underloaded server. Once these load trans-
fers are defined, we update the index table and execute transfers to achieve the
workload rebalancing.

Load-Adaptive: This method is a method we develop, inspired by the Dynamic
hashing [9], shown above. Structures from the Dynamic hashing method such
as the index table (with N = 100 entries) to split the namespace and the Syn-
thetically Access Information (SAI) to evaluate an entry load are reused here.
The main idea of this method is to dynamically trigger the workload rebalanc-
ing when it is required, limiting useless rebalancing and trying to better fit the
overall workload.

For this purpose, a workload checker is integrated in every server. This work-
load checker regularly computes the server load and compare it to a critical
threshold. To obtain the load level for a single server, we sum the SAI of each
entry assigned to this server, as in the Dynamic hashing method. The threshold
for rebalancing is initially set to 0 and is updated at each rebalancing, allowing
to better fit to the current workflow. It is defined by the redistribution algorithm,
and is the mean load each server should handle ideally with a margin of 15%.
The margin is configurable and enables to rebalance in an aggressive way or not.
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When a server reaches the load threshold, a rebalancing phase with a new
redistribution algorithm inspired by the RELAB one [9] is requested. In this
new algorithm, we try to spread overload across all underloaded servers. If the
overload is too big, it is split before spreading. Once the index table is updated,
we execute the transfers and the new ideal load threshold is also updated. Having
a dynamic period to rebalance enables to have a system more tolerant to heavy
workload changes, rebalancing the workload before a server become overloaded.

6 Evaluations and Outputs

We evaluate these three methods with our tool and we take as input the two
workflows described in Subsect. 4.2: the real traces and the generated one. We
present here outputs curves and an example of how we can analyse them. With
real traces, loads are globally balanced with curves oscillating between 20 and
30 % for every method. With 4 servers, the ideal load value that every curve
should approach is 25%. Even if it seems to be negligible, a tiny difference of
load could lead to heavy imbalance of load if a high burst occurs.

Figure 5 shows the total workflow of requests over time with a measure
each 5 min. This curve is about the metadata service in its entirety and not per
server, that means it does not change depending on the distribution method:
all methods are evaluated with this same request flow. This curve enables us to
see the temporal profile of the input traces and see periods with few requests
and other periods with high burst. It is easier to evaluate a method’s behavior
if we can know periods which could be problematic, i.e. periods of burst, or
significative load changes.
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In Fig. 6, we present how requests are distributed across the four servers
with a percentage of received requests during 5 min, according respectively to
the Static hashing (Subfig. 6a), the Dynamic hashing (Subfig. 6b) and the Load-
adaptive method (Subfig. 6c). This enables us to spot imbalance period and see
which server is in difficulty. We can use these curves in correlation with the
first one, for example to see if a potential unbalanced period matches with a
high requesting period, which highlight a big distribution method failing. In the
current case, Subfig. 6a shows, during the first 450 min, an imbalance between all
servers, while the workflow remain stable (in Fig. 5). This imbalance is fixed with
the Dynamic hashing, as we can see in Subfig. 6b: after the first redistribution,
illustrated by pink vertical lines, the percentages of workload of each server
become nearer.

Again in the Fig. 6, we can see that from 450 min to 1000 min, a real imbal-
ance happens: the server one (in yellow) is really more loaded than the three
others. The metadata workflow during this time (in Fig. 5) is bigger than during
the other periods, which means Dynamic hashing has difficulties to keep the
workload balanced. Indeed, even if rebalancing are performed, the gap remains
the same because of the RELAB algorithm: the server one overload could not fit
in one idle server, hence there is no metadata transfer due to these redistribu-
tions. If we check how the third method behaves in Subfig. 6c, we can see that
two rebalancing are performed around 500 min (again illustrated by pink ver-
tical lines) and after these redistributions, the imbalance becomes significantly
smaller, which means redistributions were effectives.

We also generate this kind of curves with the synthetic workload: Fig. 7 shows
the requests workflows and Fig. 8 presents the percentage of loads per servers
for the Dynamic hashing method (Subfig. 8a) and the Load-adaptive method
(Subfig. 8b). We do not present the Static hashing curves here, because it is the
same curves as with Dynamic hashing without the redistributions vertical lines.
If we look at these curves, we can assert that the Dynamic hashing had failed its
rebalancing (for the same reasons than with real traces), while the third method
shows a per server workload approaching over time 25%.

In addition of generating curves, our tool could also provide useful infor-
mation about the run and even about the distribution method. For example,
during each dynamic method testing, we record time value when a rebalancing
is performed which is an information specific to the distribution method. This
allows us to know how many redistributions are performed during a run, but also
to evaluate in comparison with the percentage workload curves if a rebalancing
had an impact on the workload or not. With the real traces, the Dynamic hash-
ing performs 24 rebalancing (one per hour), while the Load-adaptive method
executes 15. For a better comfort, we add these kind of information on top of
generated curves, as we can see in Subfigs. 6b, 6c, 8a and 8b with pink vertical
lines.

Our tool also provides some useful statistics, such as the maximum and the
average distance in percentage between a server load and the ideal server load
(here 25%). For example, with the synthetic traces and the Dynamic hashing
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Fig. 6. Percentage of received requests by servers with real traces
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Fig. 8. Percentage of received requests by servers with synthetic traces

method, the average distance between the percentage of load on a server and
the ideal percentage of load it should reach is 22.50 points which is really high.
This means that servers are 22.50% more or less loaded than they should be.
The maximum distance is 45.00 points, which is the distance between the load
on server one and the ideal load. The Load-adaptive method evaluation shows
the average distance between the percentage of load on a server and the ideal
percentage of load it should reach is 1.74 points, which is way less than before.
The maximum distance is 45.00 points, which is the imbalance we obtain before
the first redistribution at the initial repartition.

7 Conclusion

Because of the lack of evaluation tools, state of the art methods should be reim-
plemented in the storage system for each new method to have a fair comparison.
To avoid this waste of time, we presented, in this work, a framework, which
allows to evaluate and compare fairly various distribution methods on any kind
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of workflows. We proposed an evaluation by our tool of three distribution meth-
ods on two specific workflows: first with a real execution case and then with
a synthetic unfavorable use case, generated by our tool. We have shown that
curves and statistics generated by our tool enable to highlight imbalance points
over time. We saw which server was overloaded in comparison of the others,
or how many rebalancing was performed during the run. This kind of analyse
allows to deduce which kind of workflows puts in trouble a distribution method
and so which distribution method better fit to a storage system.

For now, our tool enables to measure workload metrics and highlight over-
loads due to metadata distribution method. It could be improved in different
ways: first we plan to add more metrics to evaluate, as the response time of a
request for a client or the cost in time of a redistribution. These metrics could
help to better measure the impact of a distribution method which not fit to the
workflow. Secondly, we could extend our model to simulate in a more realistic
way a storage system: for example, we could add replication or fault tolerance
protocols. This would allow us to evaluate distribution method behaviors more
completely and even in other unfavorable use cases. Finally, it is also possible
to adapt our tool to use it in other research field. The nearest example field is
data distribution.
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Abstract. Live streaming is an effective tool to increase products sales, which
has become a new social commerce. However, few studies have explored the psy-
chological mechanisms of individuals’ impulse buying, although live streaming
has transformed behaviors of customers. In this study, ground on S-O-R paradigm
and motivation theory, we developed a research model to explore how customers
develop shopping motivations in live streaming shopping. The results from 318
actual customers in China showed that three situational factors: visibility, paraso-
cial interaction, and social presence of others differently affect form utilitarian
and hedonic motivation of consumers. The motivations of both utilitarian and
hedonic drive customers’ impulse buying decisions. Specifically, utilitarian moti-
vation plays a less significant role in driving customers’ purchase intention than
hedonic motivation. In conclusion, these findings increase one’s comprehension
of customers’ psychological mechanisms of impulse buying development in live
streaming context and spread the range of motivation theory. The findings also
supply perceptions to both sellers and platforms in developing strategies.

Keywords: Social commerce · Live streaming · Impulse buying · Parasocial
interaction · S-O-R paradigm

1 Introduction

The emergence and development of live streaming have brought substantial transfor-
mations for both businesses and consumers’ behaviors. The live streaming services are
also incorporated into some popular social media platforms such as YouTube to draw
more consumers’ attention to get involved [1]. Further, some e-commerce websites
including Amazon.com/live, Taobao.com provide live streaming services. Within the
live streaming shopping, consumers can watch the product more realistically, and thus,
live content possesses a high recreational value and stickiness [2]. An increasing number
of consumers are immersed in live streaming shopping.

Under the background of big data era, artificial intelligence has gradually penetrated
into all walks of life, especially in the field of new media. As an important direction
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of simulation technology, virtual reality technology (VR) has been widely used in live
streaming in recent years. High-tech VR live streaming enables the audience to enjoy a
completely immersive live experience [3], which highlights the situational stimulation
of live streaming. Mu Zhang (2019) pointed out that live streaming based on virtual
simulation technology iswidely used in social and commercial activities. As a theoretical
guide of virtual simulation technology, motion-sensing interaction design can effectively
improve users’ sense of immersion and experience, so the author believed that it will
become a new way of live streaming in the future [3]. Mengjuan Fan et al. (2016)
proposed that virtual simulation technology provides a brand new display platform and
communication channel for sports programs, and better excavates the commercial value
of sports programs [4]. Virtual simulation technology can also be applied in the field of
medical education, which can help doctors get rid of time and space constraints, learn
surgery from the first perspective, and experience the feeling of being in the operating
room in person [5]. In live streaming shopping, the application of virtual simulation
technologyhas effectively improved the live streaming technicalmeans, andbetter guides
consumers to conduct live streaming shopping, thereby ultimately increasing the revenue
of merchants’ live streaming marketing.

Although the live streaming shopping is a new social commerce and has become
more and more popular [6], especially in China, most studies focus on gifting behaviors,
and only a few studies have inquired into howcustomers’ purchase intention is influenced
by live streaming. An understanding of consumers’ motivations behind live streaming
shopping is important for researchers and sellers. Therefore, this study inquires into the
roles of situational factors to develop consumers’ motivations. Specifically, we try to
explore how to increase value of live streaming measured by visibility, parasocial inter-
action and social presence of others; then we investigate how the value of live streaming
translates into two click motivations (hedonic motivation and utilitarian motivation), and
then increase consumers’ impulsive buying intentions on live streaming platforms. Our
study provides vendors with significant practical enlightenments on how to understand
and motivate consumers’ shopping behavior in live streaming.

A number of researchers have employed the motivation theory to understand con-
sumers’ motivations by using different stimuli to watch their responses [7]. They found
that both utilitarian and hedonic motivations have effects on people making behavior to a
certain extent like shopping. Hedonic motivation and utilitarian motivation are two criti-
cal factors to drive impulse buying behavior [8]. This research extends motivation theory
in the live streaming shopping and adopts utilitarian motivation and hedonic motivation
as two motivational values to probe into consumers’ behavior.

In this study, we use motivation theory and S-O-R paradigm to investigate con-
sumers’ impulse buying behavior. Specifically, we would like to answer two questions:
(1) Do both utilitarian and hedonic motivations affect impulse buying when watching
live streaming shopping? (2) Which factors that drive consumers to form motivations of
utilitarian and hedonic respectively?
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2 Literature Review

2.1 Live Streaming Shopping

Live streaming initially began as a social media for online video gaming individuals,
but has diversified into other areas and has grown into a broader social commerce trend.
With the rapid development and progress of science and technology, the form of live
streaming has been constantly improved. The live streaming based on virtual simulation
technologyhas gradually becomeanewdevelopment trend of live streaming in the future.
Virtual simulation technology is based on computer technology, supplemented by other
related science and technology, to generate a digital environment highly similar to the
real environment, in which users can have a sense of reality and experience in person
[4]. The application of virtual simulation technology has brought technical reform to
live streaming, which has greatly improved the marketing effect of live streaming and
induced more and more consumers to live streaming shopping. Although the sudden
growth in live streaming shopping has driven online sellers and researchers to better
understand and adapt to consumer purchase behavior, only a few researches have been
reported on consumer purchase behavior.

2.2 Consumers’ Motivations

Consumers can get information about products throughwatching live streaming,which is
the first stage of information acquiring andmotivations developing. Clicking the product
page is the next stage to seekmore information.We argue that some values created by live
streaming motivate consumers’ motivations to click through the product page and assure
more about it. Therefore, we used utilitarian click (utilitarian motivation) and hedonic
click (hedonic motivation) as motivation cues [9], which influence impulse buying.

2.3 The Stimulus-Organism-Response Paradigm

The S-O-R (stimulus-organism-response) paradigm is a feasible theoretical framework
to explain consumers’ behavior in online shopping [10]. Stimulus (situational factors)
include the shopping environment, the products themselves and the people who shop
with you. Organism state refers to an internal status of humans, which is represented
by cognitive and emotional status. In this paper, we use utilitarian click and hedonic
click, utilitarian and hedonic motivation respectively, as the organism factors, which
is supported by some previous studies. Reaction refers to the response to individual’s
perceptions by some situational factors, such as purchase intention [11]. In this study,
we focus on consumers’ impulse buying in live streaming, so we just discuss purchase
intention.

3 Theoretical Model and Hypotheses Development

In this paper, we began to investigate the drivers and development of consumers’ motiva-
tions form from three dimensions: visibility, parasocial interaction, and social presence
of others. We also subdivide the two types of motivations in the model to obtain an in-
depth understanding of the role of live streaming value. We present the research model
in Fig. 1.
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Fig. 1. Research model.

3.1 Visibility and Consumers’ Click Motivation

In e-commerce, consumers are dependent mostly on product images or text descriptions
to make purchase decision [12]. Unfortunately, there is a shortage of comprehensive
understanding of the product itself which makes consumers hesitant to move to the next
step in purchasing the product. In addition, consumers also cannot see the sellers, which
also impacts on decision-making ability by the consumer. Visibility, and thus, interaction
via online streaming shopping betweenuser audience andonline sellers can help decrease
the uncertainty. The vividness can attract customers easyly [13], which is more likely to
stimulate purchasing for consumers than traditional platforms. We hypothesize:

H1. Visibility has a positive impact on utilitarian click.
H2. Visibility has a positive impact on hedonic click.

3.2 Parasocial Interaction and Consumers’ Click Motivation

Parasocial interaction refers to the relationship between a fan and a famous performer,
which is a semblance of intimacy. This is a self-established relationship and others,
especially the performer, may be unaware of this relationship and be influenced by
them. Such a relationship and its features exist in live streaming platforms.

In live streaming, the interaction between the audience and a streamer can be exposed
in a one-to-many or monodirectional mode, especially when attendance is in excess of
a certain amount [14]. Therefore, this study tries to show interaction between viewers
and streamers by using parasocial interaction. Parasocial interaction may exist on live
streaming platforms [14]. If consumers establish an intimate illusory relationship with
the streamers, they will be more willing to interact with the streamers and more likely
to trust the streamers. Hence, we can hypothesize:

H3. Parasocial interaction has a positive impact on utilitarian click.
H4. Parasocial interaction has a positive impact on hedonic click.
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3.3 Social Presence of Others and Consumers’ Click Motivation

The presence of others directly influences user’s arousal level [15]. Gefen and Straub
(2004) suggest that perceived social presence has a mediating effect on consumers’
purchase intention [16]. The presence of others can increase the likelihood of urge to
buy impulsively. The presence of others can make online consumers feel more like in a
real world. Hence, we suggest that the social presence of others will induce consumers
to gain utilitarian or hedonic value through clicking the product page.

H5. Social presence of others has a positive impact on utilitarian click.
H6. Social presence of others has a positive impact on hedonic click.

3.4 Consumers’ Click Motivation and Urge to Buy Impulsively

Many researchers adopted the S-O-R paradigm to study impulsive buying because it
highlights the role of environmental cues [17]. Previous studies have found that hedonic
motivation is a key determinant in the buying behavior [18]. When consumers explore a
product page on a live streaming platform, regardless ofwhether there is any utilitarian or
hedonic motivation, they can get more information about the products or services. This
not only exposes the consumer to external stimuli, but also creates a positive influence,
which are all additives factor forming “urge to buy impulsively” phenomenon [19]. Thus,
we propose:

H7. Utilitarian click has a positive impact on the urge to buy impulsively.
H8. Hedonic click has a positive impact on the urge to buy impulsively.

4 Methodology

4.1 Scale Design

Visibility was measured according to Sun et al. (2019) [13]. Parasocial interaction was
measured according to Hu et al. (2017) [14]. Social presence of others was measured
according to Lu, Fan & Zhou (2016) [20]. Utilitarian click, hedonic click and urge to
buy impulsively were measured according to Setyani et al. (2019) [21]. Instruments for
all the constructs were adopted seven-point Likert scales, ranges from “1 = strongly
disagree” to “7 = strongly agree”.

4.2 Data Collection

An online survey was conducted by using sojump.com, which is a well-known survey
website adopted in China. In total, 318 effective responses were gathered. We asked
the respondents to complete the questionnaire according to their recent experience of
watching live streaming shopping.
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5 Data Analysis and Results

5.1 Measurement Model

Confirmatory Factor Analysis (CFA) is applied to inspect measurement model. Hair,
Black, Babin &Anderson (2010) pointed out that using the indicators such as incremen-
tal fit index (IFI), goodness-of-fit index (GFI), adjusted goodness-of-fit index (AGFI),
normed fit index (NFI), and relative fit index (RFI) to assess goodness-of-fit may change
with sample size [22]. It was also suggested that researches use the relatively stable
comparative fit index (CFI) and non-normed fit index (NNFI) to assess the model fit.
The NNFI in this study was 0.954 and CFI was 0.960, which were both greater than
0.9, indicating that this study had good explanatory power. Chi-square (χ2) test was also
conducted to evaluate the goodness-of-fit. Root mean squared error of approximation
(RMSEA) is applied to evaluate the divergence. RMSEA value of below 0.08 represents
a good fit. In this study, χ2 = 505.70, p< 0.01, df= 241, χ2/df= 2.098, NNFI (TLI)=
0.954, IFI = 0.960, CFI = 0.960, RMSEA = 0.059, which point that the measurement
model fits significantly well.

We also examined measurement model to look further into reliability, convergent
validity, and discriminant validity. Dependability was accessed, and the values of all con-
structs’ Cronbach’s alpha and composite reliability transcend the recommended thresh-
old 0.7 (see in Table 1). The factor loadings of all items exceed 0.7, showing adequate
convergent validity. The item loadings on their allocation factors were greater than their
cross-loading on other constructions, which shows well-pleasing discriminant validity.
The square root of the AVE of each constructs was greater than its relationship with all
other constructions (see in Table 2) showing sufficient discriminant validity.

5.2 Structural Model

The evaluation results of the structural model are shown in Fig. 2. The effects of the
visibility on the utilitarian click (β = 0.334, p < 0.001) and on the hedonic click (β =
0.198, p< 0.01)were significant.Hence,H1 andH2 are supported. Parasocial interaction
had an active impact on utilitarian click (β = 0.283, p < 0.001) and hedonic click (β
= 0.122, p < 0.05). So H3 and H4 are supported. The Social presence of others was
importantly associated with utilitarian click (β = 0.296, p < 0.001) and hedonic click
(β = 0.378, p< 0.001), thereby supporting H5 and H6. Utilitarian click (β = 0.279, p<
0.001) and hedonic click (β = 0.445, p < 0.001) were discovered to be actively linked
with urge to buy impulsively, which supported H7 and H8.

6 Discussion and Implications

6.1 Main Findings and Contributions

The results showed that the research model had powerful psychometric attributes and
explicated most of the variances of consumers’ urge to buy impulsively in live streaming
context. This study have a few interesting findings.
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Table 1. Construct reliability and validity.

Construct Items Factor loadings CR AVE Cronbach’s α Mean SD

Visibility(VI) VI1 0.887 0.890 0.729 0.889 5.092 1.122

VI2 0.825

VI3 0.846

Parasocial
interaction(PSI)

PSI1 0.833 0.891 0.732 0.887 3.940 1.360

PSI2 0.936

PSI3 0.789

Social presence of
others(SPO)

SPO1 0.872 0.829 0.620 0.826 4.582 1.033

SPO2 0.722

SPO3 0.756

Utilitarian
motivation(UM)

UM1 0.924 0.942 0.767 0.938 4.864 1.054

UM2 0.945

UM3 0.905

UM4 0.894

UM5 0.682

Hedonic
motivation(HM)

HM1 0.809 0.940 0.757 0.939 4.610 1.038

HM2 0.873

HM3 0.920

HM4 0.900

HM5 0.843

Urge to buy
impulsively(UB)

UB1 0.817 0.939 0.755 0.936 4.347 1.336

UB2 0.884

UB3 0.908

UB4 0.926

UB5 0.790

First, in this study, we support that hedonic motivation can promote impulsive buy-
ing. This indicates that most customers in live streaming are irrational. As shown in the
results, utilitarian click impacts the impulsive buying. It’s consistent with previous stud-
ies, which found utilitarianmotivation can increase consumers’ impulsive buying. Hedo-
nic motivation is the pivotal driver of impulsive buying, but its role can be supplemented
by utilitarian click.

Second, visibility significantly affects consumers’ motivations in both utilitarian
and hedonic dimensions. However, it influences utilitarian click more than hedonic
click. Therefore, we assume that live streaming can reflect consumers’ deeper needs, for
example, consumers can get more information to know products like in the real world.
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Table 2. Latent variable correlations.

VI PSI SPO UM HM UB

VI 0.854

PSI 0.487 0.855

SPO 0.529 0.517 0.787

UM 0.682 0.720 0.617 0.876

HM 0.470 0.452 0.508 0.591 0.870

UB 0.436 0.504 0.557 0.661 0.716 0.869

Fig. 2. Structural model results.

Third, the social presence of others significantly affects customers’ motivations in
both utilitarian and hedonic dimensions, while its effects on hedonic click is powerful
than that on utilitarian click. This is because the social presence of others is mainly
related to other consumers’ purchase behavior, interestes and sharings which can be
presented on the screen.

6.2 Theoretical Implications

This research investigated impulse buying behavior in live streaming environment from
consumers’ psychological mechanism perspective. Based on S-O-R paradigm and moti-
vation theory, we build a model to analyze the effect of motivations on consumers’
impulse buying in live streaming.

First, this paper provides us with an integrated understanding of customers’ impulse
decision-making process surrounding live streaming shopping. The model reveals how
situational factors influence customers’ motivations, which in turn, promotes customers’
impulse buying decision. The results provides a helpful framework for future studies in
live streaming shopping. The results demonstrate that utilitarian click and hedonic click
drive customers’ impulse buying decisions.

Second, this research spreads the application range of motivation theory. It is appro-
priate to use utilitarian click and hedonic click to examine consumers’ motivations in
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live streaming context because of its particular characteristics. Therefore, seen in this
light, this study developed the motivation theory in live streaming.

Third, this research incorporates three main situational factors in live streaming and
gives us an integrated understanding on customers’ impulse purchase decision-making
process. Few studies examined the influence of live streaming shopping on customers’
impulse buying behavior. However, the existence of live streaming helps consumers to
make impulsive decisions more easily. The results intensify our understanding of the
impact of live shopping.

6.3 Practical Implications

There are some practical implications in this research. First, in order to triger customers’
impulse buying decision, live streaming platforms should concentrate more on charac-
teristics that trigger customers’ hedonic, rather than utilitarian. Therefore, live streaming
platforms should supply precise and thorough information to enhance users’ watching
experience.

Second, this study also supplies significances on how streamers stimulate consumers’
shopping motivations. Watching live streaming is time-consuming compared to brows-
ing static pictures on e-commerce websites. Therefore, in order to make consumers keep
watching live streaming, streamers should reduce consumers’ boredom and keep their
engaged by entertaining activities (e.g., product demonstration) or incentives (e.g., pro-
motion sale). These measures can bring some positive emotions for consumers andmake
it easier for them to form hedonic shopping motivation.

6.4 Limitations

This study also has some limitations. First, while the overall model explains the 38% of
the variance in impulse buying, other relevant factors are not fully taken into account.
Future research should consider a broader range of impulsive buying predictors. Second,
this study merely focuses on exploring the influence of situational factors on customers’
motivations and impulse buying behavior. Live streaming shopping is toujours a black
box. Prospective study can investigate into the live streaming shopping patterns in detail
and analyze which streamers’ features influence customers’ impulse buying behavior.
Finally, this study only adopts the questionnaire survey method and the structural equa-
tion model for empirical analysis. The research method is relatively single, and future
studies can combine the simulation technology to simulate the live streaming situation
for more in-depth research.
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