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Preface

This volume contains the refereed proceedings of the 9th International Conference on
Analysis of Images, Social Networks, and Texts (AIST 2020)1. The previous confer-
ences (during 2012–2019) attracted a significant number of data scientists – students,
researchers, academics, and engineers – working on interdisciplinary data analysis of
images, texts, and social networks.

The broad scope of AIST make it an event where researchers from different
domains, such as image and text processing, exploiting various data analysis tech-
niques, can meet and exchange ideas. As the test of time has shown, this leads to the
cross-fertilisation of ideas between researchers relying on modern data analysis
machinery.

Therefore, AIST 2020 brought together all kinds of applications of data mining and
machine learning techniques. The conference allowed specialists from different fields to
meet each other, present their work, and discuss both theoretical and practical aspects
of their data analysis problems. Another important aim of the conference was to
stimulate scientists and people from industry to benefit from knowledge exchange and
identify possible grounds for fruitful collaboration.

The conference was held during October 15–16, 2020. The conference was
organised in the Skolkovo Innovation Center, Russia, on the campus of the Skolkovo
Institute of Science and Technology2, but held entirely online due to the COVID-19
pandemic.

This year, the key topics of AIST were grouped into six tracks:

1. Data Analysis and Machine Learning chaired by Sergei O. Kuznetsov (HSE
University, Russia) and Amedeo Napoli (Loria, France)

2. Natural Language Processing chaired by Natalia Loukachevitch (Lomonosov
Moscow State University, Russia), Andrey Kutuzov (University of Oslo, Norway)

3. Social Network Analysis chaired by Vladimir Batagelj (University of Ljubljana,
Slovenia) and Olessia Koltsova (HSE University, Russia)

4. Computer Vision chaired by Marcello Pelillo (University of Venice, Italy) and
Andrey V. Savchenko (HSE University, Russia)

5. Theoretical Machine Learning and Optimization chaired by Panos M. Pardalos
(University of Florida, USA) and Michael Khachay (IMM UB RAS and Ural
Federal University, Russia)

6. Process Mining chaired by Wil M. P. van der Aalst (RWTH Aachen University,
Germany) and Irina A. Lomazova (HSE University, Russia)

To facilitate easy communication and negotiation of the area chairs and our authors
via only digital channels, due to the virtual character of the event, we invited additional

1 https://aistconf.org.
2 https://www.skoltech.ru/en/.
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area and program co-chairs for certain tracks, respectively: Alexei Buzmakov (HSE
University, Perm, Russia), Ilya Makarov (HSE University, Moscow, Russia), Anna
Kalenkova (University of Melbourne, Australia), and Elena Tutubalina (Kazan Federal
University, Russia).

The Programme Committee and the reviewers of the conference included 134
well-known experts in data mining and machine learning, natural language processing,
image processing, social network analysis, and related areas from leading institutions of
many countries including Australia, Austria, Czech Republic, France, Germany,
Greece, India, Iran, Ireland, Italy, Japan, Lithuania, Norway, Qatar, Romania, Russia,
Slovenia, Spain, Taiwan, Ukraine, United Kingdom, and the USA. This year, we
received 115 submissions: mostly from Russia but also from Algeria, Brazil, Finland,
Germany, India, Norway, Pakistan, Serbia, Spain, Ukraine, United Kingdom, and the
USA.

Out of 115 submissions (not taking into account seven automatically rejected
papers), only 27 full papers and four short papers were accepted as regular oral papers
in the main volume. Invited talks were also included in the main volume. In order to
encourage young practitioners and researchers, we included 14 full and nine short
papers in this companion volume after their short presentation at the conference and
four non-indexed poster abstracts as well. Thus, the acceptance rate of this volume was
around 30%. Each submission was reviewed by at least three reviewers, experts in their
fields, in order to supply detailed and helpful comments.

The conference featured several invited talks dedicated to current trends and chal-
lenges in the respective areas.

The invited talks from academia were on Computer Vision and Natural Language
Processing, respectively:

– Marcello Pelillo (Ca’ Foscari University of Venice, Italy): “Graph-Theoretic
Methods in Computer Vision: Recent Advances”

– Miguel Couceiro (LORIA, Université de Lorraine, France): “Making Models Fairer
Through Explanations”

– Leonard Kwuida (Bern University of Applied Sciences): “On Interpretability and
Similarity in Concept Based Machine Learning”

– Santo Fortunato (Indiana University Network Science Institute, USA): “Consensus
Clustering in Networks”

The invited industry speakers gave the following talks:

– Nikita Semenov (MTS AI, Russia): “Text and Speech Processing Projects at MTS
AI”

– Ivan Smurov (ABBYY; Moscow Institute of Physics and Technology, Russia):
“When CoNLL-2003 is not Enough: are Academic NER and RE Corpora
Well-Suited to Represent Real-World Scenarios? ”
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An extended part of Ivan’s industry talk was included in the main volume under the
title “RuREBus: a Case Study of Joint Named Entity Recognition and Relation
Extraction from e-Government Domain.”

We would like to thank the authors for submitting their papers and the members
of the Programme Committee for their efforts in providing exhaustive reviews.

According to the programme chairs, and taking into account the reviews and pre-
sentation quality, the Best Paper Awards were granted to the following papers:

– Track 1. Data Analysis and Machine Learning: “Gradient-Based Adversarial
Attacks on Categorical Sequence Models via Traversing an Embedded World” by
Ivan Fursov, Alexey Zaytsev, Nikita Klutchnikov, Andrey Kravchenko, and
Evgeny Burnaev;

– Track 2. Natural Language Processing: “Do Topics Make a Metaphor? Topic
Modeling for Metaphor Identification and Analysis in Russian” by Yulia
Badryzlova, Anastasia Nikiforova, and Olga Lyashevskaya;

– Track 3. Social Network Analysis: “Detecting Automatically Managed Accounts in
Online Social Networks: Graph Embedding Approach” by Ilia Karpov and
Ekaterina Glazkova;

– Track 4. Computer Vision: “Deep Learning on Point Clouds for False Positive
Reduction at Nodule Detection in Chest CT Scans” by Ivan Drokin and Elena
Ericheva;

– Track 5. Theoretical Machine Learning and Optimization: “Fast Approximation
Algorithms for Stabbing Special Families of Line Segments with Equal Disks” by
Konstantin Kobylkin;

– Track 6. Process Mining: “Checking Conformance between Colored Petri Nets and
Event Logs” by Julio Cesar Carrasquel, Khalil Mecheraoui, and Irina Lomazova.

We would also like to express our special gratitude to all the invited speakers and
industry representatives.

We deeply thank all the partners and sponsors, especially, the hosting university and
our main sponsor and the co-organiser this year, the Skolkovo Institute of Science and
Technology, as well as the National Research University Higher School of Economics
(including its subdivisions). Our special thanks go to Springer for their help, starting
from the first conference call to the final version of the proceedings. Last but not least,
we are grateful to Evgeny Burnaev and all the organisers, especially our secretary Irina
Nikishina, and the volunteers, whose endless energy saved us at the most critical stages
of the conference preparation.

Here, we would like to mention that the Russian word “aist” is more than just a
simple abbreviation (in Cyrillic) – it means “a stork”. Since it is a wonderful free bird, a
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symbol of happiness and peace, this stork gave us the inspiration to organise the AIST
conference series. So we believe that this conference will still likewise bring inspiration
to data scientists around the world!

October 2020 Wil M. P. van der Aalst
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Consensus Clustering in Networks

Santo Fortunato

Indiana University Bloomington, USA
santo@indiana.edu

Abstract. Algorithms for community detection are usually stochastic, leading to
different partitions for different choices of random seeds. Consensus clustering is
an effective technique to derive more stable and accurate partitions than the ones
obtained by the direct application of the algorithm. Here we will show how this
technique can be applied recursively to improve the results of clustering algo-
rithms. The basic procedure requires the calculation of the consensus matrix,
which can be quite dense if (some of) the clusters of the input partitions are
large. Consequently, the complexity can get dangerously close to quadratic,
which makes the technique inapplicable on large graphs. Hence we also present
a fast variant of consensus clustering, which calculates the consensus matrix
only on the links of the original graph and on a comparable number of additional
node pairs, suitably chosen. This brings the complexity down to linear, while the
performance remains comparable as the full technique. Therefore, the fast
consensus clustering procedure can be applied on networks with millions of
nodes and links.

Keywords: Consensus clustering � Networks � Community detection
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Graph-theoretic Methods in Computer Vision:
Recent Advances

Marcello Pelillo

Ca' Foscari University of Venice, Italy
pelillo@dsi.unive.it

Abstract. Graphs and graph-based representations have long been an important
tool in computer vision and pattern recognition, especially because of their
representational power and flexibility. There is now a renewed interest toward
explicitly formulating computer vision problems as graph problems. This is
particularly advantageous because it allows vision problems to be cast in a pure,
abstract setting with solid theoretical underpinnings and also permits access to
the full arsenal of graph algorithms developed in computer science and opera-
tions research. In this talk, I describe some recent developments in
graph-theoretic methods which allow us to address within a unified and prin-
cipled framework a number of classical computer vision problems. These
include interactive image segmentation, image geo-localization, image retrieval,
multi-camera tracking, and person re-identification. The concepts discussed here
have intriguing connections with optimization theory, game theory and
dynamical systems theory, and can be applied to weighted graphs, digraphs and
hypergraphs alike.

Keywords: Computer vision � Graph theory � Weighted graphs � Hypergrpahs �
Dominant sets � Image segmentation
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Abstract. Algorithmic decisions are now being used on a daily basis,
and based on Machine Learning (ML) processes that may be complex and
biased. This raises several concerns given the critical impact that biased
decisions may have on individuals or on society as a whole. Not only
unfair outcomes affect human rights, they also undermine public trust
in ML and AI. In this paper we address fairness issues of ML models
based on decision outcomes, and we show how the simple idea of “fea-
ture dropout” followed by an “ensemble approach” can improve model
fairness. To illustrate, we will revisit the case of “LimeOut” that was pro-
posed to tackle “process fairness”, which measures a model’s reliance on
sensitive or discriminatory features. Given a classifier, a dataset and a set
of sensitive features, LimeOut first assesses whether the classifier is fair
by checking its reliance on sensitive features using “Lime explanations”.
If deemed unfair, LimeOut then applies feature dropout to obtain a pool
of classifiers. These are then combined into an ensemble classifier that
was empirically shown to be less dependent on sensitive features without
compromising the classifier’s accuracy. We present different experiments
on multiple datasets and several state of the art classifiers, which show
that LimeOut’s classifiers improve (or at least maintain) not only pro-
cess fairness but also other fairness metrics such as individual and group
fairness, equal opportunity, and demographic parity.

Keywords: Fairness metrics · Feature importance · Feature-dropout ·
Ensemble classifier · LIME explanations

1 Introduction

Algorithmic decisions are now being used on a daily basis and obtained by
Machine Learning (ML) processes that may be rather complex and opaque. This
raises several concerns given the critical impact that such decisions may have on
individuals or on society as a whole. Well known examples include the classifiers
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Lab “Hybrid Approaches for Interpretable AI” (HyAIAI).

c© Springer Nature Switzerland AG 2021
W. M. P. van der Aalst et al. (Eds.): AIST 2020, LNCS 12602, pp. 3–18, 2021.
https://doi.org/10.1007/978-3-030-72610-2_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-72610-2_1&domain=pdf
https://doi.org/10.1007/978-3-030-72610-2_1


4 G. Alves et al.

which are used to predict the credit card defaulters, including multiple other
datasets which may impact the government decisions. These prevalent classifiers
are generally known to be biased to certain minority or vulnerable groups of
society, which should rather be protected. Most of the notions of fairness thus
focus on the outcomes of the decision process [15,16]. They are inspired by sev-
eral anti-discrimination efforts that aim to ensure that unprivileged groups (e.g.
racial minorities) should be treated fairly. Such issues can be addressed by look-
ing into fairness individually [15] or as a group [15,16]. Actually, earlier studies
[17,18] consider individual and group fairness as conflicting measures, and some
studies tried to find an optimal trade-off between them. In [3] the author argues
that, although apparently conflicting, they correspond to the same underlying
moral concept, thus providing a broader perspective and advocating an individ-
ual treatment and assessment based on a case-by-case analysis.

The authors of [7,8] provide yet another noteworthy perspective of fairness,
namely, process fairness. Rather than focusing on the outcome, it deals with
the process leading to the outcome. In [2] we delivered a potential solution to
deal with process fairness in ML classifiers. The key idea was to use an explana-
tory model, namely, LIME [14] to assess whether a given classifier was fair by
measuring its reliance on salient or sensitive features. This component was then
integrated in a human-centered workflow called LimeOut , that receives as input
a triple (M,D,F ) of a classifier M , a dataset D and a set F of sensitive features,
and outputs a classifier Mfinal less dependent on sensitive features without com-
promising accuracy. To achieve both goals, LimeOut relies on feature dropout to
produce a pool of classifiers that are then combined through an ensemble app-
roach. Feature dropout receives a classifier and a feature a as input, and produces
a classifier that does not take a into account. This preliminary study [2] showed
the feasibility and the flexibility of the simple idea of feature dropout followed by
an ensemble approach to improve process fairness. However, the empirical study
of [2] was performed only on two families of classifiers (logistic regression and
random forests) and carried out on two real-life datasets (Adult and German
Credit Score). Also, it did not take into account other commonly used fairness
measures. Moreover, in a recent study [6], Dimanov et al. question the trustful-
ness of certain explanation methods when assessing model fairness. In fact, they
present a procedure for modifying a pre-trained model in order to manipulate
the outputs of explanation methods that are based on feature importance (FI).
They also observed minor changes in accuracy and that, even though the pre-
trained model was deemed fair by some FI based explanation methods, it may
conceal unfairness with respect to other fairness metrics.

This motivated us to revisit LimeOut ’s framework to perform a thorough
analysis that follows the tracks of [6] and extends the empirical study of [2] in
several ways: (i) we experiment on many other datasets (e.g., HDMA dataset,
Taiwanese Credit Card dataset, LSAC) , (ii) we make use of a larger family of ML
classifiers (that include AdaBoost, Bagging, Random Forest (RF), and Logistic
Regression (LR)), and (iii) we evaluate LimeOut ’s output classifiers with respect
to a wide variety fairness metrics, namely, disparate impact (DI), disparate mis-
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treatment or equal opportunity (EO), demographic parity (DP), equal accuracy
(EA), and predictive equality (PQ). As it will become clear from the empiri-
cal results, the robustness of LimeOut ’s to different fairness view points is once
again confirmed without compromising accuracy.

The paper is organised as follows. After recalling Lime explanations and var-
ious fairness measures in Subsects. 2.1 and 2.2, respectively, we briefly describe
LimeOut ’s workflow in Subsect. 2.3. We then present in Sect. 3 an extended
empirical study following the tracks of [2] and the recent study [6]. First we
quickly describe the datasets used (Subsect. 3.1) and the classifiers employed
(Subsect. 3.2). We then present the empirical results and the various assess-
ments with respect to the different fairness metrics considered in Subsect. 2.2.
We conclude the paper in Sect. 4 with some final remarks on ongoing work and
perspectives of future research.

2 Related Work

In this section, we briefly recall LIME (Subsect. 2.1), recall the different metrics
used to measure model fairness (Subsect. 2.2) and revisit LimeOut ’s framework
(Subsect. 2.3).

2.1 LIME - Explanatory Method

Recall that LIME explanations [14] (Local Interpretable Model Agostic Explana-
tions) take the form of surrogate linear models, that locally mimic the behavior
of a ML model. Essentially, it tries to find the best possible linear model (i.e.
explanation model) which fits the prediction of ML model of a given instance
and it’s neighbouring points (see below).

Let f : Rd → R be the function learned by a classification or regression model
over training samples. LIME’s workflow can be described as follows. Given an
instance x and its ML prediction f(x), LIME generates neighbourhood points
by perturbing x and gets their corresponding predictions. These neighbouring
points z are assigned weights based on their proximity to x, using the following
equation:

πx(z) = e(
D(x,z)2

σ2 ),

where D(x, z) is the Euclidean distance between x and z, and σ is the hyper
parameter (kernel-width). LIME then learns the weighted linear model g over the
original and neighbourhood points, and their respective predictions, by solving
the following optimization problem:

g = argming∈G L(f, g, πx(z)) + Ω(g),

where L(f, g, πx(z)) is a measure of how unfaithful g is in approximating f in the
locality defined by πx(z). Ω(g) measures the complexity of g (regularization term).
In order to ensure both interpretability and local faithfulness, LIME minimizes
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L(f, g, πx(z)) while enforcing Ω(g) to be small in order to be interpretable by
humans. The obtained explanation model g is of the form

g(x) = α̂0 +
∑

1≤i≤d′
α̂ix[i],

where α̂i represents the contribution or importance of feature x[i]. Figure 1
presents the explanation of LIME for the classification of an instance from the
Adult dataset. For instance, the value “Capital Gain” ≤ 0.0 contributes 0.29 to
the class ≤ 50K, whereas the value “Relationship”= Husband contributes 0.15
to the class > 50K.

Fig. 1. LIME explanation in case of adult dataset

2.2 Model Fairness

Several metrics have been proposed in the literature in order to assess ML
model’s fairness. Here we recall some of the most used ones.

– Individual Fairness1 [4] imposes that the instances/individuals belonging
to different sensitive groups, but with similar non-sensitive attributes must
receive equal decision outcomes.

– Disparate Impact2 (DI) [5] is rooted in the desire for different sensitive
demographic groups to experience similar rates of positive decision outcomes
(ŷ = pos). Given the ML model, ŷ represents the predicted class. It compares
two groups of the population based on a sensitive feature: the privileged
(priv) and the unprivileged (unp) groups. For instance, if we consider race as

1 It is also referred to as disparate treatment or predictive parity.
2 It is also referred to as group fairness.
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sensitive feature, white people can be assigned as privileged and non-white
people as unprivileged group.

DI =
P (ŷ = pos|D = unp)
P (ŷ = pos|D = priv)

– Equal Opportunity3 (EO) [16] proposes different sensitive groups to
achieve similar rates of error in decision outcomes. It is computed as the
difference in recall scores ( TPi

TPi+FNi
, where TPi is true positive and FNi is

false negative for a particular group i) between the unprivileged and privi-
leged groups.

EO =
TPunp

TPunp + FNunp
− TPpriv

TPpriv + FNpriv

– Process Fairness4 [7,8] deals with the process leading to the prediction and
keeps track of input features used by the decision model. In other words, the
process fairness deals at the algorithmic level and ensures that the algorithm
does not use any sensitive features while making a prediction.

– Demographic Parity (DP) [9] the difference in the predicted positive rates
between the unprivileged and privileged groups.

DP = P (ŷ = pos|D = unp) − P (ŷ = pos|D = priv)

– Equal Accuracy (EA) [9] the difference in accuracy score (TPi+TNi

Pi+Ni
, where

TNi is true negative of a particular group i) between unprivileged and privi-
leged groups.

EA =
TPunp + TNunp

Punp + Nunp
− TPpriv + TNpriv

Ppriv + Npriv

– Predictive Equality (PE) which is defined as the difference in false positive
rates ( FPi

FPi+TPi
, where FPi is false positive for a particular group i) between

unprivileged and privileged groups. Formally,

PE =
FPunp

FPunp + TPunp
− FPpriv

FPpriv + TPpriv
.

In this paper we follow the same empirical setting of [6] and [2] and, hence,
will focus mainly on disparate impact, equal opportunity, process fairness, demo-
graphic parity and equal accuracy.

2.3 LimeOut ’s Framework

In this subsection, we briefly describe LimeOut ’s framework, which essentially
consists of two main components: LIMEGlobal and ENSEMBLEOut. Given an
3 It is also referred to as disparate mistreatment.
4 It is also referred to as procedural fairness.
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input (M,D,F ), where M is a classifier, D is a dataset, and F is a list of sensitive
features, LimeOut first employs a “global variant” of LIME (LIMEGlobal) to
assess the contribution (importance) of each feature to the classifier’s outcomes.
For that, LIMEGlobal uses submodular pick to select instances with diverse and
non-redundant explanations [14], and which are then aggregated to provide a
global explanations (see [2]). The final output of LIMEGlobal is thus a list of the
k most important features5.

If the k most important feature contain at least two sensitive features
in F , then the model is deemed unfair (or biased), and the second compo-
nent ENSEMBLEOut is deployed. Essentially, ENSEMBLEOut applies feature
dropout on the sensitive features that are among the k most important features,
each of which giving rise to a classifier obtained from M by removing that fea-
ture. thus resulting in a pool of classifiers. ENSEMBLEOut then constructs an
ensemble classifier Mfinal through a linear combination of the pool’s classifiers.

More precisely, if LIMEGlobal outputs a1, a2, . . . , ak as the k most important
features, in which aj1 , aj2 , . . . , aji

are sensitive, then LimeOut trains i + 1 clas-
sifiers: Mt after removing ajt

from the dataset, for t = 1, . . . , i, and Mi+1 after
removing all sensitive features aj1 , aj2 , . . . , aji

. The ensemble classifier Mfinal is
then defined as the “average” of these i + 1 classifiers, i.e., by the rule: for an
instance x and a class C,

PMfinal
(x ∈ C) =

∑i+1
t=1 PMt

(x ∈ C)
i + 1

.

The empirical studies carried out in [2] showed that this ensemble classifier
obtained by LimeOut is fairer with respect to process fairness than the input
model M , without compromising (or even improving) M ’s accuracy.

3 Empirical Study

In this section, we first describe in Subsect. 3.1 the datasets that we used in our
experiments, and we briefly present in Subsect. 3.2 the empirical setup. We then
discuss our results from different points of view. In Subsect. 3.3 we report on
the improved accuracy of LimeOut ’s classifiers using different models and on
the various datasets considered. We will then assess the fairness of LimeOut ’s
classifiers in Subsect. 3.3: first on process fairness and then on the remaining
metrics of Subsect. 2.2.

3.1 Datasets

Experiments were conducted using five datasets. All datasets share common
characteristics that allow us to run our experiments: a binary target feature and
the presence of sensitive features. Table 1 summarizes basic information about
these datasets. The details concerning each dataset are presented as follows.
5 In [2] k was set to 10.
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Table 1. Datasets employed in the experiments.

Dataset # features # sensitive # instances

Adult 14 3 32561

German 20 3 1000

HMDA 28 3 92793

Default 23 3 30000

LSAC 11 2 26551

Adult. This dataset is available on UCI repository6. The target variable indi-
cates whether a person earns more then 50k dollars per year. The goal is to
predict the target feature based on census data. In this dataset, we considered
as sensitive features: “Marital Status”, “Race”, and “Sex”.

German. This is also a dataset available on UCI repository7. The task is to
predict if an applicant has a high credit risk. In other words, if an applicant
is likely to pay back his loan. We considered as sensitive features: “statussex”,
“telephone”, and “foreign worker”.

HMDA. The Home Mortgage Disclosure Act (HMDA)8 aims to help identi-
fying possible discriminatory lending practices. This public data about home
mortgage contains information about the applicant (demographic information),
the lender (name, regulator), the property (type of property, owner occupancy,
census tract), and the loan (loan amount, type of loan, loan purpose). Here,
the goal is to predict whether a loan is “high-priced”, and the features that are
considered sensitive are “sex”, “race”, and “ethnicity”.

Default. This dataset is also a dataset available on the UCI repository9. The
goal is to predict the probability of default payments using data from Taiwanese
credit card users, e.g., credit limit, gender, education, marital status, history of
payment, bill and payment amounts. We consider as sensitive features in this
dataset: “sex” and “marriage”.

LSAC. The Law School Admissions Council (LSAC)10 dataset contains infor-
mation about approx. 27K students through law school, graduation, and sit-
tings for bar exams. This information was collected from 1991 through 1997,
and it describes students’ gender, race, year of birth (DOB yr), full-time status,

6 http://archive.ics.uci.edu/ml/datasets/Adult.
7 https://archive.ics.uci.edu/ml/datasets/statlog+(german+credit+data).
8 https://www.consumerfinance.gov/data-research/hmda/.
9 https://archive.ics.uci.edu/ml/datasets/default+of+credit+card+clients.

10 http://www.seaphe.org/databases.php.

http://archive.ics.uci.edu/ml/datasets/Adult
https://archive.ics.uci.edu/ml/datasets/statlog+(german+credit+data)
https://www.consumerfinance.gov/data-research/hmda/
https://archive.ics.uci.edu/ml/datasets/default+of+credit+card+clients
http://www.seaphe.org/databases.php


10 G. Alves et al.

family income, Law School Admission Test score (lsat), and academic perfor-
mace (undegraduate GPA (ugpa), standardized overall GPA (zgpa), standard-
ized 1st year GPA (zfygpa), weighted index using 60% of LSAT and 40% of
ugpa (weighted lsat ugpa)). Here, the goal is to predict whether a law stu-
dent passes in the bar exam. In this dataset, features that could be considered
sensitive are “race” and “sex”.

3.2 Empirical Setup

To perform our experiments11, we split each dataset into 70% training set and
30% testing. As the datasets are imbalanced, we used Synthetic Minority Over-
sampling Technique (SMOTE12) over training data to generate the samples syn-
thetically. We trained original and ensemble models on the balanced (augmented)
datasets using Scikit-learn implementations [12] of the following five algorithms:
AdaBoost (ADA), Bagging, Random Forest (RF), and Logistic Regression (LR).
For ADA, Bagging, RF, and LR we kept the default parameters of Scikit-learn
documentation13.

3.3 Accuracy Assessment

Table 2 shows the average accuracy obtained in all experiments. We repeated the
same experiment 10 times. For each dataset, we indicate the average accuracy
of the original model (“Original”) and the average accuracy of the LimeOut
ensemble model (line “LimeOut”). Our analysis is based on the comparison
between the accuracy of the original and the ensemble models. Since we drop
sensitive features, it is expected that the accuracy of model decreases. However,
it is evident that LimeOut ensemble models maintain the level of accuracy, even
though sensitive features were dropped out.

We notice a slight improvement in the accuracy of the ensemble models
when we use Bagging over German, Adult and Default datasets. Although in
some cases we notice a difference between original and ensemble models, in all
scenarios the difference is statistically negligible.

3.4 Fairness Assessment

We now assess model fairness with respect to two points of view, namely, in
terms of process fairness and in terms of various fairness metrics.

11 The gitlab repository of LimeOut can be found here:
https://gitlab.inria.fr/orpailleur/limeout.

12 https://machinelearningmastery.com/threshold-moving-for-imbalanced-
classification/.

13 We used version 0.23.1 of Scikit-learn.

https://gitlab.inria.fr/orpailleur/limeout
https://machinelearningmastery.com/threshold-moving-for-imbalanced-classification/
https://machinelearningmastery.com/threshold-moving-for-imbalanced-classification/
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Table 2. Average accuracy assessment, where LimeOut stands for the ensemble model
built by our proposed framework. Numbers in parentheses indicate standard deviation.
No accuracy values are reported on the HMDA dataset for logistic regression, and on
the Default dataset for random forest and logistic regression, since in each of these
cases the original model was deemed fair.

ADA Bagging RF LR

German Original 0.757 (0.015) 0.743 (0.019) 0.772 (0.016) 0.769 (0.021)

LimeOut 0.765 (0.014) 0.755 (0.021) 0.769 (0.016) 0.770 (0.021)

Adult Original 0.855 (0.003) 0.841 (0.002) 0.808 (0.007) 0.845 (0.004)

LimeOut 0.856 (0.003) 0.849 (0.002) 0.808 (0.004) 0.849 (0.004)

HMDA Original 0.879 (0.001) 0.883 (0.001) 0.882 (0.001) 0.878 (0.001)

LimeOut 0.880 (0.001) 0.884 (0.000) 0.884 (0.000) –

LSAC Original 0.857 (0.003) 0.861 (0.002) 0.852 (0.002) 0.820 (0.006)

LimeOut 0.859 (0.002) 0.866 (0.002) 0.859 (0.002) 0.822 (0.005)

Default Original 0.817 (0.003) 0.804 (0.003) 0.807 (0.003) 0.779 (0.004)

LimeOut 0.817 (0.003) 0.812 (0.002) – –

Process Fairness. In this section we analyze the impact of feature dropout
and the dependence on sensitive features. We employ LIMEGlobal to compute
feature contributions and build the list of the most important features. Instead
of providing the lists of feature contributions for all combinations of datasets
and classifiers, for each dataset, we select the classifier that provides the highest
accuracy, as we did in Subsect. 3.3.

We thus look at the explanations obtained from LIMEGlobal for these selected
combinations. Tables 3, 4, 5, 6 and 7 present the list of most important features
for these datasets. In all cases, we can notice that LimeOut decreases the depen-
dence on sensitive features. In other words, the ensemble models provided by
our framework have less sensitive features in the list of most important features.
Also, LIME explanations show that the remaining sensitive features (the ones
that appeared in the list of the ensemble model) contributed less to the global
prediction compared to the original model.

For all datasets we used k = 10, except for the HMDA dataset. Indeed, in the
latter case we took k = 15 (Table 5). This is due to the fact that all models were
considered fair by LimeOut if only the first 10 important features were taken
into account. We thus decided to investigate whether considering more features
would show a different result, as it turned out to be the case when applying
Bagging on HMDA.

Fairness Metrics In this section, we assess fairness using the fairness met-
rics introduced in Sect. 2. We compute fairness metrics using IBM AI Fairness
360 Toolkit14 [1]. Our goal is to have a different perspective on the fairness of
14 https://github.com/Trusted-AI/AIF360.

https://github.com/Trusted-AI/AIF360
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LimeOut ensemble models since we only assessed fairness by using LIME expla-
nations. In this analysis, we compare the original and ensemble models for each
combination of classifier and sensitive feature.

Table 3. LIME explanations in the form of pairs feature/contribution for the original
AdaBoost model and the ensemble variant (LimeOut ’s output) on the on Adult dataset.

Original

Feature Contrib.

CapitalGain −18.449067

CapitalLoss −4.922207

Hoursperweek 3.297749

Workclass −0.997601

fnlwgt −0.890244

MaritalStatus 0.873829

Sex 0.694676

Education-Num −0.603877

Relationship 0.277705

Occupation 0.173059

Ensemble

Feature Contrib.

CapitalGain −19.147673

CapitalLoss −9.682837

Hoursperweek 1.173417

fnlwgt 0.974685

Workclass −0.423646

Education-Num −0.259837

Sex −0.244728

Country −0.162728

Education 0.127105

Age 0.124858

Table 4. LIME explanations of RF on German dataset.

Original

Feature Contrib.

Foreignworker 2.664899

Otherinstallmentplans −1.354191

Housing −1.144371

Savings 0.984104

Property −0.648104

Purpose −0.415498

existingchecking 0.371415

Telephone 0.311451

Credithistory 0.263366

Duration −0.223288

Ensemble

Feature Contrib.

Otherinstallmentplans −1.487604

Housing −1.089726

Savings 0.679195

Duration −0.483643

foreignworker 0.448643

Property −0.386355

Credithistory 0.258375

Job −0.252046

Existingchecking −0.21358

Residencesince −0.138818

Figures 2, 3 and 4 show values for all fairness metrics in each graphic. Red
points indicate the values for LimeOut ensemble models while blue points indi-
cate values for original models. The dashed line is the reference for a fair model
(optimal value), i.e., 0 for all metrics except DI where the optimal is 1.

Results for the German dataset are depicted in Fig. 2. It is evident that
LimeOut produces ensemble models that are fairer according to metrics DP and
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Table 5. LIME explanation of Bagging on HMDA dataset.

Original

Feature Contrib.

derived loan product type 4.798847

balloon payment desc 4.624029

intro rate period 4.183828

loan to value ratio 2.824717

balloon payment 2.005847

prepayment penalty term 0.683618

reverse mortgage −0.659169

applicant age above 62 0.532331

derived ethnicity −0.409255

co applicant age above 62 −0.333838

property value −0.326801

derived race −0.318802

applicant age −0.304565

loan term 0.270951

negative amortization −0.229379

Ensemble

Feature Contrib.

derived loan product type 6.457707

balloon payment desc 5.054243

intro rate period 4.638744

balloon payment 1.512304

prepayment penalty term −1.267424

interest only payment 0.777766

loan to value ratio 0.704758

negative amortization desc 0.61936

reverse mortgage desc 0.508204

interest only payment desc −0.393068

applicant credit score type desc −0.379852

negative amortization −0.353717

applicant age above 62 0.349847

property value -0.316311

applicant credit score type −0.192114

Table 6. LIME explanations of AdaBoost on Default dataset.

Original

Feature Contrib.

PAY 0 0.014194

MARRIAGE −0.013986

PAY 2 −0.013513

PAY 6 −0.011724

PAY AMT1 0.011664

PAY AMT6 0.008088

PAY AMT2 0.007735

PAY 3 0.00735

EDUCATION 0.0032

SEX 0.000732

Ensemble

Feature Contrib.

PAY 2 −0.024354

PAY 0 0.008862

PAY 5 0.008729

PAY AMT6 −0.00566

LIMIT BAL −0.003584

BILL AMT2 0.00329

PAY 6 −0.00307

AGE −0.002058

PAY AMT1 0.001592

PAY 3 −0.001492

EQ. Red points are closer to zero compared to blue points, which means that
LimeOut ensemble models are fairer than pre-trained models. We can also notice
general improvement on DI. However, we observe that the only problematic sen-
sitive feature is “foreignworker”, where no improvement is observed. For all other
sensitive features, we observe an improved fairness behaviour. In a few cases, the
differences are negligible, which indicates that LimeOut either improves or at
least maintains the fairness metrics.
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Table 7. LIME explanations of Bagging on LSAC dataset.

Original

Feature Contrib.

isPartTime −12.588169

race −3.943962

cluster tier −1.873394

DOB yr −1.235803

zgpa −0.71457

zfygpa 0.314865

ugpa 0.123805

family income −0.08999

lsat −0.07596

Sex −0.068117

Ensemble

Feature Contrib.

isPartTime −9.294158

cluster tier −3.464014

zgpa 2.835836

family income −1.292526

DOB yr −0.923861

race −0.895484

zfygpa 0.238397

weighted lsat ugpa 0.060846

ugpa −0.055593

Sex −0.041478

Figure 3 shows the results on fairness metrics for the Adult dataset. In this
dataset, LimeOut ensemble models keep values of all metrics in almost scenar-
ios. We only see a deterioration of fairness when we compute EQ for Logistic
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Fig. 2. Fairness metrics for German credit score dataset
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Fig. 3. Fairness metrics for adult dataset.
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Fig. 4. Fairness metrics for LSAC dataset.
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Regression focuses on marital status. This behaviour means that LimeOut at
least maintain the value of fairness metrics when it reduces the dependence on
sensitive features, but it cannot ensure fairness metrics closer to 0.

The fairness metrics for LSAC dataset are depicted in Fig. 4. For this dataset,
most of results indicate that LimeOut maintains the fairness measurements. We
can observe some exceptions, for instance, “race” with Bagging on PE and EQ,
where an improvement is observed. This behaviour can indicate that, even if
LimeOut ’s ensemble outputs are in general less dependent on sensitive features,
for some datasets a weighted aggregation of pool classifiers should be employed
(Sect. 2.3). For HMDA and Default datasets we observed a similar behaviour
even though lesser classifiers were deemed unfair. The results for these two latter
datasets are presented in the Appendix A and the fairness metrics show a rather
fair behaviour of the few models that were deemed unfair by LimeOut .

4 Conclusion and Future Work

In this paper we revisited LimeOut ’s framework that uses explanation meth-
ods in order to assess model fairness. LimeOut uses LIME explanations, and it
receives as input a triple (M,D,F ) of a classifier M , a dataset D and a set of
“sensitive” features F , and outputs a fairer classifier Mfinal in the sense that it
is less dependent on sensitive features without compromising the model’s accu-
racy. We extended the empirical study of [2] by including experiments of a wide
family of classifiers on various and diverse datasets on which fairness issues nat-
urally appear. These new experiments reattested what was empirically shown
in [2], namely, that LimeOut improves process fairness without compromising
accuracy.

However, the authors of [6] raised several concerns in such an approach based
on explanation methods that use feature importance indices to determine model
fairness since they conceal other forms of unfairness. This motivated us to deepen
the thorough analysis of LimeOut to evaluate the model outcomes of LimeOut
with respect to several well known fairness metrics. Our results show consistent
improvements in most metrics with a very few exceptions that will be inves-
tigated in more detail. Also, we have already adapted LimeOut to other data
types and different explanatory models such as SHAP [11] and Anchors [13].
However, the construction of global explanations like [10] should be thoroughly
explored. Also, the aggregation rule to produce classifier ensembles should be
improved in order take into account classifier weighting, as well as other classi-
fiers resulting from the removal of different subsets of sensitive features (here we
only considered the removal of one or all features). Finally, we took a human and
context-centered approach for identifying sensitive features in a given use-case.
There is hope to automating this task while taking into account domain knowl-
edge and using statistical dataset characteristics and utility-based approaches to
quantify sensitivity. This will be the topic of a follow up contribution.
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Fig. 5. Fairness metrics for the HMDA dataset (first and second lines) and the Default
dataset (third and fourth lines). For both datasets, lesser original models were deemed
unfair, namely, ADA, Bagging and RF on HMDA, and ADA and Bagging on Default.
Even though these models were deemed unfair by LimeOut , most of the fairness met-
rics actually indicate a rather fair behaviour by the original and LimeOut ’s ensemble
models.
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Abstract. We show-case an application of information extraction meth-
ods, such as named entity recognition (NER) and relation extraction
(RE) to a novel corpus, consisting of documents, issued by a state agency.
The main challenges of this corpus are: 1) the annotation scheme differs
greatly from the one used for the general domain corpora, and 2) the doc-
uments are written in a language other than English. Unlike expectations,
the state-of-the-art transformer-based models show modest performance
for both tasks, either when approached sequentially, or in an end-to-end
fashion. Our experiments have demonstrated that fine-tuning on a large
unlabeled corpora does not automatically yield significant improvement
and thus we may conclude that more sophisticated strategies of leverag-
ing unlabelled texts are demanded. In this paper, we describe the whole
developed pipeline, starting from text annotation, baseline development,
and designing a shared task in hopes of improving the baseline. Eventu-
ally, we realize that the current NER and RE technologies are far from
being mature and do not overcome so far challenges like ours.

Keywords: Information extraction · Named entity recognition ·
Relation extraction

1 Introduction

Information extraction tasks, named entity recognition (NER) and relation
extraction (RE), have been studied extensively. NER and RE are sometimes
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thought of as easy and almost solved problems. However, outside of the ideal-
istic academic setup, many complications may arise. The most used datasets,
leveraged to compare new methods and establish state-of-the-art (SoTA) results
are CoNLL03 [27], TACRED [32], SemEval-2010 Task 8 [10], CoNLL04 [4], ACE
2005 [28], OntoNotes [11]. However, as the choice of open sources for dataset
construction appears to be quite limited, these datasets are usually assembled
from news articles. What is more, the annotation scheme typically is driven
by academic interest, rather than practical considerations. Real-life applications
though may vary a lot and target domains other than news. Such applications
cover Legal Tech (previous studies had focused on extraction of organization
and person names [8], while more recent studies look beyond classical NER
types [3,18,19,26], medical domain [12,29] list more than forty corpora) and
noisy user texts [25], and may require a domain-specific and application-driven
annotation scheme. It might prove to be difficult in practice to adopt exciting
approaches to NER and RE to other domains, as straightforward domain adap-
tion techniques do not lead to the desired quality. A question of how big the gap
between academic benchmarks and real-life applications is rarely explored.

Adaptation to languages other than English complicates the usage of the
SoTA methods. If no corpora, similar to the one developed for English, in terms
of size, domain, and annotation quality, is available, it is almost impossible to
draw a fair comparison. For example, for the Russian language, used in this
paper, the only corpora for joint NER and RE are FactRuEval [23], significantly
smaller than OntoNotes or TACRED, and RuRED [9], which partially replicates
TACRED annotation. As no identical setup for evaluation of NER and RE meth-
ods is available for different languages, it may be difficult to investigate whether
the same methods deliver comparable results for different languages. Transfer
learning [31] is a promising paradigm that helps to re-use cross-lingual models,
trained for English, for other languages. However, early attempts show that the
application of transfer learning techniques turns out to be rather challenging.
For example, so far, neither NER nor RE tasks benefit from transfer learning
approaches, when applied to TACRED and RuRED.

In this paper, we explore a typical industrial case: prototyping NER and RE
models in a specific application domain based on existing SoTA approaches. We
describe a problematic real-life setup, which requires both 1) adaptation to a
new domain and an unconventional annotation scheme and 2) processing text,
written in a language other than English. Our results show a significant decrease
in quality when compared to SoTA academic results. We aim to bring more
attention to the challenges of NER and RE tasks and show that existing methods
so far can be treated as off the shelf solutions only in a limited scope. The task
under consideration comes from e-Goverment domain: we investigate the corpus
of strategic planning documents1, which are annually issued by the Ministry of
Economic Development of the Russian Federation. The entities considered relate
to different types of state assets and enterprises. At the same time, the relations

1 The corpus is open and available online on the Ministry of Economic Development
of the Russian Federation website.
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express various aspects of strategic planning, i.e., goal setting and forecasting.
As the current approach to strategic planning is in desperate need of innovative
organizational development, the NER and RE methods should be at the forefront
of automation efforts. Extracted entities and relations between them allow for
faster retrieval, ontology-based analysis, and compliance testing.

The remainder is organized as follows. Section 2 introduces the corpus and
the annotation scheme. Section 3 presents with the methods used for NER and
RE as well as with a shared task, which was held in hopes of improving baseline
solution quality. Section 4 concludes by discussing the results and outlining the
directions for future work.

2 Corpus Annotation

We develop guidelines for entity and relation identification in order to maintain
uniformity of annotation in our corpus.

Table 1. Entities description and examples (translated to English)

Entity Description Examples

MET (metric) Indicator or object on which
the comparison operation is
defined

Unemployment rate, total
length of roads, average life
expectancy

ECO (economics) Economic entity or
infrastructure object

Private business, PJSC
Sberbank, hospital complex

BIN (binary) Binary characteristics or
single action

Modernization, development,
invest

CMP (comparative) Comparative characteristic Reduction of level, positive
dynamics, increase of

QUA (qualitative) Quality characteristic Ineffective, fault tolerant, stable

ACT (activity) Activities, events or measures
taken by the authorities

Restoration work, educational
project “Silver University” ,
drug prevention

INST (institutions) institutions, structures and
organizations

Cultural center, region
administration , youth
employment center

SOC (social) Social object Leisure activities, historical
heritage, population of the
country

We define eight types of entities described in Table 1 and nine types of rela-
tions that describe actions taken in the past and present time and also forecasts.
We distinguish them in terms of tonality, whether the actions or state of affairs
are positive, negative, or neutral. Another two relations are GOL, used for abstract
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goals, and TSK used for specific tasks. Such relations tightly correspond to the
domain: strategic planning is based on setting goals and targets due to past,
current, and predicted state of affairs.

All annotations were obtained using a Brat Rapid Annotation Tool (BRAT)
[24]. Annotation instructions are available at the GitHub repository2. Each doc-
ument in the corpus was annotated by two annotators independently, while a
moderator resolved disagreements. To speed up and facilitate the annotation
process, we used active learning techniques [22]. We applied widely used archi-
tecture, namely char-CNN-BiLSTM-CRF described in [17] and [20] and used pre-
trained FastText embeddings [2] from RusVectores [16]. For RE, we employed
morphological, syntactical, and semantic features obtained from Compreno [1,33]
and some hand-made features, such as capitalization templates and dependency
tree distance between relation members.

The resulting corpus contains 394,966 tokens, 120,989 entities and 12,648
relations. Annotation consistency is evaluated by measuring annotators agree-
ment on documents, which were marked up twice, leading to Cohen’s kappa
equal to 0.698.

3 Baselines and Evaluation

As a baseline for the NER task, we employed standard BERT-based [7] architec-
ture, fine-tuned for the Russian language, namely RuBERT [15] with an MLP on
top of it. Although being close to SoTA on most academic corpora, this model
yielded a rather disappointing strict token-based f1-score of 0.53.

To explore our corpus and double-check ourselves, we decided to conduct an
external evaluation of both NER and RE tasks. As for our internal evaluation,
we have chosen to continue working with NER (leaving the RE models explo-
ration to the external evaluation). External evaluation, organized in the form of
RuREBus-2020 Shared Task, is vital in broadening the scope of tested models
and providing additional validation for the scores obtained on the corpus. To
provide an additional grounding for our results, we were also able to draw some
comparisons between our setting and some other non-classical sequence-labelling
tasks.

3.1 External Evaluation

We provide a full account on the RuREBus Shared Task results in [13]. Here we
publish only the ones most useful for further analysis of the corpus.

Unsurprisingly the most fruitful approach in the NER task was based on
contextualised word embeddings in particular on BERT. While some partici-
pants attempted to use some additional layers such as BLSTMs and CRFs on
top of contextualized word embeddings, the two systems with highest scores
both employed standard, but powerful MLP on top of BERT model. The scores

2 https://github.com/dialogue-evaluation/RuREBus/.

https://github.com/dialogue-evaluation/RuREBus
https://github.com/dialogue-evaluation/RuREBus/
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obtained by the two systems are 0.561 and 0.5473. There is no significant dif-
ference between both models other than the version of BERT the participant
used (multilingual uncased base BERT in the first case and RuBERT for the
second one). We should also note that both systems only fitted BERTs on the
train set and did not employ the finetuning on the 299M token unmarked corpus
provided.

RE task yielded diverse models. Two top models, while once again both
used BERT, had different architectures. One of the systems employed R-BERT
[30] based solution and was able to obtain 0.441 on RE task (given gold stan-
dard NERs). Another system used a SpanBERT [14] inspired model. While two
systems have substantial differences, scores obtained by them are roughly com-
parable (0.441 for R-BERT and 0.394 for SpanBERT).

3.2 Internal Evaluation

As a part of our internal evaluation, we have decided to fine-tune the language
model of the contextual encoders for the NER task on the 299M token unmarked
corpus.

In this ongoing work so far, we have been able to obtain some rather unex-
pected results. Fine-tuning our BERT-based baseline model did not leave to a
significant improvement the performance and scored 0.54 on the NER task. We
also tried fine-tuning multilingual BERT, but it scored only 0.44 on the NER
task. In contrast fine-tuning ELMo [21] yielded the absolute best score obtained
in both internal and external evaluation: 0.57. We should also note that the
ELMo model used for fine-tuning was pre-trained on English. Thus it had essen-
tially non-random weights only on “middle layers” (as both embeddings and
softmax were pre-trained on different vocabulary). We intend to explore this
unexpected result further.

3.3 Evaluation Analysis

During the internal and external evaluation, several SoTA-like models were
tested, scoring 0.53–0.57 for the NER task and 0.39–0.44 for the RE task.
While these results can be improved, we can interpret them as a sort of indus-
trial baseline for the corpus. Such results can be obtained by a specialist rigor-
ously following academic publications, but not conducting large-scale research
independently.

One can easily notice the contrast between these scores and the results
obtained on most often cited academic corpora such as CoNLL-2003 and
SemEval2010 Task 8. In our opinion, this can be explained by domain-specific
content of the corpus and by the nature of entities and relations (that are often
longer and have less well-defined boundaries than “standard” entities).

The last assumption can be illustrated by the fact that there is a direct
correlation between the average length of the entity and the difference between
token-based f-measure for entities and char-based f-measure, see Table 2.
3 Obtained after the shared task deadline.
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Table 2. Differences in char-based f-measure and span-based

Metrics ACT BIN CMP ECO INST MET QUA SOC

Average span-based f1 0.23 0.55 0.79 0.43 0.4 0.47 0.53 0.36

Average f1 diff 0.28 0.03 0.00 0.23 0.21 0.27 0.00 0.19

Mean no. chars 34 12 10 24 27 31 12 21

Mean no. tokens 4.74 1.05 1.16 2.78 3.69 4.23 1.14 2.77

We can draw a direct comparison between RuREBus corpus and SemEval-
2020 Task 11 corpus for propaganda detection [6]. While these two corpora
have completely different domains and are in different languages, both involve
span extraction of long entities with sometimes less-than-clear borders and yield
comparable results (0.57 f-measure for RuREBus, 0.52 for SemEval-2020 Task
11). While not all entities in industrial settings are of this type, some are, and
thus, RuREBus can be treated as “worst-case business scenario”.

4 Conclusion

In this paper, we deal with a real-world situation when one applies SoTA methods
for NER and RE tasks. To this end, we have retrieved a large domain-specific text
collection and manually annotated a small fraction of it with a ‘non-standard’
annotations (RuREBus corpus). The BERT-based baseline, as well as other inde-
pendently developed and tested models, have shown low results (f1-score 0.53–
0.57 for the NER task and 0.39–0.44 for RE task). This negative result helps
to learn about the extent of the gap between the academic evaluations of SoTA
models and the results of the same models in practical applications. Our result is
consistent with another study (in a different domain) of information extraction
models (SemEval-2020 Task 11).

Indeed, our ad-hoc approach can be criticized for many reasons (e.g., for
the lack of deep analysis of errors, for the lack of diverse methods, or for the
presence of ‘non-standard’ types in annotation schema). However, we argue that
in industrial cases, many parameters may be less controllable than the in-vitro
setting, which leads to more laborious tasks. Thus, the RuREBus corpus can be
considered as a typical “worst-case business scenario” for NER and RE tasks.
Future work direction include investigating domain adaptation and fine-tuning
strategies and leveraging semi-supervided methods, such as cross-view training
[5] to make reasonable use of unlabelled texts.
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Abstract. Machine Learning (ML) provides important techniques for
classification and predictions. Most of these are black-box models for
users and do not provide decision-makers with an explanation. For the
sake of transparency or more validity of decisions, the need to develop
explainable/interpretable ML-methods is gaining more and more impor-
tance. Certain questions need to be addressed:

– How does an ML procedure derive the class for a particular entity?
– Why does a particular clustering emerge from a particular unsuper-

vised ML procedure?
– What can we do if the number of attributes is very large?
– What are the possible reasons for the mistakes for concrete cases

and models?
For binary attributes, Formal Concept Analysis (FCA) offers techniques
in terms of intents of formal concepts, and thus provides plausible reasons
for model prediction. However, from the interpretable machine learning
viewpoint, we still need to provide decision-makers with the importance
of individual attributes to the classification of a particular object, which
may facilitate explanations by experts in various domains with high-cost
errors like medicine or finance.

We discuss how notions from cooperative game theory can be used
to assess the contribution of individual attributes in classification and
clustering processes in concept-based machine learning. To address the
3rd question, we present some ideas on how to reduce the number of
attributes using similarities in large contexts.

Keywords: Interpretable Machine Learning · Concept learning ·
Formal concepts · Shapley values · Explainable AI

1 Introduction

In the notes of this invited talk, we would like to give the reader a short introduc-
tion to Interpretable Machine Learning (IML) from the perspective of Formal
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Concept Analysis (FCA), which can be considered as a mathematical framework
for concept learning, Frequent Itemset Mining (FIM) and Association Rule Min-
ing (ARM).

Among the variety of concept learning methods, we selected the rule-based
JSM-method named after J.S. Mill in its FCA formulation. Another possible
candidate is Version Spaces. To stress the difference between concept learning
paradigm and formal concept we used concept-based learning term in case of
usage of FCA as a mathematical tool and language.

We assume, that interpretation by means of game-theoretic attribute ranking
is also important in an unsupervised setting as well, and demonstrate its usage
via attribution of stability indices of formal concepts (concept stability is also
known as the robustness of closed itemset in the FIM community).

Being a convenient language for JSM-method (hypotheses learning) and Fre-
quent Itemset Mining, its direct application to large datasets is possible only
under a reasonable assumption on the number of attributes or data sparseness.
Direct computation of the Shapley value for a given attribute also requires enu-
meration of almost all attribute subsets in the intent of a particular object or
concept. One of the possibilities to cope with the data volume is approximate
computations, while another one lies in the reduction of the number of attributes
or their grouping by similarity.

The paper is organised as follows. Section 2 observes several closely related
studies and useful sources on FCA and its applications. Section 3 is devoted to
concept-based learning where formal intents are used as classification hypotheses
and specially tailored Shapley value helps to figure out contributions of attributes
in those hypotheses when a particular (e.g., unseen) object is examined. Section 4
shows that the Shapley value approach can be used for attribution to stability
(or robustness) of formal concepts, thus we are able to rank single attributes of
formal intents (closed itemsets) in an unsupervised setting. Section 5 sheds light
on the prospects of usage attribute-based similarity of concepts and attribute
reduction for possibly large datasets (formal contexts). Section 6 concludes the
paper.

2 Related Work

Formal Concept Analysis is an applied branch of modern Lattice Theory suit-
able for knowledge representation and data analysis in various domains [15]. We
refer the reader to a modern textbook on FCA with a focus on attribute explo-
ration and knowledge extraction [14], surveys on FCA models and techniques
for knowledge processing and representation [36,53] as well as on their applica-
tions [52]. Some of the examples in subsequent sections are also taken from a
tutorial on FCA and its applications [18].

Since we deal with interpretable machine learning, we first need to establish
basic machine learning terminology in FCA terms. In the basic case, our data are
Boolean object-attribute matrices or formal contexts, which are not necessarily
labeled w.r.t. a certain target attribute. Objects can be grouped into clusters
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(concept extents) by their common attributes, while attributes compose a clus-
ter (concept intent) if they belong to a certain subset of objects. The pairs of
subsets of objects and attributes form the so-called formal concepts, i.e. maximal
submatrices (w.r.t. of rows and attribute permutations) of an input context full
of ones in its Boolean representation. Those concepts form hierarchies or concept
lattices (Galois lattices), which provide convenient means of visualization and
navigation and enables usage of suprema and infima for incomparable concepts.

The connection between well-known concept learning techniques (for exam-
ple, Version Spaces, and decision tree induction) from machine learning and FCA
was well established in [12,31]. Thus Version Spaces studied by T. Mitchell [49]
also provides hierarchical means for hypotheses learning and elimination, where
hypotheses are also represented as conjunctions of attributes describing the tar-
get concept. Moreover, concept lattices can be used for searching for globally
optimal decision trees in the domains where we should not care about the trade-
off between time spent for the training phase and reached accuracy (e.g., med-
ical diagnostics) but should rather focus on all valid paths in the global search
space [4,25].

In case we deal with unsupervised learning, concept lattices can be consid-
ered as a variant of hierarchical clustering where one has the advantage to use
multiple inheritance in both bottom-up and top-down directions [6,7,64,66].
Another fruitful property of formal concepts allows one not only to receive a
cluster of objects without any clue why they are similar but to reveal objects’
similarity in terms of their common attributes. This property allows considering
a formal concept as bicluster [19,27,48], i.e. a biset of two clusters of objects and
attributes, respectively.

Another connection between FCA and Frequent Itemset Mining is known for
years [45,51]. In the latter discipline, transactions of attributes are mined to find
items frequently bought together [1]. The so-called closed itemsets are used to
cope with a huge number of frequent itemsets for large input transaction bases
(or contexts), and their definition coincides with the definition of concept intents
(under the choice of constraint on the concept extent size or itemset support).
Moreover, attribute dependencies in the form of implications and partial impli-
cations [47] are known as association rules, which appeared later in data mining
as well [1]1.

This is not a coincidence that we discuss data mining, while stressed inter-
pretability and machine learning in the title. Historically, data mining was for-
mulated as a step of the Knowledge Discovery in Databases process that is
“the nontrivial process of identifying valid, novel, potentially useful, and ulti-
mately understandable patterns in data.” [10]. While understandable patterns
are a must for data mining, in machine learning and AI in general, this property
should be instantiated as something extra, which is demanded by analysts to
ease decision making as the adjectives explainable (AI) and interpretable (ML)
suggest [50].

1 One of the earlier precursors of association rules can be also found in [17] under the
name of “almost true implications”.
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To have a first but quite comprehensive reading on interpretable ML we
suggest a freely available book [50], where the author states that “Interpretable
Machine Learning refers to methods and models that make the behaviour and
predictions of machine learning systems understandable to humans”.

The definition of interpretability may vary from the degree to which a human
can understand the cause of a decision to the degree to which a human can
consistently predict the model’s result.

The taxonomy of IML methods has several aspects. For example, models can
be roughly divided into intrinsic and post hoc ones. The former include simpler
models like short rules or sparse linear models, while among the latter black-
box techniques with post hoc processing after their training can be found. Some
researchers consistently show that in case of the necessity to have interpretable
models, one should not use post hoc techniques for black-box models but trust
naturally interpretable models [57]. Another aspect is the universality of the
method, the two extremes are model-specific (the method is valid for only one
type of models) and or model-agnostic (all models can be interpreted with the
method). There is one more important aspect, whether the method is suitable for
the explanation of the model’s predictions for a concrete object (local method) or
it provides an interpretable picture for the entire model (global method). Recent
views on state-of-the-art techniques and practices can be found in [8,26].

FCA provides interpretable patterns a priori since it deals with such under-
standable patterns as sets of attributes to describe both classes (by means of
classification rules or implications) and clusters (e.g., concept intents). However,
FCA theory does not suggest the (numeric) importance of separate attributes.
Here, a popular approach based on Shapley value from Cooperative Game The-
ory [59] recently adopted by the IML community may help [24,46,63].

The main idea of Shapley value based approaches in ML for ranking separate
attributes is based on the following consideration: each attribute is considered
as a player in a specific game-related to classification or regression problem
and attributes are able to form (winning) coalitions. The importance of such
a player (attribute) is computed over all possible coalitions by a combinatorial
formula taking into account the number of winning coalitions where without this
attribute the winning state is not reachable.

One of the recent popular implementations is SHAP library [46], which
however cannot be directly applied to our concept-based learning cases: JSM-
hypotheses and stability indices. The former technique assumes that unseen
objects can be left without classification or classified contradictory when for an
examined object there is no hypothesis for any class or there are at least two
hypotheses from different classes [11,38]. This might be an especially important
property for such domains as medicine and finance where wrong decisions may
lead to regrettable outcomes. We can figure out what are the attributes of the
contradictory hypotheses we have but which attributes have the largest positive
or negative impact on the classification is still unclear without external means.
The latter case of stability indices, which were originally proposed for ranking
JSM-hypotheses by their robustness to the deletion of object subsets from the
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input contexts (similarly to cross-validation) [33,37], is considered in an unsu-
pervised setting. Here, supervised interpretable techniques like SHAP are not
directly applicable. To fill the gap we formulated two corresponding games with
specific valuation functions used in the Shapley value computations.

Mapping of the two proposed approaches onto the taxonomy of IML methods
says that in the case of JSM-hypotheses it is an intrinsic model, but applying
Shapley values on top of it is post hoc. At the same time, this concrete variant
is rather model-specific since it requires customisation. This one is local since it
explains the classification of a single object. As for attribution of concept stabil-
ity, this one is definitely post hoc, model-specific, and if each pattern (concept)
is considered separately this one is rather local but since the whole set of stable
concepts can be attributed it might be considered as a global one as well.

It is important to note that one of the stability indices was rediscovered in
the Data Mining community and known under the name of the robustness of
closed itemsets [34,65] (where each transaction/object is kept with probability
α = 0.5). So, the proposed approach also allows attribution of closed itemsets.

Classification and direct computation of Shapley values afterwards might be
unfeasible for large sets of attributes [8]. So, we may think of approximate ways to
compute Shapley values [63] or pay attention to attribute selection, clarification,
and reduction known in the FCA community. We would like to draw the reader’s
attention to scale coarsening as feature selection tools [13] and a comparative
survey on FCA-based attribute reduction techniques [28,29]. However, we prefer
to concentrate on attribute aggregation by similarity2 as an attribute reduction
technique which will not allow us to leave out semantically meaningful attributes
even if they are highly-correlated and redundant in terms of extra complexity
paid for their processing otherwise.

The last note on related works, which is unavoidable when we talk about IML,
is the relation to Deep Learning (DL) where black-box models predominate [60].
According to the textbook [16], “Deep Learning is a form of machine learning
that enables computer to learn from experience and understand the world in
terms of a hierarchy of concepts.” The authors also admit that there is no need
for a human computer operator to formally specify all the knowledge that the
computer needs and obtained hierarchy of concepts allows the computer to learn
complicated concepts by building them out of simpler ones. The price of making
those concepts intelligible for the computer but not necessary for a human is
paid by specially devised IML techniques in addition to DL models.

Since FCA operates with concept hierarchies and is extensively used in
human-centric applications [52], the question “What can FCA do for DL?” is
open. For example, in [58] closure operators on finite sets of attributes were
encoded by a three-layered feed-forward neural network, while in [35] the authors
were performing neural architecture search based on concept lattices to avoid
overfitting and increase the model interpretability.

2 Similarity between concepts is discussed in [9].
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3 Supervised Learning: From Hypotheses to Attribute
Importance

In this section, we discuss how interpretable concept-based learning for JSM-
method can be achieved with Shapley Values following our previous study on
the problem [20]. Let us start with a piece of history of inductive reasoning. In
XIX century, John Stuart Mill proposed several schemes of inductive reasoning.
Let us consider, for example, the Method of Agreement [23]: “If two or more
instances of the phenomenon under investigation have only one circumstance in
common, ... [it] is the cause (or effect) of the given phenomenon.”

The JSM-method (after J.S. Mill) of hypotheses generation proposed by Vik-
tor K. Finn in the late 1970s is an attempt to describe induction in purely deduc-
tive form [11]. This new formulation was introduced in terms of many-valued
many-sorted extension of the First Order Predicate Logic [32].

This formal logical treatment allowed usage of the JSM-method as a machine
learning technique [37]. While further algebraic redefinitions of the logical pred-
icates to express similarity of objects as an algebraic operation allowed the for-
mulation of JSM-method as a classification technique in terms of formal con-
cepts [32,39].

3.1 JSM-hypotheses in FCA

In FCA, a formal concept consists of an extent and an intent. The intent is formed
by all attributes that describe the concept, and the extent contains all objects
belonging to the concept. In FCA, the JSM-method is known as rule-based
learning from positive and negative examples with rules in the form “concept
intent → class”.

Let a formal context K := (G,M, I) be our universe, where the binary rela-
tion I ⊆ G×M describes if an object g ∈ G has an attribute m ∈ M . For A ⊆ G
and B ⊆ M the derivation (or Galois) operators are defined by:

A′ = {m ∈ M | ∀a ∈ AaIm } and B′ = { g ∈ G | ∀b ∈ B gIb }.

A (formal) concept is a pair (A,B) with A ⊆ G, B ⊆ M such that A′ = B
and B′ = A. We call B its intent and A its extent. An implication of the form
H → m holds if all objects having the attributes in H also have the attribute
m, i.e. H ′ ⊆ m′.

The set of all concepts of a given context K is denoted by B(G,M, I); the
concepts are ordered by the “to be a more general concept” relation as follows:
(A,B) ≥ (C,D) ⇐⇒ C ⊆ A (equivalently B ⊆ D).

The set of all formal concepts B(G,M, I) together with the introduced rela-
tion form the concept lattice, which line diagram is useful for visual representation
and navigation through the concept sets.

Let w /∈ M be a target attribute, then w partitions G into three subsets:



34 L. Kwuida and D. I. Ignatov

– positive examples: G+ ⊆ G of objects known to satisfy w,
– negative examples: G− ⊆ G of objects known not to have w,
– undetermined examples: Gτ ⊆ G of objects for which it remains unknown

whether they have the target attribute or do not have it.

This partition gives rise to three subcontexts Kε := (Gε,M, Iε) with ε ∈
{−,+, τ}.

– The positive context K+ and the negative context K− form the training set
called by learning context :

K± = (G+ ∪ G−,M ∪ {w}, I+ ∪ I− ∪ G+ × {w}).

– The subcontext Kτ is called the undetermined context and is used to predict
the class of not yet classified objects.

The whole classification context is the context

Kc = (G+ ∪ G− ∪ Gτ ,M ∪ {w}, I+ ∪ I− ∪ Iτ ∪ G+ × {w}).

The derivation operators in the subcontexts Kε are denoted by (·)+ (·)−, and
(·)τ , respectively. The goal is to classify the objects in Gτ with respect to w.

To do so let us form the positive and negative hypotheses as follows. A positive
hypothesis H ⊆ M (H 
= ∅) is a intent of K+ that is not contained in the intent
of a negative example; i.e. H++ = H and H ′ ⊆ G+ ∪ Gτ (H → w). A negative
hypothesis H ⊆ M (H 
= ∅) is an intent of K− that is not contained in the intent
of a positive example; i.e. H−− = H and H ′ ⊆ G− ∪ Gτ (H → w).

An intent of K+ that is contained in the intent of a negative example is called
a falsified (+)-generalisation. A falsified (–)-generalisation is defined in a similar
way.

To illustrate these notions we use the credit scoring context in Table 1 [22].
Note that we use nominal scaling to transform many-valued context to one-
valued context [15] with the following attributes, Ma, F (for two genders), Y ,
MI, O (for young, middle, and old values of the two-valued attribute Age ,
resp.), HE, Sp, SE (for higher, special, and secondary education, resp.), Hi,
L, A (for high, low, and average salary, resp.), and w and w for the two-valued
attribute Target.

For example, the intent of the red node labelled by the attribute A in the left
line diagram (Fig. 1), is {A,Mi, F,HE}, and this is not contained in the intent
of any node labelled by the objects g5, g6, g7, and g8. So we believe in the rule
H → w. Note that the colours of the nodes in Fig. 1 represent different types
of hypotheses: the red ones correspond to minimal hypotheses (cf. the definition
below), the see green nodes correspond to negative hypotheses, while light grey
nodes correspond to non-minimal positive and negative hypotheses for the left
and the right line diagrams, respectively.

The undetermined examples gτ from Gτ are classified according to the fol-
lowing rules:
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Table 1. Many-valued classification context for credit scoring

G/M Gender Age Education Salary Target

1 Ma Young Higher High +

2 F Middle Special High +

3 F Middle Higher Average +

4 Ma Old Higher High +

5 Ma Young Higher Low −
6 F Middle Secondary Average −
7 F Old Special Average −
8 Ma Old Secondary Low −
9 F Young Special High τ

10 F Old Higher Average τ

11 Ma Middle Secondary Low τ

12 Ma Old Secondary High τ

– If gτ
τ contains a positive, but no negative hypothesis, then gτ is classified

positively.
– If gτ

τ contains a negative, but no positive hypothesis, then gτ is classified
negatively.

– If gτ
τ contains both negative and positive hypotheses, or if gτ

τ does not con-
tain any hypothesis, then this object classification is contradictory or unde-
termined, respectively.

To perform classification by the aforementioned rules, it is enough to have
only minimal hypotheses (w.r.t. ⊆) of both signs.

Let H+ (resp. H−) be the set of minimal positive (resp. minimal negative)
hypotheses. Then,

H+ =
{{F, Mi, HE, A}, {HS}}

and H− =
{{F, O, Sp, A}, {Se}, {Ma, L}}

.

We proceed to classify the four undetermined objects below.

– g′
9 = {F, Y, Sp,HS} contains the positive hypothesis {HS}, and no negative

hypothesis. Thus, g9 is classified positively.
– g′

10 = {F,O,HE,A} does not contain neither positive nor negative hypothe-
ses. Hence, g10 remains undetermined.

– g′
11 = {Ma,Mi, Se, L} contains two negative hypotheses: {Se} and {Ma,L},

and no positive hypothesis. Therefore, g11 is classified negatively.
– g′

12 = {Ma,O, Se,HS} contains the negative hypothesis {Se} and the posi-
tive hypothesis {HS}, which implies that g12 remains undetermined.

Even though we have a clear explanation of why a certain object belongs to
one of the classes in terms of contained positive and negative hypotheses, the



36 L. Kwuida and D. I. Ignatov

Fig. 1. The line diagrams of the lattice of positive context (left) and the lattice of
negative context (right).

following question arises: Do all attributes play the same role in the classification
of certain examples? If the answer is no, then one more question appears: How
can we rank attributes with respect to their importance in classifying examples,
for example, g11 with attributes Ma,Mi, Se, and L? Game Theory offers several
indices for such comparison: e.g., the Shapley value and the Banzhaf index. For
the present contribution, we concentrate on the use of Shapley values.

3.2 Shapley Values and JSM-hypotheses

To answer the question “What are the most important attributes for classifi-
cation of a particular object?” in our case, we follow to basic recipe studied in
[46,50,63].

To compute the Shapley value for an example x and an attribute m, one
needs to define fx(S), the expected value of the model prediction conditioned
on a subset S of the input attributes.

φm =
∑

S⊆M\{m}

|S|!(|M | − |S| − 1)!
|M |! (fx(S ∪ {m}) − fx(S)) , (1)

where M is the set of all input attributes and S a certain coalition of players,
i.e. set of attributes.

Let Kc = (G+ ∪ G− ∪ Gτ ,M ∪ {w}, I+ ∪ I− ∪ Iτ ∪ G+ × {w}) be our classifi-
cation context, and H+ (resp. H−) the set of minimal positive (resp. negative)
hypotheses of Kc.

Since we deal with hypotheses (i.e. sets of attributes) rather than compute
the expected value of the model’s prediction, we can define a valuation function
v directly. For g ∈ G, the Shapley value of an attribute m ∈ g′:

ϕm(g) =
∑

S⊆g′\{m}

|S|!(|g′| − |S| − 1)!
|g′|! (v(S ∪ {m}) − v(S)) , (2)
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where

v(S) =

⎧
⎪⎨

⎪⎩

1, ∃H+ ∈ H+ : H+ ⊆ S and ∀H− ∈ H− : H− 
⊆ S,

−1, ∃H− ∈ H− : H− ⊆ S and ∀H+ ∈ H+ : H+ 
⊆ S

0, otherwise

The Shapley value ϕm(g) is set to 0 for every m ∈ M \g′. The Shapley vector
for a given object g is denoted by Φ(g). To differentiate between the value in
cases when m ∈ M \ g′ and m ∈ g′, we will use decimal separator as follows, 0
and 0.0, respectively.

For the credit scoring context, the minimal positive and the negative hypothe-
ses are

H+ = {{F,Mi,HE,A}, {HS}}; H− = {{F,O, Sp,A}, {Se}, {M,L}}.

The Shapley values for JSM-hypotheses have been computed with our freely
available Python scripts3 for the objects in Gτ :

– g′
9 = {F, Y, Sp,HS} ⊇ {HS}, and g9 is classified positively. ϕHS(g9) = 1 and

and its Shapley vector is Φ(g9) = (0, 0.0, 0.0, 0, 0, 0, 0.0, 0, 1.0, 0, 0).
– g′

10 = {F,O,HE,A} and g10 remains undetermined. Its Shapley vector is
Φ(g10) = (0, 0.0, 0, 0, 0.0, 0.0, 0, 0, 0, 0.0, 0).

– g′
11 = {Ma,Mi, Se, L} ⊇ {Se}, {Ma,L}. Its Shapley vector is

Φ(g11) = (−1/6, 0, 0, 0.0, 0, 0, 0,−2/3, 0, 0,−1/6).
– g′

12 = {Ma,O, Se,HS} ⊇ {HS}, {Se}. ϕSe(g12) = −1, ϕHS(g12) = 1. Its
Shapley vector is Φ(g12) = (0.0, 0, 0, 0, 0.0, 0, 0,−1.0, 1.0, 0, 0).

Let us examine example g11. Its attribute Mi has zero importance accord-
ing to the Shapley value approach since it is not in any contained hypothe-
sis used for the negative classification. The most important attribute is Se,
which is alone two times more important than the attributes Ma and L
together. It is so, since the attribute Se, which is the single attribute of
the negative hypothesis {Se}, forms more winning coalitions S ∪ {Se} with
v(S ∪ {Se}) − v(S) = 1 than Ma and L, i.e. six vs. two. Thus, {Se} ↑
\{Ma,L} ↑= {{Se}, {Ma,Se}, {Mi, Se}, {Se, L}, {Mi, Se, L}, {Ma,Mi, Se}}4
are such winning coalitions for Se, while {Ma,L}, {Ma,Mi, L}, are those for
Ma and L.

The following properties hold:

Theorem 1 ([20]). The Shapley value, ϕm(g), of an attribute m for the JSM-
classification of an object g, fulfils the following properties:

1.
∑

m∈g′
ϕm(g) = 1 if g is classified positively;

2.
∑

m∈g′
ϕm(g) = −1 if g is classified negatively.

3 https://github.com/dimachine/Shap4JSM.
4 S ↑ is the up-set of S in the Boolean lattice (P{Ma, Mi, Se, L}, ⊆).

https://github.com/dimachine/Shap4JSM
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3.
∑

m∈g′
ϕm(g) = 0 if g is classified contradictory or undetermined.

The last theorem expresses the so-called efficiency property or axiom [59],
where it is stated that the sum of Shapley values of all players in a game is equal
to the total pay-off of their coalition, i.e. v(g′) in our case.

It is easy to check ϕm(g) = 0 for every m ∈ g′ that does not belong to at
least one positive or negative hypothesis contained in g′. Moreover, in this case
for any S ⊆ g′ \ {m} it also follows v(S) = v(S ∪ {m}) and these attributes are
called null or dummy players [59].

We also performed experiments on the Zoo dataset5, which includes 101
examples (animals) and their 17 attributes along with the target attribute (7
classes of animals). The attributes are binary except for the number of legs,
which can be scaled nominally and treated as categorical.

We consider a binary classification problem where birds is our positive class,
while all the rest form the negative class.

There are 19 positive examples (birds) and 80 negative examples since we left
out two examples for our testing set, namely, chicken and warm. The hypotheses
are H+ =

{
{feathers, eggs, backbone, breathes, legs2, tail}

}
and

H− =
{{venomous}, {eggs, aquatic, predator, legs5}, {legs0}, {eggs, legs6},

{predator, legs8}, {hair, breathes}, {milk, backbone, breathes}, {legs4},

{toothed, backbone}}
.

The intent aardvark′ = {hair,milk, predator, toothed, backbone, breathes,
legs4, catsize} contains four negative hypotheses and no positive one.

The Shapley vector for the aardvark example is

(−0.1, 0, 0, −0.0167, 0, 0, 0.0, −0.1, −0.133, −0.133, 0, 0, −0.517, 0, 0, 0, 0, 0, 0, 0, 0.0) .

Backbone, breathes, and four legs are the most important attributes with
values –0.517, –0.133, and –0.133, respectively, while catsize is not important
in terms of Shapley value (Fig. 2).

A useful interpretation of classification results could be an explanation for
true positive or true negative cases. However, in the case of our test set both
examples, chicken and warm, are classified correctly as bird and non-bird,
respectively. Let us have a look at their Shapley vectors. Our test objects have
the following intents

chicken′ = {feathers, eggs, airborne, backbone, breathes, legs2, tail, domestic}

and
warm′ = {eggs, breathes, legs0}.

5 https://archive.ics.uci.edu/ml/datasets/zoo.

https://archive.ics.uci.edu/ml/datasets/zoo
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Fig. 2. The Shapley vector diagram for the aardvark example

Fig. 3. The Shapley vector diagram for the chicken (left) and warm (right) examples

Thus, for the chicken example all six attributes that belong to the single
positive hypothesis have equal Shapley values, i.e. 1/6. The attributes airborne
and domestic have zero importance (Fig. 3, left). The warm example has only
one attribute with non-zero importance, i.e. the absence of legs with importance
–1 (Fig. 3, right) . It is so since the only negative hypothesis, {legs0}, is contained
in the object intent.

4 Unsupervised Learning: Contribution to Stability
and Robustness

(Intensional) stability indices were introduced to rank the concepts (intents)
by their robustness under objects deletion and provide evidence of the non-
random nature of concepts [56]. The extensional stability index is defined as the
proportion of intent subsets generating this intent; it shows the robustness of
the concept extent under attributes deletion [56]. Our goal here is to find out
whether all attributes play the same role in the stability indices. To measure
the importance of an attribute for a concept intent, we compare generators with
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this attribute to those without it. In this section, we demonstrate how Shapley
values can be used to assess attribute importance for concept stability.

4.1 Stability Indices of a Concept

Let K := (G,M, I) be a formal context. For any closed subset X of attributes or
objects, we denote by gen(X) the set of generating subsets of X. The extensional
stability index [56] of a concept (A,B) is

σe(A,B) :=
|{Y ⊆ B | Y ′′ = B}|

2|B| =
|gen(B)|

2|B| .

We can also restrict to generating subsets of equal size. The extensional stability
index of the k-th level of (A,B) is

Jk(A,B) := |{Y ⊆ B | |Y | = k, Y ′′ = B}|
/(

|B|
k

)
.

4.2 Shapley Vectors of Intents for Concept Stability

Let (A,B) be a concept of (G,M, I) and m ∈ B. We define an indicator function
by

v(Y ) = 1 if Y ′′ = B and Y 
= ∅, and v(Y ) = 0 otherwise.

Using the indicator v, the Shapley value of m ∈ B for the stability index of the
concept (A,B) is defined by:

ϕm(A,B) :=
1

|B|
∑

Y ⊆B\{m}

1
(|B|−1

|Y |
)
(
v(Y ∪ {m}) − v(Y )

)
. (3)

The Shapley vector of (A,B) is then (ϕm(A,B))m∈B. An equivalent for-
mulation is given using upper sets of minimal generators [21]. In fact, for
m ∈ Xm ∈ mingen(B) and m /∈ Xm ∈ mingen(B), we have

ϕm(A,B) =
1

|B|
∑

D�{m}∈⋃
Xm↑\ ⋃

Xm↑

1
(|B|−1

|D|
) ,

where � denotes the disjoint union, Xm and Xm the minimal generators of B
with and without m, respectively (Fig. 4).

To compute ϕm, additional simplifications are useful:

Theorem 2 ([21]). Let (A,B) be a concept and m ∈ B.

(i) ϕm(A,B) =
|B|∑
k=1

Jk(A,B)
k −

∑
D⊆B\{m}

1

|D|(|B|−1
|D| )v(D).

(ii) If m ∈ Xm ∈ mingen(B) and Y ⊆ B \ {m} with (A,B) ≺ (Y ′, Y ) then

ϕm(A,B) =
1

|B|
∑

D∈⋃
[Xm\{m},Y ]

1
(|B|−1

|D|
) .
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Fig. 4. Computing Shapley vectors for concept stability

(iii) If m ∈ X ∈ mingen(B) and |mingen(B)| = 1, then

ϕm(A,B) =
|B|∑

k=1

Jk(A,B)
k

=
1

|X| . (4)

To illustrate the importance of attributes in concept stability, we consider
the the fruits context [31], where we extract the subcontext with the first four
objects (Table 2).

Table 2. A many-valued context of fruits

G\M Color Firm Smooth Form

1 Apple Yellow No Yes Round

2 Grapefruit Yellow No No Round

3 Kiwi Green No No Oval

4 Plum Blue No Yes Oval

After scaling we get the binary context and its concept lattice diagram
(Fig. 5).

For each concept, the stability index σe and its Shapley vector φ are computed
(Table 3).

For the Zoo dataset we obtain 357 concepts in total. The top-3 most sta-
ble are c1, c2, c3 with extent stability indices: σe(G, ∅) = 1, σe(∅,M) = 0.997,
σe(A,A′) = 0.625, respectively, where
A′ = {feathers, eggs, backbone, breathes, legs2, tail} and
A = {11, 16, 20, 21, 23, 33, 37, 41, 43, 56, 57, 58, 59, 71, 78, 79, 83, 87, 95, 100}.
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Fig. 5. A scaled fruits context and the line diagram of its concept lattice

Table 3. The concepts of fruits context and their stability indices along with Shapley
vectors

Concepts σe Φ

({4}, {b, f̄ , s, r̄}) 0.625 (2/3, 0.0, 1/6, 1/6)

({3}, {g, f̄ , s̄, r̄}) 0.625 (2/3, 0.0, 1/6, 1/6)

({3, 4}, {f̄ , r̄}) 0.5 (0.0, 1.0)

({2}, {y, f̄ , s̄, r}) 0.375 (1/6, 0.0, 2/3, 1/6)

({2, 3}, {f̄ , s̄}) 0.5 (0.0, 1.0)

({1}, {y, f̄ , s, r}) 0.375 (1/6, 0.0, 2/3, 1/6)

({1, 4}, {f̄ , s}) 0.5 (0.0, 1.0)

({1, 2}, {y, f̄ , r}) 0.75 (0.5, 0.0, 0.5)

({1, 2, 3, 4}, {f̄}) 1 (0.0)

σe(∅, {w, y, g, b, f, f̄ , s, s̄, r, r̄}) = 0.955

Φ = (0.256, 0.069, 0.093, 0.093, 0.260, 0.0, 0.052, 0.052, 0.069, 0.052)

Fig. 6. The Shapley vector for concept c2 = (∅, M) (left) and c3 (right)
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The most important attributes are six legs, eight legs, five legs, feathers,
and four legs for c2 (Fig. 6, left), and feathers, eggs, and two legs for c3
(Fig. 6, right), w.r.t. to the Shapley vectors.

The demo is available on GitHub6. Shapley values provide a tool for assessing
the attribute importance of stable concepts. Comparison with other (not only
Game-theoretic) techniques for local interpretability is desirable. We believe that
the attribute importance can be lifted at the context level, via an aggregation,
and by then offer a possibility for attribute reduction, similar to the principal
component analysis (PCA) method.

5 Attribute Similarity and Reduction

Computation of attribute importance could lead to ranking the attributes of
the context, and by then classifying the attributes with respect to their global
importance, similar to principal component analysis. Therefore cutting off at a
certain threshold could lead to attribute reduction in the context. Other methods
leading to attributes reduction are based on their granularity, an ontology or an
is-a taxonomy, by using coarser attributes. Less coarse attributes are then put
together by going up in the taxonomy and are considered to be similar. In the
present section, we briefly discuss the effect of putting attributes together on
the resulting concept lattice. Doing this leads to the reduction of the number of
attributes, but not always in the reduction of the number of concepts.

Before considering such compound attributes, we would like to draw the
readers’ attention to types of data weeding that often overlooked outside of the
FCA community [28,29,55], namely, clarification and reduction.

5.1 Clarification and Reduction

A context (G,M, I) is called clarified [15], if for any objects g, h ∈ G from
g′ = h′ it always follows that g = h and, similarly, m′ = n′ implies m = n for
all m,n ∈ M . A clarification consists in removing duplicated lines and columns
from the context. This context manipulation does not alter the structure of the
concept lattice, though objects with the same intents and attributes with the
same extents are merged, respectively.

The structure of the concept lattice remains unchanged in case of removal of
reducible attributes and reducible objects [15]; An attribute m is reducible if it
is a combination of other attributes, i.e. m′ = Y ′ for some Y ⊆ M with m 
∈ Y .
Similarly, an object g is reducible if g′ = X ′ for some X ⊆ G with g 
∈ X. For
example, full rows (g′ = M) and full columns (m′ = G) are always reducible.

However, if our aim is a subsequent interpretation of patterns, we may wish
to keep attributes (e.g. in aggregated form), rather than leaving them out before
knowing their importance.

6 https://github.com/dimachine/ShapStab/.

https://github.com/dimachine/ShapStab/
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5.2 Generalised Attributes

As we know, FCA is used for conceptual clustering and helps discover patterns
in terms of clusters and rules. However, the number of patterns can explode
with the size of an input context. Since the main goal is to maintain a friendly
overview of the discovered patterns, several approaches have been investigated
to reduce the number of attributes without loss of much information [28,55].
One of these suggestions consists in using is-a taxonomies. Given a taxonomy
on attributes, how can we use it to discover generalised patterns in the form of
clusters and rules? If there is no taxonomy, can we (interactively) design one?
We will discuss different scenarios of grouping attributes or objects, and the need
of designing similarity measures for these purposes in the FCA setting.

To the best of our knowledge the problem of mining generalised association
rules was first introduced around 1995 in [61,62], and rephrased as follows: Given
a large database of transactions, where each transaction consists of a set of items,
and a taxonomy (is-a hierarchy) on the items, the goal is to find associations
between items at any level of the taxonomy. For example, with a taxonomy that
says that jackets is-a outerwear and outerwear is-a clothes, we may infer a
rule that “people who buy outerwear tend to buy shoes”. This rule may hold
even if rules that “people who buy jackets tend to buy shoes”, and “people
who buy clothes tend to buy shoes” do not hold (See Fig. 7).

Fig. 7. A database of transactions, taxonomies and extracted rules [61,62]
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A generalised association rule is a (partial) implication X → Y , where X,Y
are disjoint itemsets and no item in Y is a generalisation of any item in X [61,62].
We adopt the following notation: I = {i1, i2, · · · , im} is a set of items and
D = {t1, t2, · · · , tn} a set of transactions. Each transaction t ∈ D is a subset
of items I. Let T be a set of taxonomies (i.e. directed acyclic graph on items
and generalised items). We denote by (T ,≤) its transitive closure. The elements
of T are called “general items”. A transaction t supports an item x (resp. a
general item y) if x is in t (resp. y is a generalisation of an item x in t). A set of
transactions T supports an itemset X ⊆ I if T supports every item in X.

In FCA setting, we build a generalised context (D, I ∪ T , I), where the set
of objects, D, is the set of transactions (strictly speaking transaction-ID), and
the set of attributes, M = I ∪ T , contains all items (I) and general items (T ).
The incidence relation I ⊆ D × M is defined by

tIm ⇐⇒
{

m ∈ I and m ∈ t

m ∈ T and ∃n ∈ I, n ∈ t and n ≤ m.

Below is the context associated to the example on Fig. 7.

Shirt Jacket Hiking Boots Ski Pants Shoes Outerwear Clothes Footwear

100 × ×
200 × × × × ×
300 × × × × ×
400 × ×
500 × ×
600 × × ×

The basic interestingness measures for a generalised rule X → Y are support
and confidence (see association rules in Fig. 7(d)). Its support supp(X → Y ) is
defined as |(X∪Y )′|

|D| , while its confidence conf(X → Y ) is |(X∪Y )′|
|X′| .

For some applications, it would make sense to work only with the subcontext
(D, T , I ∩D×T ) instead of (D, I ∪T , I), for example if the goal is to reduce the
number of attributes, concepts or rules. Sometimes, there is no taxon available
to suggest that considered attributes should be put together. However, we can
extend the used taxonomy, i.e. put some attributes together in a proper taxon,
and decide when an object satisfies the grouped attributes.

5.3 Generalising Scenarios

Let K := (G,M, I) be a context. The attributes of K can be grouped to form
another set of attributes, namely S, whose elements are called generalised
attributes. For example, in basket market analysis, items (products) can be gen-
eralised into product lines and then product categories, and even customers may
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be generalised to groups according to specific features (e.g., income, education).
This replaces (G,M, I) with a context (G,S, J) where S can be seen as an index
set such that {ms | s ∈ S} covers M . How to define the incidence relation J , is
domain dependent. Let us consider several cases below [42–44]:

(∃) gJs : ⇐⇒ ∃m ∈ s, g I m. When companies are described by the locations
of their branches then cities can be grouped to regions or states. A company
g operates in a state s if g has a branch in a city m which is in s.

(∀) gJs : ⇐⇒ ∀m ∈ s, g I m. For exams with several components (e.g.
written, oral, and thesis), we might require students to pass all components
in order to succeed.

(α%) gJs : ⇐⇒ |{m∈s | gIm}|
|s| ≥ αs with αs a threshold. In the case of exams

discussed above, we could require students to pass just some parts, defined
by a threshold.

Similarly, objects can also be put together to get “generalised objects”. In [54]
the author described general on objects as classes of individual objects that are
considered to be extents of concepts of a formal context. In that paper, different
contexts with general objects are defined and their conceptual structure and
relation to other contexts is analysed with FCA methods. Generalisation on
both objects and attributes can be carried out with the combinations below,
with A ⊆ G and B ⊆ M :

1. AJB iff ∃a ∈ A, ∃b ∈ B such that a I b (i.e. some objects from A are in
relation with some attributes in B);

2. AJB iff ∀a ∈ A, ∀b ∈ B a I b (i.e. each object in A has all attributes in B);
3. AJB iff ∀a ∈ A, ∃b ∈ B such that a I b (i.e. each object in A has at least one

attribute in B);
4. AJB iff ∃b ∈ B such that ∀a ∈ A a I b (i.e. an attribute in B is satisfied by

all objects of A);
5. AJB iff ∀b ∈ B, ∃a ∈ A such that a I b ( i.e. each property in B is satisfied

by an object of A);
6. AJB iff ∃a ∈ A such that ∀b ∈ B a I b (i.e. an object in A has all attributes

in B);

7. AJB iff

∣
∣
∣
∣{a∈A| |{b∈B|a I b}|

|B| ≥βB}
∣
∣
∣
∣

|A| ≥ αA (i.e. at least αA% of objects in A have
each at least βB% of the attributes in B);

8. AJB iff

∣
∣
∣
∣

{

b∈B| |{a∈A|a I b}|
|A| ≥αA

}∣
∣
∣
∣

|B| ≥ βB (i.e. at least βB% of attributes in B

belong altogether to at least αA% of objects in the group A);
9. AJB iff |A×B∩I|

|A×B| ≥ α (i.e. the density of the rectangle A × B is at least α).

5.4 Generalisation and Extracted Patterns

After analysing several generalisation cases, including simultaneous generalisa-
tions on both objects and attributes as above, the next step is to look at the
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extracted patterns. From contexts, knowledge is usually extracted in terms of
clusters and rules. When dealing with generalised attributes or objects, we coin
the term “generalised” to all patterns extracted. An immediate task is to com-
pare knowledge gained after generalising with those from the initial context.

New and interesting rules as seen in Fig. 7 can be discovered [61,62]. Exper-
iments have shown that the number of extracted patterns quite often decreases.
Formal investigations are been carried out to compare these numbers. For
∀-generalisations, the number of concepts does not increase [42]. But for ∃-
generalisations, the size can actually increase [40–44].

In [3] the authors propose a method to control the structure of concept
lattices derived from Boolean data by specifying granularity levels of attributes.
Here a taxonomy is already available, given by the granularity of the attributes.
They suggest that granularity levels should be chosen by a user based on his
expertise and experimentation with the data. If the resulting formal concepts
are too specific and there is a large number of them, the user can choose to use
a coarser level of granularity. The resulting formal concepts are then less specific
and can be seen as resulting from a zoom-out. Similarly, one may perform a zoom-
in to obtain finer, more specific formal concepts. Through all these precautions,
the number of concepts can still increase when attributes are coarser: “The issue
of when attribute coarsening results in an increase in the number of formal
concepts needs a further examination, as well as the possibility of informing
automatically a user who is selecting a new level of granularity that the new
level results in an increase in the number of concepts” [3].

In [41] a more succinct analysis of ∃-generalisations presents a family of
contexts where generalising two attributes results in an exponential increase in
the number of concepts. An example of such context is given in the Table 4 (left).

Table 4. A formal context (left) and its ∃-generalisation that puts m1 and m2 together.
The number of concepts increases from 48 to 64, i.e. by 16.

1 2 3 4 5 6 m1 m2

1 × × × × × ×
2 × × × × × × ×
3 × × × × × × ×
4 × × × × × × ×
5 × × × × × × ×
6 × × × × × ×
g1 × × × × × ×

=⇒

1 2 3 4 5 6 m12

1 × × × × × ×
2 × × × × × ×
3 × × × × × ×
4 × × × × × ×
5 × × × × × ×
6 × × × × × ×
g1 × × × × × ×

Putting together some attributes does not always reduce the number of
extracted patterns. It’s therefore interesting to get measures that suggest which
attributes can be put together, in the absence of a taxonomy. The goal would
be to not increase the size of extracted patterns.
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5.5 Similarity and Existential Generalisations

This section presents investigations on the use of certain similarity measures
in generalising attributes. A similarity measure on a set M of attributes is a
function S : M × M → R such that for all m1,m2 in M ,

(i) S(m1,m2) ≥ 0, positivity
(ii) S(m1,m2) = S(m2,m1) symmetry
(iii) S(m1,m1) ≥ S(m1,m2) maximality

We say that S is compatible with generalising attributes if whenever m1,m2 are
more similar than m3,m4, then putting m1,m2 together should not lead to more
concepts than putting m3,m4 together does. To give the formula for some known
similarity measures that could be of interest in FCA setting (Table 5), we adopt
the following notation for m1,m2 attributes in K:

a = |m′
1 ∩ m′

2|, d = |m′
1Δm′

2|, b = |m′
1 \ m′

2|, c = |m′
2 \ m′

1|.

Table 5. Some similarity measures relevant in FCA

Name Formula Name Formula

Jaccard (Jc)
a

a + b + c
Sneath/Sokal (SS1)

2(a + d)

2(a + d) + b + c

Dice (Di)
2a

2a + b + c
Sneath/Sokal (SS2)

0.5a

0.5a + b + c

Sorensen (So)
4a

4a + b + c
Sokal/Michener (SM)

a + d

a + d + b + c

Anderberg (An)
8a

8a + b + c
Rogers/Tanimoto (RT)

0.5(a + d)

0.5(a + d) + b + c

Orchiai (Or)
a

√
(a + b)(a + c

Russels/Rao (RR)
a

a + d + b + c

Kulczynski (Ku)
0.5a

a + b
+

0.5a

a + c
Yule/Kendall (YK)

ad

ad + bc

For the context left in Table 4, we have computed S(m1, x), x = 1, . . . , 6,m2

(Table 6). Although m1 is more similar to m2 than any attribute i < 6, putting
m1 and m2 together increases the number of concepts. Note that putting m1

and 6 together is equivalent to removing m1 from the context, and thus, reduces
the number of concepts.

Let K be a context (G,M, I) with a, b ∈ M and K00 be its subcontext
without a, b. Below, Ext(K00) means all the extents of concepts of the context
K00. In order to describe the increase in the number of concepts after putting
a, b together, we set

H(a) := {A ∩ a′ | A ∈ Ext(K00) and A ∩ a′ /∈ Ext(K00)}
H(b) := {A ∩ b′ | A ∈ Ext(K00) and A ∩ b′ /∈ Ext(K00)}

H(a ∪ b) := {A ∩ (a′ ∪ b′) | A ∈ Ext(K00), A ∩ (a′ ∪ b′) /∈ Ext(K00)}
H(a ∩ b) := {A ∩ (a′ ∩ b′) | A ∈ Ext(K00), A ∩ (a′ ∩ b′) /∈ Ext(K00)} .



On Interpretability and Similarity in Concept-Based Machine Learning 49

Table 6. The values of considered similarity measures S(m, i)

Jc Di So An SS2 Ku Or SM RT SS1 RR

i ∈ S5 0.57 0.80 0.89 0.94 0.50 0.80 0.80 0.71 0.56 0.83 0.57

i = 6 0.83 0.91 0.95 0.97 0.71 0.92 0.91 0.75 0.75 0.92 0.71

i = m2 0.67 0.80 0.89 0.94 0.50 0.80 0.80 0.71 0.56 0.83 0.57

The following proposition shows that the increase can be exponential.

Theorem 3 ([41]). Let (G,M, I) be an attribute reduced context and a, b be two
attributes such that their generalisation s = a∪b increases the size of the concept
lattice. Then |B(G,M, I)| = |B(G,M \ {a, b}, I ⊆ G × M \ {a, b})| + |H(a, b)|,
with

|H(a, b)| = |H(a) ∪ H(b) ∪ H(a ∩ b)| ≤ 2|a′|+|b′| − 2|a′| − 2|b′| + 1.

This upper bound can be reached.

The difference |H(a, b)| is then used to define a compatible similarity measure.
We set

ψ(a, b) := |H(a ∪ b)| − |H(a, b)|, δ(a, b) :=

{
1 if ψ(a, b) ≤ 0
0 else

, and define

S(a, b) :=
1 + δ(a, b)

2
− |ψ(a, b)|

2n0
with n0 = max{ψ(x, y) | x, y ∈ M}. Then

Theorem 4 ([30]). S is a similarity measure compatible with the generalisation.

S(a, b) ≥ 1
2

⇐⇒ ψ(a, b) ≤ 0

6 Conclusion

The first two parts contain a concise summary of the usage of Shapley values from
Cooperative Game Theory for interpretable concept-based learning in the FCA
playground with its connection to Data Mining formulations. We omitted results
related to algorithms and their computational complexity since they deserve a
separate detailed treatment.

The lessons drawn from the ranking attributes in JSM classification hypothe-
ses and those in the intents of stable concepts show that valuation functions
should be customised and are not necessarily zero-one-valued. This is an argu-
ment towards that of Shapley values approach requires specification depending
on the model (or type of patterns) and thus only conditionally is model-agnostic.
The other lesson is about the usage of Shapley values for pattern attribution con-
cerning their contribution interestingness measures like stability or robustness.
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The third part is devoted to attribute aggregation by similarity, which may
help to apply interpretable techniques to larger sets of attributes or bring addi-
tional aspects to interpretability with the help of domain taxonomies. The desir-
able property of similarity measures to provide compatible generalisation helps
to reduce the number of output concepts or JSM-hypotheses as well. The connec-
tion between attribute similarity measures and Shapley interaction values [46],
when the interaction of two or more attributes on the model prediction is studied,
is also of interest.

In addition to algorithmic issues, we would like to mention two more direc-
tions of future studies. The first one lies in the interpretability by means of
Boolean matrix factorisation (decomposition), which was used for dimensionality
reduction with explainable Boolean factors (formal concepts) [5] or interpretable
“taste communities” identification in collaborative filtering [22]. In this case, we
are transitioned from the importance of attributes to attribution of factors. The
second one is a closely related aspect to interpretability called fairness [2], where,
for example, certain attributes of individuals should not influence much to the
model prediction (disability, ethnicity, gender, etc.).
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Humaines. 113, 35–55 (1991)

48. Mirkin, B.: Mathematical Classification and Clustering. Kluwer Academic Pub-
lishers, Amsterdam (1996)

49. Mitchell, T.M.: Version spaces: a candidate elimination approach to rule learn-
ing. In: Reddy, R. (ed.) Proceedings of the 5th International Joint Conference on
Artificial Intelligence 1977, pp. 305–310. William Kaufmann (1977)

50. Molnar, C.: Interpretable Machine Learning (2019). https://christophm.github.io/
interpretable-ml-book/

51. Pasquier, N., Bastide, Y., Taouil, R., Lakhal, L.: Efficient mining of association
rules using closed itemset lattices. Inf. Syst. 24(1), 25–46 (1999)

52. Poelmans, J., Ignatov, D.I., Kuznetsov, S.O., Dedene, G.: Formal concept analysis
in knowledge processing: a survey on applications. Expert Syst. Appl. 40(16),
6538–6560 (2013)

53. Poelmans, J., Kuznetsov, S.O., Ignatov, D.I., Dedene, G.: Formal concept analysis
in knowledge processing: a survey on models and techniques. Expert Syst. Appl.
40(16), 6601–6623 (2013)

54. Prediger, S.: Formal concept analysis for general objects. Discret. Appl. Math.
127(2), 337–355 (2003)

55. Priss, U., Old, L.J.: Data weeding techniques applied to Roget’s thesaurus. In:
Wolff, K.E., Palchunov, D.E., Zagoruiko, N.G., Andelfinger, U. (eds.) KONT/KPP
-2007. LNCS (LNAI), vol. 6581, pp. 150–163. Springer, Heidelberg (2011). https://
doi.org/10.1007/978-3-642-22140-8 10

56. Roth, C., Obiedkov, S., Kourie, D.: Towards concise representation for taxonomies
of epistemic communities. In: Yahia, S.B., Nguifo, E.M., Belohlavek, R. (eds.) CLA
2006. LNCS (LNAI), vol. 4923, pp. 240–255. Springer, Heidelberg (2008). https://
doi.org/10.1007/978-3-540-78921-5 17

http://arxiv.org/abs/1709.08060
http://arxiv.org/abs/0905.4713
https://doi.org/10.1007/11528784_10
https://doi.org/10.1007/11528784_10
https://christophm.github.io/interpretable-ml-book/
https://christophm.github.io/interpretable-ml-book/
https://doi.org/10.1007/978-3-642-22140-8_10
https://doi.org/10.1007/978-3-642-22140-8_10
https://doi.org/10.1007/978-3-540-78921-5_17
https://doi.org/10.1007/978-3-540-78921-5_17


54 L. Kwuida and D. I. Ignatov

57. Rudin, C.: Stop explaining black box machine learning models for high stakes
decisions and use interpretable models instead. Nat. Mach. Intell 1(5), 206–215
(2019)

58. Rudolph, S.: Using FCA for encoding closure operators into neural networks. In:
Priss, U., Polovina, S., Hill, R. (eds.) ICCS-ConceptStruct 2007. LNCS (LNAI),
vol. 4604, pp. 321–332. Springer, Heidelberg (2007). https://doi.org/10.1007/978-
3-540-73681-3 24

59. Shapley, L.S.: A value for n-person games. Contrib. Theory Games 2(28), 307–317
(1953)

60. Shrikumar, A., Greenside, P., Kundaje, A.: Learning important features through
propagating activation differences. In: Precup, D., Teh, Y.W. (eds.) Proceedings of
the 34th International Conference on Machine Learning. Proceedings of Machine
Learning Research, vol. 70, pp. 3145–3153. PMLR, International Convention Cen-
tre, Sydney (2017)

61. Srikant, R., Agrawal, R.: Mining generalized association rules. In: Dayal, U., Gray,
P.M.D., Nishio, S. (eds.) VLDB 95, Proceedings of 21th International Conference
on Very Large Data Bases, Zurich, Switzerland, 11–15 September 1995, pp. 407–
419. Morgan Kaufmann (1995)

62. Srikant, R., Agrawal, R.: Mining generalized association rules. Future Gener. Com-
put. Syst. 13(2–3), 161–180 (1997)

63. Strumbelj, E., Kononenko, I.: Explaining prediction models and individual predic-
tions with feature contributions. Knowl. Inf. Syst. 41(3), 647–665 (2014)

64. Stumme, G., Taouil, R., Bastide, Y., Lakhal, L.: Conceptual clustering with iceberg
concept lattices. In: Proceedings of GI-Fachgruppentreffen Maschinelles Lernen,
vol. 1 (2001)

65. Tatti, N., Moerchen, F.: Finding robust itemsets under subsampling. ICDM 2011,
705–714 (2011)

66. Valtchev, P., Missaoui, R.: Similarity-based clustering versus galois lattice build-
ing: strengths and weaknesses. In: Huchard, M., Godin, R., Napoli, A. (eds.) Con-
tributions of the ECOOP 2000 Workshop, “Objects and Classification: a Natural
Convergence”, European Conference on Object-Oriented Programming (2000), vol.
Research Report LIRMM, no. 00095, p. w13 (2000)

https://doi.org/10.1007/978-3-540-73681-3_24
https://doi.org/10.1007/978-3-540-73681-3_24


Natural Language Processing



DaNetQA: A Yes/No Question Answering
Dataset for the Russian Language

Taisia Glushkova1 , Alexey Machnev1 , Alena Fenogenova2 ,
Tatiana Shavrina2 , Ekaterina Artemova1(B) , and Dmitry I. Ignatov1

1 National Research University Higher School of Economics, Moscow, Russia
toglushkova@edu.hse.ru, {amachnev,elartemova,dignatov}@hse.ru

2 Sberbank, Moscow, Russia
{Fenogenova.A.S,Shavrina.T.O}@sberbank.ru

https://cs.hse.ru/en/ai/computational-pragmatics/

Abstract. DaNetQA, a new question-answering corpus, follows
BoolQ [2] design: it comprises natural yes/no questions. Each question
is paired with a paragraph from Wikipedia and an answer, derived from
the paragraph. The task is to take both the question and a paragraph as
input and come up with a yes/no answer, i.e. to produce a binary output.
In this paper, we present a reproducible approach to DaNetQA creation
and investigate transfer learning methods for task and language transfer-
ring. For task transferring we leverage three similar sentence modelling
tasks: 1) a corpus of paraphrases, Paraphraser, 2) an NLI task, for which
we use the Russian part of XNLI, 3) another question answering task,
SberQUAD. For language transferring we use English to Russian trans-
lation together with multilingual language fine-tuning.

Keywords: Question answering · Transfer learning · Transformers

1 Introduction

The creation of new datasets, aimed at new, challenging tasks, describing com-
plex phenomena, related to various aspects of language understanding and usage,
is core to the current view of modern language technologies. However, the major-
ity of the datasets, created and published at the best venues, target the English-
language tasks and cultural aspects, related to English-speaking society.

In response to the bias towards English, new datasets and benchmarks are
developed, that comprise multiple languages. One of the well-known examples
of such multilingual datasets is XNLI [4], which is a natural language inference
dataset. Although this dataset is developed for 15 languages, including low-
resource ones, the approach to its creation still excessively utilizes English data:
the dataset entries are manually translated from English to other languages,
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without any specific adjustments. Although the translation-based approach is
quick and dirty and allows us to overcome the lack of dataset for any language,
other concerns arise. From a general point of view, we understand, that trans-
lating is different from natural everyday language usage [8]. Thus translated
datasets may have different statistics and word usage in comparison to text,
composed from scratch. This may affect the quality of the models, trained fur-
ther on the translated datasets, when applied to real-life data.

Another approach to dataset creation involves collecting datasets following
the guidelines and annotation schemes, designed for original datasets in English.
RuRED [7] is a recent example of such a dataset: it is created following TACRED
[25] annotation scheme and collection pipeline. This approach however is criti-
cized for the obvious lack of novelty.

Nevertheless, in this paper we stick to the second approach to the dataset
creation and more or less follow the pipeline, developed for BoolQ [2], to create
a new dataset for binary questions in Russian, which we refer to as DaNetQA.
We only deviate from the BoolQ pipeline, if we do not have access to proprietary
data sources and instead use crowdsourcing. The motivation to re-create BoolQ
lies, first, in the lack of question-answering dataset for Russian, and second, in
the fact, that binary question answering appears to be a more challenging task,
when compared to SQuAD-like and natural language inference tasks [23]. Thus
we hope that DaNetQA may become of great use both for chat-bot technologies,
which massively use question answering data, and for a thorough evaluation of
deep contextual encoders, such as BERT [5] or XLM-R [3].

As the annotations for DaNetQA are crowd-sourced and require payment, we
explore different strategies that can help to increase the quality without the need
to annotate larger amounts of data. This leads us to two strategies of transfer
learning: transferring from tasks, which have a similar setting, and transferring
from English, keeping in mind, that DaNetQA recreates BoolQ, but in a different
language. Our main contributions are the following:

1. We create and intent to publish in open access a new middle-scale dataset for
the Russian language, DaNetQA, which comprises yes/no questions, paired
with paragraphs, providing enough information to answer the questions (Sub-
sect. 2.1) and report its statistics (Subsect. 2.2);

2. We establish a simple baseline and a more challenging deep baseline for
DaNetQA (Subsect. 2.2);

3. We explore the applicability of transfer learning techniques, of which some
overcome the established baseline (Sect. 3).

The paper is organised as follows. Section 2 describes the data collection
process and provides the reader with their basic statistics. In Sect. 3, all the
conducted experiments are described. Section 4 discusses the obtained results.
In Sect. 5, related work is summarised. Sect. 6 concludes the paper.
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2 Dataset

2.1 Collection

Our approach to DaNetQA dataset creation is inspired by the work of [2], where
the pipeline from NQ [16] is used as a base.

Questions are generated on the crowdsourcing platform Yandex.Toloka1,
which is a good source for Slavic languages data generation compared to other
language groups due to the origin of the platform. Questions are created by
crowd workers following an instruction, that suggests phrases that can be used
to start a phrase – a broad list of templates (more than 50 examples).

Generated yes/no questions are then treated as queries in order to retrieve
relevant Wikipedia pages with the use of Google API. Questions are only kept if
3 Wikipedia pages could be returned, in which case the question and the text of
an article are passed forward to querying a pre-trained BERT-based model for
SQuAD to extract relevant paragraphs.

Finally, crowd workers label question and paragraph pairs with “yes” or “no”
answers, and the questions that could not be answered based on the information
form the paragraph are marked as “not answerable”. Annotating data in such a
manner is quite expensive since not only crowd workers read through and label
thousands of pairs manually, but there is also used a high overlap of votes to
ensure the high quality of the dataset. In addition, Google API also requires
some payments to process high numbers of queries.

The final labels for each pair are picked based on the majority of votes. In
case of uncertainty when there is no label picked by the majority, the pair is
being checked and labeled manually by the authors.

Aside from the overlap used on the final step, we use a number of gold-
standard control questions that are randomly mixed into the tasks to make sure
that crowd workers do the annotation responsibly. Also, each annotator goes
through a small set of learning tasks before starting labelling the actual pairs.

2.2 Statistics

In the following section, we analyze our corpus to better understand the nature
of the collected questions and paragraphs and compute all kinds of descriptive
statistics. Statistics presented below, include the minimum, average, and maxi-
mum length of questions and paragraphs in tokens (Table 1) and the distribution
of text lengths in the entire dataset as a whole. The total number of yes/no ques-
tions in Dev/Test/Train sets can be found in Table 2.

We also provide a brief overview of categories covered by our question and
paragraph pairs (Table 3) and the t-SNE visualization of an LDA model for 15
topics, trained on concatenated questions and paragraphs (Fig. 1). Each topic is
labelled with top-3 tokens that represent a topic summary.

Since the crowd workers were provided (but not restricted) with question
starter templates, in order to generate yes/no questions, we decided to check
1 https://toloka.yandex.ru.

https://toloka.yandex.ru
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Table 1. Descriptive statistics of collected question/paragraph pairs (in tokens).

Count Mean Min 25% 50% 75% Max

Questions 2691 5 2 5 5 6 14

Paragraphs 2691 90 37 72 88 106 206

Table 2. The number of yes/no questions in Dev, Test and Train sets. Symbol #
stands for the total number of yes (or no) questions (columns 3 and 5) and % stands
for the ratio of yes (or no) questions in the dataset (columns 4 and 6).

Size #Yes Yes% #No No%

Dev set 821 672 81.8 149 18.1
Test set 805 620 77 185 22.9
Train set 1065 805 75.5 260 24.4

Table 3. Question categorization of DaNetQA. Top-10 question topics.

Category Example Percent Yes%

Война (War/Military) Был ли взят калинин немцами? 10.51 54.7

История (History) Были ли фамилии у крепостных крестьян? 9.55 87.1

Космос (Space/Galaxy) Есть ли жизнь на других планетах солнечной системы? 9.10 79.5

СССР (USSR) Была ли конституция в СССР? 7.61 83.9

Здоровье (Health) Передаётся ли чумка от кошки к человеку? 7.17 84.9

Семья (Family) Был ли у гагарина брат? 6.76 81.3

Искусство (Art/Literature) Существует ли жанр эклектика в живописи? 6.54 75.5

Евросоюз (EU) Входит ли чехия в евросоюз? 6.28 86.9

География (Geography) Была ли албания в составе югославии? 6.05 76.6

Связи (Communications) Был ли лермонтов знаком с пушкиным? 5.42 82.8

the frequency of the used bigrams that the generated questions begin with (see
Table 4).

Note that this list of starter phrases is consistent with the one in the [2]
pipeline. Indeed, in the paper, authors select questions that begin with a certain
set of words (“did”, “do”, “does”, “is”, “are”, “was”, “were”, “have” , “has”, “can”,
“could”, “will”, “would”). Our list and the list used in the creation of BoolQ are
somewhat similar, if we omit the particle “ли”, which is added in Russian when
creating interrogative sentences. The majority of the questions in the corpus are
starting with these words.

3 Experiments

The DaNetQA task is formulated as a binary classification task. The input to the
model consists of the question and paragraph pair. The task is to return either
0 or 1, such that the positive answer indicates that the answer to the question,
based on the information from the paragraph is “yes”. Otherwise, 0 stands for
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Fig. 1. The t-SNE visualization of an LDA model for 15 topics, trained on concatenated
questions and paragraphs.

Table 4. Top-15 frequent bigrams, that start the questions.

Indicator words Frequency

был ли (was (3rd pers., sing., masc.) there) 575

есть ли (is (3rd pers., sing., masc.) there) 362

была ли (was (3rd pers., sing., fem.) there) 317

были ли (was (3rd pers., plur) there) 302

входит ли (is included (3rd pers., sing.)) 201

едят ли (do [they] eat (3rd pers., plur)) 130

правда ли (is [it] true) 130

разрешено ли (is [it] allowed (3rd pers., sing., neutr.)) 74

передаётся ли (is [it] transmitted (3rd pers., sing.)) 70

состоит ли (does [it] consist (3rd pers., sing.) in) 68

бывает ли (is (3rd pers., sing., fem.) there) 55

вреден ли (is [it] harmful (3rd pers., sing., masc.)) 55

вредна ли (is [it] harmful (3rd pers., sing., fem.)) 50

существует ли (does [it] exist (3rd pers., sing.)) 41

а была (was (3rd pers., sing., fem.) there) 30
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the negative answer. We evaluated two baseline algorithms, to which multiple
transferring techniques are compared. As the source for the transfer, we used
either other tasks, which have a similar setting, or sources in other languages.

3.1 Baseline

We exploit two baseline approaches:

1. FastText for binary classification [11];
2. A deep learning approach: fine-tuning RuBERT model on DaNetQA.

FastText. The FastText classifier trained on the concatenated vectors of ques-
tions and paragraphs with the use of pre-trained vector representations (taken
from the official website) showed slightly lower accuracy, than the one trained
only on the DaNetQA dataset (Table 5).

BERT. Fine-tuning DeepPavlov RuBERT [15] on the imbalanced DaNetQA,
leads to resulting model being uncalibrated. Therefore the predicted probability
for the positive class is higher in most cases. To tackle this problem, we aim to
find an optimal predicted probability threshold for validation dataset. This is
done in two steps:

1. For each threshold t in some discrete subset of range [0, 1], “yes” answer
precision(t) and recall(t) calculated;

2. F1(t) =
2 · precision(t) · recall(t)
precision(t) + recall(t)

is calculated;

3. Threshold t for the largest F1(t) is selected.

We train a model for 5 epochs, saving checkpoint each 40 training steps, and
then select the best checkpoint according to the accuracy value. For this task,
we set the learning rate to 3e–5, and linearly decrease it up to zero to the end
of the training.

Table 5. Accuracy for binary classification with FastText.

FastText Pre-trained FastText RuBERT

ACC 0.81366 0.80745 0.7975

FastText can be seen as a strong baseline, as it manages to achieve results
comparable to the larger RuBERT model. Further, we will refer to the RuBERT
baseline to compare with transfer learning techniques.
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3.2 Task Transferring

To transfer learning from other tasks, we make two steps:

1. Fine-tuning the pre-trained transformer model on a similar task;
2. Fine-tuning the model on DaNetQA.

The tasks, used for the first step, are Paraphraser, the Russian part of XNLI,
and Task A of the SberQUAD. For each task, we initialize model weights with
DeepPavlov RuBERT. All three datasets are used independently.

Paraphraser [17] is a dataset for the paraphrasing task: it consists of sen-
tence pairs, each of which is labeled as paraphrase, not paraphrase or maybe
paraphrase. This task is close to DaNetQA as the model is required to detect
linkage between sentences. We transform this task into a binary classification
problem, where the label is true only for definitely paraphrase.

XNLI [4] is the dataset for the language inference task, translated to 15
languages, including Russian. The task is to predict if one sentence is entailment
or contradiction of another, or two sentences are neutral. Each pair has initial
annotation and five other crowd workers annotations. For our task, we kept only
the Russian part of the dataset and only sentences where the majority label is
the same as initial. As for Paraphraser, we transformed the task into a binary
classification problem, and the only entailment is treated as the positive class.

SberQUAD task A is the part of the Sberbank question-answer challenge.
In task A, a model needs to predict if a given text contains an answer to a given
question.

Since each task in the first step is, as DaNetQA, a binary classification prob-
lem, we use the same approach with training and selecting the best model, as
for fine-tuning BERT on DaNetQA in the baseline approach. The best model
selection and evaluation of further DaNetQA fine-tuning is also the same as in
the baseline solution.

The model is fine-tuned on the first-step task with initial learning rate 3e–5
and then fine-tuned on DaNetQA with the same initial learning rate, linearly
decreasing to zero in each case. During training, a checkpoint is saved each 40
steps for Paraphraser, 75 steps for XNLI, and 3000 steps for SberQUAD, then the
best one is selected by accuracy value on the pre-training dataset. We perform
5 different pre-training runs on each dataset, then fine-tune each pre-trained
model 5 different times on DaNetQA. We show mean and standard deviation
values over different fine-tuning runs after the best pre-training run, selected by
mean accuracy value.

3.3 Language Transferring

Similarly to task transferring, for language transferring we fine-tune the trans-
former on a similar dataset and then further fine-tune it on DaNetQA. The dif-
ference is that the dataset in the first-step task is not in Russian, so we should
train the model on its machine translation or use a multilingual pre-trained
model. We tested the following configurations:
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– Fine-tune RuBERT on translated BoolQ and test on DaNetQA;
– Fine-tune RuBERT on translated BoolQ and then fine-tune and test on

DaNetQA;
– Fine-tune XLM-R on BoolQ and then fine-tune on DaNetAQ.

The hyperparameters and algorithm of the best model selection and eval-
uation are the same as in the baseline approach for fine-tuning RuBERT on
DaNetQA, apart from the initial learning rate for pre-training and fine-tuning
XLM-R model is 1e–5.

Intuitively, when pre-trained on BoolQ, which inspired DaNetQA, the model
should have the relevant knowledge to solve our task. As the BoolQ dataset is
in English, we should use some kind of multilingual technique to enable transfer
learning. The core methods in this case are:

1. To use machine translation models to translate either BoolQ to Russian,
or DaNetQA to English, and fine-tune a monolingual model on BoolQ and
further use it for DaNetQA;

2. To use a multi-lingual model and BoolQ for pre-training in a straightforward
way.

To translate BoolQ into Russian we used the Helsinki-NLP/opus-mt-en-ru
machine translation model from HuggingFace Transformers2 library.

XLM-R [3] is a transformer-based model, trained on different languages.
This model should capture semantic information in higher layers, so fine-tuning
on English data could be good initialization to process further DaNetQA.

4 Results

To evaluate the transfer learning approaches and compare against baselines, we
calculated accuracy and F1 scores for “Yes” answers. However, since “Yes” is
the most common answer, we should pay more attention to “No” answers, which
are less frequent. Therefore we report precision-recall AUC for “No” answers.
To understand how sensitive is the model we calculated ROC-AUC. The result
values of each configuration are described in Table 6.

Three Russian datasets in the task transferring approach help the model
to achieve higher quality than without fine-tuning. Nevertheless, the highest
improvement is achieved when transferring from SberQUAD Task A in line with
similar experiments of [2]. As the tasks differ from Yes/No question answering,
results are still lower than those, achieved by the language transferring approach.

Our results show, that fine-tuning the XLM-R model on BoolQ (both trans-
lated and not) and using the model for further evaluation on DaNetQA, fails in
comparison to other techniques. A possible explanation for this is the difference
in the topics, covered by both datasets. However, if the model is further fine-
tuned on DaNetQA, the superior results are achieved due to the cross-lingual
nature of the model.
2 https://huggingface.co/transformers/.

https://huggingface.co/transformers/
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Table 6. Results of the task solving approaches.

Transfer dataset Model Fine-tune
on
DaNetQA

ACC ROC - AUC “No”
precision
-recall AUC

– RuBERT Yes 82.46 ± 0.48 75.92 ± 0.38 57.16 ± 2.38

– XLM-R Yes 81.44 ± 1.28 67.76 ± 2.53 49.41 ± 3.43

Paraphraser RuBERT Yes 82.48 ± 0.53 75.02 ± 0.48 55.22 ± 1.97

XNLI (ru) RuBERT Yes 81.89 ± 0.76 78.56 ± 1.99 57.15 ± 2.47

SberQUAD Task A RuBERT Yes 82.63 ± 0.88 80.74 ± 1.1680.74 ± 1.1680.74 ± 1.16 63.02 ± 1.5463.02 ± 1.5463.02 ± 1.54

BoolQ translated RuBERT No 74.04 ± 1.88 62.74 ± 2.61 32.64 ± 2.86

RuBERT Yes 82.56 ± 0.29 80.81 ± 1.5080.81 ± 1.5080.81 ± 1.50 62.49 ± 1.84

BoolQ XLM-R No 78.68 ± 0.97 66.53 ± 3.21 42.25 ± 4.65

XLM-R Yes 83.20 ± 0.3083.20 ± 0.3083.20 ± 0.30 79.55 ± 1.63 61.84 ± 1.00

5 Related Work

Binary question answering is a significant part of machine reading com-
prehension problem. Binary questions are present in the following datasets in
English: CoQA [18], QuAC [1], HotPotQA [24] and ShARC [20]. Some of these
datasets, in particular, HotPotQA require multi-hop reasoning, for which answer-
ing binary questions is crucial. However BoolQ [2] to the best of our knowledge
is the only dataset, devoted to binary questions exclusively.

Transfer learning is one of the leading paradigms in natural language
processing. It leverages pre-training on large-scale datasets as a preliminary
step before fine-tuning a contextualized encoder for the task under consider-
ation. Applications of transfer learning range from part-of-speech tagging [13]
to machine translation [10]. As the language modelling can be seen as indepen-
dent tasks, some researchers see pre-training with language modelling objective
as a part of the transfer learning paradigm [6,9]. Pre-training on natural lan-
guage understanding tasks, in particular, on sentence modelling tasks, help not
only to improve the quality of the task under consideration [2,12,21], but also
to derive semantically meaningful sentence embeddings that can be compared
using cosine-similarity [19].

New datasets for the Russian language are rarely published. Although
Russian is one of the most widely spoken languages, the amount of datasets,
suitable for NLP studies is quite limited. Dialogue, AIST and AINL conferences
are the main venues for the Russian datasets to appear. Among recent datasets
are RuRED [7] and SentiRusColl [14]. One more example of the previous studies
with a large collection of question queries in Russian and the associated results
can be found in [22].

6 Conclusion

In this paper, a new question answering dataset, DaNetQA, is presented. It
comprises binary yes/no questions, paired with paragraphs, which should be used
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to answer the questions. The overall collection procedure follows the design of
the BoolQ dataset, which is a magnitude larger in size than DaNetQA, partially
due to the use of proprietary sources. We establish a straightforward baseline,
exploiting FastText and RuBERT models and experiment with multiple transfer
learning settings. Our results show, that on the one hand, the English dataset
can be leveraged to improve the results for the Russian one. However, we can not
confirm, that we can re-use BoolQ for training the model while keeping DaNetQA
for evaluation only. This brings us to the following conclusion: although the
re-creation of English datasets in other languages may seem like a redundant
and secondary activity, the current state of the cross-lingual models does not
allow for perfect language transfer. It is not enough to train the model on the
English data. It seems impossible to gain high-quality results if the model is not
trained in the target language. This highlights the need for future development:
the development of more advanced cross-lingual contextualized encoders as well
as more sophisticated datasets to evaluate cross-lingual tasks. As for DaNetQA
development, we plan to enlarge the dataset with more question-paragraph pairs
and to extend the dataset with an unanswerable question, affecting though the
task setting.

Acknowledgements. This paper was prepared in the Laboratory for Model and
Methods of Computational Pragmatics within the framework of the HSE University
Basic Research Program and funded by the Russian Academic Excellence Project ‘5–
100’.
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Abstract. The paper examines the efficiency of topic models as features for com-
putational identification and conceptual analysis of linguistic metaphor on Rus-
sian data. We train topic models using three algorithms (LDA and ARTM – sparse
and dense) and evaluate their quality. We compute topic vectors for sentences
of a metaphor-annotated Russian corpus and train several classifiers to identify
metaphor with these vectors. We compare the performance of the topic modeling
classifiers with other state-of-the-art features (lexical, morphosyntactic, semantic
coherence, and concreteness-abstractness) and their different combinations to see
how topics contribute to metaphor identification. We show that some of the top-
ics are more frequent in metaphoric contexts while others are more characteristic
of non-metaphoric sentences, thus constituting topic predictors of metaphoric-
ity, and discuss whether these predictors align with the conceptual mappings
attested in literature. We also compare the topical heterogeneity of metaphoric
and non-metaphoric contexts in order to test the hypothesis that metaphoric dis-
course should display greater topical variability due to the presence of Source and
Target domains.

Keywords: Metaphor identification · Topic modelling · LDA · ARTM · Topical
predictors of metaphoricity · Topical profiles · Topical heterogeneity

1 Introduction

1.1 The Task of Computational Metaphor Identification

Contemporary cognitive theory states that human reasoning is intrinsically metaphorical
and imaginative, based on various kinds of prototypes, framings, and metaphors [1,
2]. Our abstract conceptual representations are grounded in sensorimotor systems, and
conceptual metaphor connects these two realms by mapping the domain of familiar,
concrete and distinct experiences (the SourceDomain) onto the domain of predominantly
abstract and complex concepts (theTargetDomain), thus enabling us to conceptualize the
rich fabric of the reality that surrounds us. The Source-Target mappings are systematic,
i.e. they reproduce themselves across similar situations; some of them are claimed to be
universal, while others may be culture-specific.
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Conceptual metaphors manifest themselves in language and discourse as linguistic
metaphors, that is, the lexical units and constructions which express the Target, the
Source, and the relations between them.An example of a conceptualmetaphoricmapping
is corruption is a diseasewhichmay be linguistically conveyed, for example, by the
following English sentences (with T and S indicating the Source and the Target terms,
respectively): “Corrupt (T) officials are infecting (S) our government at every level.” or
“Our government is afflicted (S) with the cancer (S) of corruption (T).” [3].

Evidence from psycholinguistic research demonstrates that metaphor guides reason-
ing and decision-making in societal, economic, health-related, educational, and environ-
mental issues [see, for example, 4–7]. As deeply as conceptual metaphor is engrained
in the mind, as much linguistic metaphor is integrated into the language and its usage,
forming an organic part of them. According to various estimates, up to nearly one third
of words in a corpus may be used metaphorically [8, 9]. Such pervasiveness of metaphor
in language and thought – as well as the ambiguity it creates – make metaphor a chal-
lenge to various NLP applications, such as machine translation, information retrieval
and extraction, question answering, opinion mining, etc. The interest of the NLP com-
munity to computational metaphor research expressed itself in the series of dedicated
workshops in 2013–2016 [10–13] and the two metaphor detection shared tasks in 2018
and 2020 [14, 15].

How can the underlying conceptual properties of metaphoric utterances be captured
in order to train machine learning algorithms to tell them apart from non-metaphoric
ones? Different types of features have been explored in the state-of-the-art research:

– Lexical features [16];
– Morphological and syntactic features [17, 18];
– Distributional semantic features [19, 20];
– Features from lexical thesauri and ontologies: e.g., WordNet [21], FrameNet [22],
VerbNet [23], ConceptNet [18], and the SUMO ontology [24, 25];

– Psycholinguistic features: concreteness and abstractness, imageability, affect, and
force [26–29];

– Topic modelling [16, 30, 31] – the feature which is explored in the present paper.

1.2 Topic Modelling in Metaphor Identification: Previous Work

Application of topicmodelling to identification ofmetaphor relies on the assumption that
metaphoric contexts should contain terms from both the Source and the Target domains,
whereas non-metaphoric sentences should be more homogeneous in terms of topical
composition; the topics are regarded as proxies for the conceptual domains.

Heintz et al. [30] use topic models to identify linguistic metaphors belonging to the
Target domain of Governance in English and Spanish. They train LDA models on the
full text of Wikipedia in these languages and automatically align the topics with the
manually collected lists of seed words representing the Target and the Source domains.
A sentence is judged to contain a linguistic metaphor on the account of the strength
of association between topics and the sentence, between the annotated words and the
topics, and between the topics and their aligned concepts. The authors carry out two
evaluations of their system. In the first, the predictions of the algorithm on the English
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data are compared to the judgements of two annotators, with the reported F1-scores
of 0.66 and 0.5, respectively; however, the agreement between the annotators (κ) was
rather low (0.48). In the second evaluation, the annotation taskwas crowdsourced, and the
metaphoricity of a sentence was defined as the fraction of the subjects who annotated
it as being metaphoric. Sixty-five per cent of the English sentences that were judged
metaphoric by the algorithm had human-generated metaphoricity scores greater than
0.25, and 73% greater than 0.2; on the Spanish data, the respective results were 60 and
73%.

Ghavidel et al. [31] train an LDA model to detect linguistic metaphors in Persian.
They generate a topic vector of each sentence in the corpus, and run the rule-based
classifier to check whether there is any word which does not belong to the overall topic
of the sentence. If the topic of a word is recognized as deviant, the sentence is marked
as metaphoric, and non-metaphoric if otherwise. The system is reported to yield the
F1-score of 0.68 when evaluated on a random sample of 100 sentences.

Klebanov et al. [16] use LDA topic modelling in combination with other features
(lexical unigrams, part of speech tags, and concreteness indexes) to identify metaphor
on the word level (i.e. to tag each content word in running text as either metaphoric or
non-metaphoric). The F1-score ranges between 0.21 to 0.67 depending on the dataset
and the genre. The authors investigate the relative contribution of each feature and report
that topics is the second most effective feature (after lexical unigrams).

Besides, topic models, along with the other types of features, were suggested for
use to the participants of the First and the Second shared tasks on metaphor detection
[14, 15].

In this paper, we apply topic modelling to sentence-level metaphor identification in
Russian on a representative metaphor-annotated corpus [32]. We also compare the per-
formance of the topic models in metaphor classification to other state-of-the-art features,
and estimate the contribution of topics to the most efficient classifier. Moreover, we take
an in-depth look into the topic models of metaphoric and non-metaphoric discourse in
order to identify the topical cues of metaphoricity. We also examine the topical hetero-
geneity of metaphoric and non-metaphoric contexts in order to explore the hypothesis
that metaphoric contexts should feature a greater variety of topics due to the presence
of two conceptual domains (the Source and the Target).

To the best of our knowledge, this is the first research to apply topic modelling to
the problem of metaphor identification in Russian.

2 Topic Modelling for Metaphor Identification in Russian

2.1 Training the Topic Models: LDA and ARTM

For our experiments, we train two types of topic models: LDA and ARTM.
LDA (latent Dirichlet allocation) [33] is the topic modelling method which is most

widely used in NLP tasks. In LDA, the parametersΦ (thematrix of term probabilities for
the topics) and Θ (the matrix of topic probabilities for the documents) are constrained
by an assumption that vectors ϕt and θd are drawn from Dirichlet distributions with
hyperparameters β = (βw)w ∈ W and α = (αt)t ∈ T respectively (where T is a set of
topics, W is a set of all terms in a collection of texts).
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Two major problems arise when training topic models with LDA – noise from
stop-words and other high-frequency words, and assigning words to multiple topics,
which negatively affects the overall interpretability of the topics. This issue is addressed
by Additive Regularization of Topic Models (ARTM) [34]; in this study, we used the
following regularizers available in the BigARTM library1:

1. The smoothing/sparsing regularization of terms over topics, where the smoothing
regularizer sends high-frequency words into dedicated background topics, and the
sparsing regularizer highlights the lexical nuclei of domain-specific topics covering
a relatively small proportion of the vocabulary;

2. The smoothing/sparsing regularization of topics over documents, in which the
smoothing regularizer indicates the background words in each document of the col-
lection, while the sparsing regularizer pinpoints the domain-specific words in each
document.

As a result of such regularization, zero probability is assigned to words that do not
describe domain-specific topics, as well as to high-frequency and general vocabulary;
each term is assigned to a relatively small number of topics, so that the resulting topics
become more interpretable. The smoothing and the sparsing regularizations of matrices
� and 	 are presented in the equation:

R(�,	) =
∑

t∈T

∑

w∈W
βwtlnφwt +

∑

d∈D

∑

t∈T
αtd lnθtd ,

whereD is a collection (set) of texts, β0 > 0, α0 > 0 are regularization coefficients, and
βwt, αtd are user-defined hyperparameters, so that.

• βwt > 0, αtd > 0 results in smoothing,
• βwt < 0, αtd < 0 results in sparsing
• βwt > −1, αtd > −1 results in an LDA model.

For our study we trained two types of ARTMmodels: in the sparse models, the	matrix
was regularized using the sparsing coefficient τ = −0.1; in the dense models, the
smoothing coefficient τ = 0.1 was applied. In both types of models, the Φ matrix was
regularized using the sparsing coefficient τ = 0.25 and the topic decorrelation coefficient
τ − 104 (so that words with high frequency throughout the collection received lower
weights in each document).

All the models (LDA, sparse ARTM, and dense ARTM) were trained on ≈ 600,000
randomly sampled entries from Russian Wikipedia (the dump of 1 March 20202). The
data was cleaned with the corpuscula3 tool, and lemmatized and POS-tagged using the
pymorphy2 parser4; bigram collocations (e.g. qempionat_mir ‘world_cup’) were
identified using gensim5. The Wikipedia corpus was chosen on the assumption that it is

1 https://bigartm.readthedocs.io/en/stable/intro.html.
2 https://dumps.wikimedia.org/ruwiki.
3 https://github.com/fostroll/corpuscula.
4 https://pymorphy2.readthedocs.io/en/latest/.
5 https://radimrehurek.com/gensim/models/phrases.html.

https://bigartm.readthedocs.io/en/stable/intro.html
https://dumps.wikimedia.org/ruwiki
https://github.com/fostroll/corpuscula
https://pymorphy2.readthedocs.io/en/latest/
https://radimrehurek.com/gensim/models/phrases.html
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likely to represent a large variety of common topics. TheWiki data was vectorized using
count vectorization; the topic models were incorporated with BERT word embeddings
[35] by concatenating topic vectors with averaged BERT vectors.

All the resources related to this project (the preprocessedWikipedia dump, the trained
topic models, the Russian metaphor-annotated corpus, and the scripts) are available in a
github repository6.

2.2 Experimental Setup

The metaphor identification experiment was run on the Russian corpus of metaphor-
annotated sentences [32]. The corpus consists of 7,020 sentences; each of them contains
one of the 20 polysemous target verbs (e.g. bombardirovat� ‘to bombard’, napadat�
‘to attack’, ut��it� ‘to iron (about clothes)’, vzvexivat� ‘to weigh’, etc.) which
is used either metaphorically or non-metaphorically. The number of sentences per target
verb ranges from 225 to 693; each of these subsets is balanced by class. Below are
examples of metaphoric and non-metaphoric sentences with the target verb vzryvat�
‘to explode (smth)’; the first metaphoric sentence contains an unconventional metaphor,
while the second metaphoric sentence demonstrates a conventionalized metaphor:

– Example 1: (Metaphoric) Ksenofobi� – �to to, qto, vozmo�no, stanet
bombo� zamedlennogo de�stvi�, kotora� < vzorvet > naxe obwestvo.
‘Xenophobia iswhatmay become a ticking bombwhichwill< explode> our society.’

– Example 2: (Metaphoric) Dl� nee bylo neobhodimo < vzorvat� > situaci�
l�bym sposobom… ‘It was necessary for her to < explode > the situation by any
means.’

– Example 3: (Non-metaphoric) Glavnokomandu�wi� kn�z� Gorqikov prikazal
< vzorvat� > ucelevxie ukrepleni� i ostavit� gorod. ‘The commander-in-
chief, Prince Gorchikov, gave orders to < explode > the remaining fortifications and
to flee the town.’

The metaphor identification task was formulated as sentence-level binary classifi-
cation. We experimented with several conventional ML algorithms (logistic regression,
SVM, Naïve Bayes, Random Forest, etc., including a simple neural network – multi-
layer perceptron); no deep learning methods (such as LSTM or CNN) were applied to
the task, firstly, due to the relatively small size of the experimental corpus and, secondly,
due to the fact that in topic modelling documents are represented as bags of words. For
each of the three types of topic models (LDA, ARTM dense, and ARTM sparse), we
took vectors varying between 30 and 130 topics in size. The experiments were run using
5-fold cross-validation.

2.3 Results

The best classification results (in terms of accuracy) – 0.7 – were yielded by the logistic
regression (LogReg) and the multilayer perceptron (NN) models with 40, 50, 80, and 90

6 https://github.com/steysie/topic-modelling-metaphor.

https://github.com/steysie/topic-modelling-metaphor
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topics vectors, as summarized in Table 1 (models with 60 and 70 topics are not shown
since they produced slightly lower results). It can be seen that somewhat higher results
are obtained with the non-regularized LDA-based models.

At the same time, most of the highest results in terms of F1-score are delivered by
the SVM classifier on the ARTM sparse and the ARTM dense models.

Table 1. Classification results with topic modelling.

LDA ARTM sparse ARTM dense

Number
of
topics

Classifier Acc Prec Rec F1 Acc Prec Rec F1 Acc Prec Rec F1

40 LogReg 0.70 0.70 0.72 0.71 0.69 0.69 0.72 0.70 0.69 0.69 0.71 0.70

SVM 0.67 0.64 0.80 0.71 0.67 0.63 0.81 0.71 0.67 0.63 0.82 0.71

NN 0.70 0.70 0.71 0.71 0.69 0.68 0.71 0.70 0.69 0.69 0.71 0.70

50 LogReg 0.70 0.69 0.70 0.70 0.69 0.68 0.71 0.69 0.69 0.69 0.71 0.70

SVM 0.67 0.63 0.79 0.70 0.66 0.63 0.80 0.70 0.66 0.63 0.80 0.70

NN 0.69 0.68 0.72 0.70 0.69 0.68 0.70 0.69 0.69 0.68 0.72 0.70

80 LogReg 0.70 0.72 0.67 0.69 0.69 0.68 0.70 0.69 0.69 0.69 0.70 0.69

SVM 0.67 0.66 0.73 0.69 0.65 0.61 0.86 0.71 0.67 0.62 0.83 0.71

NN 0.70 0.72 0.67 0.69 0.68 0.68 0.71 0.69 0.69 0.68 0.71 0.70

90 LogReg 0.70 0.70 0.67 0.69 0.68 0.67 0.69 0.68 0.68 0.68 0.70 0.69

SVM 0.67 0.65 0.77 0.70 0.65 0.61 0.84 0.70 0.66 0.61 0.84 0.71

NN 0.69 0.69 0.69 0.69 0.68 0.67 0.70 0.69 0.68 0.67 0.72 0.69

To compare the results of the topic-based classifiers to other state-of-the-art features,
we replicated the features proposed by Badryzlova [36]: lexical (lex), morphosyntactic
(pos), Concreteness-Abstractness (conc), and semantic coherence (sem) features. In
order to assess the contribution of the topic-based classifier to metaphor identification,
we conducted an ablation experiment in which the performance of each feature, as well
as their combinations, was evaluated with the topic-based feature (+tm) and without it
(- tm) – see Table 2 (there we show the results for the LDA model with 80 features).

When comparing the performance of the topic-based classifier to the other uni-feature
classifiers, we see that the accuracy of tm surpasses the result of the classifier informed
with morphosyntactic features (pos); tm is slightly outperformed by the classifiers oper-
ating on Concreteness-Abstractness (conc) and semantic coherence indexes (sem). In
comparison to the lexical classifier, the topic-based classifier falls behind by a tangible
margin – similarly to the other three types of features.

When analyzing the contribution of the topic-based model to the other uni-feature
models, we observe that addition of tm improves the performance of lex, conc, and
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Table 2. Feature ablation experiment (accuracy). Asterisk denotes statistically significant
differences between combinations with and without the topic-based model.

Feature/classifier SVM-tm LogReg-tm NN-tm SVM+tm LogReg+tm NN+tm

lex 0.8164 0.8173 0.8179 0.8318 0.8287 0.8301

pos 0.6757 0.6749 0.6702 0.6032 0.5668* 0.5958*

conc 0.7173 0.7158 0.7178 0.7595* 0.7473* 0.7603*

sem 0.7195 0.7310 0.7359 0.7319 0.7430 0.7372

tm 0.6715 0.7033 0.7018 --- --- ---

lex+sem 0.8074 0.8484 0.8340 0.8094 0.8517 0.8382

lex+pos 0.8204 0.8201 0.8204 0.8353 0.8294 0.8320

lex+conc 0.8327 0.8327 0.8323 0.8384 0.8331 0.8359

lex+pos+conc 0.8352 0.8350 0.8337 0.8418 0.8339 0.8377

lex+pos+sem+conc 0.8176 0.8544 0.8542 0.8121 0.8537 0.8377

sem; however, only the conc + tm increase proves statistically significant7. At the same
time, addition of tm to the pos model considerably worsens the result.

Adding topicality to multi-feature models increases the efficiency of classification
in at least one of the classifiers in almost all combinations of features (the exception is
the last, most complex model); however, this increase of accuracy is rather narrow and
does not prove to be statistically significant.

Overall, the highest results are attained with combinations of three to five features,
one of which is lexical (lex). The importance of this feature for metaphor classification
is consistent with previous findings [16] and is closely examined by Badryzlova [36].
Lexical cues seem to be the most potent predictors of metaphoricity; therefore, adding
other features does not dramatically affect the performance of the classifier. Five of the
features implemented in present study bear on the lexico-distributional properties of
words: lex, sem, conc, and tm – and thus they complement each other in this regard. In
contrast, the pos feature is based on patterns of words’ morphosyntactic combinability
which are highly idiosyncratic and thus less generalizable and reliable in metaphor
prediction [36]. The substantial drop in classification accuracy in the pos+tm model
most likely occurs because the pos predictor, rather weak as it is, is collapsed with the
topic-based model, which is intended to capture a different type of distributions, and,
moreover, is not the strongest predictor in itself.

7 Wilcoxon signed-rank test [37] (SciPy implementation) is used in this study to evaluate the
statistical significance of results.
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Fig. 1. Distribution of topics in metaphoric (met) and non-metaphoric (nonmet) contexts (LDA,
80 topics).

3 Analysis of TopicDistribution inMetaphoric andNon-metaphoric
Contexts

In order to test whether metaphoric and non-metaphoric contexts contain different sets
of topics, we applied the Kolmogorov-Smirnov statistic [38] which tests the hypothesis
that two sets belong to the same distribution. On all our matrices of topics the p-value
proved above the significance level – therefore, we cannot claim that the distributions of
topics in metaphoric vs. Non-metaphoric contexts are statistically different. However,
this does not mean that the topics are distributed uniformly across these two types of
discourse. Analysis of distribution revealed that there are topics that are indicative of
either metaphoric or non-metaphoric utterances.

Figure 1 shows the distribution of topics in the metaphoric (met) and the non-
metaphoric (nonmet) subcorpora, as generated by the LDA model with vector dimen-
sionality of 80 topics. It is easy to notice that topics 27, 32, 38, and 39 prevail in
metaphoric contexts, while topics 6, 11, 44, 46, 57, and 58 are more salient in non-
metaphoric sentences. Remarkably, topics 16, 20, and 23 are equally frequent in both
subcorpora.

Analyses of the topic matrixes generated with the LDA, the ARTM dense and the
ARTMsparsemodels indicated the following topical cues ofmetaphoricity (the names of
the topics were assigned manually): Literature and Writing, Economy, Judicial System,
Corporate Management, and Railway. While the metaphoricity of the first four topics is
quite expected, explained by the high frequency of analogies and comparisons in their
metaphoric contexts, the metaphoricity of the Railway topic arises from the convention-
alized indirect meanings of some of the target verbs, for example, pilit� ‘to travel a
long distance’ (lit. ‘to saw’):

– Example 4: (Metaphoric) Poezd podoxel i okazalos�, qto do naxego vagona
ewe < pilit� > i < pilit� >. The train pulled in, and we discovered that we had
to < do a great deal of sawing > (lit. ‘to walk a long distance’) to reach our carriage

The topics that prevail in the non-metaphoric subcorpus are: Biology, Language,
Cars, Chemistry, Aviation, Peoples and Traditions, and Religion, e.g.:
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– Example 5: (Non-metaphoric) V verhne� qasti karty Taro nahodits�
bo�estvenna� figura, obyqno predstavlenna� krylatym angelom,
[kotory�] smotrit iz oblakov i < trubit > v trubu. The upper part of
the Tarot card depicts a divine figure which is usually represented by a winged angel
who is looking down from the clouds, < trumpeting >.

The topics that have high frequency in both metaphoric and non-metaphoric contexts
are: Military and Warfare, Cinema, TV Series and Computer Games, and Architecture
and Construction. The following sentences demonstrate examples of metaphoric and
non-metaphoric occurrences of the Military and Warfare topic:

– Example 6: (Metaphoric) Kogda nemcy s zemli i vozduha < ut��ili >

snar�dami i bombami naxi arme�skie pozicii,tol�ko vol� bo��� spasla
ih na dne okopa i v zeml�nke. When Germans were < ironing > (lit. ‘bombing
out’) our army’s positions with shells and bombs, it was but for the grace of God that
they survived at the bottom of a trench and in a dugout.

– Example 7: (Non-metaphoric)Vragirylipod zemle� galerei,qtoby, zalo�iv
miny, < vzorvat� > russkie ukrepleni�. The enemies were digging under-
ground galleries in order to plant mines and < explode > the Russian fortifications.

The identified topical cues seem to reflect certain broadly defined realms of real-
ity rather than the more fine-grained conceptual structures suggested by the cognitive
metaphor theory and attested in empirical linguistic research [e.g. 3]. Thus, the present
implementation of topic modeling for metaphor analysis falls short of capturing the
expected conceptual mappings. Yet, it demonstrates that differences exist in the top-
ical profiles of metaphoric and non-metaphoric discourse, calling for further investi-
gation. Besides, it should be borne in mind that the inventory of topical predictors of
metaphoricity/non-metaphoricity in the present study is by no means exhaustive: it is
limited by the scope and the size of the experimental corpus, and is likely to alter with
expansion of the corpus.

4 Heterogeneity of Topic Distribution in Metaphoric
and Non-metaphoric Discourse

According to the conceptual metaphor theory, metaphoric contexts may represent at
least two topics associated with the Target and Source Domains (see Politics and Mil-
itary/Warfare in Example (1) above) while non-metaphoric contexts can be limited to
one topic space (see Military/Warfare in Example (3)). Therefore, we can expect more
salient topics per sentence in the met class than in the nonmet class. Besides that, the
Source Domain can bemapped to different Target Domains in different sentences, which
assumes the topic space to be potentially more variable in met than in nonmet.

We used several probability thresholds to empirically define the number of salient
topics per sentence for the LDAmatrix with k= 80 topics. The average number of topics
is significantly larger in the met class as compared to the nonmet class for thresholds
below 0.1 (t-test at the threshold 0.05: t = 5.718, p = 1.122e−08). As for the individual
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verbs comprising the metaphor-annotated corpus (see Sect. 2.2), this trend holds for 11–
15 out of the 20 verbs. However, the verb ukolot� ‘prick’ follows a different pattern,
with metaphoric contexts having in general fewer topics per sentence as compared to
non-metaphoric ones. We can explain this by the specifics of the Wikipedia-based topic
modeling as both everyday physical events (Source Domain) and emotional reactions
(Target Domain) are underrepresented in the trainingWiki data and therefore in the topic
clusters. This is in line with another observation that the verbs of everyday activity such
as ut��it� ‘to iron (about clothes)’ and priqesat� ‘comb’ form a subgroup that
shows fewer topics per sentence in non-metaphoric discourse than other verbs.

We run latent profile analysis [39] to visualize most common topical profiles in each
verb in met and nonmet. We conclude that there is not enough evidence to prove the
heterogeneity hypothesis from the point of view of the variability of topics in metaphoric
and non-metaphoric discourse since verbs are inconsistent in their behaviour in the cur-
rent settings. All this suggests that other pre-trained topic models, with a greater number
of domains covered, could be used to further test the hypothesis of topic heterogeneity.
For example, topic models trained on a corpus of fiction could be expected to reveal
the currently underrepresented topics (such as everyday activity or emotional reactions)
and, besides, to capture the topics formed by indirect, figurative usages of words.

5 Conclusions

We applied topic-based features to the task of sentence-level metaphor identification
in Russian. In doing so, we compared three types of topic models – a conventional
LDA model and two models with additive regularization – ARTM dense and ARTM
sparse. When taken alone, the topic-based classifier yields the accuracy of 0.7; in com-
parison to other state-of-the-art features, topic-based classifier performs on the par with
Concreteness-Abstractness and semantic coherence indexes, yet it underperforms in
comparison to the lexical baseline. Combining the topic-based model with the other
features resulted in statistically significant improvement only in the combination with
the Concreteness-Abstractness model; integrating the topic-based model into the mor-
phosyntactic one led to a sharp decrease in performance, which is likely due to the weak
predictive power of both features and the differences in patterns (morphosyntactic vs.
Lexico-distributional combinability) captured by them.

However, application of topic modelling to metaphor analysis allowed us to test two
hypotheses about the conceptual nature of metaphor suggested in linguistic literature
and practice of metaphor studies.

Firstly, we analyzed the topical profiles (i.e. the distribution of topics) in metaphoric
and non-metaphoric discourse, and identified the topical cues, that is, the topics that are
indicative of metaphoric and non-metaphoric contexts. These cues do not resemble the
Source and Target domains attested in linguistic studies; yet, the existence of these cues
suggests a promising direction for further research.

The second hypothesis concerned topic heterogeneity of metaphoric and non-
metaphoric discourse. According to the conceptual metaphor theory, metaphoric con-
texts should be more topically heterogeneous (due to the presence of two conceptual
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domains, the Source and the Target) than non-metaphoric ones. We found some evi-
dence that metaphoric uses are associated with a larger number of topics than those
identified in non-metaphoric uses. However, larger studies are needed to support our
findings; for example, applying topic models trained on corpora other than Wikipedia
(e.g. fiction) might be able to capture the topics that are currently underrepresented in
our models.
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Abstract. The paper considers the task of generating questions by given
text. The generation of high-quality questions allows us to solve many
problems, for example, in the field of teaching – for the automatic cre-
ation of tests for training materials or the enrichment of interaction
techniques for question-answering systems. Leading research in this area
shows that models based on the Seq2Seq architecture achieve the best
quality. However, such models do not use the hidden structure of the
text, which is essential for generating semantically correct questions. New
works on this topic use additional data in the form of the graphs, rep-
resenting the dependencies of the words in a sentence. In this article, an
approach that uses a metagraph model of text as the initial structure
for storing and enriching data with additional information and seman-
tic relationships is considered. After generating a metagraph model of
the text, the metagraph is decomposed into a multipartite graph, which
allows its usage in existing models for generating text questions with-
out losing information about the additional hierarchical and semantical
dependencies of the text.

Keywords: Question generation · Graph neural networks ·
Metagraph · Metavertex

1 Introduction

Asking questions is an essential function of the human mind that affects the
results of the learning process. In the book [1], it is stated that “questions are
‘workhorses’ in building foundational knowledge.” In order to ask the question
right, it is necessary to know the context of the question: the information field,
in which the question appears to confirm or get the new information. Thus, in
the case of question generation from the text, the context may be presented by
the text itself or by the different ontological characteristics of the words and
phrases in it.

The task of automatic question generation based on the text can be used for
the testing of the read text understanding by students, for the optimization of
user query prediction in search engines. Also, this task can be helpful for the
chatbot systems to start, continue, and enrich dialogues.
c© Springer Nature Switzerland AG 2021
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The motivation for the idea of the testing materials generation task is to
reduce the amount of manual work and time that is spent on making the tests for
the text understanding check. On the other hand, there is also the motivation to
enrich the dialog systems’ chatting techniques to provide better user experience
for future communication with artificial intelligence. There’s also an interesting
idea about how the pre-generated question from the text may predict user search
query. This particular work’s motivation is to check whether the metagraph-
based approach can provide comparable or better results for the task of question
generation compared with the previous research. In this article, we propose:

– The architecture of the question generation system, which is based on the
Hybrid Intelligent Information System (HIIS) approach.

– Application of the metagraph approach for the text model description.
– Evaluation of the metagraph text model on the problem of text question

generation.

2 The Review of Recent Approaches to the Question
Generation from the Text

The question generation approaches from the text are usually divided into two
categories: the logical rules approach and the machine learning approach. In the
first category, the question is generated from the text, basing on the manually
provided rules that map declarative sentences to the question. That requires
in-depth knowledge of the text language structure. For the second category,
the learning on the massive amount of texts with the pre-written questions is
required, which provides a flexible generalization of question generation rules.

As an example of first category task solving, in the research [2], the mapping
from the text to the question was held with the set of the rules: using the syntax
parser, the words in the text were tagged with parts of speech and, depending
on which predefined part of speech structure was found in the sentence, it was
rebuilt to get the questions. The authors used an array of a massive amount of
regular expressions to define the rules of the rebuilding of the text.

To reduce the necessity to construct the inference rules, the strategy called
“overgenerate-and-rank” was used in [3]. First of all, the text was summarized
into several simple facts. Then these facts were transformed to the question and
ranked by the model, trained on manually written text.

In work [4], the question generation is made on the ontological structure,
for example, the phylogenetic tree of species, presented as a graph, where the
vertices are the categories titles and the connections are the relations between
categories. Using the “expanding” of the categories titles and their relationships
with the manually written rules for question generation, authors received the
questions that allow them to check structural knowledge of the topic.

As for the second category, nowadays, the Seq2Seq (sequence-to-sequence)
approach, which allows us to generate the sequence based on another sequence,
is becoming more and more popular. It is inspired by the task of machine trans-
lation.



84 M. Belyanova et al.

Just as in the machine translation, the most common metric for the quality
of the model is BLEU [5] – the intersection of n-grams between the machine-
generated text and the manually provided text.

BLEU = emin(0,n−L
n )

∏N
i=1 P (i))

1
N ,

where n – the number of words in the reference text, L – the number of words in
the output of the model, P (i) – the amount of matching i-grams for the generated
and reference text, N – the maximum n for n-gram, which is commonly equal
to 4.

In the article [6], the approach to generate questions based on the text, and
an answer with an additional reinforcement learning is described. As an input,
the sentence and the text of the answer are used, encoded in the graph form
with the vertices, explaining the words in the text, and the edges, representing
the relations between words and sentences. The output of the model is the text
of the question. The input of the sentence is encoded by the bidirectional graph
neural network (BiGNN) [7]. This approach allows authors to encounter not only
forward but also backward dependencies in the sentence.

As the training and testing set, the SQuAD Benchmark dataset (split-1 and
split-2) was used. It is based on the manually tagged questions and answers of
the Wikipedia articles.

The approach called “semantic hypergraphs” is proposed in the paper [8].
By this approach, authors wanted to solve two problems: first, to provide the
visualization of the text, that allows saving recursive connections between sen-
tence parts; second, to provide the mapping, that allows storing connections that
would disappear if the syntactic tree structure is used for the text presentation.
New attributes could increase the quality of models that are trained using them,
although authors do not provide the results of model training using their data
structure.

In this paper, as the graph structure of the text given to the neural network
model, the metagraph structure is proposed. Metagraphs allow building onto-
logical structures to extract additional information about the entities from the
text and enrich the sentence structure with extra features.

3 The Architecture of the Question Generation System

The architecture of the proposed question generation system is based on the HIIS
(Hybrid Intelligent Information System) approach [10]. The generalized HIIS
architecture includes the following components: the environment; the subcon-
sciousness module (MS); the consciousness module (MC); the boundary model
of consciousness and subconsciousness.

The MS is related to the environment in which a HIIS operates. Because
the environment can be represented as a set of continuous signals, the data
processing techniques of the MS are mostly based on neural networks, fuzzy
logic, and combined neuro-fuzzy methods.
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The MC is based on conventional data and knowledge processing, which may
be based on traditional programming, workflow, or rule-based approaches.

The boundary model of consciousness and subconsciousness is intended for
deep integration of modules of consciousness and subconsciousness and repre-
sents an interface between these modules with the function of data storage. The
data is a complex ontology that is used by both the consciousness and subcon-
sciousness modules. The main task of the subconsciousness module is to recog-
nize elements of ontology from the environment. If we consider the consciousness
module as a kind of expert system, then the recognized elements of the ontology
can be considered as elements of the operating memory of the expert system that
trigger the corresponding rules. Depending on the goals of the system, rules can
generate output information for the user or signals for the subconscious module
that have the desired effect on the environment.

The proposed HIIS concept is considered as a generalized approach that
should be adapted to create information systems in specific subject areas. The
architecture of the proposed system based on the HIIS concept is presented in
Fig. 1.

Fig. 1. The architecture of the proposed question generation system.

– The environment in the proposed system is text documents used to generate
questions.

– The subconsciousness of the system includes a “module for the formation of
concepts” and a “module for generating layouts of questions:”
1. The “module for the formation of concepts” implements the selection of

concepts and the relationships between them from the source text.
2. The “module for generating layouts of questions” uses machine learning

techniques for question generation. This module can simultaneously call
several methods for generating question layouts and create several ques-
tion variants. Therefore, this module is connected to the storage using a
double arrow.
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– “The repository of concepts and layouts of questions” acts as a boundary
model of consciousness and subconsciousness. On the one hand, this storage
contains concepts selected from the text and links between them. On the
other hand, generated question layouts are placed in this storage. The stor-
age is implemented on the basis of a metagraph data model, which allows
semantic enrichment of concepts, as well as linking concepts with fragments
of generated question layouts.

– The consciousness of the system includes the described below modules:
1. The “module for semantic enrichment” is used to expand concepts useful

for the formation of questions with information based on dictionaries and
thesauri.

2. The “logical formation of questions module” is used to form questions
based on enriched concepts.

3. The “logical correction of layouts of questions” module is used to cor-
rect the generated question layouts based on dictionaries and thesauri:
combating typos, eliminating word inconsistencies in the text.

4. The “hybrid formation of questions” module is used to generate questions
both on the basis of enriched concepts and on the basis of question layouts.

5. The “quality assessment” module compares the quality of generated ques-
tions based on quality metrics. Variants of the generated questions with
quality metrics are issued to the user.

We can use the entire set of modules shown in Fig. 1, as well as individual
subsets of this set. Table 1 represents special cases of the system’s architecture.

4 The Metagraph Embedding and Storage Structure

To describe the data structure of the text, text processing, extraction of
attributes, and communication with external sources, we use a metagraph model
of the text.

Increasingly, graph structures are used to represent textual information since
they allow us to reflect the dependencies between parts of the text, make links
to external data, and therefore improve the quality of the entire algorithm. How-
ever, the description of the structure of text and knowledge in the general case
in the form of a graph can be limited, since it does not allow natural hierarchies
of entities to be constructed. For such purposes, we use a metagraph model for
text representation.

A metagraph model was proposed in [11] and adapted for use in intelligent
information systems in [10]: The metagraph MG consists of metavertices MV
that contain vertices V that store data and update attributes during processing:

MG = 〈MV,ME, V,E〉
MVi = 〈V 〉,MVi ∈ MV,Vi = {attri},

ei = 〈vs, ve, eo, {atrk}〉, ei ∈ E, eo = true|false,
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Table 1. The special cases of the architecture of the system.

No. Modules Description

I SFormConc-
CLogForm

The classical architecture of concept-based question generation
includes a chain of two modules: “The module for the formation
of concepts” and “The logical formation of questions module.”
In this case, concepts are extracted from the text, and questions
are generated based on rules. The main disadvantage of this
option is the great complexity of developing a system of rules.

II SGenLts-
CQualAsses

The classical architecture of generating questions based on
machine learning methods also includes a chain of two modules:
“The module for generating layouts of questions” and “The
quality assessment module.” In this case, machine learning
methods are used to generate questions, and then a quality
assessment is performed. The main disadvantages of this option
are inherent in almost all machine learning methods: lack of
explanation (the model cannot explain why it generated such a
question), the inability to correct the algorithm for generating
questions using rules.

III SFormConc-
Rep-
CSemEnr-
CLogForm

In this case, semantic enrichment is applied to the recognized
concepts. The generated question can include synonyms,
hyponyms, or hyperonyms (based on a particular example, a
question related to a more general concept is formed). This
option retains the disadvantages of the option I.

IV SGenLts-
Rep-
CLogCorr-
CQualAsses

In this case, the logical models using the rules and untrained
algorithms based on dictionaries and thesauri are applied to the
original question layouts (which were generated in the
subconsciousness of the system using machine learning
methods). For example, to combat typos, an algorithm based on
the Levenshtein distance can be used, and rules can be used to
eliminate word inconsistencies in the text.

V All modules A complete workflow, including all modules shown in Fig. 1. In
this case, the hybrid question-building module uses the results of
the work of the logical-question-building and logical-correction
modules. A unified metagraph data model facilitates data
integration when implementing a hybrid approach. The quality
assessment module identifies the best question model based on
the data generated by previous modules

mei = 〈vs, ve, attrk,MGj〉,mei ∈ ME,

where MG - data metagraph, vs, ve are vertices connected by the edge, {attrk}
is the set of attributes, MGj is a fragment of the metagraph, that is embedded
in the metaedge, ei – edge of the metagraph, vs and ve – vertices, connected by
the edge, eo – represents the direction of the edge.

A metagraph has an important feature that allows us to combine many ver-
tices in a hierarchy by including them in one metavertex. Simultaneously, the
same vertex can be included in several metavertices, which can determine dif-
ferent semantic properties of such inclusion. The same applies to the metagraph
edges – they can connect vertices belonging to different “hierarchy levels” –
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metavertices. A common text processing pipeline usually contains the following
steps:

– Segmentation – definition of “levels” of text (paragraphs, sentences, words).
– Preprocessing – clearing text from unnecessary data, such as stop words.
– Morphological analysis – definition of morphological attributes of words.
– Syntax parsing – defining the syntactic structure of sentences.
– Semantic analysis, knowledge extraction, text enrichment, etc. – a processing

stage that is specific to the application.

While processing the text, we use the following formal description of the
metagraph model that meets the basic requirements for the presentation of data
at each of the steps described above:

MGtext = 〈MVbase, L〉,

MVbase = 〈MVinner,MVleaf 〉,MVleaf ⊃ MVinner,

L = {paragraph, sentence, word, ...},
where L – given set of levels, into which the text is divided, MGtext is a

metagraph of text, MVbase is a top-level metavertex, MVinner – metavertices
included in the text on the lower level, MVleaf – low-level metavertices. This
structure describes the division of the text into its component parts. To carry out
morphological analysis and save its results, we use the following leaft metavertex
expansion:

vj = 〈l, text, processed,mvmorph〉, vj ∈ MVleaf ,

l ∈ L, {text, processed} ∈ {atrk},
mvmorph = 〈pos, g, n, lemma, stem, ...,morph〉,
pos, g, n, lemma, stem, ...morph ∈ {atrmvmorph

k }
where mvmorph is a meta-vertex of morphological characteristics, pos - part

of speech, g - gender, n - number, lemma, stem, ...morph – any other morpho-
logical attributes, {atrk} – set of meta-vertex attributes, {atrmvmorph

k } – set of
metavertex attributes of morphological characteristics, text – text inside of the
selected vertex, processed – pre-processed text.

To preserve the syntactic structure of sentences, the following model is used:

vi = 〈l,MV i
inner,MV i

leaf , Syntax〉, vi ∈ MVinner, l ∈ L,

vk =< l, Syntax >, vk ∈ MVinner, l ∈ L, if l = sentence,

Syntax = 〈MVsyntax, Edep〉,
vsi = 〈tag, atrvsk 〉, vsi ∈ MVsyntax, tag ∈ {NP, V P, PP, ...},

edepi
= 〈mvj ,mvk, {atredepp }〉, edepi

∈ Edep
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where Syntax is a fragment of a metagraph, that displays parsing tree, tag
– pos-tag of a word, atrvsk – set of the syntactic attributes of a word, atredepp –
set of syntactic link attributes.

This model stores the entire structure of the text in a single format, allowing
us to use data at any stage of text processing. For example, the following different
type of sentence parsing structures can be stored in a single metagraph model
without changing its original structure, as represented in Fig. 2.

Fig. 2. The metagraph representation of the syntax tree.

Also, the metagraph allows us to preserve more complex hierarchies and
relationships between heterogeneous data, as shown in Fig. 3

To form the model, we use the agent approach described in [12]. Since the
text in the model is represented by a metagraph, any changes, additions, and
calculations on this metagraph (and therefore throughout the text/texts corpus)
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can be the result of executing the metagraph agents AG = {agi}, where AG is
the set of agents; agi is an agent.

One type of agent is a metagraph agent:

agM = 〈MGD, R,AGST 〉, R = {rj},

where agM is a metagraph agent, MGD – metagraph, on the basis of which
the rules of the agent are executed; R is the set of rules (the set of rules rj),
AGST is the starting condition for the agent to execute (a fragment of the
metagraph that is used to start checking the rules, or the starting rule).

Set R is a set of rules that display a metagraph at the input of an agent in
operations on this metagraph:

ri : MGj → OPMG,

where ri is the rule; MGj is a fragment of the metagraph on the basis of which
the rule is executed; OPMG – a set operations performed on a metagraph.

Fig. 3. The complex metagraph.

An important feature is that the rules are proposed to be divided into closed
and open ones. Open rules do not change the original metagraph, and closed
rules change it. Therefore, a set of closed rules can cause a “chain reaction” of
other rules or starting conditions of other agents, and the original metagraph
can be entirely transformed by running one single root rule.

T = f(AGST ) − agent′s trigger,

AGST
p − {MVi, atrik} − tracked parameters.

Agent trigger – the process of checking the start condition of an agent. Rep-
resents as a function that accepts a metagraph for rules and returns an agent
launch flag.

Agent tracked parameters – a set of pointers to metavertices and their
attributes, which serve as input parameters for an agent trigger. They can be
used for more granular configuration of agent launch and optimizations.
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Fig. 4. The algorithm for the text metagraph model generation.

According to this definition, we can describe a general text processing algo-
rithm for a metagraph model generation represented in Fig. 4.

Such an algorithm for the metagraph model generation makes it possible
to use a declarative description of the text processing process, which provides
several advantages, for example, the ability to conveniently parallelize agent
execution.

The metagraph model of text representation allows us to save data and text
attributes, store heterogeneous text structures, hierarchies of word dependencies,
enrich the text using links to external knowledge graphs, also represented as
fragments of a metagraph. This allows us to significantly expand the set of
source data for use in various data processing systems and machine learning
tasks.

After the metagraph model generation, the metagraph must be decomposed
into a multipartite graph, for example, using the method described in [13]. Next,
a flat graph is embedded in a vector representation and is used in the target
model.

5 Evaluation

For evaluation, the model from [6] was used, with an additional metagraph
module from the section above, that encoded input data into the metagraph
form before training. Afterward, the resulting metagraph was embedded back
to fit into the neural network. It was chosen to remove the BERT encoder from
the training model due to memory consumption and a sufficient training time
increase. However, we decided to keep the Deep Alignment network step.

The structure of the neural network system is shown in Fig. 5. There the
metagraph converter is the realization of “The module for semantic enrichment,”
and the generator is the realization of “The quality assessment module” from
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Fig. 5. The structure of the neural network system.

Fig. 1. In Table 2 the comparison between the proposed model with metagraph
encoding and several other models on the same task is shown. The results of
other models were taken from the [6] paper.

The model was fine-tuned using a grid search for the RL-ratio and the
dropout parameter. The random seed kept constant, but due to the duration
of the training not all the models with different parameters were trained to
the end. The decision, whether to continue training or not, was made manually
depending on what was the BLEU-4 parameter on the 15–20 epoch.

If there was no option to train the model and measure train or preprocessing
time, the time is marked with “–”. Python 3 and Pytorch framework were used
for the training and evaluation. Spacy was used for POS and NER tagging;
additional tagging was made with Python 3. All trained models were trained on
NVIDIA GeForce GTX 1050 graphic card with CUDA 10.2 using the SQuAD
dataset split-2 from the paper [9]. It is based on the manually tagged questions
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and answers of the Wikipedia articles. In this research, the questions and answers
are encoded into the syntax trees with additional POS-tagging and custom NER
tags with the metavertex structure.

Table 2. Model evaluation results.

Train BLEU-4 Test BLEU-4 Train time Data pre-

processing

time

G2Ssta + BERT + RL – 17.94 – –

Proposed metagraph model 15.32 16.86 11 h 16 m 41 s 13 m 30 s

G2Sstaw/oBiGGNN,w/Seq2Seq 15.34 16.72 12 h 54 m 50 s 0

G2Sstaw/GGNN − forward – 16.53 – –

As shown in Table 2, the model trained on the data from the proposed
metagraph model provides slightly better results on the test evaluation, but the
advantage can be considered modest, and the model needs further enhancement.
The advantage of the provided model is that it learns faster, even if encoun-
tering the additional data preprocessing time, taken by the conversion to the
metagraph, and then to the graph embedding.

In order to check whether the metagraph approach can be used for the
task of question generation, an additional survey was made. (https://forms.gle/
wBESKFcrtsD3Lkoa8) It consisted of ten texts with two questions (one question
for each trained model from 2), that were selected using the random generator
from the generation results, and third variant “None/Both.” The survey was
taken by 22 respondents, who marked their English knowledge as level B1 and
higher. This survey showed that the respondents preferred six questions out of
ten generated by the proposed metagraph model. If the choice of 1 generated
question is equivalent to 1 point, our model has 84 points out of 155. The advan-
tage is small, yet it encourages further model improvements.

Several samples, showing particular qualities of generated questions from the
trained models, are provided in Table 3. Both models that were trained end-to-
end in this research act equally unsatisfying for the long and complex questions,
perhaps due to the exposure bias, which is a common problem for seq2seq models.
However, many of the examples are human-readable. The metagraph connections
between nodes allow the proposed model to learn better, how words, that are not
evidently connected in the sentence, but connected through metaedges, behave,
that eventually allows to generate questions with the words, better connected
with the implicit context of the sentence. The specific context that could be
critical for the right generation is sometimes missed or overlapped by features
that are more significant for the model.

https://forms.gle/wBESKFcrtsD3Lkoa8
https://forms.gle/wBESKFcrtsD3Lkoa8
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Table 3. Examples of questions generated by models.

Passage: there are 5 polytechnics in singapore.

Gold: how many polytechnics are there in singapore?

Proposed metagraph model: how many polytechnics are there in singapore?

G2Sstaw/oBiGGNN,w/Seq2Seq: how many polytechnics are in singapore?

Passage: the hudson river separates the city from the u.s. state of new jersey

Gold: the hudson river serves as a dividing line between new york and what state?

Proposed metagraph model: the hudson separates the city from what state?

G2Sstaw/oBiGGNN,w/Seq2Seq: from what state is the hudson river?

Passage: as of november 2008, 67 % of registered voters in the city are democrats

Gold: in november 2008, how many new yorkers were registered as democrats?

Proposed metagraph model: as of november 2008, what percentage of
registered voters are democrats?

G2Sstaw/oBiGGNN,w/Seq2Seq: in november 2008, what percentage of the
city are democrats in the city?

6 Conclusions

The task of automatic generation of questions on the text can be used to auto-
mate checking the quality of understanding of the text read by students, as well
as in chatbot systems.

There are two main approaches to the generation of questions in the text: the
logical approach and the approach based on machine learning. Each approach
has its own advantages and disadvantages.

The proposed approach based on the HIIS allows experimenting with different
versions of the architecture of the system for generating questions based on texts.
These can be variants implemented both on the rules and on the basis of machine
learning methods, as well as a hybrid variant that includes both approaches. In
this paper, the ability to use the metagraph approach for the task of question
generation was proved.

The subject of further research consists of broader usage of metagraph fea-
tures, optimizing the preprocessing part, and constructing a metagraph frame-
work for a more general task of natural language processing.
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Abstract. Summarization is becoming a demanded task in the modern
world of ever-increasing document flow. This task allows to compress
existing text while maintaining all salient information. However, build-
ing a neural summarization model requires training data which is scarce
in some languages. In this work, we consider the problem of abstract
summarization of news texts in Russian. We propose a new method for
obtaining training data that uses the news leads of high-quality media
that publishes news in accordance with the classical model. We prove
dataset eligibility for training by building an abstractive summarization
framework based on pre-trained language models and comparing sum-
marization results with extractive baselines.

Keywords: Abstractive summarization · News summarization · BERT

1 Introduction

Summarization is representing the meaning of the analyzed text in the form of
a short abstract. It is one of the most popular tasks in the modern world of
ever-increasing document flow. Extractive summary is formed from fragments
of the analyzed text. For abstractive summary, words and phrases that were
not in the source text can be used. Both extractive and abstractive automatic
summarization approaches pose serious challenges, however, only recently the
former started receiving solutions with quality comparable to a human-written
summary [14]. State-of-the-art architectures employ pre-trained language models
which increase comprehension power and process text without complex prepro-
cessing.

In this paper, we propose an algorithm for automatic synthesizing of a dataset
for news article summarization. According to the inverted pyramid model1, the
beginning of the “correct” news text (“lead”) should reflect the main content of the
news. We consider the first paragraph of news published in high-quality media as
a source of abstractive summary for other media. We demonstrate the eligibility
of the resulting dataset for abstractive summarization experiments by comparing
with existing counterparts and building an encoder-decoder framework similar
to the state-of-the-art summarization model [9] that outperforms the baseline
and produce coherent paraphrases.
1 https://en.wikipedia.org/wiki/Inverted_pyramid_(journalism).
c© Springer Nature Switzerland AG 2021
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2 Related Work

The emergence of pre-trained language models has opened new ways of improv-
ing performance in various natural language processing tasks. By pre-training
on tasks dedicated to learning contextual representations, these models extend
their comprehension power. For instance, commonly used Bidirectional Encoder
Representations from Transformers (BERT) [3] is pre-trained with a masked
language modeling and a “next sentence prediction” task.

Abstractive summarization task can be formulated as the extraction of salient
concepts from the text and then organizing them into a coherent summary.
Among the first successful works in neural abstractive summarization were the
work of Rush et al. [15] who employed sequence to sequence model. Their app-
roach was later augmented with recurrent decoders [2]. However, the method
was suited only for the problem of generating news article headings. Nallapati
et al. [11] extended the model to a multi-sentence summary construction task by
adapting CNN/Daily Mail dataset and introducing a hierarchical network. See
et al. [14] proposed a pointer generator network to deal with the out-of-
vocabulary issue, and coverage mechanism to reduce token repetition. Paulus
et al. [13] applied a deep reinforcement learning model to the task and designed
a special algorithm to alleviate text degeneration of long summaries. Celiky-
maz et al. [1] enhanced the original pointer generator network approach with
multiple deep communicating agents encoder and decoder with a hierarchical
attention mechanism. Gehrmann et al. [4] adopted a bottom-up attention app-
roach to improve the detection of salient tokens. Narayan et al. [12] proposed a
new model for generating extremely compressed summaries, based on convolu-
tional neural networks and additionally conditioned on topic distributions. Liu
et al. [9] adapted BERT encoder for summarization task and proposed a method
for transferring extractive summarization experience to the abstractive summa-
rization model. Zhang et al. [18] designed a two-stage transformer-based decoder
that refines the resulting summary with BERT’s language knowledge.

3 Dataset

For English news summarization task several datasets were proposed.
CNN/Daily Mail [7] dataset was originally proposed for question answering
task and contains articles and associated facts. New York Times dataset shares
a similar structure however according to Narayan et al. [12], it has less bias
towards extractive methods. The main problem with these datasets is that fact
set requires additional processing to construct a coherent summary. Xsum [12]
has the most abstractive summaries but is intended for extreme summarization
which is limited only to one sentence and thus may not contain all important
information.

The largest news dataset published to date, Newsroom [5], contains 1.3 mil-
lion articles with human-written summaries. The dataset was obtained by con-
tent scraping of article pages from selected publishers and choosing only articles
with summaries with low text overlapping.
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To our best knowledge, there are only two published Russian headline gen-
eration datasets Lenta.Ru-News2 and Rossiya Segodnya3 which does not con-
tain multi-sentence summaries. Gusev [6] published a Russian dataset similar to
Xsum but due to lower document quantity it requires extension for more sta-
ble model training. It would be convenient to translate the Newsroom dataset
using machine translation methods, however, this may corrupt the contents by
introducing translation artifacts. Instead, we ease the task by overlooking the
extraction of all salient facts and proceeding just to paraphrasing with compres-
sion. Inspired by Grusky et al. [5] approach, we design a method to automatically
construct a dataset for such task from raw internet resources.

We expanded Lenta.Ru-News dataset by collecting articles
from “Коммерсантъ”4 dating from 2016 to 2019. These publishers do not provide
a summary as a separate text, but often incorporate a semblance in the main
body as the first paragraph. A human-written summary may be found in meta-
data, however, for most articles, it takes the form of concatenated text parts
of the first paragraph. Simple metadata extraction and filtering high-quality
abstractive summaries would yield only a small fraction of data, insufficient for
complex model training. To achieve universality and quantity we utilize the first
paragraph as pseudo-summary. This approach will require excluding the first
paragraph from the source text to prevent data leakage. However, there is no
guarantee that the information presented in the excluded part will be reflected
in the rest of the text.

To tackle this issue, we exploit the fact that publishers may cover the same
story. By finding related articles we can construct pseudo-summary-source pairs
by taking the first paragraph from one source and full text from another.

We use “Lenta.ru”5 articles as a source since this publisher tends to cover
most of the stories and usually presents the material earlier than others.
“Коммерсантъ” is not a random choice for a target summaries either; this pub-
lisher has a special emphasis on business news, so it is expected to provide arti-
cles with more analytical background and, thus, more informative sentences. The
difference in nature between these two publishers ensures the abstractiveness of
paraphrase and strict role assignment provides a consistent style difference which
allows to define the task as style transfer with compression.

Pairing is achieved with the following algorithm. For each possible article
pair with the same publishing date we calculate TF-IDF cosine similarity. Then
for each article-source (text source) of publisher B list top k articles-candidates
(summary source) from publisher A according to similarity score (it is assumed
that |A| ≤ |B|). For these candidates in the top list we calculate context sim-
ilarity by calculating BERT embeddings for each sentence in articles and then
building cosine similarity matrix M between sentences of candidate and source.

2 https://github.com/yutkin/Lenta.Ru-News-Dataset.
3 https://github.com/RossiyaSegodnya/ria_news_dataset.
4 https://www.kommersant.ru/.
5 https://lenta.ru/.
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Table 1. Dataset statistics.

Russian news CNN Daily mail NY times

Mean article length (words) 220.0 760.50 653.33 800.04
Mean summary length (words) 52.6 45.70 54.65 45.54
Lead-3 ROUGE-1 34.69 29.15 40.68 31.85
Lead-3 ROUGE-2 12.21 11.13 18.36 15.86
Lead-3 ROUGE-L 27.69 25.95 37.25 23.75

Sentence embeddings are obtained by average pooling second-to-last hidden
layer of BERT of all of the tokens in the sentence. The context similarity between
candidate c and target s is defined as the minimum of column-wise and row-wise
maximums of matrix M :

context(c, s) = min{max
i

Mi; max
i

MT
i } (1)

Finally, we assign candidate articles to the source which maximizes overall con-
text similarity:

∑

i∈|A|
j∈|B|

context(ci, sj) → max

pair(ci) = si; pair(ci) �= pair(cj), i �= j

(2)

The convergence of the algorithm depends on the selected number of top articles
k. In experiments, we found that good estimation is

k = max{|A|, |B|} · 0.15 (3)

However, the resulting set of article pairs requires additional refining as it will
contain low similarity (or exact) pairs. Low quality pairs are the result of dupli-
cate articles within source set (extensions of previous articles) or lack of event
coverage in candidate set. To ensure text-summary connection (possibility of
summary extraction) we use ROUGE-N (percentage of overlapping N-grams)
and ROUGE-L (share of longest common subsequence). Low similarity pairs
are filtered out by simply setting threshold t1 = 0.25 for ROUGE-1 score (F1
measure) between paraphrase and source. And to remove pairs with high text
overlapping we set a limit t2 = 0.35 for ROUGE-L.

Our news dataset consists of 26555 article-paraphrase pairs. The data is
divided into training (80%), development (10%) and test (10%). Statistics are
represented in Table 1. Interestingly, despite the same origin of article and
paraphrase (both are parts of main article body), the dataset Lead-3 ROUGE
scores are comparable to abstractive summarization counterparts with exclusive
human-written summaries. Since summaries tend to repeat some parts of source
article this demonstrates acceptable level of data leakage as well as indicates the
similarity of tasks.
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4 Model

We use a standard encoder-decoder framework for abstractive summariza-
tion [14]. The encoder captures salient text information and encodes it in vector
form. Many approaches employ separate attention mechanism to determine word
(token) importance, however, modern Transformer-based [16] language models
such as BERT [3] incorporate it in the encoding mechanism. In addition, BERT
is specifically pre-trained for text comprehension which makes it a preferable
choice for encoding of salient information.

The decoder takes encoded vector and attempts to decode it in “the right
way”. “The right way” depends on problem formulation or, to be more pre-
cise, target structure. If the problem is formulated as the extraction of salient
sentences, then the decoder tries to reconstruct these sentences by extracting
information from input. And if it is style transfer, the decoder builds a new
version of the text with respect to salient word distribution. Text compression
is not a separate task but in fact, a simplification that removes the minimum
length constraint and allows the decoder to produce sentences of any length.
In training phase decoder learns to produce position-vise token distribution so
length constraint is imposed by target sentence length distribution. The coher-
ence of produced sentences is also determined by target token distribution as it
means the dependency of current position token distribution from previous. And
paraphrasing is a difference between source and target global token distribution.

As for encoder, we use BERT and decoder consists of 8-layer Transformer.
There are other decoder architectures that have proved to be efficient, however,
our goal is to demonstrate the similarity of style transfer with compression and
abstractive summarization tasks, so we aim for simplicity.

The BERT is prepared in accordance with Liu et al. [9] approach. How-
ever, we do not pre-train BERT on extractive summarization task. Taking into
account the nature of the training dataset it is evident that pre-training on
extractive summarization would lead to favoring sentences at the beginning of
the source, lowering the comprehension power of the abstractive summarization
model. Alternatively, we use a special version of RuBERT [8] pre-trained on
Russian news article language6.

Since the encoder is pre-trained and the decoder must be trained from scratch
the training could become unstable. For example, the encoder might overfit the
data before the decoder finished the fine-tuning, or vice-versa. To alleviate this
issue, we adopt a scheduled learning rate mechanism [16].

Both encoder and decoder use Adam optimizer with β1 = 0.9 and β2 = 0.999,
but the learning rate is set according to the formula:

lr = l̂r · min{step−0.5, step · warmup−1.5} (4)

where l̂r = 2e−3 and warmup = 40000 for encoder, l̂r = 2e−1 and warmup =
20000 for decoder. This way by the end of the encoder warmup stage the decoder
will accumulate enough gradients to become stable.
6 https://github.com/dciresearch/RuBERT-News.
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Table 2. ROUGE F1 results on test set of Russian news dataset.

Model ROUGE-1 ROUGE-2 ROUGE-L

Baseline
Oracle 47.92 29.62 44.99
Lead-3 33.28 13.01 27.30
Pointer generator 31.63 13.82 31.62
TextRank 27.95 10.95 27.16
Ours
RuBERTAbs (Standard) 30.18 12.45 27.17
RuBERTAbs (News) 36.52 15.80 33.59

5 Implementation

For model implementation we used PyTorch. We applied dropout with probabil-
ity 0.1 and label smoothing with smoothing factor 0.1. The Transformer decoder
has 768 hidden units and the hidden size for all feed-forward layers is 2048. The
models were trained for 150000 steps on a single Tesla P100. The choice of train-
ing steps was determined by model performance on validation set, where it was
concluded that further training resulted in text degeneration and overfitting.

For paraphrase decoding we used beam search with beam size 5 and length
normalization [17] with α = 0.7. To avoid token repetition, we adopt a trigram
blocking mechanism [13]. In consequence to BERT’s WordPiece tokenizer we do
not need any copy mechanism to deal with out-of-vocabulary words as it gives
the ability to generate substitution according to context.

6 Results

For dataset we evaluated unigram and bigram overlap (ROUGE-1 and ROUGE-
2) and longest common subsequence (ROUGE-L) without stemming. These met-
rics were used in all previous works and proved to be informative in terms of
similarity to a human-written summary.

We show our results in Table 2. The first section of the table covers the
baseline methods: TextRank [10], Pointer generator [14], Lead-3 and Oracle.
Lead-3 is just the first 3 sentences of the source text. The Oracle is the best
possible result that could be obtained with extractive summarization methods.
To construct an oracle summary, we use a greedy algorithm to select a set of
source sentences that maximizes the ROUGE-2 score for the target summary.
This set could be considered as an upper bound for any summarization task.

The second section demonstrates the results of two variants of our model:
RuBERT based abstractive summarization model (RuBERTAbs) with standard
RuBERT (Standard) and a special version for news language (News). As it
can be seen, the standard variant falls short of even Lead-3 baseline while the
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variant pre-trained on news articles non-Oracle baselines in terms of all ROUGE
scores. That suggests that pretraining BERT encoder on tasks with the same
language (set of possible words) as the main one is an efficient way to boost
the performance of the full model. The difference between Lead-3 and RuBERT
(News) may be considered not substantial, however, the results of the best models
on CNN/Daily Mail dataset show a similar margin [9].

Table 3. ROUGE-1 F1 comparison Prediction with Gold and Lead-3

Gold vs. Lead-3 Prediction vs. Lead-3 Prediction vs. Gold

33.28 40.96 36.52

We investigated some properties of the resulting solution (Prediction) com-
pared with the leads of the analyzed news: Lead-3 (news lead of Lenta.ru) and
Gold (news lead of “Коммерсантъ”). It turns out to be closer to each of the
Lead-3 and Gold than they are among themselves (Table 3).

Table 4. ROUGE-1 Recall results on test set of Russian news dataset.

Model Lead-3 Gold Prediction

Lead-3 ∧ Gold 37.08 30.18 60.13

Prediction is much closer to the intersection of Lead-3 and Gold than each of
the news leads (Table 4). This indirectly indicates the automatic selection in the
abstractive summary more important details of news content and ignoring the
secondary. Table 5 provides a translated example of the resulting annotation.

7 Conclusion

In this paper, we demonstrated the application of pre-trained language mod-
els for abstractive summarization of Russian news. We proposed a method for
building a learning dataset for the task and developed a fine-tuning process
for proper training. The experimental results across the dataset show that the
model outperforms simple extractive and abstractive baselines and indicate the
importance of BERT pretraining on task’s language. While we were preparing
this article, we discovered a parallel work [6] that also considered the problem
of abstractive summarization and proposed a new dataset with human-written
summaries for Russian language. In further work, we plan to use this data to
improve our approach and adopt methods with additional conditions for a sum-
mary generation.

Acknowledgements. We thank Mikhail Tikhomirov (Research Computing Center of
Lomonosov Moscow State University) for providing pre-trained models for our research.
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9 Appendix

Table 5. Translated example of output summaries on Russian news dataset.

Original text

British boxer Tyson Fury announced his return to the professional ring. The athlete announced this on his
Twitter account. “Breaking news! The big comeback will take place on May 13th. We are working on
finding an opponent. Follow the news,” Fury wrote in his microblog. On December 3, Fury announced his
return to boxing after recovering from drug addiction...

Model Summary R1 R2 RL

Lead-3 British boxer Tyson Fury announced his
return to the professional ring. The athlete
announced this on his Twitter account.
“Breaking news!

43.47 24.99 43.47

Pointer generator British boxer Tyson Fury has negotiated
with the footballer’s rival WBO and WBA
World Pion, Fury said. We are working on
finding an opponent on Twitter

51.06 32.65 55.31

RuBERTAbs (News) British boxer Tyson Fury announced his
return to the United States. “We want to
fight on May 13,” he tweeted

55.55 37.29 51.85

Oracle British boxer Tyson Fury announced his
return to the professional ring. The athlete
announced this on his Twitter account. The
big comeback will take place on May 13th.
We are working on finding an opponent.
Follow the news, “Fury wrote in his
microblog.

65.51 39.39 65.51

Gold British boxer Tyson Fury said he will return
to the ring on May 13. “We are working on
finding an opponent,” he wrote on Twitter
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Abstract. This work presents the first fully-fledged discourse parser for
Russian based on the Rhetorical Structure Theory of Mann and Thomp-
son (1988). For the segmentation, discourse tree construction, and dis-
course relation classification we employ deep learning models. With the
help of multiple word embedding techniques, the new state of the art
for discourse segmentation of Russian texts is achieved. We found that
the neural classifiers using contextual word representations outperform
previously proposed feature-based models for discourse relation classifi-
cation. By ensembling both methods, we are able to further improve the
performance of the discourse relation classification achieving the new
state of the art for Russian.

Keywords: Rhetorical structure theory · Discourse parsing · Deep
learning · Pre-trained language models

1 Introduction

Many natural language processing applications require understanding of a text
structure beyond the individual sentences. It has been shown that methods for
machine translation [9], deception detection [24], summarization [11], sentiment
analysis [2], and other tasks can take advantage of a text discourse structure that
provides relationships between text segments that go beyond sentence bound-
aries. One of the widely-used underlying linguistic models for discourse is Rhetor-
ical Structure Theory (RST) [18]. According to this theory, a discourse struc-
ture of a text can be represented as a discourse tree (DT). DT is a constituency
tree, whose leaf nodes called elementary discourse units (EDUs) are textual seg-
ments corresponding to simple sentences and clauses, and the intermediate nodes
called discourse units (DUs) are the higher-order combinations of the underly-
ing EDUs or DUs marked with discourse relationship types (see Fig. 1). The
c© Springer Nature Switzerland AG 2021
W. M. P. van der Aalst et al. (Eds.): AIST 2020, LNCS 12602, pp. 105–119, 2021.
https://doi.org/10.1007/978-3-030-72610-2_8
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inventory of discourse relationships usually includes “Cause”, “Condition”, “Elab-
oration”, “Concession”, “Sequence”, “Contrast”, etc. The practical usefulness of
RST discourse parsing was shown in various NLP applications, such as text
summarization, automatic essay scoring, and sentiment analysis [2,4,19].

Fig. 1. An example of a discourse tree

There is a long history of research publications on automatic text-level rhetor-
ical parsing for English [8,10,16,28] inter alia. Recently, the Russian-language
corpus annotated with rhetorical structures (Ru-RSTreebank) [23] was released,
which has unlocked the possibility of research on discourse parsing also for Rus-
sian. With the help of this corpus, some attempts to creating a model for dis-
course relation classification have been performed using feature engineering and
classical machine learning techniques [5]. We expand this effort by training deep
learning models on this corpus and assembling a fully-fledged pipeline for auto-
matic discourse parsing of Russian-language texts, which includes segmentation,
DT construction, and discourse relation classification. The developed parser
takes advantage of the available deep pre-trained ELMo [22] language model
for Russian. We evaluate the components of the parser and compare the novel
relation classification model with the models developed in the previous work.
By ensembling deep neural models with feature-based models, we achieve the
new state of the art for the Russian language in discourse relation classification
and discourse segmentation tasks, as well as establish the first results for the
rhetorical tree construction. Summarizing, the contributions of this paper are
the following:

– We present the first fully-fledged discourse parser for Russian.
– We establish the first results for rhetorical tree construction for Russian.
– We achieve state-of-the-art results for Russian in discourse segmentation and

relation classification.
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The rest of the paper is structured as follows. Section 2 reviews the recent
related work on discourse parsing for English and Russian. In Sect. 3, we dis-
cuss the deep neural models for segmentation, discourse tree construction, and
rhetorical relation classification. We also discuss the novel feature-based model
for rhetorical relation classification. Results of the experiments are presented
in Sect. 4. In Sect. 5, we perform the qualitative analysis of the results. Finally,
Sect. 6 concludes and outlines future work.

2 Related Work

RST parsers have been created for several languages, including English [29,32],
Chinese [12], Basque [1], Spanish, Portuguese, German, and Dutch [3,21]. The
architecture of most of the existing RST-style parsers contains two modules: for
discourse segmentation and for DT construction.

The first evaluation of discourse segmentation for Russian is conducted by
participants of the DISRPT 2019 Shared Task [33], which was aimed at analysis
of discourse unit segmentation and connective detection for 10 languages. The
best score for the Russian dataset, as well as for the English RST-DT corpus
(Rhetorical Structure Theory Discourse Treebank) [4], is achieved by the Tony
segmenter [21] employing BiLSTM models with multilingual BERT embeddings.
Recently, it was outperformed by the model presented in [7], which employs
contextual embeddings for joint prediction of part-of-speech tags and dependency
features for each token in a sentence. This model achieves 96.7% F-score on the
English RST-DT corpus improving upon the Tony model by 0.7%.

There are two state-of-the-art methods for text-level discourse parsing for
English that take advantage of transition-based bottom-up parsing algorithms
[29,32]. In [29], the parsing is performed in two stages. In the first stage, a
transition-based parser constructs an unlabeled tree. In the second stage, rela-
tions in the tree are labeled with SVM classifiers. The authors train three sepa-
rate classifiers: sentence-level, paragraph-level, and text-level; each of them uses
different feature sets. Yu et al. [32] additionally propose to use as features hidden
states from a neural syntactic dependency parser.

Although the aforementioned systems provide state-of-the-art results, they
subject to low computational performance. Recently, various top-down parsing
approaches were proposed for simultaneous discourse parsing and elementary
unit segmentation that address the computational performance issue. In [16],
the segmenter and the sentence-level parser are trained jointly as parts of the
unified encoder-decoder architecture, achieving superior results in the parsing
performance, as well as in the parsing speed compared to previous end-to-end
sentence-level bottom-up discourse parsers, namely SPADE [26] and DCRF [13].
Kobayashi et al. [15] has recently proposed a top-down method that takes into
account granularity levels of spans, namely document, paragraph, and sentence.
The authors show that the granularity levels are important features for discourse
parsing and achieve 60% micro F score on the RST-DT corpus.



108 E. Chistova et al.

The first attempts to discourse relation classification for Russian are
described in [5]. The authors apply the classical machine learning models to rela-
tion and nuclearity classification. By grounding on the previous works for other
languages, they propose various lexical, quantitative, and morphological features
for these tasks. In this work, we construct the fully-fledged discourse parser for
Russian that features not only discourse relation classification, but also unlabeled
tree construction and discourse segmentation. We implement deep learning mod-
els for these tasks and evaluate all components on the RuRSTreebank corpus.
For relation classification, we expand the original feature set used by Chistova
et al. [6] and compare the deep learning models with the feature-based models.

3 Methods

Given input plain text, first of all, we perform its tokenization and sentence
splitting with the UDPipe [27] pre-trained models for Russian. We correct the
output of the sentence segmenter with paragraph boundaries. Then, we perform
discourse segmentation that splits the sentences into EDUs (simple sentences
and clauses). The EDUs are assembled into a DT with a bottom-up algorithm
along with a structure classifier. Finally, the tree constituents are labeled with
a discourse relation classifier.

3.1 Discourse Segmentation Model

Following [30] and [21], we train a BiLSTM-CRF sequence labeling model on
the contextual word embeddings and character-level convolution filters. As a
contextual embedder, we use an ELMo model from RusVectores1 pre-trained
on Russian National Corpus and Russian Wikipedia, and a multilingual BERT
model. We do not fine-tune pre-trained models during training. For each token
in a sentence, the segmentation model predicts one of two labels: “Begin” or
“Inside”, which further allows us to decode segments. The BiLSTM-CRF model
consists of a BiLSTM encoder containing a single layer with a CRF layer on top.
Hidden layers in the BiLSTM networks contain 100 units. To reduce overfitting,
the dropout and batch normalization were employed.

3.2 Discourse Tree Construction Algorithm

For discourse tree construction, we adopt the greedy algorithm presented in [10].
It employs a cascade of models for structure and label prediction. The struc-
ture classifier determines whether two units can be organized into a higher-level
unit. The label classifier assigns to the created higher-level unit a relation and a
nuclearity type.

In our pipeline, the tree construction algorithm is applied to each granularity
level sequentially. At the sentence level, the input discourse units are elementary

1 http://rusvectores.org/en/.

http://rusvectores.org/en/
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discourse units predicted by the segmentation model. At the paragraph and
document granularity level, the input discourse units are those that are predicted
on the previous levels. On each level, higher-level units are built while there is
a pair of discourse units to merge and the predicted merge score for this pair
is greater than the confidence threshold of the current level. The description of
this pipeline is presented in Algorithm 1.

Scores for merging of discourse units are obtained using the structure clas-
sifier. The structure classifier is a binary classifier. Negative instances for its
training and evaluation are adjacent text spans unconnected in gold standard
trees. The confidence threshold for structure prediction is a hyperparameter
adjusted between 0.0 and 1.0 for each granularity level individually.

Algorithm 1: Greedy tree parsing algorithm
Input: List of discourse units [e1, e2, ..., en]
Output: Discourse trees
Trees ← [e1, e2, ..., en]
Scores ← ∅
for i ← 1 to n − 1 do

Scores[i] = getScore(ei, ei+1)
end
while |Trees| > 1 and any(Scores) > confidenceThreshold do

j = argmax(Scores)
NewDU = mergeNodes(j, j + 1)
NewDU.relation = getRelation(NewDU)
Replace Trees[j] and Trees[j + 1] with NewDU
if j �= 0 then

Scores[j − 1] = getScore(L[j − 1], NewDU)
end
if j �= length(Scores) then

Scores[j] = getScore([NewDU,L[j + 1])
end

end
return Trees

The parser first predicts a labeled tree for each separate paragraph, con-
structing intra-sentence trees in the first place. Then it builds relations between
paragraph-level trees on the document level. The choice of such a strategy is justi-
fied by the fact that each document in the corpus is presented not as a single RST
tree but as a set of trees of various lengths. We train one document-level struc-
ture classifier and use different confidence thresholds for structure prediction on
paragraph and document levels. Tree construction on the sentence level relies
on the separate sentence-level structure classifier. The confidence threshold for
intra-paragraph parsing is significantly lower than the document-level threshold,
but it is still positive, as each separate paragraph in the gold-standard corpus do
not always represent a separate subtree. For the same reason, the intra-sentential
threshold is lower than the intra-paragraph threshold, but it is also positive.
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3.3 Models for Unlabeled Tree Construction and Discourse
Relation Classification

For the classification subtasks, we use the BiMPM [31] multi-perspective sym-
metric matching model, originally proposed for sentence matching and used to
extract implicit interactions between text spans [17]. In the BiMPM model, two
textual inputs are encoded in the BiLSTM encoder and the generated vectors
are matched in both directions on each time step. Matching results are then
processed by another BiLSTM layer, and both outputs of the aggregation layer
are concatenated into a matching vector used for the final classification. As an
input of the BiMPM model, we use a concatenation of ELMo from RusVectores
and character embeddings. To exhibit the effectiveness of the neural relation
and structure classifiers, the results are compared against a baseline, which is
the feature-based method proposed in [5].

1. Relation classifier. Predicts the relation type along with the nuclearity,
e.g. Cause-effect_NS and Cause-effect_SN are separate classes with different
nuclear orientations.
Baseline. The baseline method for relation classification is an ensemble of a
CatBoost model with selected features and a linear SVM using various lexical
(explicit discourse markers), quantitative (number of occurrences of markers
and stop-words, TF-IDF vectors), morphological, and semantic features (dis-
tances and correlations between various feature vectors extracted from both
DUs).
Baseline+AF. The performance of a baseline model is improved with an
accurate feature selection. In particular, we reduce the list of discourse mark-
ers relying on feature importances given by a CatBoost model on cross-
validation. Furthermore, additional features are developed, namely, an indica-
tion of the DUs presence in the same sentence, another value for the presence
in the same paragraph and sentiment scores of the left and right DUs obtained
with the model presented in [25].

2. Structure classifier. The structure classifier is used for scoring discourse
units for combining them into a higher-level DU. It takes as an input a con-
catenation of ELMo and character embeddings along with binary granularity
features indicating whether both text spans are located in the same sentence
and in the same paragraph.
Baseline. As a baseline for structure classification, we use a linear SVM
model and the feature set with additional features developed for the baseline
relation classification.

4 Experiments

4.1 Dataset

Ru-RSTreebank is the first open discourse corpus for Russian within the frame-
work of the Rhetorical Structure Theory2. It contains three parts: news and
2 https://rstreebank.ru/dataset.

https://rstreebank.ru/dataset
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popular science texts (129 texts); scientific papers about Linguistics and Com-
puter Science (99 texts); blog texts about different topics, i.e. traveling, sports
and health, psychology, IT and tech, politics (104 texts). There are about 408,000
tokens in total. The corpus was manually annotated by 11 experts. For all texts,
titles, subtitles, reference lists, and other metainformation were excluded from
labeling. Image captions in blogs were annotated in different ways, depending on
deictic indications linking them to other text fragments. In some cases, markers
for images (IMG) are considered as EDU parts.

4.2 Pre-processing

For the model training and evaluation, scientific papers were excluded from
the corpus due to their specific structure. Science themed part of the corpus
was annotated during the first stage of the corpus development and followed
the earliest annotation instructions that may conflict with more modern ones.
Hence, the pipeline is evaluated on 233 texts including news, popular science
articles, and blog texts.

The RuRSTreebank corpus pre-processing includes structure and relations
readjustment. Non-binary relations, such as Joint and Sequence, are converted
into cascades of binary relations. It was noted that punctuation marks, such as
dots and commas, are in some cases shifted from the end of the previous EDU to
the beginning of the next EDU, which is corrected during corpus pre-processing.
Some relations indicated in [23] as combined or excluded, for example, Antithe-
sis or Evaluation, are automatically pre-processed following the aforementioned
paper. Examples with relations of the underrepresented classes (less than 90
training instances) are added to the most represented non-causal classes of
the same nuclearity orientation, e.g. Elaboration_NS for Solutionhood_NS and
Preparation_SN for Elaboration_SN. Considering nuclearity, we have a total
set of 22 relations.

Following [21], URLs and special symbols are replaced with service tokens.

4.3 Results and Discussion

The performance of the pipeline components on the development and test sets
is presented in Table 1. The structure classifier is used in the final pipeline for
span prediction, and the relation classifier is used for both label and nuclearity
prediction.

The baseline for discourse segmentation is a single-layer BiLSTM model on
top of multilingual BERT, which is used for cross-lingual segmentation in [21].
The results show that the model with the CRF layer that uses language-specific
contextual embeddings outperforms the baseline by 0.86%.

The neural model for structure classification performs comparably to the
feature-based baseline model in terms of F-score, but it has a higher recall score.

The test scores for label classification for the baseline feature-based method,
baseline method with additional features (AF), BiMPM classifier, and an ensem-
ble of the baseline and the BiMPM classifier are presented in Fig. 2. It can be
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Table 1. Parser components evaluation

Component Method Features Dev Test
P R F1 P R F1

Segmentation Baseline BERT-M 91.79 85.40 88.48 89.66 85.56 87.56
BiLSTM+CRF BERT-M 90.75 88.72 89.72 87.80 88.99 88.39

ELMo 92.10 87.53 89.76 89.09 87.86 88.42
Structure
classification

Baseline Baseline+AF 57.42 75.42 65.20 58.42 76.38 66.21

BiMPM ELMo 54.95 82.95 66.11 54.54 82.82 65.77
Baseline+BiMPM Baseline+AF, ELMo 57.62 82.56 67.87 57.66 83.06 68.07

Relation
classification

Baseline Baseline 45.54 42.07 42.70 42.48 41.32 40.63

Baseline+AF 48.76 44.15 45.45 46.54 44.18 44.19
BiMPM ELMo 50.85 46.80 46.76 47.35 45.40 44.64
Baseline+BiMPM Baseline+AF, ELMo 54.28 48.59 49.17 49.89 47.73 47.50

Table 2. Performance on manual EDU segmentation

Micro Macro Macro F1
P R F1 P R F1 Blogs News

Span 38.04 38.59 38.31 39.61 44.67 41.98 40.35 43.26
Nuclearity 30.96 31.40 31.18 31.72 35.28 33.40 32.08 34.43
Relation 23.87 24.21 24.04 24.78 27.69 26.16 24.53 27.43
Full 23.58 23.91 23.75 24.44 27.25 25.77 23.96 27.18

observed that the neural classifier outperforms baselines on 12 of 22 rhetori-
cal relations. However, the baseline model better predicts the most represented
classes, namely Joint (21.9% of instances) and Elaboration (20.4% of instances),
as it tends to the overgeneralization. Ensembling of the baseline method and the
BiMPM model improves the average F-score by 2.86%.

Table 2 contains the evaluation results for tree parsing on manual discourse
segmentation using the components that achieve best results in Table 1. Follow-
ing Morey et al. [20], we present both micro-averaged scores computed glob-
ally over the predicted and manually annotated spans from all documents and
macro-averaged scores obtained by averaging scores for each document in the
corpus. The results are calculated according the standard Parseval trees evalu-
ation between binarized gold-standard and predicted trees [20]. We also present
the macro F1 score for individual domains: “News” and “Blogs”. The results show
that the parser has slightly higher performance on the “News” subset.

5 Qualitative Analysis

Examples of segmentation mistakes are given in Table 3 in Appendix. The first
issue is related to the fact that some EDUs in the corpus contain multiple sen-
tences or multiple paragraphs (1). It often occurs in the “Blogs” subsection with
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Fig. 2. Relation classification performance for each class

image-replacement tags and image captions, as well as with lists manually anno-
tated as a single EDU, because such text fragments are usually treated by the
system as separate paragraphs. This problem often seriously affects the perfor-
mance of all downstream components. The parsing algorithm cannot deal with
such cases since it performs segmentation and tree building on a sentence level,
paragraph and document levels consequentially. The second issue is related to
discrepancies in corpus annotation. In the example (2), two separate discourse
segments predicted by the model are annotated as one in the gold standard.
However, other syntactically and semantically similar cases in the corpus are
annotated as two segments linked by the Elaboration relation. Such discrepan-
cies make it difficult to tune thresholds for various discourse levels, which results
in underprediction (3) and overprediction (4) of discourse segments even within
the same document. Another frequent case of discrepancy is the annotation of
the Attribution relation (2). Annotators sometimes mark the statement and the
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information about its author as one EDU when the author is not mentioned
explicitly in text.

There are also many cases of ambiguity of discourse structures that is hard to
resolve even for experts. One of such examples is presented in Fig. 3 in Appendix.
The Cause-effect relation that appears in the gold-standard structure (Fig. 3b) is
missing in the predicted tree (Fig. 3a) due to different segmentation, and mult-
inuclear Joint relation is predicted as mononuclear Elaboration. However, both
variants are possible according to human experts. In Fig. 4, another difficult case
is presented, in which our system generates more discourse segments than in the
gold standard. In this case, the system also has to predict additional relations,
which also affects the scores for downstream tasks. Some difficult borderline cases
in segmentation appear due to spoken discourse features in “Blogs”. The second
segment in the example (1) (Table 3), a postclausal EDU, it semantically belongs
to a clause [14] but is an adjunct. Although the full stop can be considered as
a the segment boundary, an annotator united the segments following the logical
structure of text.

6 Conclusion

In this work, we introduced the first RST-style discourse parser for Russian and
evaluated it on the RuRSTreebank corpus. The system is capable of solving
all parsing subtasks: discourse segmentation, DT construction, relation classi-
fication. With the help of contextualized word representations, we managed to
improve state-of-the-art results in discourse segmentation for Russian. For unla-
beled discourse tree construction, we propose the greedy algorithm and a struc-
ture classification model. The obtained evaluation results for this subtask are the
first results for unlabeled discourse tree construction for Russian and can be used
as a baseline for the subsequent works. We expand the feature set of the relation
classification model presented in the previous work achieving improved results.
We further improve results by introducing a deep learning-based model and by
ensembling the deep model with the feature-based model. The obtained evalu-
ation results are the new state of the art for discourse relation classification for
Russian language. We release the source code of the models and experiments3.
We hope that this work will foster further research in the area of discourse
parsing for Russian language.

Acknowledgements. This work was partially supported by the Ministry of Science
and Higher Education of the Russian Federation, project No. 075-15-2020-799.

3 http://nlp.isa.ru/discourse_parser.
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Appendix

Fig. 3. Example of segment underprediction (translation is in Fig. 5).

Fig. 4. Example of segment overprediction (translation is in Fig. 6).
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Fig. 5. Translated example of segment underprediction.

Fig. 6. Translated example of segment overprediction.
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Table 3. Incorrect segmentation examples (translated examples are in the Appendix
Table 4).

Table 4. Translated incorrect segmentation examples.

Predicted EDUs Gold EDUs

(1) It remains only to cut the smoked
cheese. <SEP> Yep, in the soup.
<SEP> IMG

It remains only to cut the smoked
cheese. Yep, in the soup.\nIMG

(2) Despite the fact that the Russian
media market is an order of magnitude
behind the American one, <SEP> the
publishers of the domestic press are
unanimous: <SEP> the tablet [...]
gives the industry new hope.

Despite the fact that the Russian
media market is an order of
magnitude behind the American one,
<SEP> the publishers of the domestic
press are unanimous: the tablet [...]
gives the industry new hope.

(3) What happens when reserves are
scarce, <SEP> we are well aware.

What happens <SEP> when reserves
are scarce, <SEP> we are well aware.

(4) At least until the fall, <SEP>
when the situation with debts and oil
prices becomes clearer.

At least until the fall, when the
situation with debts and oil prices
becomes clearer
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Abstract. The ability to automatically determine the age audience of
a novel provides many opportunities for the development of information
retrieval tools. Firstly, developers of book recommendation systems and
electronic libraries may be interested in filtering texts by the age of the
most likely readers. Further, parents may want to select literature for
children. Finally, it will be useful for writers and publishers to determine
which features influence whether the texts are suitable for children. In
this article, we compare the empirical effectiveness of various types of
linguistic features for the task of age-based classification of fiction texts.
For this purpose, we collected a text corpus of book previews labeled
with one of two categories – children’s or adult. We evaluated the follow-
ing types of features: readability indices, sentiment, lexical, grammatical
and general features, and publishing attributes. The results obtained
show that the features describing the text at the document level can
significantly increase the quality of machine learning models.

Keywords: Text classification · Fiction · Corpus · Age audience ·
Content rating · Text difficulty · RuBERT · Neural network · Natural
language processing · Machine learning

1 Introduction

Nowadays, there are quite a lot of approaches to text classification according
to document subjects, genre, author or according to other attributes. However,
modern challenges in the field of natural language processing (NLP) and infor-
mation retrieval (IR) increasingly require classification based on more complex
characteristics. For example, it may be necessary to determine whether the text
contains elements of propaganda or whether it has similar plot characteristics to
other texts. One of such urgent and complex classification tasks is the division
of literary texts into suitable for children and for adults. Age-based classification
tools could find wide practical application. For instance, they would be useful in
the personal selection of fiction or in filtering content not intended for children.
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Despite the fact that many scholars considered the issue of text difficulty
estimation, formally, text difficulty does not indicate the age of the intended
reader. The question of whether the features describing text difficulty are suitable
for age-based classification needs to be investigated. In addition, the severity of
the features depends on the text genre. It is necessary to find out how these
or those features are presented in the literary text and whether they contain
information about the age audience of the text.

In this paper, we systematically evaluated different feature types on age-based
classification task. In addition to popular text difficulty features, we consider
special publishing attributes intrinsic fiction books, such as age rating score and
abstract features. We collected the corpus of Russian fiction texts and applied
two commonly used machine learning models, these are random forest (RF) and
linear support vector classifier (LSVC). For comparison, we evaluated a trans-
former model based on RuBERT and a convolutional neural network (CNN)
trained on Word2Vec embeddings. Finally, we evaluated feedforward neural net-
work (FNN) trained on RuBERT text embeddings and age rating scores.

The LSVC model using a combination of a baseline and publishing attributes
showed the best result of 95.77% (F1-score). RuBERT achives 90.16%. The FNN
model combining RuBERT embeddings and age ratings showed 94.78%. The
results show that the features describing the text at the document level gives an
advantage in case of long texts. Moreover, publishing attributes provide valuable
information for the age-based classifier. We also found that some features used to
determine text difficulty positively affect the quality of age-based classification.

The paper is organised as follows. In Sect. 2 we present a brief review of
related works. Section 3 describes feature types evaluated in the paper. Section
4 contains the description of our dataset. Section 5 presents the structure of the
models and the evaluation results. Finally, Sect. 6 is a conclusion.

2 Related Works

In the modern world, the constant growth of information resources gives rise to
the need for filtering and ranking texts. One of the significant characteristics
of a text is its complexity. The question of determining text difficulty naturally
looks related to the task of age-based classification.

The task of estimating texts by complexity is not new. It appeared at the
beginning of the last century in the context of evaluating the readability of
educational texts. Further, during the XX century, researchers have proposed a
number of tests to determine readability based on the quantitative characteristics
of texts. Readability tests usually use quantitative text features, such as count-
ing syllables, words, and sentences. There are several common readability texts
for text difficulty estimation. For instance, these are: the Flesch–Kincaid read-
ability test, the Coleman–Liau index, the automated readability index (ARI),
the SMOG grade, the Dale-Chall formula [6,10].
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– The Flesch–Kincaid readability test is based on the idea that the shorter the
sentences and words, the simpler the text. The specific mathematical formula
is:

RF = 206.835 − 1.015 · ASL − 84.6 · ASW, (1)

ASL – average sentence length, ASW – average number of syllables per word
(i.e., the number of syllables divided by the number of words).

– The Coleman–Liau index uses letters instead of syllables. The formula takes
into account the average number of letters per word and the average number
of words per sentence.

RC = 0.0588 · L− 0.296 · S − 15.8, (2)

where L – average number of letters per 100 words, S – average number of
sentences per 100 words.

– The ARI formula takes into account the number of letters. In the past, this
allowed the use of this index to measure the complexity of texts in real time
in electric typewriters.

RA = 4.71 · characters
words

+ 0.5 · words

sentences
− 21.43, (3)

where characters – number of letters and numbers, words – number of words,
sentences – number of sentences.

– The main idea of the SMOG grade is that the complexity of the text is most
affected by complex words. Complex words are words with many syllables
(more than 3). The more syllables the more complicated the word.

RS = 1.043 ·
√

polysyllable · 30
sentences

+ 3.1291, (4)

where polysyllable – number of polysyllable words, sentences – number of
sentences.

– The Dale-Chall formula uses a count of “hard” words. These “hard” words
are words that do not appear on a specially designed list of common words
familiar to most 4th-grade students.

RD = 0.1579 · difficult
words

· 100 + 0.0496 · words

sentences
, (5)

where difficult – number of difficult words, words – number of words, sentences
– number of sentences.

In addition to the above, there are many other readability tests that are also
actively used, e.g. the Fry Graph readability formula, the Spache index, the Lin-
sear Write formula and others. The values obtained from readability tests are
called readability indices. The Readability Index characterizes the difficulty of
perceiving a text or the expected level of education that is required to under-
stand it.
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The readability formulas listed above are metrics for English texts. At the
same time, the quantitative characteristics of other languages can differ signifi-
cantly. For instance, Russian sentences are on average shorter than English, and
words are longer. Therefore, the readability formulas need to be processed for
use in other languages. Up to now, several studies have suggested the adaptation
of readability tests for Russian. For example, I. Oborneva [27] proposed the coef-
ficients for the Flesch–Kincaid formula for Russian texts. The project [41] offers
the adaptation of several readability formulas. M. Solnyshkina et al. presented
a new approach to reading difficulty prediction in Russian texts [37,38].

Readability is however only one aspect of age-based classification. Scholars
have proposed more complex techniques for text complexity estimation using
features of different nature. Thus, Yu. Tomina [42] considered the lexical and
syntactic features of the text complexity level. A. Laposhina et al. [22] evaluated
a wide range of different types of features, such as readability, semantic, lexical,
grammatical and others. M. Shafaei et al. [33] estimated age suitability rating of
movie dialogs using genre and sentiment features. L. Flekova et al. [16] proposed
an approach to describing the story complexity for literary text. Y. Bertills [4]
wrote about the features of literary characters and named entities in books for
children. Finally, in our previous research, we evaluated the informativeness of
some quantitative and categorical features for age-based text classification [12].
The modern methodology for text difficulty estimation is based in most cases on
machine learning approaches. Thus, R. Balyan et al. [3] showed that applying
machine learning methods increased accuracy by more than 10% as compared
to classic readability metrics (e.g., Flesch–Kincaid formula). To date, a number
of studies confirmed the effectiveness of various machine learning techniques for
text difficulty estimation, such as support vector machine (SVM) [36,39], random
forest [26], and neural networks [2,7,35].

Another aspect of assessing the age category of text readers is the safety of
the information it contains. Currently, in many countries, publishers are required
to label books (including fiction) and other informational sources [9,11,14,18,30]
according to their age rating. For these purposes, there are special laws that rank
information in terms of the potential harm it can bring. So, in Russia there is a
Russian Age Rating System (RARS).

The RARS was introduced in 2012 when the Federal law of Russian Fed-
eration no. 436-FZ of 2010-12-23 “On Protection of Children from Information
Harmful to Their Health and Development” was passed [15]. The law prohibits
the distribution of “harmful” information that depicts violence, unlawful activi-
ties, substance abuse, or self-harm. The RARS includes 5 categories, such as for
children under the age of six (0+), for children over the age of six (6+), for chil-
dren over the age of twelve (12+), for children over the age of sixteen (16+), and
prohibited for children (18+). As a rule, an age rating is assigned to a book by
editors or experts. As far as we know, there are currently no published research
of how age rating correlates with other attributes of text, such as readability.

The reviewed studies and sources clearly indicate that age-based classification
of fiction texts includes several aspects. First, the research topic is related to
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works on text difficulty evaluation. Text difficulty is characterized by different
features, these are lexical, semantic, grammatical and other types. However,
the measure of the difficulty of the text does not guarantee that this text is
targeted to a particular age audience. It is required to evaluate the effectiveness
of the existing text difficulty features for age-based classification. In addition, it
would be interesting to evaluate the role of publishing attributes (for example,
age rating labels) as classification features. Finally, the studies presented thus
far provide evidence that machine learning approaches show the highest results
in the task of estimating texts by difficulty. Based on this, it is reasonable to
evaluate the text features for age-based classification using machine learning
methods.

3 Feature Types

According to the related works, we consider the following types of classification
features.

1. General features. This type includes features that reflect the quantitative
characteristics of the text:

– the average and median length of words (avg words len, med words len);
– the average and median length of sentences (avg sent len, med sent len),

e.g. average or median number of symbols in each sentence;
– the average number of syllables (avg count syl);
– the percentage of long words with more than 4 syllables (many syllables);
– the Type-Token Ration, TTR (ttr) [40]. The main idea of the metric is

that if the text is more complex, the author uses a more varied vocab-
ulary so there’s a larger number of unique words. So, the TTR’s value
is calculated as the number of unique words divided by the number of
words. As a result, the higher the TTR, the higher the variety of words;

– the TTR for nouns (ttr n), adjectives (ttr a), and verbs (ttr v). The values
of TTR calculated separately for parts of speech;

– the NAV metric (nav). The NAV metric is a TTR-based ratio of (TTR
A + TTR N)/TTR V proposed in [37].

2. Readability features. We used the readability formulas with the coefficients
for the Russian language proposed by the project [41]. In this study, we eval-
uated five types of readability indices using the following metrics: the Flesch–
Kincaid readability test (index fk); the Coleman–Liau index (index cl); the
ARI index (index ari); the SMOG grade (index SMOG); the Dale-Chall for-
mula (index dc).

3. Lexical features. In this category, we included features constructed by the
evaluation of the text in accordance with frequency dictionaries. As frequency
dictionaries, we used the lists of Russian frequency words presented in [25,34]:

– the percentage of words included in the list of 5000 most frequent Russian
words (5000 proc);

– the average frequency of the words included in the 5000 most frequent
words (5000 freq);
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– the average frequency of words per 1 million occurrences (ipm, words fr);
– the average frequency of nouns, verbs, adjectives, adverbs and proper

names per 1 million occurrences (s fr, v fr, adj fr, adv fr, prop fr);
– the average number of topic segments of the corpus1 where the word was

encountered (out of 100 possible, words r);
– the average number of the corresponding topic segments for nouns, verbs,

adjectives, adverbs and proper names (s r, v r, adj r, adv r, prop r);
– the average value of Juilland’s usage coefficients (words d). This Juilland’s

usage coefficient measures the dispersion of the word’s subfrequencies over
n equally-sized subcategories of the corpus [17];

– the average value of Juilland’s usage coefficients for nouns, verbs, adjec-
tives, adverbs and proper names (s d, v d, adj d, adv d, prop d);

– the number of documents in the corpora in which a word occurs (averaged
over the text, words doc);

– the average number of documents in the corpora in which a word occurs
(for nouns, verbs, adjectives, adverbs and proper names, s fr, v fr, adj fr,
adv fr, prop fr).

4. Grammatical features. We evaluated the percentage of nouns, verbs, and
adjectives (count n, count v, count a).

5. Sentiment features. These features obtained with Russian Sentiment Lex-
icon [24]. We separately evaluated the percentage of positive and negative
words for each of the topic categories, these are opinion, feeling (private
state), or fact (sentiment connotation) (neg opinion, neg feeling, neg fact,
pos opinion, pos feeling, pos fact).

6. Publishing features. Here we have included features based on publishing
attributes, i.e. on the book characteristics assigned by an editor or publisher,
such as age rating according to the RARS (age rating) and TF-IDF scores
for book abstracts.

4 Dataset

For feature evaluation, we collected a dataset of fiction books published in Rus-
sian. Due to copyright restrictions, the full texts of the books are not publicly
available. Therefore, we used a collection of previews presented in online libraries
in the public domain. Typically, the preview is 5–10% of the total book volume.

The corpus consists of 5592 texts of children’s and adult book previews.
We have divided the texts into two parts. The first part included 4492 texts.
It was used to train the models. The remaining 1000 texts were served as an
independent text sample. The main characteristics of the data is presented in
Table 1. Table 2 shows short text examples of adults and children’s categories.

1 The frequency dictionary was created on the basis of the modern subcorpus of the
Main Corpus and the Oral Corpus of the Russian National Corpus (1950–2007) [32]
with a total volume of 92 million tokens [25].
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Table 1. Characteristics of the corpus.

Characteristic Training sample Test sample

Children’s Adult Children’s Adult

Number of text 2108 2384 500 500

Avg number of symbols 3134.38 3326.11 3048.69 3319.86

Avg number of tokens 488.55 499.52 479.3 498.16

Avg number of sentences 37.35 35.2 36.05 36.49

Table 2. Example short fragments.

Category Age Rating Genre Fragment

Adults 16+ Modern
romance
novels

A tall young man dressed in jeans, an inconspicuous
jacket and a baseball cap pulled down with a visor
over his eyes, approached the entrance of a
seventeen-story apartment building and stood as if
waiting for someone, and when a mother with a
stroller appeared at the door, he quickly jumped
inside - he did not know the code. I walked up to
the fifth floor, putting on thin gloves on the go,
looked around, and then deftly opened the door of
one of the apartments.a

Adults 12+ Histori- cal
adventures

What a wonderful autumn it was in Southern
Poland that year! Almost without rain and cold
winds, tenderly warm, quiet, crimson-gold. Fabulous
autumn - in such an autumn it is good, having
climbed into the spurs of the Beskydy, from dawn to
noon to wander along the slopes of hills overgrown
with beech and hazel, and to your fill, drunk to
breathe in the cool and crystal clear mountain air.b

Children’s 6+ Child- ren’s
adventures

In a big, big city, where there are many, many
houses, many, many cars and even more people, and
the crows cannot be counted at all, there lived a
ginger cat on a short street consisting of only two
courtyards. His name was Ostrich.c

Children’s 12+ Child- ren’s
fantastic
tales

The hands of the clock were approaching half past
seven, but the setting sun, reluctantly sliding behind
the houses, continued to burn the city with rays,
and the approaching twilight did not promise the
long-awaited coolness.d

a Fragment from the book “The Men We Choose” by Evgenia Perova (translated from
Russian).b “Sold Poland” by Alexander Usovsky (translated from Russian). c “Greetings from
cutlets” by Evgenia Malinkina (translated from Russian). d “Vlad and the Secret Ghost” by
Sasha Gotti (translated from Russian).

Table 3 shows the most informative quantitative features with their means and
standard deviation values. The informativeness is measured using the method of
cumulative frequencies [1,44]. The main idea of this method consists in dividing
the range of feature values for each class into n intervals. The cumulative frequency
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Table 3. Top-10 of the most informative quantitative features (according to the method
of cumulative frequencies).

Feature Mean (adult) std (adult) Mean (children’s) std (children’s)

avg sent len 105.65 54.51 88.69 30.64

med sent len 97.9 59.06 79.69 34

index dc 7.85 2.64 6.36 2.09

adj doc 3484.28 1074.03 3669.48 1173.78

index ari 9.29 3.53 7.4 2.93

adj fr 135.3 53.56 146.96 60.39

s doc 3705.73 838.45 3370.52 766.39

index fk 9.21 3.66 7.36 2.95

v doc 6255.7 2243.76 6481.53 1937.8

adv fr 239.17 84.26 277.43 90.93

of characteristic values is calculated for each interval. The informativeness indica-
tor is defined as the maximum absolute value of the difference in the accumulated
frequencies for the corresponding intervals in the classes.

Figure 1 presents the distribution of the age rating labels (age rating is a
categorical feature) in the classes of the training data. It is interesting to note
that some of the books from the children’s class are labelled with the 18+ age
category. Notable examples of this type of books are love stories for teens.

Fig. 1. The distribution of age rating categories.

5 Experiments

This section describes our feature evaluation experiments. We built two types of
baseline models and sequentially enriched them with different types of features.
Further, we compared the results obtained with our models with the results
of CNN, RuBERT, and FNN trained on RuBERT embeddings and age rating
scores. Our dataset and models are available at [5].
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5.1 Baselines

We built two classifiers for model evaluation. The first one was a Random Forest
Classifier trained on bootstrap samples. The number of trees in the forest was
equal to 100 and the Gini impurity was implemented to measure the quality of
a split. The second model was a Linear Support Vector Classifier with the “l2”
penalty and the squared hinge loss function. Both models were implemented
using Scikit-learn [29] and Python 3.6.

5.2 Preprocessing

To preprocess our data, we used min-max normalization. Moreover, it is obvious
that some of the features are correlated. For instance, most readability indices
show a cross-correlation greater than 0.8. Another example of correlated feature
pairs is average and median length of sentences or TTR values for all words
and for particular parts of speech (Fig. 2). To reduce the influence of feature
correlation on the LSVC model, we applied linear dimensionality reduction using
Singular Value Decomposition of the data with the minimum number of principal
components such that 95% of the variance is retained.

Fig. 2. Correlation matrices for readability and general features.

5.3 Experiments and Results

We used models trained of TF-IDF vectors as baselines. Further, we systemati-
cally evaluated each type of features.

To begin this process, we connected the TF-IDF vector of the text with the
corresponding vector of features of a certain type. Book previews are rather long
texts. Since the RuBERT model that participated in the comparison can only
process a sequence of limited length, we used the same fragments of 256 tokens to
train both neural networks and to construct TF-IDF vectors2. TF-IDF vectors

2 The maximum sequence length for BERT is 512 tokens. However, due to the rather
large volume of the corpus, we were also limited in computational resources.
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were built over the top 2000 words ordered by term frequency across the corpus.
At the same time, the values of additional features were calculated for the full
preview texts.

To build TF-IDF vectors and CNN, the texts were pre-processed. The prepro-
cessing included the following steps: special character removal, lowercase trans-
lation, lemmatization, stop-word removal. Text preprocessing was implemented
using NLTK [23] and Pymorphy2 [19].

Table 4 shows the results obtained for each type of features (e.g. RF base-
line + readability, LSVC baseline + readability) and the results of the models
trained only on additional features without TF-IDF vectors (e.g. RF (readabil-
ity), LSVC (readability)). For publishing attributes, we evaluated two separate
types of models. The first type used book abstracts as supplementary informa-
tion. In other words, we added the texts of abstract to the book preview and
built new TF-IDF vectors. The second type used baseline TF-IDF vectors with
an additional feature of age rating. Finally, we evaluated three types of combined
models, such as using all considered features, only all additional features, and
all features with the exception of editorial attributes. The results obtained were
compared with the results of three neural models:

– RuBERT [20], based on BERT architecture [8]. BERT showed state-of-the-art
results on a wide range of NLP tasks. RuBERT was trained on the Russian
part of Wikipedia and news data. The model was implemented using PyTorch
[28] and Transformers [43] libraries, it was trained for 3 epoches;

– FNN trained on fine-tuned RuBERT [20] text embeddings obtained with
PyTorch [28]. Text embeddings were calculated by averaging the token vectors
of the last hidden state. Age rating was presented as a one-hot numeric array
which is the most widely used coding scheme for categorical features [31].
The FNN consisted of three layers including an input layer, a 1024 hidden
layer with hyperbolic tangent activation function, and an output layer with
softmax activation function. We also used Adam as an optimizer and binary
cross-entropy loss. The model was implemented using Keras [13] library;

– CNN trained on Word2Vec embeddings [21]. CNN consisted of four building
units including three convolutional units (CU) and a fully connected unit.
Each CU contained the following sequence of layers C −BN −C −BN − P
where C is a convolutional layer (CL), BN is a batch normalization layer,
P is a pooling layer. After every CL the LeakyRelu activation function was
applied. At the first CU we used 512 filters 7×7. At the second CL we applied
1024 filters 5×5. As a pooling strategy at each layer we used max polling with
a kernel 2 × 2. The fully connected layer consisted of the following sequence
of layers FL1 − BN − FN2 where FL1 is a hidden layer with 32 neurons,
FL2 is an output layer. We applied ReLU as an activation function and used
stochastic gradient descent with Nesterov momentum and learning rate equal
to 5 × 10−2 as optimization parameters. The model was implemented with
PyTorch [28].
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Table 4. Age-based classification results (%).

Model Accuracy F1-score Precision Recall

Baselines

RF (TF-IDF) 85.8 86.37 90 83.03

LSVC (TF-IDF) 83.7 84.01 85.6 82.47

Readability features

RF baseline + readability 86.5 86.91 89.6 84.37

LSVC baseline + readability 84.9 85.63 90 81.67

RF (readability) 60.6 61.6 63.2 60.08

LSVC (readability) 60.8 61.53 52.6 74.11

Sentiment features

RF baseline + sentiment 85.4 86.04 90 82.42

LSVC baseline + sentiment 83.8 84.09 85.6 82.63

RF (sentiment) 59.4 62.2 66.8 58.19

LSVC (sentiment) 68 67.01 65 69.15

Lexical features

RF baseline + lexical 83.2 84.23 89.9 79.23

LSVC baseline + lexical 84.2 84.45 85.8 83.14

RF (lexical) 63.1 64.62 67.4 62.06

LSVC (lexical) 61.8 62.91 64.8 61.13

Grammatical features

RF baseline + grammatical 85.5 86.26 91 81.98

LSVC baseline + grammatical 83.7 84.03 85.6 82.47

RF (grammatical) 56.3 57.86 60.1 55.87

LSVC (grammatical) 59.6 62.1 66.2 58.48

General features

RF baseline + general 89.8 87.57 90.2 85.09

LSVC baseline + general 87.9 88.01 88.8 87.23

RF (general) 60.8 61.72 63.2 60.31

LSVC (general) 68.8 70.51 74.6 66.85

Publishing attributes

RF baseline + abstracts 87.4 87.77 90.41 85.28

LSVC baseline + abstracts 85.7 85.89 87.01 84.8

RF baseline + age rating 90.1 90.06 91.21 88.93

LSVC baseline + age rating 89.9 88.94 88.42 89.46

RF baseline + publ. attr 90.4 90.94 96.4 86.07

LSVC baseline + publ. attr 93 92.9 91.6 94.24

All features

RF baseline + all features 94.9 94.83 93.6 96.1

LSVC baseline + all features 95.8 95.77 95 96.54

RF (all features) 94.7 94.67 94.2 95.15

LSVC (all features) 94.2 94.09 92.4 95.85

RF baseline+all features–publ.attr 86.1 86.41 88.4 84.51

LSVC baseline+all features–publ.attr 87.3 87.54 89.2 85.93

RuBERT 90.5 90.16 84.28 93.55

FNN (RuBERT embs + age rating) 94.8 94.78 94.4 95.31

CNN 82.1 80.2 89.6 72.59



A Comparative Study of Feature Types for Age-Based Text Classification 131

The results show that additional features in most cases improve the quality
of baselines. According to F1-score, this concerns readability features, general
features and publishing attributes. We assume that the advantage of these fea-
tures is that they describe the text at the document level and allow the model
to evaluate the whole text, and not just a fragment. It also can be seen that the
using of abstracts and the age rating feature significantly improves the quality
of the classification. The best results was obtained by the LSVC model using
all considered features (95.8% of accuracy, 95.77% of F1-score, 95% of precision,
and 96.54% of recall). These values are shown in bold in Table 4. Among the
models that did not use publishing attributes, the best results were shown by
RuBERT (90.5% of accuracy, 90.16% of F1-score, and 93.55% of recall) and the
LSVC baseline with grammatical features (91% of precision).

Table 5. Example errors.

Original
Category

Predicted
Category

Age
Rating

Genre Fragment

Adults Child-
ren’s

16+ Modern
detectives

Morning seeped into the cracks between
the curtains. Cheerful, perky, not even
annoying. A ray of sun caressingly
stroked my cheek. Gently, even somehow
intelligently, a green branch knocked on
the glass. Alice turned languidly in bed
and smiled, happily and lazily. She
hadn’t even opened her eyes yet. But she
already had a reason to smile.a

Child- ren’s Adults 12+ Child- ren’s
detectives;
love stories
for teens

“I would like you to fight, or kill
someone, or do something extraordinary,”
Vika scolded her boyfriend indignantly,
when he appeared with a dead flower to
the meeting place second to second.
Sometimes Vika was deliberately late in
the hope that Petrishchev would be
offended and leave and at least some kind
of adventure would arise in their
relationship. But the young man did not
take offense, but waited meekly, pinching
the withered color.b

a “The Queen of the Dead” by Anna Veles (translated from Russian).
b “The Flight into the Abyss” by Andrey Anisimov (translated from Russian).

Table 5 shows some error examples. It can be supposed that in order to
increase the classification quality, the model needs additional document-level
features, as well as features that characterize the plot and characters as a whole.

6 Conclusion

The purpose of the current study was to evaluate different types of features
for the task of age-based text classification. The results of this investigation



132 A. Glazkova et al.

show that features used in text difficulty evaluation can improve the quality
of age-based classification. In addition, in this study, we considered publish-
ing attributes (such as book abstracts and age ratings) as classification features.
The results showed that the use of these attributes in digital libraries and recom-
mendation systems could significantly improve the quality of machine learning
approaches. Our further research will focus on studying other types of features,
such as named entity analysis or plot and character features.
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Abstract. In this paper, we address the issue of identifying emotions in Russian
informal text messages. For this purpose, a new large dataset of text messages
from the most popular Russian messaging/social networking services (Telegram,
VK)was compiled semi-automatically. Emojis contained in the textmessageswere
used to annotate the data for emotions expressed. This paper proposes an integrated
approach to text-based emotion classification combining linguistic methods and
machine learning. This approach relies on morphological, lexical, and stylistic
features of the text. Furthermore, the level of expressiveness was considered as
well. As a result, an emotion classification model demonstrating near-human per-
formancewas designed. In this paper, we also report on the importance of different
linguistic features of the text messages for the task of automatic emotive analysis.
Additionally, we perform error analysis and discover ways to improve the model
in the future.

Keywords: Machine learning · Emotion identification · Emotiveness ·
Sentiment analysis · Natural language processing

1 Introduction

This paper focuses on the development of an integrated approach to detecting emotions
expressed in short informal texts, combining linguistic analysis andmachine learning.We
propose an automatic classifier of text messages based on which emotions are explicitly
or implicitly present in the text. Some of real-world applications may include partial
automation of linguistic text analysis andpsychological testing in suchfields asmedicine,
forensics, and HRmanagement. Moreover, it may provide new capabilities in marketing
and especially in targeting. Finally, it may also greatly assist further advancement of
suicide prevention mechanisms on social media platforms such as Facebook.

This paper is amuch extended and enhanced version of [10]. In comparisonwith [10],
the present paper features additional feature construction and selection with tree-based
ensemble models. It also includes feature importance analysis, in particular, analysis
of: lexical markers, different types of emotives1, as well as the use of parts of speech
for determining emotion. We also perform error analysis and investigate the reasons

1 By emotives we mean any language units, not only lexis, that are used to express emotions.
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for most frequent misclassifications. Another contribution of this paper is a substantial
review of existing emotion classifiers with feature comparison, as well as links to two
manually anonymized datasets2 and our custom data parser.

The paper is structured as follows: Sect. 2 overviews some recent research in the
field of automatic emotion analysis and compares current work to some of the better-
known papers; Sect. 3 describes the process of dataset creation; Sect. 4 gives details on
the development of our model; Sect. 5 discusses results achieved; finally, Sect. 6 draws
conclusions and outlines future work.

2 Related Work

Researchers have achieved good results on image-based emotion recognition [11].
However, classifying textual dialogues based on emotions is a relatively new research
area. Another challenge for automated emotion detection is that emotions are com-
plex concepts with fuzzy boundaries and with individual variations in expression and
perception.

Emotiveness as an immanent function of language is carried out by the aid of emotive
features on different language levels. A number of studies have found that lexical emo-
tive features (dictionaries containing expressive words) are effective in automatic text
analysis [14]. Additionally, morphological emotives have been successfully used in the
development of a system for predicting the emotiveness of texts [6], which proves that
psycholinguistic markers indicate strong emotional reactions of the text author. Among
such psycholinguistic markers are the Trager coefficient (ratio of verb count to adjective
count, with the normal value close to 1), the coefficient of certainty of action (verb to
noun ratio, with the normal value also close to 1), and also the coefficient of aggressive-
ness (verbs to words in the text overall, with the normal value lower than 0.6). Other
indicators at the punctuation and graphic levels, such as exclamation marks, question
marks and uppercase words, can also help indicate expressed emotions in the text.

Machine learning algorithms have proven to be highly effective in terms of detection,
classification, and quantification of emotions of text in any form [5]. Table 1 shows
a number of most relevant studies that take advantage of various machine learning
technique to solve the problem of text-based emotion classification for English. While a
lot of progress has been made in this field, research into emotion detection in Russian-
language texts is still extremely limited. The present work is aimed at addressing this
problem for Russian, and some features that we use are language-specific (see Sect. 4).

To develop an automatic classifier of emotions expressed in text messages, it is
necessary to adopt a classification of emotions. As of now, there is no generally accepted
emotion classification. Ekman’s classification [4] appears to be the most widely used. It
includes happiness, surprise, sadness, anger, fear, disgust, and contempt. At the current
stage of work and given the limitations of our data described in Sect. 3, we removed the
categories of disgust and contempt for lack of appropriate data. Moreover, the categories
of fear and surpriseweremerged into one category of uncertainty due to certain similarity
of the ways in which these emotions are usually expressed.

2 Onewithmanually taggedmessages, anotherwith 50Kmessagesmarked up semi-automatically;
for more details, please refer to Sect. 3.
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Thus, the classifier presented in this paper recognizes five categories of text,
according to the emotion most vividly expressed in it: happiness, sadness, aggression,
uncertainty, and neutrality (no emotion).

3 Data

Ourwork is focused on the informal Internet-based discourse of personal messaging. For
the purposes of our research, we compiled a new corpus of text messages. The compila-
tion process included 4 stages: 1) Sourcing and parsing of data; 2) Data preprocessing;
3) Data processing; 4) Corpus annotation.

3.1 Parsing and Processing

Working with user data involves addressing the issue of the ethical use of personal infor-
mation. According to the General Data Protection Regulation (GDPR), all companies
operating in the European Union are obliged to provide their users with personal data
in the possession of these companies upon request. Personal data includes not only the
messages written by user but also the ones they received. This allowed us to request
access to and use personal messages and public chats from VKontakte3 (a social net-
work often used as a messenger) and Telegram4 (a messenger with some social network
features) to create our message corpus. We chose these services because they are highly
popular among Russian-speaking people.

A custom parsing algorithm5 was developed to accommodate the Telegram and
VK reporting formats. Regarding the parsed data, statistical population characteristics
include people that are 12–35 y.o. with education level from general to postgraduate.
The statistical population is represented by the sample of 4584 people. Statistically,
most of the parsed messages are 1–9 words long and the average length is 4–5 words. In
order to prepare the messages for further work, it is necessary to ensure that they are all
anonymized and of the same length. In order to do so, all themessages consisting ofmore
than 9 words were discarded. We also removed tags, hashtags, and messages with no
Cyrillic symbols. Furthermore, e-mail addresses and phone numbers were replaced with
special tokens <email> and <phone>, respectively. Then the corpus was normalized
with regular expressions and lemmatized with the rnnmorph6 lemmatizer. The final
dataset of lemmatized messages consists of 1,800,000 messages.

3.2 Corpus Annotation

In order to annotate the messages with emotion labels automatically, it was decided to
use emoji ideograms as an objective emotion indicator. Obviously, not all themessages in
corpus contain emojis. Thus, it was decided to build 5 classifiers (one for each emotion)

3 https://vk.com.
4 https://telegram.org.
5 https://github.com/asbabiy/AIST/blob/master/Parser.py.
6 https://github.com/IlyaGusev/rnnmorph.

https://vk.com
https://telegram.org
https://github.com/asbabiy/AIST/blob/master/Parser.py
https://github.com/IlyaGusev/rnnmorph
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trained on those objectively labeled messages. Those classifiers then labeled the rest of
the data. The details of the process are given below.

First, the emojis that were used less than 40 times overall were removed from the
observed data. The rest of the emojis were grouped into 4 sets according to the expressed
emotion, which was identified by manually analyzing contexts:

• Joy:
, , , , , , , , , , , , , , , , , ,

• Sadness: , , , , , , , , , , , , ,
• Anger: , , , , , ,
• Uncertainty: , , , ,
• Neutral messages were annotated manually because they do not explicitly express
emotions and include emoji quite rarely

In the next step, all messages containing non-standard (irony, sarcasm) use of emoji
were excluded. The number of messages with emoji used in the direct meaning was
4500 out of 11287 messages7 containing emoji. Whether the use of emoji was direct
or non-standard was estimated manually as well. The messages from the final dataset
were divided into two sets, training, and validation, containing 2300 and 2200messages,
respectively. Then, in order to obtain five binary classifiers, one for each emotion, either
Logistic Regression or Multinomial Naïve Bayes was used. For this purpose, we labeled
the expected class as 1 and other emotions as 0 (1-vs-all strategy). The classifiers had
F1-score of 90–93%. Finally, after the classifiers predicted emotions for the rest of the
text messages, only those messages were selected which were chosen by one classifier
only. The resulting dataset8 of labeled messages contains 19.000–24,000 examples of
each emotion and 110.000 items in total.

4 Model Development

The proposed model was obtained with the following steps: feature extraction, model
selection, new feature engineering and selection, hyperparameter tuning.

In order to extract features from the labeled data, the sklearn TfidfVectorizer9 was
used, yielding 29714 features. After training some traditional machine learning models,
the following results were obtained (Table 2).

It should be noted that we used a validation set and the metrics used were normalized
for class imbalance. For further work, we chose the logistic regression as it proved to be
the best fit for the data and features that we used.

For the purpose of enhancing the model’s performance, we experimented with such
features as the Trager coefficient, action certainty coefficient, aggressiveness coefficient
(see Sect. 2), message length in words, use of uppercase words, number of exclamation

7 https://github.com/asbabiy/AIST/blob/master/msg_with_emoji.csv.
8 https://github.com/asbabiy/AIST/blob/master/train_data.csv.
9 https://scikit-learn.org/stable/modules/generated/sklearn.feature_extraction.text.TfidfVectori
zer.html.

https://github.com/asbabiy/AIST/blob/master/msg_with_emoji.csv
https://github.com/asbabiy/AIST/blob/master/train_data.csv
https://scikit-learn.org/stable/modules/generated/sklearn.feature_extraction.text.TfidfVectorizer.html
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Table 2. Traditional machine learning models comparison

Precision Recall F1-score

Logistic regression 0.72 0.69 0.70

Naïve bayes 0.73 0.68 0.69

Random forest 0.67 0.65 0.65

marks, number of question marks and number of digits. However, we were unable to
improve the F1-score, so the model’s performance remained at 0.70 at this stage.

To combat overfitting, the logistic regression function was regularized. The opti-
mal parameters were calibrated using sklearn GridSearchCV10. The final parameters of
the model were: C = 20; solver = ‘lbfgs’; max_iter = 100000. As a result, classifier
performance (F1-score) reached 0.718 (Table 3).

Table 3. Logistic regression performance

Precision Recall F1-score

Joy 0.90 0.80 0.85

Sadness 0.72 0.59 0.65

Anger 0.50 0.72 0.59

Interest 0.59 0.71 0.64

Neutrality 0.48 0.59 0.53

Weighted average 0.74 0.71 0.718

5 Discussion of Results

In order to interpret the results of the present study, the following steps were taken: 1)
comparison with human performance, 2) feature importance analysis, 3) error analysis,
4) search for more features.

5.1 Human Performance

To assess the model against human performance, an experiment was conducted. Four
people aged 18–19 years were asked to label a dataset containing 250 random mes-
sages from the validation set. As a result, it was found that human annotators perform
only slightly better than our model: 0.74 F1-score, on average. In addition, agreement
between different annotators is 70.1%. A similar result was obtained by another group
of researchers [13]. Thus, we can assume that the proposed classifier has near-human
performance.

10 https://scikit-learn.org/stable/modules/generated/sklearn.model_selection.GridSearchCV.html.

https://scikit-learn.org/stable/modules/generated/sklearn.model_selection.GridSearchCV.html
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Fig. 1. Confusion matrix for emotion classes

5.2 Feature Importance Analysis

As expected, the classifier performance was different for different emotions (Fig. 1).
Indeed, percentage of correctly labeled emotions ranged from 0.592 to 0.804; the Hap-
piness class presented the least challenge, while Sadness and Neutrality were both quite
difficult for the classifier. In order to get insights into the reasons for such a difference
in performance, feature importance analysis was conducted.

29714 word features were extracted from the training data by TfidfVectorizer. The
most important features were chosen using chi-square applied to the TF-IDF feature
matrix (with respect to each class). Below are some of the lexical markers estimated to
be the most important by the model:

• Happiness:molodec (well done), ypa (yay), colnyxko (sweetheart), blagodapit�
(to thank), obo�at� (to adore),l�bit� (to love),dobpy� (kind),dymat� (to think),
ydaqa (fortune), pad (glad).

• Sadness: ckyqat� (to long for, to feel bored), icpoptit� (to ruin), nikogda (never),
bolet� (to be sick, to hurt), gpyctny� (sad), niqego (nothing), obidet�c� (to get
offended), bedny� (poor), �al� (too bad), ppowat� (to forgive), plakat� (to cry),
zavidovat� (to envy), nikto (nobody).

• Anger: debilka (d*mbass), ppezipat� (to despise), vyletet� (to get kicked out,
to fly out), nenavidet� (to hate), �ect� (brutal, rough, creepy), �ipno (greasy,
brutal), ctpemny� (weird), typo� (stupid), fy (ew), yx (ooh, ugh).

• Uncertainty: mb (short of may be), xm (erm), poqemy (why), kazat�c� (to seem),
dymat� (to think), ckol�ko (how many, how much), intepecno (interesting),
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pazve (interrogative particle), li (interrogative particle), vpode (particle expressing
uncertainty, close to I think, probably).

• Neutrality: ctpanny� (strange, weird), ickpenni� (sincere), y�ti (to go away),
qicto (purely, simply), geogpafi� (geography), kotopy� (which), znakomy�
(familiar), dz (short of homework), podn�t�c� (to go up), otliqat�c� (to be
different).

A few observations can be made. Firstly, there is a drastic difference between Uncer-
tainty and Neutrality on the one hand and the rest of the categories on the other hand
in terms of register used. Messages marked as uncertain or neutral rarely contain swear
words or explicit language. Anger, in contrast, is characterized by a lot of taboo and
offensive word markers. While Uncertainty and Neutrality tend to contain more sophis-
ticated vocabulary (lower-frequency and/or more academic words), this is not true for all
other classes. Furthermore, it can be noticed that negative pronouns may be associated
with Sadness, while indefinite and interrogative pronouns are present in great numbers
in the Uncertainty category. Finally, a lot of verbs seem to serve as Anger markers only
in the imperative form. Thus, the grammatical form itself may be an important feature.

However, it is evident that these clusters of selected features are not exactly equal
concerning the extent to which they describe the corresponding category. For example,
the list of lexical markers for Happiness appears to be more descriptive of the target class
than that of Neutrality. This naturally results in Neutrality being less recognizable by our
model thanHappiness. Thus, in order to provide comprehensive evaluation of each of the
groups of features, it was decided to manually analyze the morphological composition
and estimate the proportions of the following features in the top 50 correlating word
features for each group:

• Denotative emotives - linguistic markers which contain emotional meaning in the very
semantic core of it and much more often than not actualize such meaning in a speech
(e.g. ypa).

• Facultative emotives - linguistic markers which contain emotional meaning on the
periphery of its semantic structure (usually as connotation) and may or may not
actualize such meaning in a speech (e.g. ctpanny�).

• Potential emotives - linguistic markers which do not contain emotional meaning in its
semantic structure and occasionally actualize such meaning in a speech, for example,
as a result of secondary nomination. To a certain extent, any word may be qualified as
a potential emotive as long as there might exist a communicative situation in which
this word would obtain an emotional connotation.

Concerning potential emotives, it needs to be noted that features which fall into this
category are hardly of any use in terms of helping to automate emotion identification.
That is because they are not universal emotionmarkers but occasional. Thus, the fact that
they appear in the list of themost correlated featuresmayonlymean two things: firstly, for
people from our current sample this word does carry some emotional meaning, secondly,
there is not enough stronger features (denotative or, at least, facultative ones) for this
exact category in this exact dataset. Consequently, there is little point in considering these
features in further development as we are aiming at building a classifier that would work
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for messages from a bigger variety of authors than just from those who are represented
in the current dataset.

Moreover, a scale of expressiveness was also added, indicating to what extent the
words in a group accentuate the corresponding emotion.

Fig. 2. Feature analysis

It is quite obvious from the graph (Fig. 2) that the denotative emotive rate and the
expressiveness rate appear to be themost fluctuating values while the facultative emotive
rate seems to be the most stable one among all the categories.

Since there are certain differences in recognition rates for each of the categories (as
shown in the confusion matrix above, Fig. 1), it seems logical to conclude that such
features as denotative emotives, adjectives and expressiveness are crucial for emotion
recognition, as they are the most highly-correlated: the Pearson coefficient values are
0.727, 0.816 and 0.321, respectively. Thus, the more denotative emotives are found for
a category, the greater is the probability of its recognition by the model.

5.3 Error Analysis

While Happiness is found to be the most recognizable category, Sadness and Neutral-
ity pose the most challenge. Anger and Uncertainty are placed in between. Figure 3
demonstrates how often the two categories were confused for each other.

Statistics indicate that top three error types are Sadness being confused with other
non-positive emotions. Regarding Sadness and Anger confusion, a number of messages
in which sad feelings are conveyed contain a lot of expressive words such as swear
words, perceived by the model as a feature of the Anger class. Thus, 13.3% Sadness
messages were classified as Anger, e.g. � poclan nax*� (I’m told to f*ck off ), c*kaaa
plaqy… pepvy� tpek bez toma (b*tch I’m crying… first track without Tom…). On
the other hand, not all aggressive messages contain explicit language. Hence, they are
quite likely to be misclassified as Sadness. For example, ne be�te kapiny po noge
(don’t hit Karina on the leg), cveta ne obwa�c� co mno� bol�xe (Sveta don’t talk to
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Fig. 3. Pairwise confusion of categories

me anymore), kot�ky ne obi�a� (don’t hurt the kitten). This error occured in 12.5%
of cases with Anger messages.

As for the lack of distinction between Sadness and Neutrality, it is, perhaps, due to
the total absence of denotative emotives in the Neutrality class. Consequently, whenever
a neutral message contains a potential emotive of Sadness, it is misclassified as such.
For instance, xot� ona� ne obi�alac� (though she didn’t resent), � by ne ctavil
kakie to filocofckie voppocy v ppoblemy (I wouldn’t put some philosophical
issues to the problem), ny a qto ne tak (so what is wrong). Such cases amount to
13.7% of all Neutrality items. However, 8.4% of Sadness messages were labeled as
Neutrality, too. Since it is noticeable that Neutral markers are plainly random and do
not reflect the specifics of a neutral emotional state, it is believed that Sadness may
be misclassified as Neutrality only under the following circumstances: firstly, the sad
message must have little to no emotive markers of Sadness found by the model, and
secondly, there must be several markers of Neutrality. To illustrate, there are a few
actual examples: He cmogli by zapicat�c� i y�ti (Wouldn’t be able to sign up and
go), On byl ne ickpennim (He wasn’t sincere).

Speaking of the reason for which Sadness and Uncertainty tend to be confused,
one interpretation is that such emotions are often present in a message simultaneously
since it is natural for a person to be upset and uncertain at the same time. Sadness
was misclassified as Uncertainty in 9.8% cases (for example, mne 14 qto � voobwe
zdec� dela� (I’m 14 what am I even doing here), kak vce clo�no (everything is
so complicated), while Uncertainty was identified as Sadness in 10.2% cases (e.g. no
myqa�t comneni� poedemli (but I’m confused if we’ll go), � xz kak �to pabotaet
(I dunno how it works)).

Taking into consideration all of the above, it is expected that the following steps will
help eliminate errors and enhance the model’s performance:

• correct the model’s behavior concerning explicit language,
• exclude random word features from Neutrality and manually find and add more
distinctive markers (not only words, but probably other linguistic levels as well),
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• manually add a greater number of denotative emotives to the list of features,
• use a different emotion classification and/or a way to account for multiple emotions
expressed in one message.

5.4 Search for More Features

For the purpose of finding more features, it was decided to test the new markers
obtained during feature and error analysis, using tree-based ensemble models. There
are 27 markers in total. These markers include:

• Morphological features of messages, such as the presence, as well as the absolute and
relative frequencies of numerals, adjectives, nouns, verbs (especially imperatives),
function words, and negative, indefinite, and interrogative pronouns.

• Formal and lexicalmarkers such as themaximal and averageword length in amessage,
the presence of special words of etiquette like cpacibo, po�aly�cta or ppoctite,
and so forth.

• Graphic/punctuation indicators of expressiveness such as uppercase words, emojis,
exclamation and question marks.

• The presence and proportion of explicit language.

Tree-based ensemble models used for detecting significant features include Extra-
Trees Classifier, Light Gradient Boosting Machine, and AdaBoost Classifier. By means
of feature_importances_ attribute, the following results were obtained (Fig. 4).

Fig. 4. Feature importance according to tree-based ensemble models

As it is evident from the presented graphs showing top ten important features, the
following markers were selected as more significant by all three models: noun count,
cpacibo count, ratio of function words, message length in words, verb ratio, maximal
length of a word in the message.

The presence of function words, the number of interrogative pronouns, and message
length in symbols seem less significant as they managed to reach top ten of just two tree-
based ensemble models out of three. Finally, the presence of cpacibo and the number
of adjectives were also found important by the ExtraTrees model. Thus, this makes a list
of features worth implementing in future work.

Apart from this, it is also necessary to work out a way of distinguishing the register
of words in a message as it might improve the model’s performance by enhancing the
recognizability of Neutrality and Uncertainty.
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6 Conclusion

In this paper, we addressed the problem of developing an integrated approach to emotion
classification combining linguistic analysis and machine learning. We propose an auto-
matic classifier of emotions present in informal textmessages inRussian.We also present
a new dataset that was based on processing 1800000 messages. A labeled training set
was generated semi-automatically: five binary classifiers (one for each emotion) were
trained on a smaller manually annotated sample of 4500 messages. The performance of
the proposed final classifier of emotions is 0.718 (F1-score). It is estimated to be close
to human performance on this task.

Feature importance analysis has shown that denotative emotives, level of expressive-
ness, morphological composition and stylistic markers play a significant role. However,
it is difficult to distinguish between non-positive emotions, as shown in our error analysis.
Future work includes reducing the model’s mistakes by changing its behavior concern-
ing explicit language, manually excluding insignificant features, and adding important
ones such as function words ratio, maximal word length in a message, verb ratio, etc. In
addition, it is believed that further studywill benefit from feature importance information
obtained by using the eli511 package. Moreover, we plan to expand the emotion classifi-
cation by adding the emotions of contempt and disgust and differentiating between fear
and surprise. Finally, we plan to implement multi-label classification, as there are cases
when the same short text or even a single sentence contains more than one emotion.

Acknowledgments. The work is supported by RSF (Russian Science Foundation) grant 20-71-
10010.
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Abstract. We present a novel dataset of sports broadcasts with 8,781
games. The dataset contains 700 thousand comments and 93 thousand
related news documents in Russian. We run an extensive series of exper-
iments of modern extractive and abstractive approaches. The results
demonstrate that BERT-based models show modest performance, reach-
ing up to 0.26 ROUGE-1F-measure. In addition, human evaluation shows
that neural approaches could generate feasible although inaccurate news
basing on broadcast text.

Keywords: Sport broadcast · Summarization · Russian language ·
Neural networks

1 Introduction

Nowadays, sports content is viral. Some events are trendy, watched by billions
of people. Every day, thousands of events take place in the world that interest
millions of people. The audience of online sports resources is quite broad. Even if
a person watched a match, he is interested in reading the news, as there is more
information in the news. Therefore, there is a great need for human resources
to write this news or several for each sporting event. Media companies have
become interested in cutting costs and increasing the quality of news [5]. Some
well-known publications such as the Associated Press, Forbes, The New York
Times, Los Angeles Times make automatic (or “man-machine marriage” form)
generating news in simple topics (routine news stories) and will also introduce
research to improve the quality of such news [5].

In this paper, we present the first attempt to apply state-of-the-art summa-
rization models for automatic generation of sports news in Russian using textual
comments. Our dataset is provided by a popular website sports.ru. The dataset
consists of text comments which describe a game at a particular point in time.
We explore several state-of-the-art models for summarization [10,13]. We note
that recent research often evaluates models on general domain CNN/Daily Mail
dataset [8], while the performance on domain-specific datasets, i.e. sport-related,
c© Springer Nature Switzerland AG 2021
W. M. P. van der Aalst et al. (Eds.): AIST 2020, LNCS 12602, pp. 149–161, 2021.
https://doi.org/10.1007/978-3-030-72610-2_11
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is not well studied. Our dataset differs greatly from the one used for training state-
of-the-art approaches. Existing English CNN/DM/XSumm datasets [9,17,21]
consist of public news and articles as input documents. The output summaries for
them can contain either small summaries in one sentence (first sentence or news
headline), summaries written by the same person after reading the input news or
summaries which are obtained by the heuristic algorithmic way [16]. Our dataset
contains broadcasts at the input and news as output sequences, written by differ-
ent people in a different context.

In this work, we focus on the generation of news instead of the short summary
with a game’s results. Sports news describes the score of the match game, extend
it with the details of the game including injuries, interview of coaches after the
event, the overall picture or situation (e.g., “Dynamo with 14 points takes sixth
place in the ranks.”). Our contribution is two-fold: (i) we present a new dataset
of sports broadcasts and also (ii) we provide the results of current summarization
approaches to the news generation task, concluded with a human evaluation of
the produced news documents.

2 Related Work

We would like to mention some works that use reinforcement training to solve
abstract summarization problems. Paulus et al. proposed to solve the problem
of summary generation in two stages: in the first, the model is trained with a
teacher, and in the second, its quality is improved through reinforcement learn-
ing [20]. Celikyilmaz and co-authors presented a model of co-education without
a teacher for two peer agents [3].

For the Russian language, there are recent works on abstract summarization,
which mainly appeared in the last year. First of all, this is the work of Gavrilov
et al. [4], which presented a corpus of news documents, suitable for the task of
generating headings in Russian. Also, in this work, was presented the Universal
Transformer model as applied to the task of generating headers; this model
showed the best result for Russian and English. Some other works [7,24,25] was
based on presented a corpus of news, which use various modifications of models
based on the encoder-decoder principle.

Next, we will consider works that are directly related to news generation as
a summary of the text. Here we want to highlight a study by the news agency
Associated Press [5]. Andreas Graefe, in this study, talks in detail about the
problems, prospects, limitations, and the current state in the direction of auto-
matic generating news. In the direction of generating the results of sports events,
there is little research. The first is a relatively old study based on the content
selection approach performed on a task-independent ontology [1,2].

3 Dataset

For the experiments, we used data provided by http://sports.ru. The data pro-
vided in the form of two text entities, these are the comments from a commentator

http://sports.ru
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who describes an event and the news. In the provided set, there are 8781 sporting
events, and each event contained several comments and news; the news was pub-
lished both before and after the sporting event. A description of each entity, exam-
ples, statistical characteristics, and preprocessing steps are described below.1

3.1 Broadcast

The provided data consists of a set of comments for each sporting event. Figure 1
shows examples of the comments. The comments contain various types of
information:

– Greetings.
E.g. “ ” (“Hello”), “ ” (“good
day to the football fans”);

– General information about the competition/tournament/series of games.
E.g. “ ” (“rise to the middle of the table”),
“ ” (“the fifth time in
history [it] will play in the group tournament”);

– Information about what is happening in the game/competition.
E.g. “ ” (“[he] strucks into the near corner”,
“ ” (“a head hit above the goal”);

– Results/historical facts/plans/wishes for the players. Ex:
“ ” (“[score in the game is] 0:3 after forty minutes”),
“ ” (“[they] didn’t score a goal this season”).

Also, each comment of a game contains additional meta-information: (i) the
match identifier, (ii) the names of the competing teams (e.g. Real Madrid,
Dynamo, Montenegro), (iii) the name of the league (Stanley Cup, Wimbledon.
Men. Wimbledon, England, June), (iv) the start time of the game, (v) an event

Fig. 1. Examples of comments for a same sport game.

1 The owner of the dataset approved its publication, so it will be released shortly after
the paper is published.
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type (e.g. yellow card, goal), (vi) the minute in the sports game when the event
occurred, and (vii) comment time.

We sorted by time and merged all the comments for one game into one large
text and called it a broadcast. Before merging we cleaned the text from non-text
info (like HTML tags). There are 722,067 comments in the dataset, of which we
constructed 8,781 broadcasts. In the current study, we used only text information
from the commentary. We would like to emphasize that some comments and news
contain advertising or non-relevant information. In our experiments, we use some
filtering described in Sect. 6.

3.2 News

News is a text message that briefly describes the events and results of a sports
game. Unlike a brief summary, news can be published before and after the match.
The news that took part in the experiments contains the following information:

– Comments and interviews of a player or a coach. E.g.
“ ” (“the guys took the
game very seriously, I am satisfied”), “ ” (“we lost
because...”);

– Events occurring during the game. E.g.
“ ” (“side referee removes
midfielder”), “ ”
(“«Arsenal» midfielder Santi Cazorla scores three goals”);

– General information about the competition/tournament/series of games. E.g.
“ ” (“national teams of
Slovakia and Paraguay reached the 1/8 finals”),
“ ” (“[they] com-
plete the mission for the tournament to reach the quarter-finals.”);

– Game results. E.g. “ ” (“thus the score was 1:
1”), “ ” (“the score in the series: 0–1”);

Fig. 2. A sample news document for a sport game.
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Each news document contains additional meta information: (i) title, (ii) time,
(iii) sport game identifier. The data set contains 92,997 news documents. Figure 2
shows a sample news document.

4 Metrics

In our research, we used the ROUGE metric, which compares the quality of the
human and automatic summary [12]. We have chosen this metric because it shows
good statistical results compared to human judgment on the DUC datasets [19].
In ROUGE, a reference is a summary written by people, while the hypothesis
(candidate) is an automatic summary. When calculating ROUGE, we can use
several reference summaries; this feature makes more versatile comparisons (than
comparing with only one reference summary). This metric bases on algorithms
that use n-gram overlapping: the ratio of the number of overlap n-gram (between
reference and candidate) to the total number of the n-gram in the reference.

ROUGE-N =

∑
S∈{ReferenceSummaries}

∑
gramn∈SCountmatch (gramn)

∑
S∈{ReferenceSummaries}

∑
gramn∈SCount (gramn)

, (1)

where n stands for the length of the n-gram, gramn, and Countmatch(gramn)
is the maximum number of n-grams co-occurring in a candidate summary and a
set of reference summaries. We used a particular case of ROUGE-N: ROUGE-1,
and ROUGE-2. We also use ROUGE-L, a specific case of the longest common
sub-sequence in a reference and a hypothesis. The ROUGE metric could be
considered a Recall, so we could extend it to Precision and F-measure in common
manner. We denote them ROUGE-N-R, −P, and −F respectively.

5 Models

5.1 Oracle

This model generates an extractive summary that has the most value ROUGE
between broadcast and news. We used the greedy search algorithm: we found
the value of custom rouge (ROUGE-1-F + ROUGE-2-F) between each sentence
from the broadcast and all the sentences in the news and selected the top 40
sentences. This algorithm stopped working in one of two cases: (1) the number
of sentences is greater than the requested upper threshold (40 sentences) or (2)
adding the next sentences does not increase ROUGE.

In this series of experiments, we decided to reduce the incoming sequence
(broadcast) by applying the extractive approach techniques. We decided to apply
the Oracle model, which selects sentences (in our case, 40 top sentences) from
the broadcast, which have the maximum news relevance (gold reference). We
used “bert-base-multilingual-uncased” model as encoder with max_pos = 512.
In this experiment, we trained two models that get a short output (the result of
the Oracle model) as an input: (i) OracleA - a model trained with parameters
as in section with parameters as model BertSumAbs and (ii) OracleEA - model
trained with parameters as model BertSumExtAbs.
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5.2 Neural Models

An approach that we utilize in our research proposed [13] is called PreSumm.
Yang Liu and Mirella Lapata in [13] proposed to encode the whole document,
keeping its sense, to generate a compact conclusion. The abstract summarization
is reduced to the neural machine translation problem: an encoder contains a
trained model (BERT), and a decoder contains a randomly initialized BERT.
If training two models - one pre-trained and other randomly initialized - at the
same time with the same parameters, then one model can be overfitting, and
the second can underfitting, or vice versa. The authors use different training
parameters (learning rates and warmups).

BertSumAbs is a model for abstractive summarization. This model uses the
NMT approach, pre-trained BERT as an encoder, and the randomly initialized
transformer in the decoder. We used the abstract BertSumAbs model with bert-
base-multilingual-uncased2 as an encoder and randomly initialized BERT in the
decoder. We also trained model RuBertSumAbs based on RuBERT model for
encoder.

BertSumExtAbs is also using the NMT approach, but unlike BertSumAbs it
uses the pre-trained BertSumExt on the extractive summarization task as an
encoder. In this experiment, we used the double fine-tune stages for encoder:
firstly, we are fine-tuning the model to the extractive summarization task, then
we fine-tuning that model on the abstractive task [13]. For the first fine-tune
stage, we used BERT “bert-base-multilingual-uncased”, learning rate is 2 · 10−3,
dropout is 0.1, max_pos is 512, and 10000 warmup steps. Next, the trained
model was used as an encoder for the abstractive summarization task with the
same parameters as for BertSumAbs model. Inspecting the preliminary experi-
ments, we realized that max_pos - truncates our incoming sequences; the model
trains only 512 of the first broadcast tokens. According to the distribution of
token lengths, this is quite small sequences to getting all vital information from
the broadcast.

So we introduce BertSumExtAbs1024 model. For it we used training parame-
ters from previous experiments, with max_pos increased to 1024 and “bert-base-
multilingual-uncased” as an encoder model. This model showed better results,
compared with previous models with max_pos = 512. The model trained 30,000
steps showed the best results. We hypothesize that we need to select sequences
of higher dimensions or reduce the size of the input sequences while preserving
the essential meanings and ideas of the entire broadcast.

We found out that generated news incorporated text that does not apply to
the sports events; this text in common cases located at the end of the news. In
this experiment, we eliminate sentences with such text. We call this model Bert-
SumAbsClean. We deleted sentences that contained one of the specific words
(“ ”/“ ”/“ ”) in broadcasts (source sequence) as
well as in the news (target sequence). In broadcasts, a sentence with these words
advertises online broadcasts on this site. In the news, sentences that contained

2 https://github.com/google-research/bert/blob/master/multilingual.md.

https://github.com/google-research/bert/blob/master/multilingual.md
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these words referred either to another page or to a visualization (images/table);
this information did not help to generate news and increase input sequences.
Often such sentences have advertised mobile applications.

There are several works [16,26] showing good results on relatively large
amounts of data, and weak results on the small ones. Our dataset contained
nearly 8000 data samples, so we decided to increase our data corpus using aug-
mentation. For this experiment, we decided to increase the amount of our data
ten times using synthetically generated data based on existing data samples.

Our models for augmentation are based on the work [27]. The idea is to
replace words in a broadcast on the words from another model. There are two
models: thesaurus and static embedding. Both models receive a word at the
input and return a list of words size of 10. Each word in the set is similar to the
incoming word: with higher word similarity the higher position in the returned
list is correlated. Next, we use a geometric distribution to select two parameters
for the model (for each generated sample): the number of words to be replaced
in the broadcast and the index of word in the returned list for each word, that
should be replaced.

Next we describe two models sing augmentation techniques. For the first
model, called AugAbsTh, we used a similarity graph model of words from a
Russian language thesaurus project called Russian Distributional Thesaurus3
[18]. The word similarity graph is a distribution thesaurus for the most frequent
words of the Russian language, obtained on the embedding of words, which was
built on the body of texts of Russian books (12.9 billion words). For the second
model, called AugAbsW2V, we used word2vec [15] for vectorizing words and the
cosine of the angle between the vectors, as a metric for word similarity. As a
pre-trained model, we used a model trained on the Russian National Corpus
[11]. Since there were several news items related to one broadcast in our dataset,
we did not augment the news. We have set random news that was written after
a sports game; for broadcasts with less than ten news, we repeated the news.
Thus, we got two datasets with sizes of about 80,000 broadcasts each.

5.3 Extractive Models

In our experiments, we apply two models to the implementation of the TextRank
algorithm, the first based on the PageRank4 algorithm, the other on the Gensim
TextRank.5 These approaches differ in the similarity function of two sentences.
The PageRank-based model uses cosine distance between vectors of sentences
(below we describe the algorithm of getting vector of the sentence); the Gensim
model based on the BM25 algorithm. For the PageRank model, we preprocessed
the broadcast text. We split the text into sentences using NLTK [14], then split
it to words, and lemmatize each word using pymystem3 [22]. To vectorize the
words, we used two different pre-trained models: the word2vec model, trained on

3 https://nlpub.mipt.ru/Russian_Distributional_Thesaurus.
4 http://bit.ly/diploma_pagerank.
5 https://radimrehurek.com/gensim/index.html.

https://nlpub.mipt.ru/Russian_Distributional_Thesaurus
http://bit.ly/diploma_pagerank
https://radimrehurek.com/gensim/index.html
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the Russian National Corpus [11] (PageRank W2V ), and the FastText model,
trained on a news corpus [23] (PageRank FT ). To vectorize a sentence, we aver-
age all the word vectors. Then, we calculated the cosine distance between all
sentences, build a similarity matrix, converted it to a graph, and applied the
PageRank algorithm. The PageRank parameters remained by default from the
library. After that, we selected sentences with a maximum page ranking and
formed a summary from them. For the TextRank model, we used raw broadcast
text and parameter ratio = 0.2, which adjust the percentage size of the summary
compared to the source text (20% of the sentences from the source text will be
in summary).

We also used another extractive approach called the LexRank algorithm. We
use our implementation of LexRank algorithm6 since the existing implementa-
tion has memory issues. We chose the top 10 sentences, the rest of the parameters
used were set by default.7

6 Experiments

For our experiments, we selected the news document with minimum length and
the ones written after the match. The results of the experiments are presented
in Table 1.

All algorithms from the TextRank experiments showed very similar results:
ROUGE-1-F is the same in all its variants. ROUGE-2 showed the worst results
among all ROUGE metrics. TextRank works better than PageRank W2V and
PageRank FT : ROUGE-1-F less than 0.1. We could conjecture that is due to
different people describe sports commentary and news in different formats, styles
and situations: the commentator describes the emotionally sporting game online,
with details; the author of the news, calmly and dryly reports the results or
takes an interview from the game player or coach. Therefore, these texts, when
comparing, use different words, word forms, expressions. This property leads to
an insignificant ROUGE metric based on the overlapping of common words.

The experiment with the LexRank approach showed the same result as the
TextRank for ROUGE-1-F, higher by 0.01 in ROUGE-L-F and lower by 0.02 in
ROUGE-2-F. This algorithm is very similar to TextRank; therefore their results
are pretty close to each other.

We cut off long broadcasts and news for neural models: the maximum length
of the broadcast was 2500, and the length of the news 200. To train the model,
we used the NVIDIA Tesla P100 video card and split our dataset into shards,
with a size of 50 examples. Next, we will describe different experiments with
different approaches, parameters.

The best ROUGE results show the model that has been trained in 50,000
steps. We noticed that the model tended to overfit after 50,000 iterations. The
ROUGE value in this experiment was the highest compared to all extractive

6 https://github.com/DenisOgr/lexrank/pull/1/files.
7 https://pypi.org/project/lexrank/.

https://github.com/DenisOgr/lexrank/pull/1/files
https://pypi.org/project/lexrank/
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experiments: ROUGE-1-F is greater than 0.13, ROUGE-2-F is 0.07, ROUGE-L-
F is 0.13; we made this comparison using the value of the models that showed
the highest result, except for the Oracle model.

RuBertSumAbs model showed lower ROUGE results compared to the Bert-
SumAbs model: ROUGE-1F is lower by 0.04, ROUGE-2-F, and ROUGE-L F
are less by 0.01 and 0.05, respectively. We assume that the reason for this is
the encoder model: “bert-base-multilingual-uncased” generates contextual vec-
tors better than “RuBERT”.

The model BertSumExtAbs1024 did not show significant improvements, com-
pared to the best models, where we used max_pos = 512. The values of ROUGE-
1-P and ROUGE-L-P are higher by 0.01. We want to note that this model was
trained for 30,000 steps, and this is 20,000 steps lower than BertSumAbs. We
have seen that increasing the input sequence from 512 to 1024 did not produce
significant improvements, according to the ROUGE metric. We assume that this
property of ROUGE metric: the overlap words between summary and “gold” news
do not increase while increasing the input sequence in PreSumm approaches.

The Oracle models from this experiment showed approximately the same
results (among themselves): ROUGE-1-F, ROUGE-2-F are the same, and
ROUGE-L-F is 0.01 more for OracleEA than for OracleA. Therefore, we will
make a comparison of other models with the best model for ROUGE in this
experiment. Also, these models were trained on different numbers of steps: Ora-
cleA at 30,000 and OracleEA at 40,000, respectively.

As for BertSumAbsClean we have noticed that metric ROUGE decreased
compared to previous experiments, and we got the best model by ROUGE, the
trained model only 20000 steps (this is the lowest number of training steps in our
experiments). Comparing to the oracle models ROUGE-1-F and ROUGE-L-F
metrics are less than 0.02, and ROUGE-2-F is less than 0.004. We hypothesize
that deleted sentences were increasing our ROUGE: “gold” and generated news
had advertisements and “referred” sentences, and they increase the ROUGE.

Both the augmented models indicated significant improve performance of
our task and was training on 100000 steps. However, the AugAbsTh model
showed a higher ROUGE score than the AugAbsW2V : the scores of ROUGE-1-
F, ROUGE-2-F, and ROUGE-L-F are higher by 0.04. This indicates that using
synonyms to generate words in our task is more robust and significantly better
than using word2vec embeddings. AugAbsTh model has outperformed the best
previous model BertSumExtAbs1024 as well as the oracle models. The score of
ROUGE-1-F and ROUGE-2-F are higher by 0.05 and ROUGE-L-F scores higher
by 0.07 compared to BertSumExtAbs1024. Comparing with the OracleA model,
AugAbsTh has ROUGE-1-F score higher on 0.01, ROUGE-2-F on 0.03, and
ROUGE-L on 0.04 accordingly. This suggests that increasing the data corpus
using real or “similar to real” data will increase the performance of the models.
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Table 1. ROUGE scores from all models.

Method/Metric ROUGE-1 ROUGE-2 ROUGE-L
P R F P R F P R F

Oracle 0.2 0.22 0.21 0.02 0.02 0.02 0.18 0.20 0.19
OracleA 0.23 0.30 0.25 0.09 0.13 0.10 0.22 0.28 0.22
OracleEA 0.23 0.29 0.25 0.09 0.12 0.10 0.21 0.27 0.21
PageRank W2V 0.06 0.15 0.08 0.00 0.00 0.00 0.06 0.15 0.06
PageRank FT 0.06 0.13 0.08 0.00 0.00 0.00 0.06 0.13 0.06
TextRank 0.05 0.17 0.08 0.00 0.01 0.00 0.05 0.16 0.06
LexRank 0.07 0.10 0.08 0.00 0.00 0.00 0.07 0.09 0.06
BertSumAbs 0.19 0.25 0.21 0.07 0.10 0.07 0.17 0.23 0.18
RuBertSumAbs 0.14 0.26 0.17 0.04 0.10 0.06 0.13 0.24 0.13
BertSumExtAbs 0.18 0.25 0.2 0.06 0.10 0.07 0.17 0.23 0.17
BertSumExtAbs1024 0.20 0.25 0.21 0.07 0.10 0.08 0.18 0.23 0.18
BertSumAbsClean 0.18 0.24 0.19 0.07 0.07 0.06 0.18 0.18 0.16
AugAbsTh 0.26 0.30 0.26 0.12 0.14 0.13 0.23 0.28 0.25
AugAbsW2V 0.23 0.26 0.22 0.08 0.10 0.09 0.19 0.25 0.21

7 Human Evaluation

The effectiveness of ROUGE was previously evaluated [6,12] through statistical
correlations with human judgment on the DUC datasets [19]. To judge the news,
we asked five annotators to rate the news by four dimensions: relevance (selection
of valuable content from the source), consistency (factual alignment between
the summary and the source), fluency (quality of individual sentences), and
coherence (collective quality of all sentences). We chose five random news from
different models (with the different number of training steps). We chose only
abstractive models since these models have shown better performance compared
to the extractive ones. The summary score for each dimension is obtained by
averaging the individual scores. The comparison results are displayed in Table 2.

Table 2. Human evaluation results.

Model/Metric Relevance Consistency Fluency Coherence

OracleA 0.46 0.60 0.78 0.78
BertSumExtAbs1024, 10k steps 0.36 0.58 0.56 0.46
BertSumExtAbs1024, 30k steps 0.26 0.34 0.70 0.54
BertSumAbs 0.28 0.50 0.56 0.58
BertSumAbsClean 0.28 0.56 0.72 0.70

Analyzing the data from Table 2, we want to emphasize that the values of
Fluency and Coherence are generally higher than the values of Relevance and
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Consistency. This suggests that the models from our experiments generate pretty
high-quality and linked sentences, but worse select events from the broadcast.
The highest scores of Fluency and Coherence have OracleA and BertSumAb-
sClean models. News generated by BertSumAbs and OracleA models have the
highest scores of Relevance. Concluding this experiment, we did not observe
any visual relationships between human judgment and the ROUGE metric. We
also want to notice that we received some comments from annotators regarding
the quality of the news. Most of the comments were aimed at the fact that the
quality of the sentences is pretty good, but the news does not review important
events or reviews non-existent events from the broadcast.

8 Conclusion

In this paper, we have investigated the task of generating news based on sports
commentary with state-of-the-art approaches for summarization. The main chal-
lenges of this novel dataset are: 1) the average size of one document differs greatly
from texts in existing general domain corpora [9,17,21], 2) domain of texts is
sport-related that includes diverse information about a match game, 3) news
are written in a language other than English. Unlike expectations, the state-
of-the-art neural models show modest performance for our task. We obtained
the maximum value 0.26 by ROUGE-1-F score using BERT as an encoder. We
found out that increasing data corpus using text argumentation based on the-
saurus gives a substantial improvement: we increase data per ten times, and the
ROUGE-1-F score has gone up on 0.05 in the absolute difference in comparison
with best no augmentation score.

The quantitative analysis opens up several future research directions. First,
we plan to increase the number of documents in our dataset by transforming the
comments of the sporting event from audio sources, which are more popular than
textual. Second, the effective application of transformers as an encoder suggests
continuing experiments with other types of transformers, like GPT-2 or different
BERT-based architectures. Finally, we could explore a custom evaluation metric
based on the main characteristics of a game: overall score or main events.

We hope that this work will foster the research in text generation in Russian
and for narrow domain texts in general.
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Automatic Generation of Annotated Collection
for Recognition of Sentiment Frames
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Abstract. While addressing the challenge of sentiment analysis, it is crucial to
consider not only the polarity of certain words but also the polarity between them,
particularly between the arguments of a predicate. For this purpose, the RuSen-
tiFrames lexicon was created. But the training of the ML model requires an anno-
tated collection of data, and since the manual annotation is laborious and expen-
sive, the automation of the process is preferable. In this paper, we describe a rule-
based approach to automatic annotation of semantic roles for the predicates of the
RuSentiFrames lexicon. The implementation of the algorithm includes the search
of the entities with certain morpho-syntactic features in the order that depends on
the case of the entity and is based on calculation of the posterior probabilities of
the co-occurrence of a certain case and a certain type of predicate arguments. The
results of the algorithm evaluation, based on several different characteristics, were
relatively high. The solutions of problematic cases have been suggested and are
expected to be implemented in further research.
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1 Introduction

In order to conduct the semantic analysis of text material, the extraction of semantic
relations between thewords of the sentence is essential. For this purpose, sets of semantic
roles have been elaborated [6, 23] and specific linguistic resources have been created [6,
15], including the frame-based ones (such as FrameNet, introduced in [5]. The earliest
approaches to semantic role labeling were rule-based [20, 24]). However, the Machine
Learning algorithms are considered preferable nowadays [2, 4, 22].

But the ML models have a significant disadvantage, which is the necessity to anno-
tate large amounts of data manually. Since this process is expensive and laborious, the
task of the development of specialized systems for automatic generation of resources
with descriptions of semantic structures of predicates (semantic frames), along with the
automatic annotation of training samples for extracting such structures, has become espe-
cially relevant. Some studies consider simultaneous generation of both semantic struc-
tures for predicates and the annotation examples [21], arguing that the building of seman-
tic frames is a complex process which requires thorough expertise, and, consequently,
frame structure projects only exist in a small number of languages.
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In this paper we consider another task setting to generating an annotated collec-
tion if compared to unsupervised frame extraction [21]. We suppose that a frame lex-
icon comprising frames and roles is already created but annotated collections labeled
with frame elements should be created automatically. As a frame lexicon, we consider
RuSentiFrames [12].

RuSentiFrames is a structured sentiment lexicon for Russian, developed for using
in fine-grained sentiment analysis, which additionally includes extraction of sentiment
attitudes between participants, positive and negative effects, dependence of sentiment
on the reader’s position. Currently more than 300 frames are described, the frames
comprise more than 7 thousand lexical units, but the annotated dataset allowing for
effective extraction of sentiment frames is currently absent. The proposed approach uses
morpho-syntactic and statistical analysis of text data.

2 Related Work

In the majority of the studies on semantic role labeling two corpora were used to train
the ML-model: FrameNet [5] and PropBank [16]. In the first one consists of the sets
of semantic roles, defined specifically for each predicate (such as BUYER, GOODS,
SELLER, MONEY for the verbs BUY or SELL). As for the PropBank, it presents the
extension of the Penn Treebank corpus, intended for the syntactic parsers. The arguments
are numbered from 0 to 5 (where A1 complies with a Prototypical Agent, while Arg1 is a
Prototypical Patient) and are labeled with a brief description of their semantic function.
Also, the polysemic predicates are given individual frames. And it is important that in
the PropBank raising and control predicates can be easily distinguished due to special
annotation features. It is important because these predicates carry infinite clauses as there
semantic arguments, and the distinction between object and subject raising and control
helps define whether the sentential argument is Agent or Patient.

Both corpora have been widely used for the semantic parsing, but the PropBank
is considered to be more appropriate due to having a more suitable data structure.
With regard to the Russian language, a FrameNet-oriented resource was developed for
semantic role labeling – FrameBank [15]. The authors pointed out the importance of
taking language-specific features into account, claiming that frames cannot be consid-
ered universal (particularly in Russian, syntax is less valuable for SRL as compared
with English). The project is aimed at linking a dictionary of valencies and an annotated
corpus, processing lexical constructions and the way they are realized in texts [14].

The correlation between syntactic and semantic roles lies in the basis of many studies
on automatic semantic role labeling. The method of semantic role recognition, based on
syntactic features, was introduced in [7]. For each sentence from the sample a syntactic
tree was built and necessary lexical and syntactic features were extracted to train the
classifier. Apart from that, the probabilities of the occurrence of a certain semantic role in
the position of a certain syntactic argument were calculated. The results of the research
proved the usefulness of the syntactic-semantic correlation for the task of semantic
role labeling. The concepts proposed in [7] have been developed in further research.
For instance, in [2] the authors put forward the idea that the syntax-based approach is
quite effective for semantic role labeling but is not robust since it depends entirely on
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the quality of the syntactic parser. They expanded the list of useful features, adding
a few non-syntactic ones (such as the length of the predicate’s argument, the distance
between the predicate and the argument in both linear and hierarchical structures, etc.),
and compared several classifying algorithms. The most appropriate classifier (according
to the F-measure) turned out to be the Support Vector Machine ([9, 10, 13]). In other
studies (such as [17]) this method also proved to take precedence over other classifying
algorithmswith regard to the semantic parsing, reachingmore than 90% of the Precision,
Recall, and F-measure metrics.

In the recent studies the neural networks have been widely used for semantic role
labeling. In [4] the architecture of a Convolutional Neural Network, based on the vector
representation of words, was introduced with a view to solving the most relevant NLP
tasks, including the semantic parsing. Another robust neural network architecture was
described in [8]. The authors suggested the model of the associated memory network,
which utilizes the inter-sentence attention of associated sentences as a kind of memory
to carry out the dependency-based SRL. It is important to mention that the syntactic
features were not used during the training of the network, and yet the F-measure was
relatively high (85%).

For Russian, neural network approach for SRL was proposed in [19]. The authors
used atomic features with word embeddings (instead of feature engineering) to train
two network models on the FrameBank corpus. They also processed out-of-domain
predicates and concluded that for this task word embeddings are essentials, but not
enough to achieve high performance. The idea was further developed in [11], where two
separate models were introduced for “known” and “unknown” predicates. The authors
showed that this approach could help alleviate the problem with annotation scarcity.

3 RuSentiFrames Lexicon

The RuSentiFrames lexicon is an auxiliary instrument for sentiment analysis in the
Russian language, which contains the descriptions of more than 7000 predicates (the
majority of them are single verbs and verb collocations) in terms of the polarity of the
relations of their arguments [18]. The semantic role representation is similar to the one
in the PropBank corpus: the arguments are numbered and are given brief descriptions of
their semantics. Also, the frames provide more detailed information about the polarity
between the predicate’s arguments (such as the effect on a1, caused by a0; the state in
which a1 remains after the impact of a0; etc.). The example of the frame for the verb
hope is presented in Example 1 below.
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The graph “variants” contains sets of synonymic constructions for the basic predicate
(which is labeled as “title”), while the graph “roles” refers to the predicate’s semantic
arguments and gives a short description for each role. The estimation of the polarity
between arguments, which is crucial for the task of sentiment analysis, is presented in
graphs “polarity” (the attitude polarity of participants to each other), “value” (values
of participants), “effect” (positive or negative effect, caused by one participant on the
other), and “state” (positive or negative mental state of participants).

4 Method

The process of semantic role labeling consisted of 3 stages: the data preprocessing, the
clause and predicate classification and the processing of each class with specific rules.

4.1 Data Pre-processing

We apply our approach of role labeling to news titles, since they are relatively short and
have syntactically simple structure. The preliminary processing includes tokenization
and normalization. Then among the tokens of each title the retrieval of the predicates from
the frames is carried out (including those consisting of more than one token, utilizing the
n-gram model). After that, the morpho-syntactic parsing is implemented by means of
the DeepPavlov Ru Syntagrus Joint Parsing model [1] with the output in the CoNLL-U
format.

4.2 Clause and Predicate Classification

For the semantic role labeling it is important to classify sentences and predicates in a
manner that allows us to define specific features for each class, which helps increase
the accuracy of the semantic parsing. The predicates are classified depending on the
voice (active or passive) and the number of arguments (1 to 3). The classification of the
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sentences is based on the number of clauses (1 or 2+), the presence of an infinitive verb
form and the dependency type of clauses (the subordinate clauses of time, location and
manner were considered equal to independent clauses since they do not impact on the
argument structure of the root verb).

4.3 Semantic Role Labeling

As was mentioned above, the processing of each class of verbs and clauses has some
specific features. Let us consider the rules which are utilized for SRL on the example of
simple clauses without infinitive verb forms.

a0 Extraction. In themajority of the titles a0 is the syntactic subject in the nominative
case, marked by “nsubj”. But there are cases of the dative subject. The algorithm is as
follows: first we search for the canonical subject, if it is not found – search for the dative
one, otherwise we state that a0 is not present in the sentence.

a1 Extraction. It is considered that the canonical a1 is the direct object in the
accusative case, marked by “obj”. If we do not find anything with these features, we
search for the genitive object that has the verb as its syntactic head. Then we look for
the locative case, after that – the instrumental case. In order not to catch the adjuncts of
time and location, the DeepPavlov BERT NER model is used to extract named entities.

a2 Extraction. The canonical a2 is considered to be the recipient in the dative case,
marked by “iobj”, or the instrument in the instrument, marked by “obl”. If neither is
found, the search continues for the genitive and locative cases.

a0-a3 Extraction for Four-Argument Predicates. Since there are only four predicates
with four participants in the frames, it is more convenient to utilize individual rules for
each predicate. Here, to distinguish between the argument, it has been especially useful
to take the category of animacy into consideration. For instance, for the verb “to win”
the most efficient way to differentiate between the roles “prize” and “defeated one” is
to point out that the first one is inanimate as opposed to the second one (and if we only
rely on the case category, it might lead to errors because both these roles are usually
marked with accusative). To implement these modifications, the animacy annotation has
been added to the frames. The argument descriptions were complemented by one of the
three tags: “smb” (animate), “smth” (inanimate) or “any” (both animate and inanimate).
This also differentiates between several senses of the same verb by putting them into
a separate frame, according to animacy distribution within the arguments. Example 2
illustrates the feature distribution for role extraction for the verb “to win”.
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The order of the search was defined based on the calculation of the posterior proba-
bilities of the co-occurrence of a certain case and a certain type of predicate argument,
using the information from the frames (Table 1).

Table 1. The probability distribution p (case|arg).

a1 a2

Accusative 0.54 0.18

Dative 0.06 0.31

Instrumental 0.07 0.26

Genitive 0.17 0.14

Locative 0.16 0.1

For the clauses in the passive voice, the algorithm is analogous, but the changes in
diathesis are taken into account. During the processing of the other classes, we consider
that the subordinate clauses are usually a1, as well as the non-finite clauses.

The example of the output is presented in Fig. 1.

Fig. 1. An example of processing the title “Medvedev poblagodapil �kc-ppezidenta
Bpazilii za ykpeplenie dpy�by i cotpydniqectvo” (“Medvedev thanked the President
of Brasil for the strengthening of friendship and cooperation”)

In the SRL of all types of sentences it is crucial to consider two fundamental
principles, formulated in earlier works.

1. The correlation between the semantic and syntactic structures (the distribution of
the syntactic roles provides detailed information about the semantic roles).
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2. The theta-criterion: each argument bears one and only one θ-role, and each θ-role is
assigned to one and only one argument [3].

5 Evaluation and Analysis of Errors

At first, it should be noted that in the process of the algorithm development the linguistic
features of the text material were taken into consideration. Since among the news titles
there rarely occur complex syntactic constructions with non-trivial verb order, the algo-
rithm processes such titles fairly well. However, there still are some problematic cases
which will be analyzed in the current section.

5.1 Corpus Statistics

In order to see how useful the corpus can potentially be for our task, a large sample
of data was processed to see how much needed data we could collect. The analyzed
news corpus consists of 157 556 titles, 87 972 of them contain predicates, described
in frames, i.e. can be leveraged for annotated collection generation, and 73 017 titles
constitute simple contexts (which means they consist of one clause with no infinitive
verb forms). The samples fitted for 6313 predicates from the RuSentiFrames lexicon
(which contains 7430 predicates), which shows that the corpus is suitable for the task
since the for the vast majority of predicates we can collect corresponding samples. In
Table 2 the statistics of 10 most frequent verbs in the analyzed news corpus is presented.

Table 2. 10 most frequent predicates.

Verb Frequency

naqat� (to begin) 2439

pogibnyt� (to die) 2046

poctpadat� (to get hurt) 1967

pobedit� (to win) 1888

podpicat� (to sign) 1809

cozdat� (to create) 1416

ybit� (to kill) 1259

pomoq� (to help) 1102

ppovecti (to undertake) 1023

na�ti (to find) 866

5.2 Evaluation

In order to estimate the performance of the algorithm, it was tested on 1400 titles from
the corpus (1036 of simple contexts and 364 of complex contexts). The error rate was
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calculated for titles of each type. Among the errors there were both incorrect and missed
labels. The errors in simple (1) and complex (2) contexts were analyzed separately.

(1) Gpeci� poctpoit cteny na gpanice c Typcie� (Greece will build a wall on the
border with Turkey).

(2) Azapov xoqet yveliqit� ppodyktivnoct� tpyda v p�t� paz (Azarov wants
to boost productivity fivefold).

The complexity of (2) as compared with (1) which leads to necessity of parsing of
several verbs and shared arguments.

5.3 Error Analysis for Simple Contexts

As it has been mentioned above, simple contexts are one-clause titles, in which
predicates’ arguments are mostly noun phrases.

Out of 1036 titles, 466 contained errors of at least one type. The results of the
evaluation for such contexts are presented in Table 3.

Table 3. Error rate for simple contexts.

Polysemy errors 0.351

Errors in a0 extraction 0.113

Errors in a1 extractions for predicates with 2 args 0.274

Confusing a1 and a2 for predicates with 3 args 0.386

Incorrect extraction of a1 or a2 for predicates with 3 args
(the one is correct, the other is not)

0.322

Confusing a1, a2 and a3 for predicates with 4 args 0.091

As it is evident from Table 3, the least frequent ones were the errors in four argument
predicate titles. Since the rules for such titleswere very specific for each verb, considering
more features than for other classes of predicates (including animacy), the quality is
quite satisfactory. However, due to the fact that there are only four predicates in these
class, they occur in the corpus less frequently, which decreases the error rate. In further
investigation, the samples must be balanced in size to get more realistic picture.

Another example of relatively lowerror rate is the a0 extraction because this argument
type is the easiest one to identify. The errors here were caused by inaccuracies of the
syntactic parser. The most frequent mistakes are related to the differentiation between
a1 and a2. For instance, in the title (3) the a1 is mistakenly recognized as a2.

(3) Vladimir Klichko is going to fight with Haye on July 2nd.
fight - three arguments
{’a0’: ’the one who fights’, ’a1’: ’the opponent’, ’a2’: ’what they fight for’}
a0: Vladimir Klichko
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a1:
a2: Haye

Such errors were caused by both syntactic parser errors and individual features of
predicates.

Another problem relates to verb polysemy. To label semantic roles accurately, the
verb disambiguation must be carried out. It is necessary to not only put aside the sense
which is not described in the frames but also to differentiate between the senses within
the frames. And sometimes the distinctions between frames are subtle. For example,
there are two occurrences of the verb “to win”: once in the three-argument category
and once in the four-argument category, with the additional role “prize”. If the prize
is mentioned in the title, it is better to put it in the four-argument class, and if it is
not mentioned, the three-argument class is preferential. But in fact, in both cases the
sentence semantically fits both classes quite well. However, having two identical frame
samples is undesirable, so the titles must be somehow distributed between these two
classes. The possible solution might be to balance these samples so that both classes
contain examples of the explicitly expressed “prize” and those where this participant is
not mentioned.

It is quite evident that the verb polysemy problem is urgent, and the quality of
disambiguation has a great impact on the overall quality of sample collection generation.
Yet there are many aspects in which polysemy takes place, and to take all of them into
account is a separate arduous task. Table 4 represents a subsample of the list of most
frequent polysemic predicates from the frames.

Table 4. Most frequent polysemic verbs

Frame sense Non-frame sense

�dat� (wait) To hope To be inevitable

Pazbit� (break) To win To damage

Bygopet� (burn out) To succeed To go up in flames

Po�elat� (wish) To want, desire To say you hope someone has good luck, etc

Poqyvctvovat� (feel) To realize To experience an emotion

Bidet� (see) To consider, understand To use one’s eyesight

Pokopit� (subdue) To defeat, conquer To induce feeling of love, inspiration, etc

However, the first step to deal with the question of verb polysemy is to utilize the
animacy annotation which helps split definite verbs into several frames according to
the animacy distribution between the arguments. By doing so we could distinguish
between different senses of the same predicate and, consequently, lower the error rate
for polysemic predicates. This is the task of the highest priority in the further research.
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5.4 Error Analysis for Complex Contexts

For the sentiment attitude extraction task, it is useful to extract sentiments not only from
simple finite clauses but also from more complex clauses, including non-finite ones.
Since the collection is suitable for both semantic role labeling and attitude extraction
systems, making use of complex contexts enables to get as much data as possible out of
every title.

The complex contexts were considered those containing subordinate clauses, finite
or infinite. Out of 364 title, 189 contained errors of at least one type. The error rate for
such contexts is in Table 5 below.

Table 5. Error rate for complex contexts.

Polysemy errors 0.239

Errors in a0 extraction 0.108

Errors in subordinate finite clauses 0.221

Errors in non-finite clauses 0.498

During the evaluation there occurred an issue that subject and object control predi-
cates cannot be differentiated within the algorithm (4). For instance, in the sentence X
promised Y to do Z (subject control) the verb’s “to do” a0 is X, whereas in the sentence
X asked Y to do Z (object control) this semantic position is occupied by Y. To sort out
this complexity, such predicates must be given a special tag, which should be added to
the frame structure. The example below (4) illustrates that the a0 for the infinite clause’s
predicate is wrongfully recognized as the main clause predicate’s a0 because the fact
that encourage is an object control predicate is not considered.

(4) Poland encourages the USA to help Belarusian dissidents.
help – three arguments
{’a0’: ’the one who helps’, ’a1’: ’what a0 helps with’, ’a2’: ’the one who a0 helps’}
a0: Poland
a1:
a2: Belarusian dissidents

To sort out this problem, the manual annotation of all control predicates has been
carried out to classify them based on the control type (subject or object). In the frame
collection there occur 180 verbs which can function as control predicates in some con-
texts, 101 of them are of subject control and the rest 79 – of object control. Table 6
represents the subsample of the current classification.

Depending on whether the predicate belongs to one class or another, the a0 of the
non-finite clause may coincide with the main clause’s subject or object. In the case of
the object control, it can be either direct or indirect object. The entire non-finite clause
can also be both a direct or an indirect object for the main clause’s predicate. And this
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Table 6. Control predicates classification

Subject control Object control

bo�t�c� (to fear) vdoxnovit� (to inspire)

xotet� (to want) zappetit� (to forbid)

zaplanipovat� (to plan) dat� ppikaz (to order)

nade�t�c� (to hope) molit� (to beg)

npavit�c� (to like) nayqit� (to teach)

pepectavat� (to stop) pomoq� (to help)

otvyknyt� (to wean) popekomendovat� (to recommend)

ppinecti kl�tvy (to swear) ppedlo�it� (to suggest)

obewat� (to promise) pozvol�t� (to allow)

pexit� (to decide) covetovat� (to advise)

distribution is among predicate’s individual characteristics, which must be taken into
account while modifying the verb classification.

As it is evident from Table 7, which provides the current quality estimation for titles
with non-finite clauses, the predicate classification based on the control type helped
lower the overall error rate by 45%. And the extension of the classification with due
regard for more specific features is expected to maximize the algorithm’s performance.

Table 7. Error rate for complex contexts with infinitives.

Errors in main clauses 0.051

Errors in non-finite clauses 0.040

Confusing a1 and a2 in main clauses 0.185

With regard to titles with 2 + clauses, the errors in subordinate finite clauses were
mostly caused by confusion between a1 and a2 since some for predicates sentential
arguments are a2 (and not a1, as it is presumed in the algorithm). These predicates must
be extracted into an exception list.

In spite of the errors of automatic annotation, the samples for predicates can be
collected quite fast after the manual check. Thus, there occurs the necessity of utilizing
the automatized procedure.

6 Conclusion

In this paper a rule-based approach to semantic role labeling for automatic generation
of the annotated collection of data, based on the RuSentiFrames lexicon, is proposed. In
the basis of the algorithm there lie two fundamental principles: the syntactic-semantic
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correlation and the compliance with structural limits. The implementation of the algo-
rithm included the search of the entities with certain morpho-syntactic features in the
order that depends on the morphological case of the entity and is based on calculation
of the probabilities of the co-occurrence of each type of case and argument. The results
of the algorithm evaluation, based on several different characteristics (the type of the
clause, the recognition of each type of arguments, etc.), were relatively high. The anno-
tated titles are planned to be used for automatization of the annotation of more complex
sentences from news articles.

However, there occurred some problematic cases. Firstly, the performance of the
algorithm strictly depends on the quality of the syntactic parser. Secondly, the verbal
polysemy resolution must be carried out in order to minimize the inaccuracies during
semantic parsing. Thirdly, the algorithmdoes not differentiate betweendirect and indirect
objects while parsing complex contexts with non-finite clauses. The solutions to these
problemshavebeen suggested and are expected to be implemented in the further research.
In addition to that, we plan to refine the verb and clause classification and extract some
more informational features which could be useful in differentiating between roles (for
example, the correlation between the lexical similarity and the semantic role distribution;
the animacy of the arguments, etc.). Since the animacy annotation of the participants
for each predicate in the frame collection has already been carried out, it can be utilized
to modify the algorithm. Due to the fact that the rule set for four-argument verbs was
configured using the animacy contraposition and showed relatively high performance, it
is expected that for other classes of predicates this scheme will also be especially useful.
Basically, it is quite evident that many semantic roles are associated with one particular
animacy class (for instance, Recipient is more likely to be animate while Instrument
is inanimate in the vast majority of cases). We expect that this modification will help
differentiate between a1 and a2 more clearly.

Thus, by means of the expanded linguistic analysis of the text data with a view to
defining informative morpho-syntactic and lexical features of the predicates and their
arguments amongwith the examination and comparison of different classification strate-
gies, it will be possible to elaborate the maximum accurate semantic role labeling system
for the Russian language.
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Abstract. We study the effectiveness of contextualized embeddings for
the task of diachronic semantic change detection for Russian language
data. Evaluation test sets consist of Russian nouns and adjectives anno-
tated based on their occurrences in texts created in pre-Soviet, Soviet
and post-Soviet time periods. ELMo and BERT architectures are com-
pared on the task of ranking Russian words according to the degree of
their semantic change over time. We use several methods for aggrega-
tion of contextualized embeddings from these architectures and evalu-
ate their performance. Finally, we compare unsupervised and supervised
techniques in this task.

Keywords: Contextualized embeddings · Semantic shift · Semantic
change detection

1 Introduction

In this research, we apply ELMo (Embeddings from Language Models) [32]
and BERT (Bidirectional Encoder Representations from Transformers) [4] mod-
els fine-tuned on historical corpora of Russian language to estimate diachronic
semantic changes. We do that by extracting contextualized word representations
for each time bin and quantifying their differences. This approach is data-driven
and does not require any manual intervention. For evaluation, we use human-
annotated datasets and show that contextualized embedding models can be used
to rank words by the degree of their semantic change, yielding a significant cor-
relation with human judgments.

It is important to mention that we treat the word meaning as a function of
the word’s contexts in natural language texts. This concept corresponds to the
distributional hypothesis [6].

The rest of the paper is organized as follows: in Sect. 2, we describe previ-
ous research on the automatic lexical semantic change detection. In Sect. 3, we
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present natural language data used in our research, and the dataset structure.
The training of contextualized embeddings and models’ architecture is described
in Sect. 4. In this section, we also describe and apply various algorithms for
semantic change detection. In Sect. 5, we calculate correlation of their results
with human judgments to evaluate their performance. In Sect. 6, we summarize
our contributions and discuss possibilities for future research.

2 Related Work

The nature and reasons of semantic change processes have been studied in lin-
guistics for a long time, at least since the theoretical work of [2] where the cog-
nitive laws of semantic change were formulated. Later there were other works on
categorizing different types of semantic changes [1,40].

With the increasing amount of available language data, researchers started
to focus on empirical approaches to semantic change in addition to theoretical
work. Earlier studies consisted primarily of corpus-based analysis ([15,29] among
many others), and used raw word frequencies to detect semantic shifts. However,
there already were applications of distributional methods, for example, Tempo-
ral Random Indexing [16], co-occurrences matrices weighted by Local Mutual
Information [11], graph-based methods [31] and others.

Among the works focusing on Russian, one can mention a recent book [3] in
which 20 words were manually analyzed by exploring the contexts in which they
appear and counting the number of their uses for each period. This allowed to
picture the history of changes of meanings which words undergo.

2.1 Static Word Embeddings

After the widespread usage of word embeddings [30] had started, the focus has
shifted to detecting semantic changes using dense distributional word represen-
tations; see [12,17,18,36] and many others. Word embeddings represent meaning
of words as dense vectors learned from their co-occurrences counts in the training
corpora. This approach has gained popularity as it can leverage un-annotated nat-
ural language data and produces both efficient and easy to work with continuous
representations of meaning. Comprehensive surveys on research about semantic
change detection using ‘static’ word embeddings are given in [25] and [42].

[3] inspired the first (to our knowledge) publication which applied static word
embedding models to Russian data in order to detect diachronic lexical changes
[23]. The authors compared sets of word’s nearest neighbors and concluded that
Kendall’s τ and Jaccard distance worked best in scoring changes. More recent
work [7] extended this research to more granular time bins (periods of 1 year):
they analyzed semantic shifts between static embeddings trained on yearly cor-
pora of Russian news texts from the year 2000 up to 2014. They evaluated 5
algorithms for semantic shift detection and provided solid baselines for future
research in Russian language. Note, however, that [7] solved the classification
task (whether a word has changed its meaning or not), while in the present
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paper we solve the ranking task (which words have changed more or less than
the others). Also, the test set we use (RuSemShift) is much more extensive and
consistent (see Subsect. 3.2).

2.2 Contextualized Word Embeddings

Static word embeddings assign the same vector representation to each word
(lemma) occurrence: they produce context-independent vectors at the inference
time. However, recent advances in natural language processing made it possible
to implement models that allow to obtain higher quality contextualized repre-
sentations. The main difference of contextualized models is that at the inference
stage tokens are assigned different embeddings depending on their context in
the input data. This results in richer word features and more realistic word rep-
resentations. There are several recently published contextualized architectures
based on language modeling task (predicting the next most probable word given
a sequence of tokens) [4,13,32,34].

This provides new opportunities for diachronic analysis: for example, it is
possible to group similar token representations and measure a diversity of such
representations, while predefined number of senses is not strictly necessary. Thus,
currently there is an increased interest in the topic of language change detection
using contextualized word embeddings [9,10,14,21,27,28].

[14] used a list of polysemous words with predefined set of senses, then a pre-
trained BERT model was applied to diachronic corpora to extract token embed-
dings that are the closest to the predefined sense embedding. Evolution of each
word was measured by comparing distributions of senses in different time slices. In
[9] and [10], a pre-trained BERT model was used to obtain representations of word
usages in an unsupervised fashion, without predefined list or number of senses.
Representations with similar usages then were clustered using k-Means algorithm
and distributions of word’s usages in these clusters were used in two metrics for
quantifying the degree of semantic change: entropy difference and Jensen-Shannon
divergence. They also used average pairwise distance, that does not need cluster-
ization and only requires usage matrices from two time periods.

[27] used averaged time-specific BERT representations and calculated cosine
distance between averaged vectors of two time periods as a measure of seman-
tic change. [28] tested Affinity Propagation algorithm for usage clusterization
and showed that it is consistently better than k-Means. Finally, [21] applied
approaches similar to [10], but also analyzing ELMo models and adding cosine
similarity of average vectors as a measure. Their algorithms were evaluated on
Subtask 2 (ranking) of SemEval-2020 Task 1 [37] for four different languages and
strongly outperformed the baselines. We will test each of these clustering methods
and cosine similarity of averaged vectors for our task in the present paper.

We decided to compare BERT against ELMo. Most of the above mentioned
works used pre-trained BERT language models, but ELMo allows faster training
and inference which makes it easier to train diachronic models completely on
one’s own data.
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3 Data

3.1 Corpora

For both BERT and ELMo architectures, we used pre-trained models from
prior work. The RuBERT model is a Multilingual BERT [4] fine-tuned on the
Russian Wikipedia and news articles (about 850 million tokens) [20]. The
tayga lemmas elmo 2048 2019 is an ELMo model trained on the Taiga corpus
of Russian (almost 5 billion tokens) [39]; it is available from the RusVectores
web service [22].

Both models were additionally fine-tuned on the Russian National Corpus
(RNC) which contains texts in Russian language produced from the middle of
the XVIII to the beginning of the XXI century (about 320 million word tokens
in total, including punctuation). Before the fine-tuning, the corpus was segmented
into sentences, then tokenized and lemmatized with the Universal Dependencies
model trained on the SynTagRus Russian UD treebank [5] using UDPipe 1.2 [41].
This was motivated by recent research [24] which showed that for Russian data,
lemmatization improves the results of contextualized architectures on the word
sense disambiguation task. Reducing the noise effect of word forms is useful for
tracing semantic shifts among all occurrences of the word in the aggregate.

For the purposes of diachronic semantic change detection, the RNC cor-
pus was divided into three parts, with the boundaries between their consequent
pairs corresponding to the rise and fall of the Soviet Union, which undoubtedly
brought along major social, cultural and political shifts:

1. texts produced before 1917 (pre-Soviet period): 94 million tokens;
2. texts produced in 1918–1990 (Soviet period): 123 million tokens;
3. texts produced in 1991–2017 (post-Soviet period): 107 million tokens.

For extracting time-specific word’s embeddings at the inference stage, we used
each time-specific sub-corpus separately.

3.2 Evaluation Dataset

We used two human-annotated datasets of Russian nouns and adjectives for
evaluation of diachronic semantic change detection methods. They are part of
a larger RuSemShift dataset1 [35] and cover both consequent pairs of the RNC
sub-corpora: from the pre-Soviet through the Soviet times (RuSemShift1) and
from the Soviet through the post-Soviet time (RuSemShift2).

The datasets contain words annotated similar to the DURel framework [38]
according to the intensity of the semantic changes they have undergone. Each
word was presented to 5 independent annotators along with two context sen-
tences. These pairs of sentences were sampled from the RNC and divided into
three equal groups: EARLIER (both sentences are from the earlier time period),
LATER (both sentences from the later time period) and COMPARE (one sen-
tence from the earlier period and another from the later period). The annotators
1 https://github.com/juliarodina/RuSemShift.

https://github.com/juliarodina/RuSemShift
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were asked to rate how different are the word’s meanings in two sentences on
the scale from 1 (unrelated meanings) to 4 (identical meanings).

There are two measures for quantifying diachronic semantic change based on
this manual annotation:

1. ΔLATER which is the subtraction of the EARLIER group’s mean difference
value from the LATER group’s mean difference value:
ΔLATER(w) = Meanlater(w) − Meanearlier(w);

2. COMPARE which is the word’s mean difference value in the COMPARE
group:
COMPARE(w) = Meancompare(w).

Note that we use two test sets, and thus two pairs of time periods. In each
pair, the EARLIER and LATER groups stand for different time periods. Foe
example, in RuSemShift2, the EARLIER group corresponds to texts from the
Soviet times, and the LATER group corresponds to texts from the post-Soviet
times.

The experiments were performed on the filtered versions of the datasets where
the words with the annotators’ agreement lower than 0.2 were excluded. Their
sizes are 48 words (RuSemShift1) and 51 words (RuSemShift2).

4 Experimental Setup

4.1 Contextualized Word Embedding Models

ELMo is a deep character based bidirectional language model (biLM): a com-
bination of two-layer long short-term memory (LSTM) networks on top of a
convolutional layer with max-pooling [32]. Having a pre-trained biLM model,
we can obtain word representations that are learned functions of the internal
state of this model and contain information about word’s syntax and semantics
as well as its polysemy. The model we used (tayga lemmas elmo 2048 2019)
was trained on the Taiga corpus for 3 epochs, with batch size 192. All the ELMo
hyperparameters were left for their default values, except for the number of nega-
tive samples per batch which was reduced to 4 096 from 8 192 used in [32]. After
fine-tuning on the whole RNC, for each word from the test sets we extracted
its contextualized token representations for every occurrence. We used only the
top LSTM layer, since higher layer representations are more oriented to learn
semantics and capture longer range dependencies [33].

BERT (Bidirectional Encoder Representations from Transformers) makes use
of Transformer [43], an attention mechanism that learns contextual relations
between words in a sentence. Masked language modeling technique allows bidi-
rectional training of Transformer that allegedly allows for a deeper sense of
language context. Training BERT from scratch is a computationally expensive
process and demands huge resources. Fine-tuning is a well-known technique for
adapting pre-trained BERT models to a specific corpus or task. We fine-tuned
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the RuBERT model on the RNC, before producing contextualized word represen-
tations. The model was being fine-tuned for 3 epochs, with the batch size 16.
The original RuBERT has 12 heads and its hidden size is 768. Then, for each
word from our test sets, we extracted contextualized embedding for each of its
occurrences during the respective time periods. We used the last BERT layer
representations as token embeddings.

For both ELMo and BERT, this resulted in three matrices of token embed-
dings, corresponding to three time periods.

4.2 Methods

To evaluate ELMo and BERT in semantic change detection task, we extracted
word embeddings for each word’s usage from the RNC sub-corpora corresponding
to the time periods under analysis. Recall that token embeddings are context-
dependent. We applied four different aggregation methods to estimate semantic
change degrees based on the token embeddings. Then we calculated correla-
tion between their outputs and two gold human-annotated measures from the
RuSemShift1 and RuSemShift2: ΔLATER and COMPARE. We discuss the
aggregation methods below.

Inverted Cosine Similarity over Word Prototypes (PRT). The PRT
method outperformed others in [21] and is computationally inexpensive. First,
we average all n token embeddings of a given word in a specific sub-corpus, this
producing a ‘prototypical’ representation of the word. Then we calculate cosine
distance between the average embeddings u and v from two different sub-corpora
as a measure of semantic change:

PRT = 1 − cos(u, v) = 1 −
∑n

i=1 ui · vi
√∑n

i=1 u2
i · √∑n

i=1 v2
i

(1)

Clustering. As mentioned above, ELMo and BERT return context-dependent
token embeddings, and we need to compare them in order to estimate semantic
shift. Another way to do it is clustering token embeddings. We can move away
from comparing individual vectors or their averages, and instead look at word
occurrences as belonging to several clusters. It is assumed that these clusters
correspond to word senses. Following the previous work, we tested two cluster-
ing methods: Affinity Propagation [8] and k-Means [26]. One needs to manually
set the hyperparameter for the number of clusters for k-Means (we empirically
found 5 to be the best value for our data). At the same time, Affinity Propaga-
tion clustering doesn’t require a predetermined number of clusters, it is inferred
automatically from data.

We need to compare the resulting clusters of word’s usages in two time peri-
ods. We used the method proposed in [9]. Namely, we clustered all embeddings of
each word w from the two time periods (ut

1, u
t
2, ..., u

t
n) and (ut+1

1 , ut+1
2 , ..., ut+1

m ).
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Then, for each of the time bins t and t+1 we calculated the following distribution
2 which indicates the likelihood of encountering the word in a specific sense:

ptw[k] =
|yt

w[i] ∈ yt
w, if yt

w[i] = k|
N t

w

, yt
w ∈ [1,Kw]N

t
w (2)

where yt
w are the labels after clustering, K is the number of clusters, and

N t
w is the number of w occurrences in the time period t. These distributions are

comparable, and we test two different methods for this:

1. Jensen-Shannon divergence (JSD). Here, we compute the JSD between
two distributions:

JSD =
√

0.5 · (KL(p||m) + KL(q||m)) (3)

where KL is Kullback-Leibler divergence [19], p and q are sense distributions
and m is the point-wise mean of p and q. Higher JSD score indicates more
intense change in the proportions of clustered word usage types across time
periods.

2. Maximum square. Here, we assume that slight changes in sense distribution
may occur due to noise and do not manifest a real semantic change. At
the same time, strong changes in context distribution may indicate serious
semantic shifts. Therefore we apply the hand-picked function 4:

MS = max(square(p − q)) (4)

5 Results

As mentioned above, we extracted all word usages from the RNC diachronic
sub-corpora for each word from the filtered RuSemShift datasets. Then we pro-
duced their contextualized representations and applied the aggregation methods
described in Sect. 4. Due to the increasing computational complexity, we have
limited the number of usages to 10 000 (by random sampling) for the clustering
methods.

Tables 1 and 2 show the Spearman correlation coefficients between the mod-
els’ and annotators’ rankings for RuSemShift1 and RuSemShift2 test sets cor-
respondingly. ‘MS’ stands for the Maximum Square method. Asterisk indicates
statistically significant correlations (p-value > 0.05), bold highlighting indicates
best scores for each measure. COMPARE scores in the tables are actually equal
to 1 − COMPARE, because of the nature of this measure: lower COMPARE
score means stronger change.

For both datasets, the best aggregation method was the PRT, but cluster-
ing was not much inferior. As for the functions for comparing distributions of
tokens in clusters, the Jensen-Shannon divergence showed stronger correlation
with human judgments than the hand-picked function of maximum square.

If we compare BERT and ELMo results, we can see that they are some-
what similar and it cannot be concluded that one model is better than another
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(despite ELMo having much less parameters). Also, one can notice from the
tables that the models’ rankings in general are more correlated with the ranking
by the COMPARE measure than by the ΔLATER measure. Thus, the COM-
PARE measure is easier to approximate. Statistically significant correlations for
RuSemShift2 are generally higher that for RuSemShift1. It can be due to
lexical specificity of the datasets.

An interesting example of semantic change is the word ‘ ’ (‘failed ’). According
to the human annotation, this word has a very strong degree of change when
comparing the Soviet period to the post-Soviet period. BERT and ELMo with
PRT also place it at the top positions among the words ranked by their semantic
change degrees. Indeed, in the Soviet times, ‘ ’ was mostly used in the literal
meaning of ‘ ’ – ‘a place where the surface collapsed inward ’ or figurative meaning
‘loss of consciousness’ especially in the collocation ‘ ’ (‘deep dream’). In the
Soviet period, its primary sense shifted to the more common nowadays meaning
(‘failed ’).

In some cases, the models estimates do not correlate with human judgments.
For example, most of our approaches yield high semantic change degree for the
word ‘ ’ (‘rain’) when comparing the pre-Soviet to the Soviet period. However,
human annotation positions it quite low in the semantic change rankings for
this period pair. Whether this is an error of the model or an insufficiency of the
dataset, remains yet to be solved.

Table 1. Correlations of models’ pre-
dictions with RuSemShift1 annotations
(change between the pre-Soviet and Soviet
time periods).

Algorithms Spearman ρ

Measure ELMo BERT

PRT ΔLATER 0.200 0.346*

COMPARE 0.409* 0.490*

Affinity/JSD ΔLATER 0.406* 0.160

COMPARE 0.276 0.295*

kMeans/JSD ΔLATER 0.250 0.270

COMPARE 0.340* 0.440*

kMeans/MS ΔLATER 0.060 0.240

COMPARE 0.380* 0.358*

Table 2. Correlations of models’ pre-
dictions with RuSemShift2 annotations
(change between the Soviet and post-
Soviet time periods).

Algorithms Spearman ρ

Measure ELMo BERT

PRT ΔLATER 0.300* 0.230

COMPARE 0.557* 0.500*

Affinity/JSD ΔLATER 0.200 0.136

COMPARE 0.363* 0.408*

kMeans/JSD ΔLATER 0.200 0.130

COMPARE 0.535* 0.480*

kMeans/MS ΔLATER 0.074 0.120

COMPARE 0.436* 0.420*

6 Conclusion

In this work, we evaluated how semantic change detection methods based on
contextualized word representations from BERT and ELMo perform for Rus-
sian language data (diachronic sub-corpora of the Russian National Corpus).
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In particular, we tested them in the task of automatically ranking Russian words
according to the manually annotated degree of their diachronic semantic change.

Pre-trained ELMo and BERT models were fine-tuned on the full RNC cor-
pus to make comparison as fair as possible. Then we applied several algo-
rithms for semantic shift detection: cosine similarity on a word prototypes (PRT)
and clustering algorithms together with measures for comparing word’s usages
distributions.

For the second method, we applied two clustering algorithms: Affinity Prop-
agation and k-Means. K-Means turned out to be generally better than Affinity
Propagation. However, the PRT method, using simple cosine similarity between
averaged token embeddings (word prototypes) outperformed clustering algo-
rithms in most cases and therefore suits better for this task.

To sum up, we showed that contextualized word representation models have
significant correlation with human judgments in diachronic semantic change
detection for Russian. Also we found out that there is not much difference
between BERT and ELMo contextualized embeddings in this respect and we
can’t say that one architecture is significantly better than another.

In the future work, it would be interesting to make a more fair comparison
between ELMo and BERT on the task of semantic change detection by pre-
training both models on identical corpora from scratch. However, this will require
significant computational resources in the case of BERT.

Acknowledgments. This research was supported by the Russian Science Foundation
grant 20-18-00206.
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Abstract. We study the BERT language representation model and the
sequence generation model with BERT encoder for the multi-label text
classification task. We show that the Sequence Generating BERT model
achieves decent results in significantly fewer training epochs compared
to the standard BERT. We also introduce and experimentally examine
a mixed model, an ensemble of BERT and Sequence Generating BERT
models. Our experiments demonstrate that the proposed model outper-
forms current baselines in several metrics on three well-studied multi-
label classification datasets with English texts and two private Yandex
Taxi datasets with Russian texts.
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1 Introduction

Multi-label text classification (MLTC) is an important NLP task with many
applications, such as document categorization, intent detection in dialogue sys-
tems, protein function prediction [23], and tickets tagging in client support sys-
tems [13].In this task, text samples are assigned to multiple labels from a finite
label set.

In recent years, it became clear that deep learning approaches can go a long
way toward solving text classification tasks. However, many of the widely used
approaches in MLTC tend to predict the labels as a whole sequence and do not
directly use information about dependencies between labels. One of the promis-
ing yet fairly less studied methods to tackle this problem is using sequence-to-
sequence modeling. In this approach, a model treats an input text as a sequence of
tokens and predicts labels in a sequential way taking into account previously pre-
dicted labels. Nam et al. [14] used Seq2Seq architecture with GRU encoder and
attention-based GRU decoder, achieving an improvement over a standard GRU
model [3] on several datasets and metrics. Yang et al. [29] continued this idea by
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introducing Sequence Generation Model (SGM) consisting of BiLSTM-based
encoder and LSTM decoder [6] coupled with additive attention mechanism [2].

In this paper, we argue that the encoder part in a sequence generating MLTC
model can be successfully replaced with a heavy language representation model
such as BERT. We propose Sequence Generating BERT model (BERT+SGM)
and a mixed model which is an ensemble of standard BERT and BERT+SGM
models. We show that BERT+SGM model achieves decent results after less than
a half of an epoch of training (meaning less than a half of the training data),
while the standard BERT model needs to be trained for 5–6 epochs just to
achieve the same accuracy and several dozens epochs more to converge.

The key contributions of this paper are:

1. We present the results of Sequence Generating BERT model for MLTC
datasets with and without a given hierarchical tree structure over classes
and demonstrate its particularly fast learning abilities;

2. We introduce and examine experimentally a novel mixed model for MLTC.
3. We show that the proposed model outperforms baselines on three well-studied

MLTC datasets with English texts and two private Yandex Taxi datasets with
Russian texts.

2 Related Work and Preliminaries

Let us consider a set D = {(xn, yn)}N
n=1 ⊆ X × Y consisting of N samples

that are assumed to be identically and independently distributed following an
unknown distribution P (X,Y). Multi-class classification task aims to learn a
function that maps inputs to the elements of a label set L = {1, 2, . . . , L}, i.e.
Y = L. In multi-label classification, the aim is to learn a function that maps
inputs to the subsets of L, i.e. Y = 2L. In text classification tasks, X is a space
of natural language texts.

In deep learning, a standard pipeline for text classification is to use a base
model that converts a raw text to its fixed-size vector representation and then
pass it to a classification module that further produces a probability vector over
the classes. Typical architectures for base models include different types of recur-
rent neural networks [3,6], convolutional neural networks [7], hierarchical atten-
tion networks [31], and other more sophisticated approaches. These models con-
sider each instance x as a sequence of tokens x = [w1, w2, . . . , wT ]. Each token wi

is then mapped to a vector representation ui ∈ R
H thus forming an embedding

matrix UT×H which can be initialized with pre-trained word embeddings [12,16].
Research works of recent years also show that it is possible to pre-train entire lan-
guage representation models in a self-supervised way. Newly introduced models
providing context-dependent text embeddings include BERT [5] and its different
modifications, such as XLNet [30] and RoBERTa [10], that succeeded in overcom-
ing several limitations of original BERT. Still, sequence generation abilities of such
Transformer-based models for multi-label classification are not yet explored.

A less traditional way to approach MLTC problem and take into account the
dependencies between labels is using Seq2Seq modeling. In this framework that
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first appeared in the neural machine translation [21], there are generally a source
input X and a target output Y in the form of sequences. We also assume there is
a hidden dependence between X and Y, which can be captured by probabilistic
model P (Y|X, θ). Therefore, the problem consists of three parts: modeling the
distribution P (Y|X, θ), learning the parameters θ, and performing the inference
stage where we need to find Ŷ = argY max P (Y|X, θ).

Nam et al. [14] have shown that after introducing a total order relation on
the set of classes L, the MLTC problem can be effectively solved as sequence-to-
sequence task with Y being the ordered set of relevant labels {l1, l2, . . . , lM} ⊆ L
of an instance X = [w1, w2, . . . , wT ]. The primary approach to model sequences is
decomposing the joint probability P (Y|X, θ) into M separate conditional prob-
abilities. Traditionally, the left-to-right (L2R) order decomposition is:

Pθ(l1, l2, . . . , lM |X) =
M∏

i=1

Pθ(li|l1:i−1,X) (1)

Nam et al. [14] used GRU encoder and attention-based GRU decoder, achiev-
ing an improvement over a standard GRU model. Yang et al. [29] continued this
idea by introducing Sequence Generation Model (SGM) consisting of BiLSTM-
based encoder [19] and LSTM decoder [6] coupled with additive attention mech-
anism [2]. Wand et al. [22] demonstrated that the label ordering in (1) effects
on the model accuracy, and the order with descending label frequencies results
in a decent performance on image datasets. Alternatively, if an additional prior
knowledge about the relationship between classes is provided in the form of a
tree hierarchy, the labels can also be sorted in topological order.

A given hierarchical structure over labels forms a particular task known as
hierarchical text classification (HTC). An underlying class hierarchy can help
to discover similar classes and transfer knowledge between them improving the
overall accuracy of the model. Many of the researchers’ efforts to study HTC
were dedicated to computer vision applications [17,20,22,27] but these studies
potentially can be or have already been adapted to the field of natural language
texts. Among the recent works, Peng et al. [15] proposed a Graph-based CNN
architecture with a hierarchical regularizer, and Wehrmann et al. [23] argued
that mixing an output from a global classifier and the outputs from all layers of
a local classifier can be beneficial to learn hierarchical dependencies. It was also
shown that reinforcement learning models with special award functions can be
applied to learn non-trivial losses [11,28].

The main difference of the approach used in this work is twofold: (i) employing
BERT as a pre-trained transformer-based encoder; (ii) using a mixed model to
bring the best from both standard BERT and sequence-to-sequence BERT models.

3 BERT-Based Models for Multi-label Text Classification

3.1 Multi-label BERT

BERT is a model pre-trained on unlabelled texts for masked word prediction
and next sentence prediction tasks, providing deep bidirectional representations
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Fig. 1. BERT + SGM. An overview of the model.

for texts. For classification tasks, a special token [CLS] is put to the beginning
of the text and the output vector of the token [CLS] is designed to correspond
to the final text embedding. The pre-trained BERT model has proven to be
very useful for transfer learning in multi-class and pairwise text classification.
Fine-tuning the model followed by one additional feedforward layer and softmax
activation function was shown to be enough for providing state-of-the-art results
on a downstream task [5].

Multi-class classification is a standard downstream task for BERT and was
extensively studied in the original work [5]. For examining BERT on the multi-
label setting, we change activation function after the last layer to sigmoid. The
loss to be optimized is adjusted accordingly to binary cross-entropy loss. The
case of multi-label classification was experimentally examined in the work [1].

3.2 BERT Encoder for Sequence Generation

In sequence generation model, we propose to use the outputs of the last trans-
former block in BERT model as vector representations of words and the embed-
ding of the token [CLS] produced by BERT as the initial hidden state of the
LSTM decoder. Generally, this representation is not a good summary of the
semantic content of the text [26] and it is often a better practice to pool the
sequence of hidden states for all the input tokens. However, in our experiments,
the model with this change performs almost the same and takes more epochs to
converge.

We obtain a total order relation (L,≤) after sorting the set of labels by
frequency [22]. If a prior information about the relationship between classes is
provided in the form of a tree hierarchy, the labels can also be sorted in topo-
logical order. We perform decoding following the work [29] except that in each
stage we mask out not only previously predicted labels but also the ones that
are ‘not greater than’ the last predicted label.
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The process we follow to predict the final label set Lpred for a text input x
consisting of m tokens is described in Algorithm 1 and illustrated in Fig. 1.

Algorithm 1. BERT + SGM
Lpred ← {}
L ← {1, 2, . . . , L, <EOS>}
[h1, h2, . . . , hm], h[CLS] ← BERT(x)
s0 ← Winith[CLS]

ŷ0 ← <BOS>

t ← 0
while ŷt �= <EOS> do

t ← t + 1
αt = softmax([h1, h2, . . . , hm]T st−1)
ct ← ∑m

i=1 αtihi

st ← LSTM(st−1, [ŷt−1; ct−1])
ot ← Wo tanh(Wdst + Vdct)
yt ← masked softmax(ot, children(ŷt))
ŷt ← arg max yt

Lpred ← Lpred ∪ {ŷt}
return Lpred

We train the final model to minimize the cross-entropy objective loss for a
given x and ground-truth labels {l∗1, l

∗
2, . . . , l

∗
k} ∈ L:

LCE(θ) = −
k∑

i=1

log Pθ(l∗i |x, l∗1:i−1) (2)

In the inference stage, we can compute the objective 2 replacing ground-truth
labels with predicted labels. To produce the final sequence of labels, we perform
a beam search following the work [25] to find candidate sequences that have the
minimal objective scores among the paths ending with the <EOS> token.

3.3 Mixed Model

In experiments, our error analysis has shown that often BERT can predict excess
labels while BERT+SGM tends to be more restrained, which suggests that the
two approaches can potentially complement each other well. Also, BERT+SGM
exploits the information about the underlying structure of labels. Wehrmann
et al. [23] in their work propose HMCN model in which they suggest to jointly
optimize both local (hierarchical) and global classifiers and combine their final
probability predictions as a weighted average.

Following this idea, we propose to use a mixed model which is an ensemble
of multi-label BERT and sequence generating BERT models. A main challenge
in creating a mixed model is that the outputs of the two models are principally
different. In Seq2Seq setup, we suggest to produce a probability distribution over
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Fig. 2. An example of a subtree of the tree hierarchy over classes in Y.Taxi Riders
dataset.

the labels by performing element-wise max-pooling operation on softmax outputs
of the decoder at each stage {yt}T

t=1 as per the paper [18]. In our experiments,
we found that the probability distributions obtained this way are meaningful
and after thresholding can yield predictions with accuracy comparable to the
accuracy of BERT+SGM model.

The final predictions pmixed ∈ RL are computed as a weighted average of
probability distributions of both models:

pmixed = αpBERT+SGM + (1 − α)pBERT (3)

The value of α ∈ [0, 1] is a trade-off parameter that is optimized on a validation
set.

4 Experiments

4.1 Datasets and Preprocessing

Table 1. Summary of the datasets. N is the number of documents, L is the number of
labels, W denotes the average number of words per sample ±SD (standard deviation),
and C denotes the average number of labels per sample ±SD.

Dataset N L W C Structure Language

RCV1-v2 804 410 103 223.2 ± 206.6 3.2 ± 1.4 Tree Eng

Reuters-21578 10 787 90 142.2 ± 142.5 1.2 ± 0.7 – Eng

AAPD 55 840 54 155.9 ± 67.6 2.4 ± 0.7 – Eng

Y.Taxi Drivers 163 633 374 18.9 ± 22.6 2.1 ± 1.0 Tree Rus

Y.Taxi Riders 174 590 426 16.2 ± 18.6 3.4 ± 0.8 Tree Rus

We train and evaluate all the models on three public datasets with English
texts and two private datasets with Russian texts. The summary of the datasets’
statistics is provided in the Table 1. Preprocessing of the datasets included lower
casing the texts and removing punctuation. For the baseline TextCNN and SGM
models, we used the same preprocessing techniques as in [29].
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Table 2. Results on the five considered datasets. Metrics are marked in bold if they
contain the highest metrics for the dataset in their ±SD interval.

RCV1-v2 Reuters-21578 AAPD

HA miF1 maF1 ACC HA miF1 maF1 ACC HA miF1 maF1 ACC

TextCNN 0.990 0.829 0.456 0.600 0.991 0.851 0.437 0.827 0.974 0.674 0.445 0.364

HMCN 0.989 0.808 0.546 0.595 – – – – – – – –

HiLAP 0.990 0.833 0.611 0.607 – – – – – – – –

EncDec orig. – – – – 0.996 0.858 0.457 0.828 – – – –

SGM repr. 0.990 0.815 0.428 0.605 0.996 0.788 0.452 0.812 0.974 0.698 0.468 0.372

BERT 0.992 0.864 0.556 0.624 0.997 0.899 0.534 0.857 0.976 0.713 0.559 0.381

BERT+SGM 0.990 0.846 0.629 0.602 0.996 0.854 0.467 0.817 0.976 0.718 0.496 0.377

Mixed 0.992 0.868 0.611 0.631 0.996 0.900 0.533 0.858 0.977 0.719 0.553 0.397

Y.Taxi Drivers Y.Taxi Riders

HA miF1 maF1 ACC HA miF1 maF1 ACC

TextCNN 0.996 0.610 0.173 0.571 0.994 0.521 0.130 0.381

SGM repr. 0.996 0.629 0.148 0.584 0.993 0.545 0.112 0.399

BERT 0.997 0.692 0.226 0.578 0.995 0.658 0.153 0.452

BERT+SGM 0.997 0.644 0.196 0.596 0.997 0.644 0.176 0.465

Mixed 0.998 0.681 0.235 0.599 0.997 0.657 0.174 0.469

Reuters Corpus Volume I (RCV1-v2) [9] is a collection of manually catego-
rized news stories, with each sample being assigned to labels from one or multiple
paths in the class hierarchy. Since there is practically no difference between topo-
logical sorting order and order by frequency [14] in multi-path case, we chose
to sort the labels from the most common ones to the rarest ones. The original
training/testing split [9] is still being used in modern research, but in several
other works authors split the data differently [14,29]. To avoid confusion, we
decided to be consistent with the original split.

Reuters-21578 is an MLTC dataset with articles from Reuters newswire. We
use the standard ApteMod split of the dataset [4].

Arxiv Academic Paper Dataset (AAPD) is a recently collected dataset [29]
consisting of abstracts of research papers from arXiv.org categorized into aca-
demic subjects.

Y.Taxi Riders is a private dataset from Yandex Taxi client support system
consisting of 174k tickets from riders and 426 classes. The dataset was labeled by
Yandex Taxi reviewers with one path from tree hierarchy per each sample with
an estimated accuracy 76.5 ± 2%. Since in this task there is only one path in the
tree to be predicted, we will explore a natural topological label ordering for this
dataset. An example of a subtree of the tree hierarchy is provided in Fig. 2.

Y.Taxi Drivers is also a private Yandex Taxi dataset collected in drivers
support system. The dataset consists of 164k tickets tagged with 374 labels and
has properties similar to the Y.Taxi Riders dataset.

4.2 Experiment Settings and Baselines

We use the base-uncased versions of BERT for English texts and the base-
multilingual-cased version for Russian texts. The batch size is set to 16. We
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optimize using Adam [8] with β1 = 0.9, β2 = 0.99 and learning rate 2 · 10−5. For
the multi-label BERT, we also use the same scheduling of the learning rate as
in the original work by Devlin et al. [5]. We implemented all the experiments in
PyTorch 1.2 and ran the computations on a single GeForce GTX 1080Ti GPU.
Our implementation is relied on transformers library [26].

To evaluate the performance of the models, we compute hamming accuracy,
set accuracy, micro-averaged f1, and macro-averaged f1 [11,14,29].

We use a classic two-layer convolutional neural network TextCNN [7] as a
baseline for our experiments. For comparison, we provide the results of HMCN
[23] and HiLAP [11] models for hierarchical text classification on RCV1-v2
dataset adopted from the work [11]. The next baseline model is Sequence Gener-
ation Model SGM [29], for which we reuse the implementation of the authors.1

For Reuters-21578 dataset, we also include the results of the EncDec model
[14] from the original paper on sequence-to-sequence approach to MLTC.

4.3 Results and Discussion

We present the results of the suggested models and baselines on the considered
datasets in Table 2.

First, we can see that both BERT and BERT+SGM show favorable results
on multi-label classification datasets mostly outperforming other baselines by a
significant margin.

In some cases, BERT performs better than the sequence-to-sequence version,
which is especially evident on the Reuters-21578 dataset, and a possible reason
might be its small size. However, on RCV1-v2 dataset the macro-F1 metrics of
BERT + SGM is much larger while other metrics are still comparable with the
BERT’s results. Also, for both Yandex Taxi datasets in Russian language, we
can see that the hamming accuracy and the set accuracy of the BERT+SGM
model is higher compared to other models.

In most cases, better performance can be achieved after mixing BERT and
BERT+SGM. On public datasets, we see 0.4%, 1.6%, and 0.8% average improve-
ment in miF1, maF1, and accuracy respectively in comparison with BERT. On
datasets with a tree hierarchy over classes, we observe 2.8% and 1.5% average
improvement in maF1 and accuracy.

We also found that BERT for multi-label text classification tasks takes far
more epochs to converge compared to 3–4 epochs needed for multi-class datasets
[5]. For AAPD, we performed 20 epochs of training; for RCV1-v2 and Reuters-
21578 – around 30 epochs; for Russian datasets – 45–50 epochs. BERT + SGM
achieves decent accuracy much faster than multi-label BERT and converges after
8–12 epochs. Performance of both models on the validation set of Reuters-21578
during the training process is shown in Fig. 3.

We obtain optimal results with the beam size in the range from 5 to 9.
However, the greedy approach with the beam size 1 gives similar results with
less than 0.3% difference in the metrics. A possible explanation for this might

1 https://github.com/lancopku/SGM.

https://github.com/lancopku/SGM
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Fig. 3. Performance of BERT and BERT+SGM on Reuters-21578 validation set during
training.

BERT+SGM BERT multi-label

Fig. 4. Visualization of feature importance for multi-label BERT and BERT+SGM
models trained on AAPD and applied to BERT paper [5] abstract (cs.LG – machine
learning; cs.CL – computation & linguistics; cs.NE – neural and evolutionary comput-
ing).

be that, while in natural language generation tasks the token ordering in the
output sequence matters a lot and there might be many potential options, label
set generation task is much simpler due to a smaller ‘vocabulary’ size |L| and
indifference to ordering.

A natural question arises as to whether the success of the mixed model is the
result of two models having different views on text features. To have a rough idea
of how the networks make their prediction, we visualized the word importance
scores for each model using the leave-one-out method [24] in Fig. 4. It can be
seen from this example that BERT+SGM seems to be slightly more selective in
terms of features to which it pays attention. Also, in this particular case, the
predictions of sequence generating BERT are more accurate.

5 Conclusion

In this work, we examine BERT and sequence generating BERT on the multi-label
setting. We experiment with both models and explore their particular properties
for this task. We also introduce and examine experimentally a mixed model which
is an ensemble of standard BERT and sequence-to-sequence BERT models.

Our experimental studies showed that BERT-based models and the mixed
model, in particular, outperform the considered baselines by several metrics.
We establish that multi-label BERT typically needs several dozens of epochs
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to converge, unlike to BERT+SGM model which demonstrates decent results
just after a few hundreds of iterations (one pass through less than a half of the
training data.).
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Abstract. This paper focuses on a novel approach for false-positive
reduction (FPR) of nodule candidates in Computer-Aided Detection
(CADe) systems following the suspicious lesions detection stage. Con-
trary to typical decisions in medical image analysis, the proposed app-
roach considers input data not as a 2D or 3D image, but rather as a point
cloud, and uses deep learning models for point clouds. We discovered that
point cloud models require less memory and are faster both in training
and inference compared to traditional CNN 3D, they achieve better per-
formance and do not impose restrictions on the size of the input image,
i.e. no restrictions on the size of the nodule candidate. We propose an
algorithm for transforming 3D CT scan data to point cloud. In some
cases, the volume of the nodule candidate can be much smaller than the
surrounding context, for example, in the case of subpleural localization
of the nodule. Therefore, we developed an algorithm for sampling points
from a point cloud constructed from a 3D image of the candidate region.
The algorithm is able to guarantee the capture of both context and can-
didate information as part of the point cloud of the nodule candidate.
We designed and set up an experiment in creating a dataset from an
open LIDC-IDRI database for a feature of the FPR task, and is herein
described in detail. Data augmentation was applied both to avoid over-
fitting and as an upsampling method. Experiments were conducted with
PointNet, PointNet++, and DGCNN. We show that the proposed app-
roach outperforms baseline CNN 3D models and resulted in 85.98 FROC
versus 77.26 FROC for baseline models. We compare our algorithm with
published SOTA and demonstrate that even without significant modifi-
cations it works at the appropriate performance level on LUNA2016 and
shows SOTA on LIDC-IDRI.
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1 Introduction

Survival in lung cancer (over a period of 5 years) is approximately 18.1%1. Early-
stage lung cancer (stage I) has a five-year survival rate of 60–75%. A recent
National Lung Screening Trial (NLST) study has shown that lung cancer mor-
tality can be reduced by at least 20%, using a high-risk annual screening program
with low-dose computed tomography (CT) of the chest [1]. Computerized tools,
especially image analysis and machine learning, are key factors for improving
diagnostics, facilitating the identification of results that require treatment, and
supporting the workflow of an expert [2].

Although CAD systems have shown improvements in readability by radi-
ologists [3–5], a significant number of nodules remained undetected at a low
rate of false-positive results, prohibiting the use of CAD in clinical practice.
Classification tasks in the medical domain are often a normal vs pathology dis-
crimination task. In this case, it is worth noting the normal class is extremely
over-represented in a dataset.

Until recently, CAD systems were built using manually created functions
and decision rules. With the advent of a new era of deep learning, the situation
has changed. Now, to solve the detection task, CNN models are widely studied.
Due to their specificity, CNNs can work efficiently with images and focus on
candidate recognition [2]. However, due to architectural limitations, convolution
neural networks can only function effectively with data of a strictly specified size.
The selection of images of incorrect sizes can significantly reduce the effectiveness
of the model for objects that are either too large or too small.

In this work, we have proposed a novel approach for the false-positive reduc-
tion stage for CAD systems, based on point cloud networks. These networks
require less memory for training and inference, show more stable results when
working with multiple data sources and, most importantly, do not impose restric-
tions on the size of the input image - unlike CNN counterparts.

We have also proposed an algorithm for transforming 3D CT scan data to
point cloud. We have developed an algorithm for sampling points from a point
cloud, constructed from a 3D image of the candidate region. The algorithm must
be able to capture both context and candidate information as part of the point
cloud of the nodule candidate.

The goal of the false-positive reduction task is to recognize a true pul-
monary nodule from multiple plural candidates, which are received from the
detection stage. Both point cloud sampling methods and FPR-model inputs
strongly depend on segmentation masks suitable for nodule candidates. Perfor-
mance evaluation of the FPR is both deeply connected with and dependent on
the performance of a detector. In order to ascertain the accuracy of the FPR
model performance (investigated separately from the detector) we designed and
have described the full process of receiving a special artificial dataset for FPR
training and evaluation.

1 2018 state of lung cancer report: https://www.naaccr.org/2018-state-lung-cancer-
report/.

https://www.naaccr.org/2018-state-lung-cancer-report/
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This article consists of the following structure. In the Sect. 2 we have provided
an overview of major works on lung cancer detection, lungs nodules evaluation
and models on point clouds. Under Sect. 3 we describe data processing for train-
ing both point-cloud-based and baseline models. In the Sect. 4 we explain in
detail a point cloud sampling policy and, in Sect. 5, an augmentation policy.
All the experiments we conducted on LIDC-IDRI and LUNA2016 datasets are
described under the Sect. 6 with a comparison of current SOTA.

2 Previous Work

Currently the conventional pipeline in the screening task for CAD consists of sev-
eral stages - principally detection and cancer classification. A two-stage machine
learning algorithm is a popular approach that can assess the risk of cancer associ-
ated with a CT scan [6–10]. The first stage uses a nodule detector which identifies
nodules contained in the scan. The second step is used to assess whether nodules
are malignant or benign.

Methods to solve false positive reduction tasks separately from full CAD
pipelines have been highly favored in recent times. A multicontext 3D residual
convolutional neural network (3D Res-CNN) was proposed in [11] to reduce false-
positive nodules. In [12] a spatial pooling and cropping (SPC) layer to extract
multi-level contextual information of CT data was designed and added to 3D Res-
CNN. The method presented in [13] is based on structural relationship analysis
between nodule candidates and vessels, and the modified surface normal overlap
descriptor to separate low-contrast nonsolid nodules from the candidates. The
algorithm proposed in [14] segments lungs and nodules through a combination of
2D and 3D region growing, thresholding and morphological operations. To reduce
the number of false positives, a rule-based classifier is used to eliminate obvious
non-nodules, followed by a multi-view Convolutional Neural Network. The CNN
from [15] is fed with nodule candidates obtained by combining three candidate
detectors specifically designed for solid, subsolid, and large nodules. For each
candidate, a set of 2D patches from differently oriented planes is extracted.
An evaluation of FPR models are performed on independent datasets from the
LUNA162 and ANODE093 challenges and DLCST[16].

Recently, several successful works using point clouds in medical image anal-
ysis have appeared. In [25], a segmentation of teeth was presented. In [27], seg-
mentation refinement with false positive reduction by point clouds was proposed.
In [26] the authors use point clouds for vertebra shape analysis.

A point cloud is represented as a set of 3D points {Pi|i = 1, ..., n}, where
each point Pi is a vector of its (x, y, z) coordinate in addition to extra feature
channels. A neural network, named PointNet, was shown in [22]. It directly works
with point clouds, and fully respects the permutation invariance of points in the
input. Therefore, the model is able to capture local structures from nearby points,
and the combinatorial interactions among local structures. In [23], the authors
2 LUNA16 challenge homepage: https://luna16.grand-challenge.org/.
3 ANODE09 challenge homepage: https://anode09.grand-challenge.org/.

https://luna16.grand-challenge.org/
https://anode09.grand-challenge.org/
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expand further on the idea to capture local structures induced by the metric
space points live in, as well as increasing model ability to recognize fine-grained
patterns and generalizability to complex scenes. Finally, in [24], the authors
propose a module dubbed EdgeConv suitable for CNN-based high-level tasks
on point clouds, including classification and segmentation. Instead of working
on individual points like PointNet, however, EdgeConv exploits local geometric
structures by constructing a local neighborhood graph and applying convolution-
like operations on the edges, connecting neighboring pairs of points (as in graph
neural networks).

3 Data and Processing

It is difficult to directly and objectively compare different CAD systems. In [17],
an evaluation system was proposed for the automatic detection of nodules on
CT images. A large dataset, containing 888 CT scans with annotations from the
open LIDC-IDRI database4, is available from the NCI Cancer Imaging Archive.5

A detailed description of the data set is given in [18]. This includes a descrip-
tion of the range of possible patients and disease manifestations, as well as the
data labels reception process, and an analysis of their ability to support the
performance of this method. Any nodule noted by at least one radiologist was
considered as positive ground truth. This increased the number of positive ROI
in our dataset. In general this led to a decrease in recall at low levels of false
positives. Additionally, we took into account all nodules ≤ 3 mm as a false pos-
itive. Our reasoning for choosing such a markup is the goal of constructing a
pipeline for detecting nodes with maximum recall, including controversial cases.
In our opinion, such borderline situations should be detected by an algorithm,
and a doctor should have to make a final decision regarding this region. It is
in controversial and non-obvious cases that the new CAD systems should be of
help to the doctor. Since different series in the dataset can have different slice
thickness parameters, and thus different distances between slices, we resampled
series space to 1 mm per voxel side.

We described dataset collection for the false positive reduction task as a
Subsect. 3.1. We have also explained preprocessing algorithms for each model
in relevant subsections: for detector in the Subsect. 3.2, for baseline FPR in the
Subsect. 3.3, for point cloud-based in the Subsect. 3.4.

3.1 Collecting a Dataset for FPR Task

Since both our point cloud sampling method and FPR-model input strongly
depend on segmentation masks suitable for nodule candidates, we have used the
LIDC-IDRI dataset as a source for setting up training and testing data for the
FPR task. A simple scheme is presented in Fig. 1.
4 LIDC-IDRI Dataset: https://wiki.cancerimagingarchive.net/display/Public/LIDC-

IDRI.
5 TCIA Collections: https://www.cancerimagingarchive.net.

https://wiki.cancerimagingarchive.net/display/Public/LIDC-IDRI
https://wiki.cancerimagingarchive.net/display/Public/LIDC-IDRI
https://www.cancerimagingarchive.net
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Fig. 1. Full scheme of the artificial dataset for FPR task

We have used DenseNet121-TIRAMISU [20] as a detector for nodule candi-
dates, as well as for train and test datasets for FPR task collection. Firstly, we
split LIDC-IDRI datasets into train and test datasets with a 75%–25% ratio.
For the creation of the FPR-train dataset we applied 4-fold cross-validation. We
split the LIDC-IDRI train dataset into 4 subsets, trained a detector on 3 of these
subsets, then inferred the detector on the remaining subset. The data received
from the inference phase, including predicted segmentation masks and probabil-
ities, is then appended to the training dataset for the FPR task. We repeated
this detector train-infer loop 4 times, consistently considering each of the 4 folds
from LIDC-IDRI as a subset to infer. To create the FPR-test dataset we trained
the detector on the full LIDC-IDRI train dataset, then inferred the detector on
the LIDC-IDRI test dataset. The data received from the inference is then used
as a test dataset for the FPR task.

3.2 Data Preprocessing for Detector

The images are presented on the Hounsfield scale.6 Voxel intensities are limited
to an interval from −1000 to 400 HU and normalized in the range from 0 to 1. We
used as a detector input a full 2D slice concatenated with 4 Maximum Intensity
Projection (MIP) images [19] per sample. MIP images are used by radiologists
alongside a complete CT exam in order to improve the detection of pulmonary
nodules, especially small nodules. MIP images consist of the superposition of
maximum grey values at each coordinate from a stack of consecutive slices. Such
a combined image shows morphological structures of isolated nodules and contin-
uous vessels. Experimental results in [19] showed that utilizing MIP images can
6 https://en.wikipedia.org/wiki/Hounsfield scale.

https://en.wikipedia.org/wiki/Hounsfield_scale
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increase sensitivity and lower the number of false positives, which demonstrates
the effectiveness and significance of the proposed MIP-based CNNs framework
for automatic pulmonary nodule detection in CT scans. We took MIP images
of different slab thicknesses of 5 mm, 10 mm, 15 mm and 20 mm and 1 mm axial
section slices as input.

3.3 Data Preprocessing for Baseline CNN-like FPR Model

For each predicted region of interest (ROI) from the detector network, we cut
a patch sized 64 × 64 × 64, the center of which is equal to the center of the
segmented nodule area provided by the detector. The patch, normalized in the
range from 0 to 1, is considered as an input to the network.

3.4 Data Preprocessing for PointNet-Like FPR Models

For each predicted region of interest (ROI) from the detector network, we form
a bounding box with 16 mm padding. Bounding boxes here can be any size,
matching the binarized segmenting mask obtained from a detector. Thus we
can provide context for the candidate and the surrounding neighborhood, with
different lung tissues like vessels, pleura, bronchi, etc. To reduce the number
of points and exclude the most non-informative points from consideration we
selected points only with a HU value from −400 to 400 from this bounding box.
This allows us to catch the vast majority of all nodule types and, at the same
time, reduces the number of points from 250,000 to 15,000 on average. The input
point consists of several features: coordinates of a point, its HU density value, and
the probability that it will be predicted by the detector. As a normalization step,
we centered coordinates over the center of the segmented nodule area provided
by the detector, and in addition translated HU values to a (−1,1) interval.

4 Point Cloud Sampling

A naive resampling approach can invoke the loss of important information and
is highly application-dependent. Since 2016, several studies have investigated
point cloud analysis [22,23] but still applied a uniform resampling for fixing the
number of points. Such an approach does not preserve the finer details of data,
which is important for the segmentation tasks. Furthermore, it also ignores the
existing strong dependency between the label of each point and its location in
the point cloud. For the basis of our proposed point cloud sampling method, we
used the method described in [25]. The authors propose a unique non-uniform
resampling mechanism that facilitates the network on a fixed-size resampled
point cloud, which contains different levels of the spatial resolution, involving
both local, fine details and the global shape structure.

We introduced two major differences from this method. First, we change
the parameter σ that controls the bandwidth (compactness) of the kernel and
depends on the candidate radius r. We choose σ = r/2. Second, we introduced
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additional sampling from the nodule area. It should be pointed out that there
is a problem of sampling small subpleural candidates with a diameter < 5 mm
and an overwhelming surrounding context. The probability of the candidate’s
point inclusion to the sampled point cloud decreases with the reduction of the
candidate’s size. To deal with this, we sample additionally and uniformly only
from the area corresponding to the segmenting mask provided by the detector.
Thus we can guarantee the appearance of candidate points in the sampled point
cloud regardless of the candidate’s location or size.

The basic intuition that underlies the proposed sampling method is as follows:
the farther the point is from the center of the candidate, the less likely it will
be selected in the sampling process. To control this, we introduce sigma as half
the candidate radius. Obviously, the farther the point is from the candidate,
the less likely it is to be classified as a nodule/non-nodule. For example, even if
the detector incorrectly selected a part of the vessel as a nodule, the points of
interest that are closest to the candidate’s points are of greatest interest. This
will allow the algorithm to decide that it is a vessel (or bronchus), and not a
nodule. Whether or not a point belongs to the candidate is determined by the
order of the detector in binarizing its mask. Not only does all of this guarantee
a context capture regardless of the size of the original candidate, but uniform
sampling also provides us with all the necessary information about the region of
interest.

5 Augmentation Techniques

We are dealing with an imbalance between false positives and nodules. In order
to avoid overfitting, augmentations are performed at an image level as well as
at a point cloud level. At an image level, we apply Gaussian noise blur and
Hounsfield units shift. Gaussian noise is added not to a whole slice but rather in
accordance with the random generated mask. We have used 0.2 for blur appear-
ance probability and the interval [0.2, 0.8] for the Gaussian filter coefficient. The
Gaussian filter coefficient alpha is distributed uniformly.

At the point cloud level we added a rotation (at a randomly chosen degree
in the transverse planes) and a random constant coordination shift. This shift
presents compression and extension. Balanced random selection from the data
set was applied. The augmentation technique is applied only to the training
dataset; the test data is utilised as is. The augmentation technique is applied
both for CNN-like baselines as well as for PointNet-like FPR models.

6 Experiments

6.1 Experiments on LIDC-IDRI

The goal of the false-positive reduction task is to recognize true pulmonary nod-
ules from a variety of candidates, which are identified at the first step of pulmonary
nodule candidate detection. Here we investigated FPR performance separately
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from the detector results. We considered the simplest and most common architec-
ture of a detector model and used it only as a sampler for creating the FPR train
dataset. Performance evaluation of the FPR is deeply connected with and depen-
dent on the performance of a detector. That is why we examined FPR performance
scoring only on an artificially received dataset, as described in Sect. 3.1.

Table 1. Results of the experiments on LIDC-IDRI. Sensitivity per FP level per exam.

Experiment 0.125 FP 0.25 FP 0.5 FP 1 FP 2 FP 4 FP 8 FP Mean sens

Li [29] 0.600 0.674 0.751 0.824 0.850 0.853 0.859 0.773

Liao [28] 0.662 0.746 0.815 0.864 0.902 0.918 0.932 0.834

Baseline 0.514 0.600 0.710 0.812 0.893 0.931 0.944 0.772

Pointnet 0.433 0.560 0.693 0.835 0.946 0.977 0.982 0.775

Pointnet w/aug 0.438 0.607 0.698 0.844 0.949 0.990 0.990 0.788

Pointnet++ 0.360 0.502 0.640 0.776 0.922 0.972 0.995 0.738

Pointnet++ w/aug 0.356 0.502 0.657 0.789 0.922 0.990 0.995 0.744

DGCNN 0.497 0.628 0.758 0.904 0.969 0.994 0.994 0.821

DGCNN w/aug 0.545 0.679 0.842 0.971 0.990 0.995 0.995 0.859

We compared several architectures that work with point cloud data and
baseline CNN. As a baseline we considered a ResNet3D model [21], trained on
the same dataset.

We examined 3 PointNet based models: PointNet [22], PointNet++ [23] and
DGCNN [24]. We used FROC [35] as the model’s quality criterion, as a nat-
ural metric for nodule detection systems. During experiments, we performed
several runs for selected architectures and evaluated model performance with
and without augmentations during the training procedure. We used an ADAM
[36] optimizer with a starting learning rate of 0.001, and trained models dur-
ing 70 epochs, decreasing the learning rate twice every 10 epochs. We achieved
the best FROC of 85.98 using the DGCNN model with augmentation. This
result outperforms the 77.26 FROC of the baseline model. Results for all the
experiments are shown in Table 1. In this table, Sens./0.125 FP means that
models show sensitivity equal to a number from the corresponding table cell at
a mean 0.125 False Positives per scan. In the table we have also provided recent
published results([28,29]). Our CNN baseline and our PointNet-like approaches
demonstrated a performance matching the level of [29]. At the same time, the
best DGCNN with augmentation outperformed [28]. Examples of point cloud
samples are provided in Appendix A.

We added the FROC pictures depending on the nodule size. The results
show that in a case with large nodules there is no performance degradation.
Furthermore, PointNet-like models performed better in such cases compared to
a CNN approach (Fig. 2).

To show the effect of the selected sampling method on the performance of the
model, we conducted additional experiments with a uniform method of sampling.
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Table 2. Results of the experiments on LIDC-IDRI with DGCNN model with aug-
mentation. Sensitivity per FP level per exam. Comparison of the performance of FPR
models with various point sampling methods.

Sampling 0.125 FP 0.25 FP 0.5 FP 1 FP 2 FP 4 FP 8 FP Mean sens

Uniform 0.36 0.52 0.655 0.78 0.902 0.969 0.99 0.7394

(Section 4) 0.545 0.679 0.842 0.971 0.990 0.995 0.995 0.859

Fig. 2. FROC. left: for baseline CNN 3D model and right: for DGCNN model

Table 2 shows a significant increase in the FROC values for each FP level in cases
with proposed sampling, compared to uniform sampling.

6.2 Experiments on LUNA2016 Nodule Detector Track. Benchmark

Table 3. Results of the experiments on LUNA nodule detection track. Sensitivity per
FP level per exam

Experiment 0.125 FP 0.25 FP 0.5 FP 1 FP 2 FP 4 FP 8 FP Mean sens

Liao [28] 0.662 0.746 0.815 0.864 0.902 0.918 0.932 0.834

Zhu [30] 0.692 0.769 0.824 0.865 0.893 0.917 0.933 0.842

Li [29] 0.739 0.803 0.858 0.888 0.907 0.916 0.920 0.862

Wang [31] 0.676 0.776 0.879 0.949 0.958 0.958 0.958 0.878

Khosravan [32] 0.709 0.836 0.921 0.953 0.953 0.953 0.953 0.897

Ozdemir [33] 0.832 0.879 0.920 0.942 0.951 0.959 0.964 0.921

Cao [34] 0.848 0.899 0.925 0.936 0.949 0.957 0.960 0.925

Baseline 0.686 0.811 0.840 0.929 0.972 0.972 0.972 0.883

DGCNN w/aug 0.725 0.832 0.901 0.933 0.945 0.945 0.945 0.8894

The generally accepted benchmark for the FPR task in nodule detection is the
LUNA2016 FPR track competition. We believe that a comparison of our results
with the existing benchmark is important for a more transparent reflection on the
results obtained and the performance of the model. However, it is also necessary
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to note that we are unable to use the LUNA2016 FPR track data as a benchmark
for the point-cloud-based model. This is because the data on this track does
not have the necessary markup. Our FPR model inputs strongly depend on
segmentation masks suitable for nodule candidates(see Sect. 3.1).

Nevertheless, we are able to evaluate the entire pipeline on the LUNA2016
nodule detection track. We are aware of the heavy dependence of the whole
pipeline evaluation on the performance of the detector. FNs cannot be recovered
by the FPR model. A weak detector can create many FNs. Furthermore we want
to note that the study of the performance of the detector is beyond the scope of
this work. Nevertheless, for a more transparent estimation of the FPR models,
we briefly present the results of the detector performance of the LUNA2016
nodule detection track: mean sensitivity 0.4132, max recall 0.9776 achieved on
43 FP per case. Table 3 shows that both the CNN baseline and the PointNet
approaches in conjunction with a weak detector have a performance comparable
to the level of recent published results.

7 Ablation Study

As part of the formulation of the general objective of this work—testing the
hypothesis that lung nodules can be effectively represented as a point cloud—we
decided that it would be interesting to include the results of an ablation study.
First, to clarify the problem: patch classification refers to the classification of
objects presented on these patches - the nodule is either represented there or
not. Common false-positive detections include pieces of bronchi, blood vessels,
fibrosis, etc. In the task of separating these objects from the nodules, informa-
tion about their shape is critical. As a result, coordinates are needed as data
for representation. The coordinates contain information about the shape of the
object represented on the patch. Coordinates ”structure” points in a point cloud.
Speaking more formally, we propose to present objects not as a 3D image, but
as a list of points with their own characteristics. The most obvious characteristic
of a point is their coordinates (x, y, z). We can expand this list by adding infor-
mation about the radiological density (HU) and probability of the detector (p).
Thus, each example is represented as a list (xi, yi, zi, hui, pi)i = 1...n, where n
is the number of points in the example. This data is already used by the model
as an input. The results presented in Table 4 confirm our assumptions on the
importance of HU and p in the context of solving the FPR problem based on
PointNet-like models, and presenting samples in the point cloud. Results of such
an experiment show that coordinate information for each point is essential for
successful nodule/non-nodule classification. This result is consistent with our
hypotheses and assumptions.

7.1 Conclusion and Discussion

We have proposed a novel approach for solving False-Positive Reduction tasks
for lung nodule detection CAD systems, based on the representation of a nod-
ule candidate as a set of points with known coordinates, radiodensity, and class
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Table 4. Results of the experiments on LIDC-IDRI. Sensitivity per FP level per exam.
Comparison of the performance of FPR models with various point representation in
the Point Cloud.

Experiment 0.125 FP 0.25 FP 0.5 FP 1 FP 2 FP 4 FP 8 FP Mean sens

Li [29] 0.600 0.674 0.751 0.824 0.850 0.853 0.859 0.773

Liao [28] 0.662 0.746 0.815 0.864 0.902 0.918 0.932 0.834

Baseline 0.514 0.600 0.710 0.812 0.893 0.931 0.944 0.772

DGCNN (xyz + HU + p) 0.545 0.679 0.842 0.971 0.990 0.995 0.995 0.859

DGCNN (xyz + p) 0.382 0.577 0.756 0.902 0.959 0.979 0.992 0.792

DGCNN (xyz + HU) 0.362 0.467 0.630 0.764 0.862 0.979 0.995 0.723

DGCNN (xyz) 0.362 0.451 0.528 0.646 0.829 0.947 0.995 0.680

DGCNN (HU + P) 0.121 0.211 0.308 0.410 0.597 0.845 0.983 0.496

probability, predicted by a detector. Such representation allows us to use a wide
set of models designed to work with point cloud and graph data. Representation
of lung tissue as a set of points is quite efficient: a major part of a lung’s volume
is air, and observation of it can be skipped without missing any important infor-
mation. This leads us to much more lightweight models compared to traditional
CNN 3D, including the usage of the entire patch extracted from a CT scan.

We have provided an extensive comparison with SOTA results from open
sources. For a FPR task we compared PointNet-like approaches with widely
popular CNN-like models. We have shown that the DGCNN model can outper-
form CNN 3D at the False Positive reduction task. We have also provided an
ablation study as essential for the paper and understanding of the method of
the use of point clouds. The results show the importance of such parameters as
radiology density (HU) and detector probability (p) in the context of presenting
samples in the point cloud.

We have also presented augmentation techniques that lead to better model
performance. According to these results, we assume that such a representation
and approach can be successfully transferred to nodule detection tasks, and we
plan to extend this work and construct the pipeline for nodule detection on
point cloud representation on chest CT scans in its entirety. A major point that
remains for further research will be the performance of tests on other datasets
from different sources.
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A Point Cloud Samples Visualisation

Fig. 3. Examples of point cloud samples for positive candidates (Color figure online)

Fig. 4. Examples of point cloud samples for negative candidates (Color figure online)

At Fig. 3 and Fig. 4 red points signify those points that detector marked as
nodule candidates. Blue points represent the background. These plots show that
point cloud contains all necessary information for successful separation of true
positive candidates from false-positive candidates.
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Abstract. The article describes a software pipeline for identifying and classifying
the interests of users in social networks using modern models and deep learning
methods. The developed program is able to detect the presence of bad habits
(smoking, alcohol), a sporting lifestyle, as well as determine the user’s addiction to
travel by an available set of photos. The software includesmodules that implement
deep learning algorithms for the object detection and semantic segmentation of
images using the Cascade-R-CNN and DeepLabv3+ models, and the module
for converting annotations of the images from COCO, ImageNet, OpenImagesV6
datasets and manually labeled images to the unified format. The models were
trained on the created original datasets which include 90200 photos in total. The
accuracy of the developed models is from 83.7% up to 86.6% mAP for object
detection depending on a specific category of objects and 78.4% pixel accuracy
for segmentation.

Keywords: User behaviour · Object detection · Image segmentation · Image
processing · Convolutional neural networks

1 Introduction

Among the main tasks facing researchers of social networks, it is possible to single
out the development of methods for identifying the psycho-emotional characteristics of
users, methods for identifying the interests and habits of a user, as well as patterns of
human behavior from the history of his movements, social connections of the user and
assessing his informational influence.

The stable popularity of social networks has led to the accumulation in cyberspace
of a large amount of data about users, their characteristics, behavior and interactions
between them. Thus, data from open sources provide an opportunity to study the patterns
of perception and decision-making processes both at the level of individuals and at
the level of user groups (communities), including the study of the psycho-emotional
characteristics of people as members of society, as well as collective emotions. Vividly
expressed personality characteristics influence a person’s choice of a profession, hobbies
and preferences, for example, in music or cinema. There are studies of the relationship
between personality characteristics and the user’s choice of multimedia content on their
social network profiles [1].
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The Schwartz psycho-typing method, also known as the “Schwartz value question-
naire”, or the “Schwartz value test” is used to study the dynamics of changes in per-
sonality values in connection with their life problems [2]. This method is based on ten
core human values (Schwartz values) and on the theory that all values are divided into
social and individual. The method is not widely used in studies of the last decade, being
supplanted by the more popular Big-V at the moment [3].

In the framework of the foregoing, it is becoming increasingly relevant to formulate
individual-oriented approaches to the formation of personality-oriented recommenda-
tions, as well as socially significant projects in the field of education and health care due
to the presentation of information about a healthy lifestyle, cultural and social values
tailored specifically for the individual.

There are very few works that solve the task of highlighting thematic interests from
beginning to end. We can distinguish work [4], which proposes an approach based on
the construction of a tree-like hierarchy of user interests. To train the model, the authors
of the work did a survey on several hundred users, which consisted of questions aimed
at clarifying their interests.

In order to identify topics and interests of users, topic models are often used for
semantic analysis of posts [5] and analysis of subscriptions and friendship networks
[6] of users to identify interests based on the topics of the user’s communities and
similar friends. To build a 360-degree user profile, the information obtained by analyzing
his posts, subscriptions and social connections must be supplemented by analyzing
media content. To highlight topics from the photo, methods of annotating images can
be used. There are many methods that are divided into different classes according to
the approaches used in them. It can be based on visual spaces, where the pictures and
signature are fed independently to the decoder, or the multimodal approach, where the
signatures and pictures using encoders are combined in one space, and then using one
decoder generate a signature. Models can also be divided into two classes: encoder-
decoder and composite architectures [7]. To train models, datasets with annotations and
topics highlighted in them can be used (for example, Flickr30k or MS-COCO). In [8],
the authors propose a new attention mechanism, which integrates image themes into the
attention model. It helps to choose the most important image features. In addition, the
features and themes of the images are retrieved by separate networks. In [7] an overview
of the above methods is given.

Object detection in images to identify user interests has been used in a large number of
works in the last years [9–12]. A large study of methods for analysis of the preferences of
Pinterest users is done in [9]. The main approach in this area is based on the formation
and clustering of a set of user interests from image annotations based on the objects
identified in the image. In particular, this can be done by estimating user interests based
on images of his purchases by constructing a weighted average of image features [11].
Approaches to automatic prediction of the user’s preferences for hobbies and lifestyle
based on an offline analysis of a gallery of photos and videos from mobile device was
discussed in [10].

To successfully solve the problem of identifying topics by photo, one will face a
number of technical problems, in particular, how to detect parts of images that are
important for determining the topic. As a solution, methods for detecting objects, such
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as RetinaNet in [13], can be used. In addition, it is necessary to highlight approaches
for the identification of topics by photos, which do not have annotations, tags, and
geolocation. To identify the user’s interests in such datasets, one should use methods
of objects detection to create tags that indicate markers of interests in certain fields
of activity. In this paper we have developed a model that implements the detection of
the specific objects in images that can help determine the user’s bad habits (cigarettes,
alcohol, hookahs, smoke, etc.), their interest in sports (sports equipment, sportswear,
etc.), as well as objects related to the background (sky, mountains, sea, etc.) through
semantic segmentation model that can identify travelers.

This paper is organized as follows. Section 2 is devoted to a brief review of existing
object detection approaches and semantic segmentation models that were used in this
research. Section 3 contains information about the classes of the images in the collected
dataset for identifying user interests and habits. In Sect. 4 we present the developed
method of converting annotations from several datasets to the unified format and the
architecture of the implemented classification module. Section 5 describes experimental
results and Sect. 6 presents the conclusion on the work.

2 Models

In order to determine the interests and habits of users based on their photos in social
networks, one should be able to detect objects in photos. To solve this task we used two
computer vision methods: object detection and semantic segmentation. Object detection
was used as themainmethod to find specific objects in the image. Semantic segmentation
allowed us to distinguish background classes such as forest, sea, and objects that indicate
being indoors. This information can be used to determine individual classes of user
interests or to understand the context of the image. There is no need to use panoptic
segmentation or instance segmentation because there is no need to process each object
of the class separately. The context of an object position in the image is more important
for our case.

DeepLabV3+ and Cascade R-CNN models with ResNeSt and Xception backbones
were selected for this research. They showed highest results for solving object detection
and segmentation problems on various datasets [14]. To choose the best one we have
tested different state-of-the-art models and backbones. The main metrics that we have
monitored was AP and APs on COCO minival set for object detection models because
we need to detect some small objects like cigarettes. Results of comparison presented in
the Tables 1, 2 and 3 below.We have compared different models with the same backbone
and then compared the best model with different backbones. For semantic segmentation
task we monitored mIOU metric on PASCAL VOC 2012 test set (see Table 3).

2.1 ResNeSt

In this work, we use ResNeSt for feature extraction for the Cascade R-CNN object
detection model presented in [8]. This model is quite new, but the original work, as well
as a number of other studies, show that this model is quite effective and can significantly
improve accuracy without losing performance. This model is an improved version of the



Identifying User Interests and Habits Using Object Detection 219

Table 1. The comparison of different object detection models on COCO minival set.

Model Backbone AP, % AP50, % APs, %

YOLOv3 Darknet-53 33.0 57.9 18.3

RetinaNet ResNet-101 39.1 59.1 21.8

Faster
R-CNN

ResNet-101 41.37 59.2 22.2

Cascade
R-CNN

ResNet-101 42.7 61.6 23.8

Table 2. The comparison of Cascade object detection models with different backbones on COCO
minival set.

Model Backbone AP, % AP50, % APs, %

Cascade R-CNN HRNetV2p-W18 41.3 59.2 23.7

Cascade R-CNN ResNet-101 42.7 61.6 23.8

Cascade HTC – 43.2 59.4 20.3

Cascade R-CNN ResNeSt-101 47.5 65.4 28.5

Cascade
R-CNN

ResNeSt-200 49.03 68.2 30.9

Table 3. The comparison of semantic segmentation models on PASCAL VOC 2012 test set.

Model Backbone mIOU, %

Deeplabv3+ ResNet-101 79.19

SANet – 83.2

PSPNet – 85.4

DCNAS – 86.9

ExFuse ResNext-131 87.9

Deeplabv3+ Xception-JFT 89.0

ResNet architecture. The main idea is to partition object maps into separate attention
blocks. Each of these blocks divides the map into several groups depending on the
channel size, and further into smaller subgroups, where the feature representation of
each group is determined by a weighted combination of representations of its sections.



220 V. Volokha and P. Gladilin

2.2 Cascade R-CNN

When training models using Intersection-over-Unit (IoU) metric, there are a number
of problems that cause increased losses and reduced model accuracy. To solve these
problems, a multi-stage object detection architecture Cascade R-CNN is proposed in
works [8] and [15]. It consists of a sequence of detectors trained with increasing IoU
thresholds to be able to solve consistently the problem of false positives. The detectors
are trained stage by stage, leveraging the observation that the output of a detector has
a good distribution for training the next higher quality detector. The resampling of
progressively improved hypotheses guarantees that all detectors have a positive set of
examples of equivalent size, which reduces the overfitting problem. A similar cascading
procedure is used for output, which allows a more accurate comparison of hypotheses
and detector quality at each stage [15, 16]. Unlike the Faster R-CNN architecture, which
represents a single stage, the Cascade R-CNN consists of three such stages.

2.3 Xception

In our research, we use a modified Xception to extract features for the segmentation
model described in [17]. The original Xception shows that the model demonstrates high
accuracy of image classification from ImageNet, as well as a good ratio of accuracy and
performance [18]. Also, several works describing various modifications of the original
model confirm the effectiveness of this approach [14]. In contrast to the classic model,
a deeper version of Xcepton is used as the base. The pulling layers are replaced by
a depth-separable convolution with different steps, which allows us to use separable
convolution to extract object maps with arbitrary resolution. In addition, other levels of
normalization and ReLU activation are added after each 3x3 deep convolution layer.

2.4 DeepLabv3+

Unlike previous versions of DeepLab, DeepLabv3+ is divided into an encoder and a
decoder [18]. The first one is responsible for gradually reducing the size of object maps
and extracting objects from deeper layers. The second one is responsible for restoring
object details and spatial dimensions. Experimental studies have shown that such an
approach can effectively solve computer vision problems, including object detection
and semantic segmentation, surpassing previous results on some problems [17–19].

3 Datasets

3.1 Classes

Towork with the “bad habits” category, we used OpenImagesDatasetV6, which includes
classes of various alcohol (“beer”, “wine”, “alcohol bottle”, “bottle opener”, “cocktail”,
“cocktail shaker”) and other harmful habits such as smoking. Open datasets contain an
insufficient number of examples for every class, so the photos from the Flickr site related
to smoking were marked up manually using annotate.online service. As a result, we
had such classes as “cigarettes”, “packs of cigarettes”, “hookah”, “vape” and “smoke”.
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In total, the “bad habits” group of classes contains 1760 photos for training and 440
for testing with 12 classes and 160 and 40 photos per class for training and testing
respectively. Table 4 shows classes and numbers of images selected for training and
testing.

For the “sport” category, we used the COCO dataset classes related to different
sports and the global “sport” class. Additionally, we used photos containing people in
sportswear, gyms (simulators, various sports equipment), specific sports equipment, and
applications for sports. These images were marked up manually using annotate.online
service. In total, 4000 photos were marked up for the sport category. This group contains
4000 for training and 1000 for testing, 5 classes and 1000 photos per class (see Table 4).

To interpret better the found objects and their meaning and importance we need
to know the context where an object exists. The semantic segmentation model has
been trained on “Stuff” part of COCO-Stuff dataset, which includes the material and
background classes. The following global classes were selected: “Water” (“Water-
other”, “Water drops”, “Sea”, “River”, “Fog”), “Ground” (“Ground other”, “Playing
field”, “Platform”, “Railroad”, “Snow”, “Sand”, “Pavement”, “Road”, “Gravel”, “Mud”,
“Dirt”), “Sky”, “Plant”, “Structural”, “Building” (“Building-other”, “Roof”, “Tent”,
“Bridge”, “Skyscraper”, “House”), “Textile”, “Furniture”, “Window”, “Floor”, “Ceil-
ing”, “Wall”, “Solid” (“Solid-other”, “Hill”, “Mountain”, “Stone”, “Rock”, “Wood”).
There were 800 photos for training and 200 for testing for each class and in total 83,000
photos were used to train Deeplabv3+.

Table 4. Groups of classes in collected dataset

Group Train Test Total

Bad habits: beer, wine, alcohol, bottle, bottle opener, cocktail,
cocktail shaker, cigarettes, pack of cigarettes, hookah, vape, smoke

1760 440 2200

Sport:sportswear, sport equipment, sport shoes, fitness equipment,
sport apps

4000 1000 5000

Background: water, ground, solid, sky, plant, structural, building,
textile, furniture, window, floor, ceiling, wall

66400 16600 83000

The bold text in the table indicates the class groups (categories). Regular text shows
object classes that are included in this group. The italic text represents the classes that
were annotated manually.

3.2 Annotations

Manually annotated images and images from datasets that were used in the work had dif-
ferent annotations. COCO-Stuff had encoded annotations in.json files. ImageNet anno-
tations were stored in.xml files the same as the official PASCAL VOC dataset format.
OpenImages annotations were stored in.csv files. We manually annotated images using
annotate.online service and obtained images with annotations in.json and.png formats.
In order to work with different datasets, it was necessary to write dataloaders for each
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type of annotations or to convert annotations to a single format. In this paper, the sec-
ond approach is used. We converted annotations to.png format in which every pixel is
assigned to a color from a grayscale spectrum and every color represents a class.

To convert all annotations to a single format, we used COCO-Stuff API, some third-
party solutions such as voc2coco and openimages2coco libraries and developed script to
convert annotations from “annotate.online” to the unified format. The entire annotation
conversion process is shown on Fig. 1. The COCO-Stuff API has the function to convert
annotations from the.json format to the.png. To convert annotations from OpenImages
and ImageNet datasets, we convert annotations to the intermediate format. We used
openimages2coco and voc2coc libraries to convert annotations from the intermediate
format toCOCOstyle and store them in.json format.Next stepwas the sameas converting
from COCO-Stuff dataset. The implemented script converted annotations from.png of
annotate.online to the necessary format (convert colored pixels to grayscale pixels).

4 Method

WeuseXceptionmodel andResNeStmodel as backbones for extracting features in order
to train classification part of the developed model on the collected datasets. In the case
of the Xception model, the fully connected layer and the logistic regression layer are
cut off and all the previous ones are frozen. In the case of ResNeSt, Cardinal blocks are
frozen, and all further layers are cut off. Two separatedCascadeR-CNNmodels for object
detectionwith ResNeStmodel as a backbone have been trained on groups of classes “bad
habits” and “sports”. The Deeplabv3+ model for semantic segmentation with Xception
model as a backbone has been trained on the group of classes “background”.

Figure 1 below shows a full pipeline of model pre-processing and evaluation. The
pipeline is the same for Cascade R-CNN and Deeplabv3+ models.

The first step in the pipeline is to process the annotations as described in Sect. 3.2
above. As a result, we have all annotations in.png format where the color of every pixel
means the class of pixel in the original image. After that, all images and annotations
are uploaded to dataloader where they are preprocessed and augmented. Images are
rescaled to 400× 400 pixels size. We have used various types of augmentation methods
like cropping and extracting 380 × 380 pixels parts from images, flipping along the
horizontal and vertical axis, rotating and blurring. Augmentation is used only for the
training set, and all artificially produced images are in it. The dataloader returns two
loader instances for training and validation sets with 80% to 20% ratio. The training
loader shuffles data after each epoch in order to decrease the risk to create batches that
were not representative for the overall dataset. Both loaders are passed to the model. For
training, max mean IoU metric was used for monitoring the training process and to fine-
tune the weights of the neural networks. The cross-entropy was used as the loss function.
Models were trained until achieving the stop criteria or the maximum number of epochs
(100) with stochastic gradient descent with momentum as optimization algorithm. We
are monitoring validation loss curve and if the loss stops decreasing for several epochs
in the row then the training stops. It had patience set to 15 epochs.
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Fig. 1. Method pipeline and data preprocessing

5 Experimental Results

We trained the models of object detection and semantic segmentation in accordance with
the method of preprocessing and augmentation of the initial data described in Sect. 4.
Figures 2, 3 and 4 show ROC-AUC curves and AUC scores for each class in the category
mentioned above. As one can see, object detection results for the selected classes are
pretty good and lie in range from AUC = 0.75 (for “cigarettes” class) to AUC = 0.93
(for “hookah”, “wine opener” and “sport apps” classes).

Table 5. Experimental results on the test sample.

Model Group mAP/pixel accuracy,
%

Cascade R-CNN-1
(ResNeSt)

Bad habits 86.6% (mAP)

Cascade R-CNN-2
(ResNeSt)

Sport 83.7% (mAP)

DeepLabv3 +
(Xception)

Background 78.4% (pixel
accuracy)
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Table 5 above shows the final mean accuracy for detecting objects in each category
as well as results of semantic segmentation. As one can see, the mAP metric for the
object detection in the category “bad habits” is the highest and equals 86.6% on the
test sample. The experimental results in the category “Background” are lower and equal
78.4% in terms of pixel accuracy, which may be a consequence of the relatively poor
quality of detection of some classes like “textiles” (AUC = 0.66), “furniture” (AUC =
0.66) and “ground” (AUC = 0.69) as shown in Fig. 4.

Fig. 2. ROC-AUC curves for the Cascade-R-CNN (bad habits) model

Figure 5 shows examples of object detection from “bad habits” category (“ci-
garettes”, “hookah”, “bottles” and “wineglasses”) and “sport” category (“sport equip-
ment”) obtained with developed models based on Cascade R-CNN. Figure 6 shows
examples for semantic segmentation by DeepLabV3+ -based model of the input image
with areas corresponding to “sky”, “clouds”, “rocks” and “sea”.
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Fig. 3. ROC-AUC curves for the Cascade-R-CNN (sport) model

Fig. 4. ROC-AUC curves for the Deeplabv3+ (background) model
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Fig. 5. Object detection examples for categories “Sport” and “Bad habits”

Fig. 6. Example of semantic segmentation (yellow areas) with developed DeepLabv3+ -based
model for the “Background” category. (Color figure online)

Table 6 below shows memory usage, training time and inference time of trained
model. All numbers were obtained on the singe NVIDIA V100 GPU. As research on
user habits will continue, further work on the efficiency of the algorithm will increase
the speed of the model.
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Table 6. Models memory usage, training and inference time

Model Memory, GB Training time, sec/iteration Inference time sec/image

Cascade R-CNN (1,2) 4 2.6 0.45

DeeplabV3 + 10 1.52 0.52

Table 7 below shows AP metrics of the trained Cascade R-CNN models on MS-
COCO dataset and our habits-dataset for some specific objects. For classes “Tennis
racket”, “Sports ball”, “Snowboard” and for class “Wine glass” there were used two
separated models trained on “Sports” and "Bad habits" parts of our dataset correspond-
ingly. As one can see, as our dataset was specially developed in order to determine “bad”
and “good” habits of the user, the accuracy of the specific object detection for the model
trained on it is sufficiently higher than in case of MS-COCO.

Table 7. Accuracies for the detection of some classes for developed Cascade-R-CNN models on
MS-COCO and collected dataset.

Dataset Tennis racket, AP,
%

Sports ball, AP, % Snowboard, AP, % Wine glass, AP, %

MS-COCO 56.17 56.24 48.03 39.31

Our 59.41 60.33 51.05 58.17

6 Conclusion

We have developed a model that can be used to evaluate markers of interests of social
media users, based on the image analysis, using methods for detecting objects and
image segmentation. The created pipeline uses parts of large datasets such as OpenIm-
agesDatasetV6, ImageNet, and COCO in order to be able to train models on a sufficient
number of marked-up images. In order to be able to identify bad habits of the user, his
sports and travel interests, we collected our own dataset, adding and labeling new sets
of classes that were not present in large datasets.

For the formation of specific markers of interests, an ontology base should be used,
which would make it possible to transfer the set of objects detected for the user to the
category of interest, as, for example, was done in the work [12], where BabelNet was
used for this purpose. The main result of our work is the creation of a software pipeline
that allows the researcher, on the one hand, to use large datasets of images to train their
models, and on the other hand, to be able to add new classes of objects that are absent
in these datasets (or their number is insufficient), but are important for determining user
characteristics and habits. The developed method for converting annotations allows to
do it.
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In continuation of this work, we plan to expand the set of defined characteristics of
a person, his interests, as well as to introduce a model for the classification of emotions,
which will require the use of multimodal data from social networks.
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Abstract. Manga colorization is time-consuming and hard to automate.
In this paper, we propose a conditional adversarial deep learning app-
roach for semi-automatic manga images colorization. The system directly
maps a tuple of grayscale manga page image and sparse color hint con-
structed by the user to an output colorization. High-quality coloriza-
tion can be obtained in a fully automated way, and color hints allow
users to revise the colorization of every panel independently. We col-
lect a dataset of manually colorized and grayscale manga images for
training and evaluation. To perform supervised learning, we construct
synthesized monochrome images from colorized. Furthermore, we sug-
gest a few steps to reduce the domain gap between synthetic and real
data. Their influence is evaluated both quantitatively and qualitatively.
Our method can achieve even better results by fine-tuning with a small
number of grayscale manga images of a new style. The code is available
at github.com.

Keywords: Generative adversarial networks · Manga colorization ·
Interactive colorization

1 Introduction

In the last decade, due to the growth of computing power and the amount of data
available, the area of machine learning - deep learning - has experienced a great
increase. There have been considerable successes in the ability of computers to
understand data of all formats: images, speech, texts.

The success of deep learning models in various fields of science motivates
apply them to image colorization task. Over the last few years, many methods
using Convolutional Neural Networks (CNNs) [15] and Generative Adversarial
Networks (GANs) [8] for the photograph and drawing colorization have been
proposed. They exhibited promising results proving the ability of neural networks
to colorize images.

In this paper, we consider the task of colorizing the black and white manga.
Usually, the manga is created with a pen and ink on white paper. To make an
existing manga more attractive, there is a great demand for its coloring. It is
done manually using applications such as Photoshop or Autodesk, which is a
c© Springer Nature Switzerland AG 2021
W. M. P. van der Aalst et al. (Eds.): AIST 2020, LNCS 12602, pp. 230–242, 2021.
https://doi.org/10.1007/978-3-030-72610-2_17
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time-consuming task, so finding an easy way to create realistic coloring for black
and white drawings is an urgent task.

The key difference between manga and black and white photographs is that
in many cases manga is almost a binary image (some areas may be flooded with a
homogeneous grey) and the photographs are grayscale images. Grayscale images
contain more information that limits the number of possible colorings (light
areas can’t be colored in a dark color) and simplifies the implicit solution of the
segmentation problem during colorization. Besides, the manga page consists of
several panels containing different scenes and it is a natural requirement that
their coloring should be homogeneous.

We use deep conditional GAN to perform high-quality end-to-end manga
page colorization. Employing conditional input allows the user to manually
manipulate coloring for achieving a desirable result.

Since there are no publicly available datasets consisting of image pairs
required for supervised learning, we utilize synthetic data. This creates a domain
gap between the objects of the training set and manga images. To significantly
reduce it, we implement some techniques that do not require auxiliary models.

2 Related Work

Most early methods using CNNs [4,10,14,21] are based on training with a large
number of images to map a grayscale image to a color one. Neural networks can
learn how to use the information contained in low-level and high-level features
to perform colorization. These approaches are fully-automatic and don’t require
any human involvement. However, since in the presented works the training relies
on minimizing the distance between the values of color image pixels and neural
network output (MSE or MAE), the colors of the produced image are faded
and unnatural. To solve this problem, GANs are used, namely models based on
Pix2Pix [11] architecture. The main idea is to add the adversarial loss to the
main loss function and use the main neural network as a generator while some
additional neural network is used as a discriminator. This approach leads to
more plausible and colorful images.

All mentioned approaches have one common drawback: colorization is an ill-
posed task. There are several suitable colorings for the majority of black and
white images [3] and fully-automatic approaches can obtain only one. Hence, if
some object has several suitable colors, the neural network will produce a value
close to the average of these colors that leads to degradation of the results. The
solution is to use some human-generated hints. These hints can be, for example,
sparse images with some pixels labeled with the desired color (color hint) [22] or
set of images that provides the requested color distribution (reference images)
[9].

In addition, this paper relies on approaches designed for drawing colorization
using color hints [5], reference images [17], both of these approaches [7], and text
descriptions [13].
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3 Method

3.1 Data Preprocessing

Edge Detection. There is no dataset containing pairs of black and white and
color manga images, so we had manually colorized images only. Building our
dataset by matching pages of black and white and color editions was problem-
atic since corresponding images can only be obtained from different sources,
therefore have different sizes and arbitrarily different margins, thus hindering
the pixel-wise correspondence essential for training Pix2Pix-like architecture.
For this reason, we decided to use synthetic data obtained with an edge detector

Classic edge detectors such as Canny and Sobel operator were found to be
unable to obtain an image similar to the black and white manga while retaining
the distinguishable text, so we decided to use XDoG [18] algorithm that produces
convincing images while retains fine details and text (see Fig. 1). A large number
of parameters and the dependence of line thickness on the image size can be
considered among the disadvantages of this method.

Fig. 1. Comparison of edge detection algorithms: original image, Canny, Sobel, XDoG.

Denoising. On the one hand, since XDoG partially ignores noise, mapping an
image without noise to a noisy one can destabilize the learning process. On the
other hand, usage of a noisy input image can result in poor colorization since
XDoG ignores noise just partially. Therefore, it seems reasonable to use some
method that will remove noise while reducing image quality insignificantly.

The neural network model FFDNet [20] was chosen as such a method. This
is a convolutional neural network trained to remove additive Gaussian noise via
minimization of the mean square error between the pixel values of some image
and the output of the network when the input was artificially corrupted with
noise.

We used a network that was trained with photographs, but network’s high
generalization ability enables it to be used with drawings as well.
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3.2 Model Overview

We adopt the system proposed in [5] for line art anime drawings colorization
with color hints. This work shows the ability of conditional GANs to perform
high-quality colorization of drawings being trained on synthetic data generated
with XDoG.

Our system takes three objects at the input (see Fig. 2). The first object
is a binary, sparse image x ∈ R

H×W×1 generated by XDoG. The second one
is the distance field map d ∈ R

H×W×1 as proposed at [17]. It simplifies the
learning process since sparse input and color output have different nature and
some intermediate representation helps to establish matching.

Fig. 2. Different image representations: original, XDoG, DFM, local features map.

The third input is color hint represented with h ∈ R
H×W×4. During training,

it’s generated by randomly sampling pixels in the following way:

1. Sample matrix r ∈ R
H×W×1, where ri,j ∼ U(0, 1) ∀i, j.

2. Generate binary matrix b = r > |ξ|, where ξ ∼ N(1, 0.0005).
3. The color hint is h = {y ∗ b, b}, where {} denotes concatenation, ∗ - element-

wise product and y is color image.

We add the mask itself to the color hint to distinguish pixels of some color
from empty pixels. For example, if the pixel values belong to [0, 1], then 0 cor-
responds to the black color.

Our architecture consists of 3 fully convolutional networks: local features
extractor E , generator G, discriminator D. Extractor use pretrained weights
that are never updated during training and generator and discriminator trained
simultaneously.

Local Features Extractor. Manga images are quite complex. They contain a
variety of objects and are drawn in different styles. Therefore, for high-quality
colorization, it is crucial to correctly detect the boundaries and extract semantic
features. For this purpose, some pretrained network is used that receives a binary
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image at the input, and activations of some layer of network are considered as
an image description. Moreover, the weights of extractor are frozen since there
is a domain gap between synthetic and real data, and such an approach prevents
overfitting on synthetic data that leads to reducing the domain gap. In this work,
we use SE-ResNeXt-50, activations of conv3 4 layer are used as local features
maps.

Fig. 3. Model architecture.

Generator. The generator has a UNet-like architecture. Its encoder is built
from a sequence of convolutional layers that rapidly reduces the size of the input
by 16 times to the size of the local features maps. This simplicity of the encoder
is caused by the fact that the local features extractor is used to extract the
features, and the main function of the encoder is to propagate color from a color
hint.

The decoder is a sequence of 4 subnetworks and a convolutional layer at
the end with tanh activation that converts the intermediate result into a final
coloring. Each i-th subnetwork consists of Bi SE-ResNeXt blocks with a convolu-
tional layer at the beginning and a sub-pixel convolutional layer at the end. Each
subnetwork increases the height and width of the input by 2 times. Moreover,
dilated convolutions are added to all subnetworks. It enables us to increase the
receptive field without increasing the calculation cost. All activation functions
are LeakyReLU except the last one. In this work Bi values are equal to 20, 10,
10, 7 respectively.

The output of the first subnetwork is also used for computing the auxiliary
image using an additional subnetwork consisting of a sequence of transposed
convolutions. The loss function is calculated using this image to improve the
gradient propagation.
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This generator is much deeper than most existing gans. The work [5] shows
that the large receptive field and increased capacity of the model have a positive
impact on its quality and helps produce more natural images.

The main and auxiliary outputs are tensors of size H × W × 3 that are an
estimation of coloring in RGB format.

Discriminator. It is used for adversarial learning. Receives real color images
and generator outputs and estimates the probability that the input image is
real. It comprises a sequence of convolutional layers and SE-ResNext blocks
with a sigmoid activation function at the end as shown in Fig. 3. The spectral
normalization [16] is applied to the convolutional layers.

3.3 Loss

To train the model on producing analogous coloring for similar patterns and
to diversify the range of colors used, we employ a combination of several loss
functions.

L1 Loss. In order to enforce the generator to produce similar coloring to the
ground truth, we use a pixel level L1 metric that calculates the distance between
output image G(x, d, h, E(x)) and ground truth image y:

LG
L1 = ||G(x, d, h, E(x)) − y||1 (1)

Perception Loss. To ensure similarity not only at the pixel level but also at the
structural level, we use perceptual loss presented in [12]. It’s an L2-loss based on
the distance between some CNN feature maps for generated and ground truth
images. We compute it as follows:

LG
per =

1
chw

||V(G(x, d, h, E(x))) − V(y)||22, (2)

where c, h, w denotes the number of channels, height, width of features maps
and || · ||2 denotes Frobenius norm. We use VGG-16 pretrained on ImageNet [6]
as a CNN, V denotes activation after 4th convolutional layer.

Adversarial Loss. To diverse colorings, we use adversarial loss that computed
in the following way:

LGadv
= Ex,h[log (1 − D(Gmain(x, d(x), h, E(x))))], (3)

LDadv
= −Ey[log D(y)] − Ex,h[log (1 − D(Gmain(x, d(x), h, E(x))))], (4)

where Gmain(·) and Gaux(·) are main and auxiliary output of the generator cor-
respondingly.
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White Color Penalty. Our model tends to leave objects uncolored if it fails to
recognize them. There can be a lot of such objects because of the domain gap, so
we penalize the network if the pixel value is close to the maximum corresponding
to the white color. Lwhite is calculated as the mean square of the channel-wise
sums (we assume that values of G output belong to [0, 1]).

Overall Loss Function. Combining all above terms, we set loss functions for
generator and discriminator:

LG = λL1(LGmain

L1 + λauxLGaux

L1 ) + LGmain
per + LGadv

+ Lwhite (5)

LD = LDadv
(6)

We set λL1 = 10, λaux = 0.9 to force the generator to reconstruct the original
image rather than deceiving discriminator.

4 Experiments

In this section, we describe the collected dataset. Then we discuss the learning
and inference processes and evaluate model performance.

4.1 Dataset

Web-scraping was used to extract images of manually colored manga: One Piece,
Akira, Bleach, JoJo’s Bizarre Adventure, Dragon Ball, Naruto. We also collected
artistic anime drawings from the dataset Danbooru2019 [1]. We made use of
images that had the tag colorized. It means that these images were produced
from line art by manual coloring. Such images usually have distinct black edges
helping to synthesize a higher quality XDoG image. Overall, 59164 color images
were collected. In addition, we collected images of such black and white manga
as Fullmetal Alchemist, Lone Wolf and Cub, Wolf and Spice, Pandora Hearts,
Phoenix to evaluate the performance of the model and perform fine-tuning.
These titles are not included in the training set and have different drawing
styles, thus allowing an objective assessment to be made.

The images are often uploaded to the Internet in JPEG format with a high
compression factor to reduce the memory consumption, but this causes the
images to have artifacts that distort their content, thus affecting the learning
process. To restore images, FFDNet was applied.

We used the following method to synthesize a monochrome image:

1. Resize the image to be with the shortest side equals 512k, where k randomly
selected from {2, 3, 4}.

2. Apply XDoG algorithm with parameters τ = 0.95, ϕ = 90, ε = 0, k = 4,
σ = 0.5 and binarization using the Otsu method to the intermediate image.

3. Resize the image to be with the shortest side equals 512.
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We need to resize the image to the uniform size in order to perform training.
Increasing the image size helps to preserve fine details and text more efficiently
when applying the XDoG algorithm and produce monochrome images with bet-
ter quality.

4.2 Training Setup

The following models with pretrained weights are used for training:

– VGG-16 pretrained on ImageNet for evaluating perceptual loss.
– SE-ResNeXt-50 pretrained on monochrome drawings for tag prediction.
– FFDNet pretrained on photographs for denoising.

The weights of the generator and the discriminator are initialized with Xavier
initialization. The training takes 20 epochs using the ADAM optimizer with
hyperparameters β1 = 0.5, β2 = 0.9 and batch size is 4 since limited compu-
tational resources. Longer training leads to overfitting, increasing the domain
gap. During the first 15 epochs, the learning rate of the generator and the dis-
criminator is equal to 10−4 and 4 ∗ 10−4 respectively, whereas during the last
5 epochs it is 10−5 and 4 ∗ 10−5. We use an imbalanced learning rate to keep
the ratio of the discriminator and generator updates equal to 1:1 since the uti-
lization of spectral normalization slows down discriminator learning as shown in
[19]. One-sided label smoothing is applied for discriminator training.

During training random cropping to 512 × 512 size and random horizontal
flipping are applied. Moreover, we use random color shift before XDoG algorithm
application.

We generate the mask for color hint with probability 0.5 the way described
above, with probability 0.49 the mask contains all zeros and with probability
0.01 the mask contains all ones. The use of an empty mask provides quality
network performance without hints, whereas a full mask allows the network to
correctly deal with a large number of colored pixels.

The neural networks are implemented using the PyTorch library for Python.
Image augmentations are performed with the Albumentations [2]. DFM images
are generated using the library Snowy.

The training takes about 60 h on a device with a single NVIDIA GTX 1080TI
graphics card and a Xeon R© E5-2696 CPU.

4.3 Fine-Tuning

Regrettably, the XDoG image and the black and white manga image differ suffi-
ciently, so that a network trained with one type of image cannot work properly
with the other. To even greater regret, XDoG of black and white image and
XDoG of color one also slightly different. Despite that visually they are almost
indistinguishable, the neural network is capable to find features at XDoG of the
color image that contain the information about the pixel intensity of the orig-
inal image, that may not be presented at black and white images. As a result,
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Fig. 4. Example of coloring without user interaction.

a domain gap is made between the training set and the images handled during
inference.

To address this problem, we utilize fine-tuning with XDoG images of black
and white manga. The same preprocessing procedure is applied to these images
as to the color ones. During 5000 iterations, the network is trained with XDoG of
color images while learning rate equal to 4∗10−5 and 10−5 for the discriminator
and generator. Every fifth iteration generator receives XDoG of black and white
image and an empty color hint. Here, we apply the same loss function to the
discriminator and use LGadv

with a learning rate 10−6 for the generator.

Fig. 5. The influence of white color penalty and fine-tuning on the manga that was
not represented in the training and fine-tuning set: AlacGAN [5], without penalty and
fine-tuning, without fine-tuning, our model.
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This method enhances the quality of coloring both for images of the fine-
tuning set and for the others while not requiring any labeling. Therefore, if
the model is intended to be applied to the big set of images of one style, it is
reasonable to perform fine-tuning using images of that set.

With a longer learning time, the coloring for images of fine-tuning set spoils
due to the absence of the L1 or perceptual loss. For the rest of the images, the
positive effect disappears as the network overfits for particular images.

4.4 Inference

Summing up the above mentioned, the algorithm for colorizing black and white
manga is as follows:

1. The user inputs a black and white image of the manga page of size H × W .
2. If the image corrupted with noise or JPEG artifacts, FFDNet with user-

defined noise level σ is applied.
3. This image is used to generate XDoG and DFM images, as described earlier.

Their size is 512 × (W ∗ 512
H ), if H ≤ W , and (H ∗ 512

W ) × 512 otherwise.
4. Zero tensor is assigned to the color hint.
5. The coloring for an empty color hint is generated, and it is used as a color

image to create a nonempty color hint using the method described above
(optional).

6. The acquired objects are used to produce the coloring with generator.
7. If the result is unsatisfactory, the color hint is modified by the user and go to

step 6.

4.5 Results

As shown in Fig. 4, the model is capable to perform quality colorization even
without color hint. The model does not paint spaces between panels if they are
not filled in the source. Also, it’s able to distinguish different objects on images
of different styles (all exhibited images, except one, belong to manga that not
represented in the training set). The network is especially effective at recogniz-
ing heads, sky, water and grass. Characters within a page have homogeneous
coloring if their appearance doesn’t differ drastically. Moreover, the model can
qualitatively colorize the manga double-page spreads, which have a different
aspect ratio than the standard images.

However, objects that the network cannot recognize with confidence are col-
ored either in skin color or green-yellow color or even are not colored at all.
Pix2Pix models tend to prefer one color, so this behavior was not unexpected.
A network may also colorize text clouds, if they have a shape or content that
differs from those that are contained in the training set.

The color hint is used to fix the improper coloring. Using color hint enables to
color arbitrary objects in arbitrary colors, it is possible to color even small objects
(see Fig. 6). However, if Step 5 of inference isn’t applied, colors propagated in
color hint can be indirectly distributed to neighboring objects (for example,
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changing the shade in the direction of the propagated color). That does not
allow to change the color of one small object without adding pixels to the color
hint for neighboring objects and impedes obtaining a perfect coloring.

Fig. 6. Example of coloring with user interaction.

We use this flaw as an advantage by applying Step 5 of the inference. If the
color propagated through the color hint spreads to neighboring objects, we can
fill the improper white using initial coloring. In this case, such color spreading
does not occur since the majority of objects on the image are already covered
with pixels in the color hint. Moreover, the coloring artifacts can be removed.
Nevertheless, this approach increases the computational time for obtaining the
initial coloring and requires additional actions to modify coloring since we need
to remove pixels of the color hint first on the object we want to recolorize.

The FID is used for the quantitative evaluation of the model performance.
We calculate the distance between the set of color images of manga and the set
of colorings generated by the model without user interaction. Colored images
are represented by a holdout set of our manually colored images dataset, and
colorings are generated with the same chapters of black and white editions and
some samples are taken from the fine-tuning set. The size of both sets is 4000.
For comparison, we have trained AlacGAN with our dataset using the train-
ing procedure described at [5]. In addition, we perform an ablation study to
demonstrate the effectiveness of the proposed methods in bridging the domain
gap. The results are presented in Table 1. As can be seen, the numerical metric
mostly corresponds to the visual impression. The obtained results confirm the
validity of the proposed approaches, as well as evidence the negative impact of
prolonged fine-tuning. It can be noticed that AlacGAN outperforms our model
without white color penalty and fine-tuning according to FID metric, but these
approaches are also applicable to it. However, as can be seen in Fig. 5, AlacGAN
tends to leave more uncolored objects, so we stick with our approach.
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Table 1. Comparison of different models with FID metric. Notation: 1 - adversarial
loss, 2 - white color penalty, 3 - fine-tuning, 4 - Step 5 of the inference, 5 - extended
fine-tuning

Model FID

Without 1–5 34,18

Without 2–5 33,79

AlacGAN 33,16

Without 3–5 31,25

Without 4–5 25,43

Without 5 (out model) 25,05

Without 4, with 5 29,06

With 1–5 25,74

5 Conclusion

In this paper, we proposed an approach for coloring manga page images with
color hints using deep neural networks. To do this, a dataset consisting of
the manually colored manga was collected, cleaned of noise and converted to
monochrome images to create pairs for supervised learning. The proposed model
was successfully trained on that dataset. We also suggested some approaches to
reduce the domain gap.

The obtained results show that neural networks are able to produce high-
quality and natural coloring of an entire manga page while maintaining homo-
geneity between the panels, and the use of color hint provides the ability to
change the coloring and fix errors. However, due to the use of synthetic data and
the removal of noise using a neural network, the model proved to be sensitive
to the input and dependent on a large number of data preprocessing parame-
ters. The results can be significantly improved by using a more advanced way of
transforming a color image into black and white or by creating a proper dataset
to avoid the use of synthetic data.
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Abstract. We study non-reference image and video quality assessment
methods, which are of great importance for computational video editing.
The object of our work is image quality assessment (IQA) applicable for
fast and robust frame-by-frame multipurpose video quality assessment
(VQA) for short videos.

We present a complex framework for assessing the quality of images
and videos. The scoring process consists of several parallel steps of met-
ric collection with final score aggregation step. Most of the individual
scoring models are based on deep convolutional neural networks (CNN).
The framework can be flexibly extended or reduced by adding or remov-
ing these steps. Using Deep CNN-Based Blind Image Quality Predictor
(DIQA) as a baseline for IQA, we proposed improvements based on two
patching strategies, such as uniform patching and object-based patching,
and add intelligent pre-training step with distortion classification.

We evaluated our model on three IQA benchmark image datasets
(LIVE, TID2008, and TID2013) and manually collected short YouTube
videos. We also consider interesting for automated video editing metrics
used for video scoring based on the scale of a scene, face presence in
frame and compliance of the shot transitions with the shooting rules.
The results of this work are applicable to the development of intelligent
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person shooting a video, as a rule, does not have the skills of a professional
cameraman or photographer. Therefore, the result of shooting may have various
defects. Moreover, in professionally filmed material defects and distortions are
also possible. To identify them, one must manually view all the footage and
use the editor to correct or cut the failed frames. Frame success is a largely
subjective concept, but some parameters can be estimated automatically. The
following metrics are considered in this paper (all metrics are also applicable to
individual images):

1. Frame quality as an image. When shooting and saving the frame, various
defects may appear: flare, defocus, compression artifacts, blur.

2. The scale of the scene in the shot. Traditionally, in cinematography shots can
be divided into close up, medium and long shots. Their sequencing affects the
aesthetics and perception of the entire video.

3. The presence of certain objects in the frame. Due to limited computing
resources, it was decided to use face recognition. This metric can be useful
when filming various events when it is important to capture the participants.

In this study, models were trained and tested on three commonly used in IQA
benchmark datasets: LIVE [20], TID2008 [17] TID2013 [16]. The entire described
framework accuracy cannot be assessed objectively since there are no datasets
containing videos marked up with subjective scores frame-by-frame. Five short
(from 3 to 15 min) amateur clips (party, hiking in nature, walk in the city) from
the YouTube were downloaded for demonstration and manual evaluation of the
framework. These videos contain distortions (blur, bad exposure, compression
artifacts) and different types of shot.

The purpose of this work is to create a flexible universal framework for eval-
uating videos and images, which allows us to identify defective frames. The
emphasis is on the flexibility of the system architecture. First, we propose three
ways to improve the existing state-of-the-art IQA algorithm. Then we describe
the steps of video estimation and discuss the obtained results. The code is avail-
able at [anonymized].

2 Related Work

2.1 IQA

Image quality assessment is a computer vision task, whose goal is to predict
the subjective quality score for a given image. Digital images are subjected to
a vast specter of distortions from the moment they are taken to the moment
they are consumed: compression artifacts, Gaussian blur, white noise, etc. IQA
methods can be classified into three groups, depending on the availability of a
reference image: no-reference or blind IQA (NR-IQA, BIQA), reduced-reference
IQA (RR-IQA), full-reference IQA (FR-IQA). The most frequently used kind of
target quality value is the mean opinion score (MOS). We took TID2008 and
TID2013 datasets with MOS ∈ [1, 9], where 9 corresponds to highest image
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quality, and LIVE dataset with MOS ∈ [0, 100], where 100 stands for the most
severe image distortion and the worst quality. For this study, MOS values were
standardized to the TID range and meaning.

Since reference images are not available in the majority of cases, NR-IQA has
the greatest practical importance due to the general applicability. Many recently
proposed NR-IQA methods are based on machine learning algorithms, such as
support vector machines (SVMs) [24] and artificial neural networks (ANN), to
perform image quality score regression. Although raw images can be used for
quality assessment by deep learning algorithms [8], one of the most success-
ful approaches is explicit extraction of features called natural scene statistics
(NSS) [12–14,19]. This group of methods is based on the assumption that natural
images have statistical regularity affected by distortions. In many studies numer-
ical features engineered this way are combined with deep neural networks [2,10]
to achieve higher model accuracy. The approach Deep Image Quality Asses-
sor (DIQA) [9] uses reference images to train the full-CNN model to generate
an objective error map as an intermediate target. This is also known as layer
pre-training. First, hidden layers of the model are tuned to extract features for
generating the difference map between reference and distorted images. Then,
the pre-trained layers are used to train the regressor, which maps the distorted
image to the subjective quality score.

Deep ANN methods provide significant opportunities for enhancement due
to the complexity and capacity of a deep neural estimator. The same feature
selection layers could be used for subjective quality score regression and for dis-
tortion type classification. The aim of this work is to propose novel approaches
to NR-IQA, compare model quality metrics to the baseline method, and achieve
reasonable video processing performance. Namely, it is expected to reach the
higher quality prediction accuracy compared to the other state-of-the-art meth-
ods, and achieve higher video processing performance compared to the baseline
algorithm. We propose the following enhancements:

1. Uniform patching for performance improvement;
2. Object detection-based patching;
3. Distortion type recognizing;

2.2 Shot Boundary Detection

To assess an individual shot (a sequence of frames presenting a scene), it is neces-
sary to recognize the transitions. These are usually sharp cuts. Sometimes tran-
sitions are also considered a smooth change of scenes, such as semi-transparent,
fade in, fade out, and wipes. Shot boundary detection (SBD) methods are aimed
at solving this problem. These methods are divided into two classes: based on the
analysis of color and pixel brightness [1,6,15,23] and a group of deep learning-
based methods [7,21]. The TransNet model, introduced in [21], uses small 3D
dilated deep CNN cells of 3 × 3 × 3, which allows the extraction of temporal
features with a relatively small number of trainable parameters. Due to this, the
compactness of the model and high speed is achieved with an average F1 score
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of 0.94. This model also implements the end-to-end concept, namely, it allows
one to obtain shot boundaries without additional preprocessing operations and
explicit feature computation. The implementation of this method was used in
the current work.

2.3 Shot Type Classification

For large-scale video assessment, the shot type classification algorithm is used.
Generally, 3 to 7 types of plans are distinguished in a scene.

The problem of recognizing the type of shot often arises in the automatic anal-
ysis of records of sports events and the automation of processes in cinematography.
There are several approaches to solving this problem, depending on the subject
area. In sporting events, information about colors that can be used is often known
- the field is green, and the uniform of the players contrasts with it. The fraction
of the field color in the frame may serve as a feature for the shot type classifica-
tion [5,22]. This approach lacks robustness and is suitable only for certain subject
areas. Another approach is proposed by the authors of [4].

On the one hand, this approach is more flexible than color-based and can
be expanded by describing other objects. On the other hand, if the content of
the scene is not known in advance, this approach cannot be applied. In [18], the
authors of the work use a model pre-trained on the ImageNet dataset, and then
fine-tuned on assembled and tagged frames from various films to classify frames
into six classes of proximity. The test result was 0.91 accuracy score, which is
an impressive result. This approach has several advantages compared to other
methods: it is an end-to-end solution that does not require additional processing
steps, the model has high robustness and is independent of the subject area, high
quality classification. However, it tends to fail on ambiguity model, caused by
black-and-white frames, low-contrast frames and some artistic techniques used
in the shooting.

Despite this, the method was used in this study. The movie dataset has
not been published, nevertheless, the authors published an open-source Python
implementation of the algorithm and fine-tuned neural network weights.

2.4 Object Detection

The generic object detection task introduces many challenges. The most general
is the trade-off between accuracy and efficiency. For both requirements, there are
different approaches. The most famous of them have appeared recently and are
based on deep learning. According to [11], the most modern architectures such as
RCCN, ResNet and VGGNet are the main detector models. These models and
their modifications have high accuracy and relatively high speed. The disadvan-
tage of all these models is their size. For example, the YOLO model, trained on the
COCO dataset, has a size of about 250 Mb. The solution is to compress the models.
One of the simplest methods is the quantization of weights. Further, fine-tuning of
the deep network requires significant computational resources which were unavail-
able in this study. One possible solution is to use a pre-trained model. However,
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the majority of models, which are compatible with the proposed framework, lack
“human” category. There is no doubt, it has high importance for the task of video
assessment. Thus, for the step of object detection and recognition we use a quite
basic model, mostly for demonstrative purposes.

Among the fast and lightweight non-neural network detectors, the Viola-
Jones detector [58] s effectively implemented in the OpenCV cross-platform
library, which provides wide possibilities for its application in real applications.
Moreover, a cascade detector can be used to recognize a set of different objects.
Due to the modular architecture of the proposed evaluation framework, this
detector is selected for the object detection, however, it can be replaced with
any other.

3 DIQA Enhancements

As improvements to the baseline DIQA, several new approaches have been tested.
All methods were evaluated separately.

1. Uniform patching for performance improvement. The core hypothesis is
when analyzing an image using the DIQA method, sufficient features can
be retrieved not from the whole image, but from its evenly taken fragments.

2. Content-based patching. The key idea is to develop the previous approach by
increasing the amount of information in patches. To do this, a detector model
predicts bounding boxes for detected objects. These borders are used to cut
patches.

3. Distortion type recognizing. An additional stage of pre-training the deep lay-
ers of the network to build up a classifier type distortion. This can increase
the accuracy of the assessment by deriving more informative features.

3.1 Experiment Setup

For the training and evaluation of all proposed solutions, three datasets were
used: TID2008, TID2013, and LIVE (Table 1). These image sets are commonly
used in IQA studies. Each image has information about the type and severity
of distortion, as well as a mean opinion score (MOS). This rating was obtained
by averaging the ratings obtained from a survey of multiple subjects. In TID
datasets, all images have a fixed size of 512 × 384 pixels, but images from the
LIVE dataset vary in size.

Table 1. Description of the datasets.

TID2008 TID2013 LIVE

Reference images 25 25 29

Distorted images 1700 3000 982

Distortion types 17 24 5
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The accuracy of the algorithms was measured by the Spearman Rank Order
Correlation Coefficient (SROCC) and Pearson Linear Correlation Coefficient
(LCC) metrics between the predicted and real MOS sequences.

Hardware setup for performance measurement: CPU Intel Core i5-8600,
16 Gb RAM, GPU NVidia RTX 2070.

3.2 Uniform Patching

As described in [3], patches can be used to evaluate quality using deep CNN.
It is assumed that the accuracy of predictions will fall slightly, but the speed of
work will increase.

In this work, uniform patching is parametrized with two values: side size of
the square patch Sp and by the number of patches per side Np. The result is
a numeric tensor of shape (Np, Sp, Sp, 3) if the number of color channels is 3.
In this particular example, the resulting amount of data is 46% of the original
image. Thus, more than half of the image data is discarded. The resulting score
is computed as the weighted average of the patch ratings. The algorithm adjusts
distances between patches to fit the edge patches to image corners, preserving
same distances along vertical and horizontal axe

The center patch is supposed to hold most of the information. Hence, it should
bring more influence on the model and on the result. For this purpose, patch
weights are calculated to give the center patch twice more weight compared to
the side patches in such a way that the sum of the weights is equal to 1.

3.3 Content-Based Patching

Uniform patching dramatically reduces the amount of data to process. However,
it may lose many high-frequency regions and catch much low-frequency data.
The idea of content-based patching is motivated by two reasonable assumptions:

1. The scene contains objects, and the quality of these objects matters more,
than the quality of surroundings.

2. Image regions with the objects contain much high-frequency information that
could be used for MOS prediction.

As a detector model, we selected the MobileNet SSD network pre-trained with
images from the COCO dataset. It is compressed to 4 Mb of disk space, and one
detection cycle takes about 30 ms.

To increase the robustness of detection, we suggest to take a fixed number
of objects with the highest probability (for which the detector has the highest
certainty), and to build a common bounding box around their bounding boxes.
The number of selected images is empirically set up to 3.

However, the detector is not perfect. For some scenes, it fails to detect the
main objects and results with a set of minor bounding boxes. An additional
heuristic may help us to handle this. Let Aobj be the area of the resulting detected
bounding box, and Afull is the area of the full-size image. If Aobj

Afull
< Td, patching
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strategy is switched to the uniform. In other words, if the detector fails to detect
reasonable objects, patches are extracted uniformly from the entire image. For
the benchmark image datasets, the most appropriate Td tends to be approxi-
mately equal to 0.3. This value is closely related to the shot scale and could be
considered as a tunable parameter.

3.4 Distortion Type Recognizing

Distortion type classifier (DTC), trained on the same hidden layers as a qual-
ity regressor, introduces two improvements. Firstly, an additional step in pre-
training can change the output of feature selection layers. Training of the subjec-
tive score predictor may result in more accurate scoring. Second, determining the
type of distortion is additional functionality that can be used for the automatic
correction of distorted images.

For each dataset with NDT distortion types two DTC structures were eval-
uated:

1. A sequence of dense layers with 128, 64 and NDT outputs (S1).
2. A sequence of dense layers with 512, 256, 128, 64 and NDT outputs (S2).

The output layer had a softmax activation function, the rest of the layers
had ReLu. As a loss function binary cross-entropy was employed. Targets (types
of distortion) were taken from the datasets.

This enhancement exclusively takes place in the training step. It does not
introduce additional inference calculations and does not affect quality score pre-
diction speed.

3.5 Results and Discussion

All the proposed approaches were evaluated on the test subset of the datasets.
The results were aggregated to Table 2. All models were pre-trained with 5 epochs
of error map generation and fine-tuned with 50 epochs of subjective score pre-
diction. Patching strategies were trained and tested with Np = 3 and Sp = 64
and relative center patch coefficient 2.

Table 2. Evaluation results of all proposed IQA enhancements on image dataset.

Enhancement TID2008 TID2013 LIVE

SROCC LCC SROCC LCC SROCC LCC

Baseline DIQA 0.494 0.582 0.442 0.557 0.879 0.876

Uniform patching 0.576 0.649 0.498 0.547 0.958 0.948

Content-based patching 0.500 0.579 0.667 0.709 0.977 0.979

DTC S1 0.611 0.661 0.622 0.661 0.890 0.890

DTC S2 0.512 0.577 0.519 0.482 0.910 0.911
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TID correlation values are much lower than presented in the related studies.
The possible reason is the implementation-specific optimization described in [9]
and applied in this study. An input shape of the model was fixed to allow faster
GPU computations. This could force some images to be unnaturally reshaped
by breaking the aspect ratio. However, this work is focused on the relative score
increase. For TID2008, an additional pre-trained step added about 20% to the
baseline accuracy. However, classification accuracy and F1-score appear to be
insignificantly low. Thus, it was decided to discard the classifier model, keeping
the pre-training stage as it has an influence on the IQA result. For TID2013
and LIVE datasets the content-based patching assessment method outperforms
the baseline method by approximately 40% and 11% accordingly. The interest-
ing feature is that content-based patching almost did not change the baseline
correlation scores for the TID2008. This could point to the detector’s weakness.

Thus, object detection for smart IQA is the most accurate approach com-
paring to the baseline DIQA. Moreover, the modular structure of the model fits
in the entire video assessment framework architecture.

4 Video Scoring and Summarization Framework

4.1 The Architecture Overview

The proposed algorithm for the complex video assessment consists of several
steps: shot boundary detection, shot type classification, image quality assess-
ment, object detection, transition assessment and score aggregation.

The flowchart is shown in Fig. 1. The video is divided into shots using the
SBD algorithm. Then each shot is individually assessed by all scoring algorithms.
After completing all estimates, the gained information is collected in one score
for each frame within each shot.

Fig. 1. The general scheme of the assessment framework.
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The key feature of the proposed architecture is modularity. Modularity allows
you to remove, add, and replace algorithm steps depending on the application.
For example, to evaluate user videos shot on a smartphone, the recognition of
the type of shots and the estimation of transitions may be redundant. Another
example, for nature photography, face recognition can be replaced by the recog-
nition of natural objects. Another advantage of this architecture is the ability to
run evaluation components in parallel. Further all the stages of the assessment
will be considered in detail.

4.2 Shot Boundary Detection

To determine which frames are separated by transitions, the TransNet model
is used. It allows you to define transition types such as sharp cuts and gradual
dissolve transitions. At the input, the model receives a sequence of frames in
the format of 24 bits per pixel. The dimension of the input network layer is
48 × 27 pixels. This allows in most cases to load all the videos into RAM for
more efficient processing. As a result, a list of shot boundaries is collected from
the probabilities, which is input to all evaluation algorithms.

4.3 Shot Type Classifier

To determine the scale of the shot was used the method implemented in [18]
and described in the previous study. The approach is based on training a shot
type classifier based on the pre-trained ResNet network and is aimed at cinema
production. The classification accuracy is about 0.91 F1-score, which can be
considered as a result of a very accurate model. The mistakes are made analyzing
scenes with ambiguity, insufficient lighting, or special artistic techniques are used.

In this work, frames are classified into 6 types: extreme close up (ECU),
close up (CU), medium close-up (MCU), medium shot (MS), long shot (LS, also
mentioned as wide shot, WS) and extreme wide shot (EWS).

To handle the inaccuracies of the STC model, the aggregation of all received
scores takes into account all the predicted probabilities. In general, the accuracy
of this shot type detection method depends on how the feature extraction net-
work was pre-trained. A special STC that is more resistant to distortion can be
trained.

4.4 Transition Assessment

Transitions between shots are an important component of the video, which
greatly affects its perception by the viewer. Human psychology is designed in
such a way that shot scales given in certain order seems more aesthetic to us.
These patterns are outlined in cinematography manuals. The guideline [3] pro-
vides many rules regarding exposure, lighting, camera angle, and other aspects
that affect the final frame quality and artistic value of the scene being filmed.
In this paper, heuristics are used that allow the use of available information
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about transitions. The “good” transitions are ECU ↔ MCU , CU ↔ MS,
MCU ↔ LS, MS ↔ EWS, MCU ↔ CU and MS ↔ LS.

A shot may represent a scene with several plans. A certain fraction FST of
frames lying around the borders of the shot is taken, and the most common
among them type is considered, and this value is used in transitions scoring.
The issue of choosing the frame percent remains open. For shots with a long
duration, it can be small, and for shots of a few seconds it can reach up to 100%.
In this work, the value FST = 0.3 is used, which means that is about a third
of the frames around transition are taken. The fraction of “good” transitions is
treated as a transition quality score for the video

4.5 Score Aggregation

After all stages of analysis, for each frame there is collected data: image qual-
ity score, attractive transition percent, frame scale types, and the number of
detected faces. There are currently no well-known algorithms for complex video
and image rating composition. This is a field for future work.

In this work, the aggregation of data into a single assessment occurs in two
steps. In the first step, for each frame, the estimate is collected by the formula

STotal = (PST · W ) ⊗ SIQA + NF (1)

where STotal – final frame score; PST – vector with predicted probabilities for
each shot type; W – fixed vector of penalty weights; SIQA – predicted image
quality score; NF – amount of detected face.

In the general case, if frames are processed by batches or by shots, PST may be
a matrix, NF and SIQA – a vector. For this reason, the multiplication of weighted
probabilities by IQA score is denoted as element-wise. Weight coefficients are 0.8
for close-up scales (ECU, CU, MCU), 0.9 for medium shots, and 1 for long shots
(LS, EWS). The purpose of these values is to introduce stricter requirements for
scenes filmed in detail, reducing the impact of each scale probability.

In the second step, scores of FST fraction of frames taken from around “good”
transitions are multiplied by the upscaling coefficient. This value is taken 1.2 in
this study. The frames, forming scenes with aesthetic transitions will more likely
have a high score.

The open issue is how to deal with object detection data. It could pro-
vide wide opportunities for flexible tuning for the framework user. Categories
of objects could be marked as “negative” or “positive” to give higher scores to
scenes with desired objects and exclude scenes with unwanted categories. How-
ever, the default behavior is undefined. The usage of semantics-based scoring
should depend on the situation

4.6 Postprocessing

Raw scores, predicted by the assessment system, may slightly differ over frames
within one scene, keeping the overall trend although. An attempt to select the
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best frames with such scoring would result in an extremely fragmented video
with multiple shots containing only a few frames. This problem could be solved
by applying a smoothing filter. The scores are considered as a signal in time, an
the use of the Butterworth filter with order 4 leads to a sufficiently smooth score
trend.

After two propagations of filter (to avoid biasing), scores are ready for video
summarization (Fig. 2). The task is to select M frames with the highest score
values, such that M

FPS = Tr, where FPS – original video framerate (the most
common options are 25, 30 and 60 frames per seconds) and Tr – the required
duration of the video summary in seconds. This step is implemented with the
usage of the K-th percentile of the scores. The algorithm consists of three steps:

1. Compute K = 1 − Tr

Nframes·FPS , where Nframes – the total amount of frames
in a video.

2. Compute K-th percentile.
3. Discard all frames with score values less than the computed percentile.

Fig. 2. The 70-th percentile of the smoothed scores for the test YouTube videos.

Examples of developed application work can be seen in Fig. 3. It demonstrates
the best and the worst frames from three videos: “Birthday party” (stable cam-
era, mostly domestic scenes; many faces.), “Dubai walk” (artistic techniques,
such as filming reflections in water and abstract scenes; text labels and titles;
sever exposure and blur distortions) and “Hiking in Scotland” (the video was
taken by the action camera; high quality; misty scenes; mostly wide shots with
nature scenes; almost no faces).

5 Discussion and Future Work

For testing purposes, five short videos with various scene settings and distortion
types were downloaded from YouTube. The download script is available in the
project GitHub repository. The frame resolution is unified to 360 × 640 pixels.
From the results of manual testing of the application, it was noticed that the
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Fig. 3. The upper row shows the best frames examples, the bottom row—the worst
frames.

accuracy of the proposed framework depends on a set of factors and parameters:
requested summary duration Tr, maximal number of objects in the scene, patch
size and number of patches and many other approach-specific parameters for
every estimation stage.

The interesting fact that the scores between shot boundaries sometimes
form complicated and non-monotonous trends with peaks and dips. It could be
explained by several scenes contained in one shot. For example, the case when
the operator slowly moves the camera from medium-scale (such as a room) to a
wide scene (e.g. landscape beyond the window). Semantic-based scene detection
as well as SBD could serve as a base for deeper semantic analysis of the video.

Another useful feature is the detection of captions on the frame. For example,
a scene with congratulation is present in the “Birthday party” test video. IQA
algorithm has scored it poorly, as frames from this scene contain nothing but the
cloudy background and white letters with curved shapes. Passed to the DIQA
algorithms, they are treated as low-contrast and distorted images. It could be
compensated by giving higher scores to the frames with detected text or, in
general, any specific semantic feature.

6 Conclusion

In this work, three approaches to enhancement of the state-of-the-art image qual-
ity assessment method are introduced. They are aimed at accuracy and function-
ality improvements and at general enhancement. As a result of the experiment, it
was found that content-based patching outperforms the baseline DIQA method
by from 40% to 11% depending on the test dataset. Performance gain relative
to the original algorithm is 26%.

Further, the universal and flexible framework for complex video assessment
and summarization was introduced. The proposed method has a high potential
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for specialization. It is possible to enable and disable specific components and to
tune parameters for each of them to achieve the most accurate match to different
subject fields. Some of assessment steps are independent and can be performed in
parallel. Generally, generated summaries are perceived better-quality and more
aesthetic, than the original videos.
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Abstract. We present an ensemble-based method for classifying pho-
tographs containing patches with text. In particular, the proposed solu-
tion is suitable for the task of classification the images of commercial
building facades by the type of provided services. Our model is based on
heterogeneous ensemble usage and analysis of textual and visual features
as well as special visual descriptors for areas with English text. It should
be noted that our classifier demonstrates remarkable performance (0.71
in F1 score against 0.43 baseline result). We also provide our own dataset
containing 3000 images of facades with signboards in order to provide
complete classification benchmark.

Keywords: Ensemble · Image classifier · Visual and textual features ·
Signboard image descriptor

1 Introduction

Among other problems of classifying images with text, one can single out the
problem of classifying commercial buildings facades photographs by the type
of provided services. That problem is of significant importance in the field of
applied marketing and pattern recognition [1–4]. Unfortunately that type of an
automatic signboards classification is extremely difficult due to the large number
of factors such as varying shooting conditions, visual distortions, unique signage
fonts and styles [1]. This variety of adverse factors leads to the need to maximize
the use of all information suitable for classification. In order to implement that
idea we combine several different classifiers that make decisions according to
different feature types.

The first type of classifiers that we use in our ensemble is general images
classifiers. At the present time, many computer vision methods have achieved
outstanding results in the classification of general images [5–8]. However dissim-
ilar objects images classification problem significantly differs from classification
of photographs of facades of commercial buildings with advertising signboards
by visual properties of presented objects. It should be noted that signboards
are often have similar shape, that sharply distinguishes them from dissimilar
objects from general datasets [9,10]. Despite this circumstance, general images
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classifier is useful for extraction context from background that allows to draw
conclusions about the type of provided services in some cases. We also use gen-
eral visual features extractors for independent style analysis of advertising signs
that is significant for overall performance of our system (Sect. 5).

Another important feature type for business type recognition is textual data
that is placed on an advertising signs and contains the most useful information
in some cases. Currently there are a lot of approaches for extraction textual
information from input images [11–13]. However different fonts sizes and styles
tends to mistakes in the output of text recognition engines. Misspelling can be
compensated for by the use of noise-resistant embeddings [14] but pure text-
based classifiers also do not provide an appropriate performance in grouping
photographs of facades by the type of business (Sect. 5).

We also use CNN-based image encoder for evaluation of visual descriptors of
image patches with signboards. As a result we take into account posters style
features and contours-based visual characteristics of presented text. Usage of that
information significantly improves performance of our ensemble (see in Sect. 5).

Thus we introduce an ensemble-based method for classification of pho-
tographs of commercial buildings facades with advertising signs by the type
of provided services. Our method demonstrates better performance than the
baseline [1]. We also provide a new dataset that contains 3000 images grouped
into 4 classes by a business type in order to provide complete benchmark for a
performance comparison of classification methods.

2 Problem Statement

The problem of classification of photographs of commercial buildings facades
with advertising signboards by the type of business can be formalized as follows.
Each input image Q containing advertising sings should be associated with one
of groups C = Ci, where i ∈ [0, N ] according to the type of provided services.
Considering photograph can be significantly influenced by various shooting con-
ditions (angles, lighting and colour balance), noise, sun glare, defocus areas, and
other artifacts arising in the process of image capturing. Moreover, the style and
design of posters can vary significantly, as a presented text size and fonts type.

3 Proposed Method

We use a similar architecture as described in [1] for commercial building facades
classification. As in [1] we use CNN-based [5,6,8,15–17] module for general fea-
tures extraction from background. And we also use such encoders for an inde-
pendent estimation of styles and colors of text areas that are presented on sign-
boards. It should be noted that we use prior text detection for better OCR
performance and pure visual analysis of presented posters. For textual informa-
tion analysis we obtain embeddings for succeeding analysis. Finally we use all
mentioned feature types by a classifier that groups images into 4 classes accord-
ing to a type of provided business. All of the modules of the proposed pipeline
are presented in Fig. 1.
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Fig. 1. General pipeline of the proposed solution.

3.1 Background Visual Feature Extractor

As a backgrounds descriptors we investigated intermediate representation of sev-
eral CNN architectures: VGG [15], Inception [5], ResNet [6], MobileNet [16], Effi-
cientNet [8], NASNet [17], DenseNet [18], InceptionResNet [19]. We selected that
networks because of remarkable results demonstrated by them in general images
classification problems. We also noticed that combined descriptors (Fig. 2) allow
to obtain better performance in our pipeline. We analyzed several configura-
tions of the encoder (Sect. 6) and selected the best one (InceptionResNet +
EfficientNet) according to our experiment results. Final scheme of our back-
ground feature extractor presented in Fig. 2. The first branch of our combined
features extractor - InceptionResNet architecture that contains Inception fea-
ture extractors and residual connections. The second branch is presented with
EfficientNet B4 that is based on several key ideas (for example, scaling method)
and outperforms MobileNet and ResNet architectures on Imagenet dataset.

Fig. 2. Background descriptor generation scheme.

3.2 Text Detector

We tested several detectors (SSD [20], YOLO [21], EAST [12], CTPN [11]),
TextBoxes [22]) for text areas localization and selected the best one (SSD with
ResNet backbone) in order to provide better performance of our combined model
(Sect. 6).

The SSD architecture is based on convolutional neural network usage for
fixed-size bounding boxes and scores prediction. One of the key concepts of the
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SSD is multi-scale feature maps usage that allows to make robust recognition
of objects with varying size that is very important for our solution because we
have to detect labels with various text size with high accuracy for succeeding
advertising sign descriptor extraction.

3.3 Signboard Visual Features Extractor

We also use general purpose visual features encoders ensemble as we do for
background descriptor extraction. EfficientNet model shown the best efficiency
in our experiments (Sect. 3.4). We used the same scheme as we introduced for
background encoder (Sect. 6) with the difference that instead of EfficientNet B4
and InceptionResNet we use EfficientNet B3 and EfficientNet B2 combined fea-
ture extractor. This architecture allowed to estimate special visual text features
better than investigated counterparts.

3.4 Text Recognition Engine

In order to achieve better performance in OCR we compared several text recog-
nition engines: TesseractOCR [13], modified CRNN [23], EasyOCR (CRAFT [24]
based OCR tool). Modified CRNN shown the best performance in the context of
our pipeline (Sect. 6). This version of the CRNN architecture uses EfficientNet-
like feature extractor and a proposed multi-head attention mechanisms for better
character localization and higher recognition accuracy that is of great importance
in the context of our task, when the symbols of one word can have different sizes
and styles. However attention mechanism allows to estimate different parts of an
each symbol in order to get better performance in overall characters recognition.

3.5 Text Embeddings

We analyzed several types of text embeddings: RoVe [14], BERT [25], and
ALBERT [26]. RoVe embeddings are based on specific character-level representa-
tion followed by bidirectional recurrent neural network, this design is tailored for
better noisy (as OCR result) text representation. BERT model could be consid-
ered standard de-facto nowadays for text vector representation, while ALBERT
being a direct descendant of BERT is significantly different in its internal struc-
ture. The important feature of both BERT and ALBERT models is used BPE
representation [27]. This representation while not explicitly designed to handle
noisy texts is able to represent virtually any input string. Given that and the sig-
nificant capacity of named models (more than 100 million parameters for BERT)
one could expect a model to handle the OCR text output. In the presented model
we used BERT which have the best results in our experiments.

4 Datasets

In our work we used two datasets. The first dataset was presented in [1] and
contains ∼360 images of commercial buildings facades grouped into 4 classes
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(hotels, restaurants, shops and ’other’). Each category contains approximately
the same number of samples (∼90 photographs per class). Unfortunately that
dataset contains relatively small number of elements, so we compare our app-
roach on it only.

In addition, we collected and make publicly available a new dataset, which
we call Commercial Facades Dataset (CFD)1. It contains 3886 images (Fig. 3)
divided into the same categories as [1]. The class distribution is even for three of
four classes, with one class (hotels) being slightly smaller than the others (886
vs 1000) in the collected dataset. All of the images were collected from open
sources. This dataset was used for ablation study and comparison.

We used a train-validation-test split ratio of 10:1:1 for [1] dataset and the
same one for CFD. In both cases class balance was ensured in all parts of the
split.

a) b) c) d)

Fig. 3. Examples of images from CFD dataset: a) photograph of a hotel’s facade; b)
photograph of a store’s facade; c) photograph of a restaurant’s facade; d) an element
from ‘other’ category.)

5 Results

In our experiments the following configuration showed the best results: it includes
combined background feature extractor with EfficientNet B4 and InceptionRes-
Net. The best configuration of our classifier also contains text detector based
on modified SSD [20] detector with a ResNet [6] bottom. The text recognition
engine of our solution is presented with the modified RCNN [23] model and the
signboard visual feature extractor is presented with a combined model that uses
EfficientNet B2 and EfficientNet B3 features.

We also provide a comparison of the best configuration of our model and the
combined advertising sign classifier on CFD and dataset presented in [1]. Results
of the comparison are presented in Table 1. Thus the best configuration of our
ensemble significantly overcomes [1] on CFD and a dataset proposed in [1].

1 We used https://Flickr.com and chose only the images with ‘commercial use and
modifications allowed’ licensing. The dataset is available here: https://github.com/
madrugado/commercial-facades-dataset.

https://Flickr.com
https://github.com/madrugado/commercial-facades-dataset
https://github.com/madrugado/commercial-facades-dataset
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Table 1. Metrics (P - precision, R - recall, F - F-measure) for our system and combined
classifier [1] on CFD and a dataset presented in [1].

Model Dataset

CFD Malykh et al. [1]

P R F P R F

Combined classifier [1] 0.72 0.31 0.43 0.36 0.18 0.24

Ours 0.87 0.6 0.71 0.83 0.32 0.46

6 Ablation Study

Below we provide an ablation study for our modular architecture. In order to find
the best configuration of our model we investigated all of the possible variations
of each module. The results of ablation study are presented in Table 2.

Table 2. F-measure for our system configured with different module variations on
CFD (top-5 results for each module at max).

Model variation F1 score

Ours 0.71

Background feature extractor type

EfficientNet B4 + EfficientNet B2 0.64

EfficientNet B4 + EfficientNet B3 0.68

EfficientNet B3 + InceptionResNet 0.66

EfficientNet B2 + EfficientNet B3 0.68

Signboard feature extractor type

EfficientNet B3 + InceptionResNet 0.61

EfficientNet B4 + InceptionResNet 0.65

EfficientNet B4 + EfficientNet B2 t 0.64

EfficientNet B3 + EfficientNet B4 0.67

Text detector type

YOLO 0.60

CTPN 0.69

EAST 0.68

TextBoxes 0.70

OCR engine

TesseractOCR 0.58

EasyOCR 0.63

Text embedding type

RoVe 0.61

ALBERT 0.69
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For background visual feature extractor we experimented with several combi-
nations of architectures mentioned in Sect. 6. Top 5 results that we managed to
obtain using declared background features extractor and arbitrary combinations
of other elements of our pipeline. EfficientNet B4 + InceptionResNet combined
feature extractor shown the best performance in terms of our model. The same
investigation we provide for visual feature extractor of a signboard area. Effi-
cientNet B3 and EfficientNet B2 demonstrated best result. The text detection
module in the ours best configuration was presented with SSD with ResNet
backbone. After text detection we used modified CRNN for text recognition and
BERT embeddings in order to achieve the best performance for our model (0.71
in averaged F1 score).

Conclusion

We proposed the ensemble-based method for classifying images of commercial
building facades with advertising signs by the type of provided services. The pre-
sented architecture is based on usage of several neural network classifiers. Each
classifier is responsible for an estimation of a specific feature type, that allows
us to explicitly analyze each factor containing significant information about the
type of business. Our model demonstrated better performance than considered
baselines (Sect. 5). Moreover we presented our own dataset that contains 3000
images in order to provide a complete performance benchmark in the context
of the stated problem. It should be noted that the presented solution architec-
ture is extensible and can be easily modified in order to support new feature
types. Thus the further research of the proposed approach can be focused on the
study of new feature types and classifiers that can be included in the proposed
ensemble for overall performance improvement of the considered system.
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Abstract. Social networks are an integral part of modern life. They
allow us to communicate online and exchange all kinds of information.
In this paper, we consider the social network Instagram and its hashtags
as a key tool for finding relevant information and new friends. The aim of
our work is an empirical analysis of hashtags for posts in Instagram with
certain locations. We obtain database of users of the Instagram network
and collect a dataset of posts for three Far Eastern cities. Then, we build
a friendship graph, for which we solve the link prediction problem. We
show that both, structural and attributive graph information, such as
hashtags, is important to achieve best quality.

Keywords: Social network · Link prediction · Hashtag

1 Introduction

In our research, we study hashtags, their popularity and benefit of using them
for finding new friends. We have chosen Instagram1 as one of the most popular
hashtag-sharing platforms. This social network is an American service launched
in 2010 for uploading photos and videos, which can be organized with hashtags
and geotags. To browse content by different tags, users can follow information
enthralling them, check current trends or find their needs.

1.1 Hashtags

Concept of hashtags was created on Twitter2 in 2007. A goal was to retrieve infor-
mation as efficient as possible. To evolve in 2011, Instagram also began using hash-
tags to help users find specific posts, popular peoples, advertised services, and so
on. The next step of Instagram progress was a way to follow not only personal
pages, but also hashtags, which allows to show relevant topics in user’s feeds.Nowa-
days, almost each Instagram post contains multiple hashtags, see Fig. 1.

O. Gerasimova—The article was prepared within the framework of the HSE University
Basic Research Program.
1 https://www.instagram.com/.
2 https://twitter.com.
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Fig. 1. Example of an Instagram post with hashtags.

Moreover, Instagram stimulates peoples to create specific hashtags, rather
than using generic words, to diversify tendencies and draw attention to posts. As
we said, Instagram users can create “trends” based on hashtags. The trends usu-
ally highlight a specific topic for posting information on. For example, hashtags
can promote an election campaign, raise social issues or reflect food preferences.

1.2 Main Contribution

Analyzing the conditions that cause people to subscribe to each other on social
networks is a well-known task for developing recommendation systems. It is clear
that people like to communicate with those who have similar interests. Hashtags
can be considered as one of the forms of interests description. By hashtags, it
is easy to search for posts with desired information, and, hence, for people who
made these posts.

So, we are going to use hashtags for a link prediction task on friendship
graphs based on data scraping from the Instagram.

The social network is represented by the graph G(V,E), where V is a set
of nodes corresponded people, and E is a set of edges - interactions between
them. We obtained three friendship graphs for three Russian Far Eastern cities:
Blagoveshchensk, Khabarovsk, Vladivostok. We are interested in comparison of
users behavior in cities of different size, geographical, cultural and economical
meanings in the same region.

We compared similarity-based and several machine learning methods for link
prediction. As model features, we considered both models with only hashtags
information and combined data (structural features and hashtags). We obtained
that adding hashtags to structural features increases accuracy of prediction.

1.3 Organization

The structure of the paper is as follows. In Sect. 2, we consider works in related
fields. Next, in Sect. 3, we describe methods of our datasets collection. Section 4
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contains empirical analysis on hashtags. In Sect. 5, we concentrate on link predic-
tion task on Instagram graphs using structural features and hashtag attributes.
Finally, in Sect. 6 we make the conclusion and discuss future work.

2 Related Work

We made an overview of related papers in several directions. Firstly, we consid-
ered hashtag-based works. Secondly, we focused on researches related with Insta-
gram. Finally, we mentioned papers about link prediction and the approaches
that use social interests and network structure to recommend social relations.

2.1 Researches on Hashtags

In our research, we concentrate our attention on hashtags, which can be used as
a powerful tool for different tasks.

There are many works about certain hashtags, when their usage creates a
new tendency, supports a protest or motivates to do something.

In [15,23,24,26], some events became a motivation for investigations. The
work [24] is inspired by a hostage incident in Sydney in December 2014 and
is devoted to solidarity towards Muslims in Australia, in which author explored
the nature of Twitter networks based on the hashtag #illridewithyou. Authors of
[15] analyzed an online movement by women being sexually harassed and sharing
their stories with the hashtag #metoo. Another research focused on elections to
the constituent assembly in Venezuela and classified tweets with the #Maduro
hashtag. The authors identified the explicit and implicit topics related to this
important political event [23]. In [26], content analysis of tweet tagged with
#rescue in the 2017 North Kyushu Heavy Rain disaster was investigated. Using
only hashtags on Twitter, authors of [11] predicted the election results in India.

There are researches focusing on emotions’ analysis. For example in [30], an
image classifier to define Non-Suicidal Self-Injury (NSSI) or non-NSSI images
was developed for posts, which contain a hashtag #selfharm. Another case is
devoted to explore how users conceptualize trust for understanding ideas that
help people to negotiate trust. The researchers sourced the Twitter data for the
hashtag #trust to analyze the vocabulary used alongside the given hashtag.

It is also interesting to explore data in the entertainment sectors (movie,
music, food, fitness and etc.). Authors of [13] chose to analyze the Twitter hash-
tag #avengersendgame in framework of sentiment analysis task. Their approach
aimed to classify the posts with a given hashtag into positive and negative type.
In [32], the aim of the study is to analyze users’ emotional states in terms of
their musical preferences. Authors collected datasets with #nowplaying tweets
and retrieved affective context hashtags included in the same tweets. As for food
analysis, in [33] there is a study on gender differences in terms of using hashtags
for photos tagged with #Malaysianfood or in [20] the hashtags #fitness, #brag
and #humblebrag are examined for exploring self-presentation strategies.
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So, analyzing hashtags is a hot topic that promotes to appear many new
researches related with them.

Different recommender systems based on hashtags’ semantic analysis were
constructed [9]. This research focuses on the classification of semantic words using
a user’s hashtag data and co-occurrence hashtag information. Understanding the
meaning of a hashtag is one of the ways to learn latent semantic expressions of
words. In [27], it was proposed a semi-supervised sentiment hashtag embedding
model, which preserves both semantic and sentiment hashtags distribution.

2.2 Researches on Instagram

There are a lot of various researches around Instagram, because it is a enormous
data source for a wide range of tasks.

In [22], Müngen et al. have found most effective Instagram posts, instead of
users, focused on fuse motif analysis. Authors of [4] suggested method of match-
ing of Instagram images and topics obtained aid topic modelling of hashtags.
In [8], another way based on the HITS algorithm and the principles of collec-
tive intelligence for matching of Instagram hashtags and corresponding visual
content of the images was presented. This method allowed to obtain noise-free
training datasets for content-based image retrieval.

Also hashtags-based method for specific community detection problem was
proposed in [5].

There are various important studies on brand mentioning practice of influ-
encers [31], in which authors suggested a neural network-based model for post
classification according to (non-)sponsorship parameter.

Among political related researches, it is clear there are also investigation in
Instagram. For example in [3], Zahra Aminolroaya and Ali Katanforoush pro-
posed novel ideas of hashtag diffusion for Iranian communities in Instagram
during the last legislative election in Iran.

In travel segment, a model-based location recommender system for designing
a location’s profile helps to recommend locations based on user preferences[21].

To sum up, we can identify the following task that are solved on Instagram
data: automatic image annotation [4,8], topic modelling [4], community detection
[3,5], user/post/image classification [30,31], information diffusion modeling [3],
sentiment analysis [13], recommender system [21], and others.

We focus on the structure of the user network that connect Instagramm users
and their content as a core goal of our research.

2.3 Link Prediction

In network analysis, one of the main tasks is a link prediction [18], the objective
of which is to predict the pairs of nodes that will be connected by the link or
not in the next state of the network. Being important task, the link prediction
has become significant in various fields. Hence, many different methodologies to
solve it have been suggested such as similarity-based [2], maximum likelihood
models [7], probabilistic models [17], or based on deep learning [6].
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There are applications of link prediction in most domains from classical task
of prediction social relationships [34], web linking [1] to developing various rec-
ommender systems [16,28].

Systematic surveys on link prediction methodologies were described in [12,
14,19,25,29].

3 Data Collection

3.1 Methods

To perform the link prediction task, we collected data from the Instagram social
network based on the geotags of chosen locations.

After detailed study on extracting data from Instagram, the following solu-
tions were proposed: (1) the Instagram API, (2) searching for posts by hashtags
of given cities through a web page, (3) creating a bot.

As for the first method, there is a problem of missing important attribute
information in the Instagram API, in particular, the location id attribute. This
parameter has been removed since October 2019. The significant drawback of
the second way is that it misses many posts without city hashtags, but tagged
with the given locations. As a result, the third method was chosen, because it
allows to solve our task on obtaining data.

To automatically collect posts, a data retrieval bot was written. The fol-
lowing technologies were chosen to implement the bot: Java, spring, springjpa,
MySQL. The MySQL DBMS was used to store the database. Based on the dumped
database, we obtained graphs in the form of edges lists and sets of users’ hashtags.

Fig. 2. Visualisation of the Blagoveshchensk graph.
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3.2 Datasets

Graphs. We built three friendship graphs based on geotags for the follow-
ing locations: Blagoveshchensk, Khabarovsk, Vladivostok. The Blagoveshchensk
graph is illustrated via the Gephi3 visualization platform, see the Fig. 2.

We collected posts with the given locations. Next, we identified users who
created these posts and built friendship graphs. We meant that two users are
friends if they follow each other. We removed users with posts not containing
any hashtags. Table 1 gives a summary statistics of all the three datasets.

Hahstags Preprocessing. All hashtags were converted to lowercase. Also, we
removed all the symbols except letters and numerals.

Table 1. Summary statistics of datasets.

Blagoveshchensk Khabarovsk Vladivostok

Num. of users 15 262 36 807 51 430

Num. of links 14 119 34 118 47 523

Num. of hashtags 440 872 1 173 889 1 504 696

Num. of posts 2 695 509

4 Empirical Analysis

Top Hashtags. We analyzed most popular hashtags in our three cities and
presented our results in Table 2. We generalized and defined several topics of
popular hashtags. Hashtags were translated from Russian except the Instagram
class and were ordered by popularity from top to bottom within categories.

Because of the idea for data collection, many popular hashtags contain names
of the cities. The current quarantine situation related with COVID-19 also pro-
duces many relevant tags. Also, general hashtags about seasons, celebrations
or popular services are retrieved. We have noted several interesting patterns.
While Vladivostok is a seaport, #sea is the most popular in this city. Dif-
ferent seasons preferences are identified. Among these cities, the celebration
#9may is more often mentioned in Blagoveshchensk, possibly due to the fact
that Blagoveshchensk is a border town. In addition, Vladivostok is also a tourism
center, that is why there are more Instagram posts advertising #photographer
services than #manicure, unlike other cities.

3 https://gephi.org.

https://gephi.org
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Table 2. Most popular hashtags in three datasets.

Topic Blagoveshchensk Khabarovsk Vladivostok

Instagram #instagood #instakhv #instagood

#repost #instagood #repost

#followme #repost #followme

General #family #love #sea

#love #family #love

#beautiful #beautiful #beautiful

Locations #blg #khv #vladivostok

#blagoveshchensk #khabarovsk #vl

#blaga #khv27 #vdk

Seasons #summer #spring #summer

#spring #summer #spring

#winter #autumn #autumn

Celebrations #newyear #newyear #newyear

#9may #birthday #birthday

#birthday #8march #8march

Services #manicureblagoveshchensk #manicurekhabarovsk #photographervladivostok

#nailsblagoveshchensk #manicure #manicure

#gelpolishblagoveshchensk #photographerkhabarovsk #manicurevladivostok

Quarantine #stayhome #stayhome #quarantine

#selfisolation #quarantine #stayhome

#stayinghome #selfisolation #selfisolation

Distributions. We plot the distribution of the number of hashtags in each
post for the united dataset of posts for three locations in Fig. 3 (left). There are
around ∼ 50% posts included up to 10 hashtags. The upper limit for the number
of hashtags per Instagram post is 30. So, we can see an increase of around 30,
because there are many sponsored ad posts with the maximum number of tags.
However, there are a few posts with exceeding limit of the number of hashtags.

Figure 3 (right) illustrates distributions of the number of users according to
the number of shared hashtags for three graphs. It can be seen that most people
use quite small set of hashtags. In the next Fig. 4, we plots the distributions of
the number of times hashtag was shared in all posts, i.e. we analyze the frequency
of using hashtags. There are a lot of specific hashtags, which are popular among
narrow circle of users. Also, there are general widespread hashtags, but their
number is much smaller. It is clear and logical that both distributions look like
the power law.
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Fig. 3. Left: distribution of the number of hashtags in each post in all three datasets,
x-axis corresponds to the number of hashtags and y-axis – number of posts. Right:
distributions of the number of times a hashtag is used (loglog scale), x-axis corresponds
to the number of users and y-axis – number of hashtags.

Fig. 4. Distributions of the number of times a hashtag is used (loglog scale).

5 Experiments

We consider the link prediction as a binary classification task: we predict unit for
edges, which appear in the next state of the network, and zero for non-existent
edges.

Training Settings and Metrics. To receive examples for the negative class,
we applied the negative sampling strategy. We randomly choose non-existent
edges such that the number of them would be approximately the same, as the
number of existent edges for a balanced sample. Moreover, we aggregated results
over five negative samplings. We split our data into training and test sets as 70%
and 30%, respectively.

We use standard classification performance metrics for evaluating quality
such as Accuracy (Acc.), F1-score (micro, macro), Log-Loss, ROC-AUC. The
smaller Log-Loss is better, whereas the greater other metric is better.
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Hashtag Vectorization. The bag of words method was used to vectorize
information about users’ hashtags. We had more than 160, 350 and 424 thou-
sand different hashtags for Blagoveshchensk, Khabarovsk, Vladivostok locations,
respectively. According to the chosen vectorization method, the vector dimen-
sion describing the user’s hashtags should be equal to the number of different
hashtags. It is reasonable to reduce the dimension choosing hashtags that were
shared more than once, in other words, by more than one user. The resulting
dimensions are approximately 40, 93 and 112 thousand hashtags, respectively.
We can see that there are a lot of hashtags used by only one user in our datasets.

Features. In our problem statement, each user is characterized by a set of
hashtags and connections with other users. So, we used two types of features:
binary vectors describing used hashtags and binary vectors corresponding to a
set of friends (rows from the graph adjacency matrix).

5.1 Similarity-Based Models

As a basic model for link prediction, we used Cosine Similarity (CS) and Jaccard
Index (JI) metrics.

CS(v1, v2) =
v1 · v2

‖v1‖‖v2‖ JI(v1, v2) =
|v1 ∩ v2|
|v1 ∪ v2|

These metrics were calculated for the test set containing existent edges and
non-connected pairs of nodes from negative sampling set. The threshold for pre-
diction was obtained on training step. We used a grid search from 0 to 1 with a
step of 0.0001. We predicted existence of edge if metric value was greater than
corresponding threshold chosen for each metric.

We made three experiments to calculate the similarity metrics with differ-
ent feature spaces: vectors with links data only, vectorized hashtags only, and
combined users’ features as concatenated binary vectors with vectorized hash-
tags and information about friends. We got a statistically significant increase in
accuracy by ∼ 2–4 % adding information about hashtags to graph information,
as shown in Table 3. We can see that prediction accuracy using only hashtags is
greater than using graph information, which support our hypothesis that users of
Instagram are linked by their interests. However, this approach did not show suf-
ficiently high accuracy, that is why, we also looked at more advanced techniques
using machine learning models.
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Table 3. Accuracy on test data for similarity-based models.

Model Blagoveshchensk Khabarovsk Vladivostok

JI Friends 0.513 0.5 0.515

Tags 0.537 0.534 0.54

Friends+tags 0.538 0.533 0.542

CS Friends 0.499 0.5 0.5

Tags 0.537 0.536 0.538

Friends+tags 0.538 0.539 0.54

5.2 Machine Learning Models

We considered machine learning (ML) models for binary classification task such
as Logistic Regression (LogReg) and Extreme Gradient Boosting (XGB).

As model features, we decided to use node2vec network embeddings [10]
with random walks parameters p, q = (1, 1), dimension of the embedding d =
64, length of walks l = 30, and number of walks per node equaled n = 200.
Also, we made experiments with combining node2vec embeddings and vectorized
hashtags.

Edge Functions. To receive edge feature, we applied specific component-wise
functions to node features for source u and target v nodes of a given edge. This
model was suggested in [10], in which four functions for such edge embeddings
were presented:

Average:
u+v
2

WeightedL1: |u− v|
Hadamard: u · v WeightedL2: (u− v)2

In Table 4 and Table 5, we presented values of quality metrics on test
data for some experiments on the giant connected component (GCC) of the
Blagoveshchensk graph. All results are significantly better than for similarity-
based models.

Table 4. Comparison of ML models on GCC of the Blagoveshchensk graph, part 1.

Average Hadamard

Acc. F1-micro F1-macro Log-loss ROC-AUC Acc. F1-micro F1-macro Log-

loss

ROC-

AUC

node2vec LogReg 0.745 0.745 0.735 8.82 0.745 0.964 0.964 0.964 1.26 0.964

XGB 0.953 0.953 0.953 1.64 0.953 0.953 0.953 0.953 1.64 0.953

node2vec+# LogReg 0.803 0.803 0.799 6.8 0.803 0.964 0.964 0.964 1.26 0.964

XGB 0.956 0.956 0.956 1.51 0.956 0.953 0.953 0.953 1.64 0.953
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Table 5. Comparison of ML models on GCC of the Blagoveshchensk graph, part 2.

WeightedL1 WeightedL2

Acc. F1-micro F1-micro Log-loss ROC-AUC Acc. F1-micro F1-micro Log-

loss

ROC-

AUC

node2vec LogReg 0.839 0.839 0.837 5.55 0.839 0.836 0.836 0.834 5.67 0.836

XGB 0.843 0.843 0.839 5.42 0.843 0.843 0.843 0.839 5.42 0.843

node2vec+# LogReg 0.964 0.964 0.964 1.26 0.964 0.887 0.887 0.886 3.9 0.887

XGB 0.956 0.956 0.956 1.51 0.956 0.858 0.858 0.855 4.91 0.858

For features with node2vec embeddings only, XGB showed better quality in
terms of all metrics for Average, WeigtedL1 and WeigtedL2 edge functions than
LogReg. However, the situation is opposite for the Hadamard edge function. If
we add features with vectorized hashtags, we obtain better results for LogReg
with all edge functions except Average. Generally, combined features lead to
higher quality, which supports our claim and core idea of the paper.

6 Conclusion and Discussion

In the framework of this paper, we made a survey of different works on hashtags
to show the motivation for hashtag-based researches, to present hashtags as a
powerful tool for describing the preferences of social media users, influencing
public opinion and disseminating information. While we focused on the Insta-
gram, we also decided to describe a wide range of research opportunities based
on this social network.

For our study, we created a database based on Instagram posts tagging with
chosen locations. Constructing Instagram friendship graphs, we solved link pre-
diction task using different feature types. In addition, we made general empirical
analysis of hashtags to be aware of their usage trends at Russian Far Eastern
cities.

For the future work, we aim to study another methods of graph embedding,
which can contribute to link prediction problem from both, hashtag similarity
and structural information feature engineering. We are also going to look at
additional features related to social profiles of Instagram users for our problem
of friend recommendations.
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Abstract. Sentiment analysis is a key task in natural language process-
ing and has a wide range of real-world applications. Traditional methods
classify “plain texts” as “positive” and “negative”. We propose a method
that is significantly different from traditional approaches. In addition to
“plain text”, we have analyzed ways to express emotions in a message and
a variety of emotional indicators, emoticons and emojis. The proposed
model with emotional indicators to predict text polarity improves the
prediction accuracy of sentiment classes by 6% compared to traditional
models. The model uses an original data set marked up according to an
extended list of Plutchik emotion classes. Therefore, the model predicts 8
independent sentiment classes: “joy”, “sad”, “distaste”, “fear”, “anger”,
“surprise”, “attention” and “trust”. The novelty of the research also lies
in using the Russian language data set. The model considers national
linguistic, semantic and semiotic features of social environment.

Keywords: Emotional analysis · Social networks · Natural language
processing

1 Introduction

Digital footprint analysis using machine learning methods in social networks
is a compelling and knowledge-based task. To analyze text digital footprints,
the required size of labeled data set is collected, and machine learning methods
are applied. However, insufficient data make digital footprint analysis impossi-
ble. The VKontakte, a Russian-language social network lacks the collected open
labeled data sets. For this research, in particular, a large dataset of 6340 short
text messages was marked manually, which took a lot of time and effort.

The research aims to build a model to detect emotions in Russian-language
texts. The other task of text sentiment analysis is to form and choose prediction
classes. A combination of several approaches is used to predict emotions in texts.
Therefore, various emotions scales that exist in psychology were considered. As a
result, Plutchik’s scale of emotions [12] was selected as a standard as a formally
described in scientific sources.

The rest of the paper is organized as follows. In Sect. 2, we overview the
papers related. In Sect. 3, we describe our data for this study. The proposed
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method is described in Sect. 4. Section 5 contains all results of the emotional
analysis research of the suggested model and a comparison of the suggested
model with the baseline model. The conclusion is in Sect. 6.

2 Related Work

Text sentiment analysis in [3,4,7] focuses on emotion classes rather than multi-
dimensional emotions. In our research, a sentiment data set was collected and
marked up into 8 brightly expressed emotions in each message. Emotional indi-
cators (emoticons) for the advanced sentiment analysis were considered.

The issue of emotion prediction using supervised machine learning methods
with SNoW architecture [2] is explored in [1]. The paper aims to classify the
emotional closeness of sentences in fairy tales for appropriate expressive repro-
duction of text-to-speech synthesis. Initial experiments on a data set of 22 fairy
tales show encouraging results using the bag-of-words [3] approach to classify
emotional and non-emotional content with some dependence on parameter set-
tings.

Habibeh Naderi et al. [4] proposed a regression system to infer emotion inten-
sity of a tweet. They developed a multi-aspect feature learning mechanism to
capture the most discriminative semantic features of a tweet, as well as the infor-
mation on emotions conveyed in every word. Their method offers several types
of feature groups: a tweet representation learned by an LSTM network [5], word
embeddings [6] word and character n-grams, features derived from various sen-
timent and emotion lexicons, and hand-crafted features. An SVR regressor [6]
is then trained over the full set of features. Performance assessment of ensemble
feature sets on data sets reach a Pearson correlation of 72% on tweet emotion
intensity prediction.

A method for classifying tweets into emotional categories based on the NRC
vocabulary [8] was proposed in [7]. The authors conducted an experiment using
two approaches: (1) The word-centroid model [10] creates word vectors from
tweet-level attributes (for example, unigrams and Brown clusters) by averaging
all tweets with a target word, (2) word embedding represents continuous, low-
dimensional word vectors trained on a document basis. The results show that the
expanded lexicon achieves major improvements over the original lexicon when
classifying tweets into emotional categories.

Robert Plutchik, a psychologist, created an emotion scale [12] with 8 basic
emotions: “joy”, “trust”, “fear”, “surprise”, “sad”, “attention”, “anger”, and
“distaste”. Here, joy is opposite to sadness, fear is opposite to anger, distaste is
ortagonal to trust, and anticipation opposes surprise. Plutchik’s emotion scale
is the most referenced in scientific research, for example in NRC lexicon [4].

Various problems and solutions related to sentiment analysis are summarized
in [9]. The key problems for automatic systems are described, as well as the
algorithms, functions and data sets used in sentiment analysis. Several manual
and automatic approaches to create a vocabulary related to valency and emotions
are described. Sentiment analysis is described at the sentence level.
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3 Experiments

3.1 Data

The RuSentiment corpus [17] was used for our research. The RuSentiment is a
data set of posts from a social network Vkontakte, and these posts had already
been marked in five classes “positive”, “neutral”, “negative”, “speech”, and
“skip”. For our study we used posts with class marks “positive” and “negative”,
10558 posts in total, including:

– with emotional indicators: 6957
– without emotional indicators: 3598

Emojis, emoticons and punctuation marks that express emotions are refer-
enced as emotional indicators in our research. The data set of emotional indi-
cators, their code, values, meanings in English, and sentiment assessments, and
emotion classes was used, including:

– Emoji: 277
– Emoticons: 125
– Punctuation marks that express emotions: 20

This RuSentiment corpus was marked up at 8 emotions classes (“joy”,
“sad”, “surprise”, “distaste”, “anger”, “trust”, “attention”, “fear”) described
in Table 1. Experts have manually marked up 6340 posts. Data collection on
minority classes is ongoing. The article have presented intermediate results. The
data set was annotated by 4 experts manually. The annotation was performed
following specific rules for experts. Any emotion from Plutchik’s scale that could
be highlighted by experts in a short text was marked with positive markers. Not
highlighted emotions were marked with negative markers. Most often (in 77% of
cases), the experts distinguished from one to three prevailing emotions in a post.
In a relatively small number of texts (9%), experts did not select any pronounced
emotional posts. The binary markup was averaged and used to generate the final
data set. In most cases (91%), an expert can easily identify dominant emotions
using the Plutchik’s emotion scale in a short text from a social network.

Data prepossessing consist of several steps:

1. Remove posts without emotional indicators.
2. Convert posts to lowercase.
3. Remove posts containing less than ten words.
4. Remove contents including the urls, mentions, and emails.
5. Remove punctuation marks.
6. Remove words that are not in Russian.
7. Change emotional indicators to their text meaning.
8. Lemmatizing posts using Yandex Mystem [18].
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Table 1. Description of emotions.

Emotion Description

Joy enjoyment, happiness, relief, bliss, delight, pride, thrill, ecstasy

Sad grief, sorrow, gloom, melancholy, despair, loneliness, depression

Trust friendliness, trust, kindness, affection, love, devotion

Distaste contempt, disdain, scorn, aversion, distaste, revulsion

Fear anxiety, apprehension, nervousness, dread, fright panic

Anger fury, outrage, wrath, irritability, hostility, resentment, violence

Surprise shock, astonishment, amazement, astound, wonder

Attention acceptance, care, attentiveness, courtesy

3.2 Data Analysis

The ratio of emotion classes to all posts in the data set was analyzed after data
prepossessing stage (Fig. 1 and Fig. 2). Positive emotions prevailed over negative
emotions in posts, and “fear” appears to be least often. Most often, emotional
indicators were used to express emotions of joy.

Fig. 1. The ratio of emotions in the data set.
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Fig. 2. Emotions Distributions in the data set.

Emotions have a strong relation with sentiment classes (Fig. 3). For example,
the positive class (above the diagonal) consists of such emotions as “joy” and
“trust”. The negative class (below the diagonal) comprises “sad”, “distaste” and
“anger”. The neutral class (in the diagonal vicinity) consist of “fear”, “atten-
tion”, and “surprise”. It can also be noted that there are much more positive
emotions than neutral and negative ones, but there are more types of emotions
in negative classes.

Fig. 3. Location of emotions in the space of sentiment classes.

The distribution of emotional indicators in posts according to emotion classes
allocated for these posts are demonstrated in Fig. 4. The presence of an emotional
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indicator in a particular class means that in more than 50% of posts that have
this indicator, this class of emotion is highlighted. It is clearly seen that people
are more willing to use emotional indicators, expressing joy and sad, and such
an emotional class as ‘attention’ has not received a single emotional indicator.

Fig. 4. Distribution of emotional indicators in posts according to the classes of emotion.

A positive correlation between “distaste” and “anger” is demonstrated on the
graph (Fig. 5), A negative correlation is also noted among “joy”, “sad”, “anger”,
and “distaste”. Therefore, this means that negative emotions oppose positive
emotions.

Fig. 5. Correlation matrix of emotions.

4 Methods

4.1 Alternative Method of Sentiment Analysis Using Emojis and
Emoticons

The Alternative method of sentiment analysis using emojis and emoticons was
applied to analyze not only “plain text”, but also to study how important
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emotion indicators in sentiment analysis. The final result is presented in Table 2.
The study was focused on a set of posts from the social network Vkontakte. The
models were built to predict two independent classes: “negative” and “positive”.
Five models were trained and their metrics on a test data set were calculated:

1. “TF-IDF + CNN” model, based on the TF-IDF vectors [16] as embeddings
for a fully connected neural network with several hidden layers.

2. “TD-IDF + emotional indicators + CNN” model based on the TF-IDF vec-
tors built on lemmatized posts for a fully connected neural network with
several hidden layers.

3. “Word2Vec + RNN” model based on Word2Vec embeddings [15] for a recur-
rent neural network with a hidden LTSM layer.

4. “emotional indicators + CNN” model based on the bag-of-words vectors for
a fully connected neural network with one hidden layer.

5. “Word2Vec+emotional indicators” model, an ensemble consisting of the
word2vec model and the model on emotional indicators embeddings.

Table 2. Text polarity prediction accuracy.

Model Accuracy Roc curve area

TF-IDF + CNN 0.83 0.863

TD-IDF + emotional indicators + CNN 0.89 0.928

Word2Vec + RNN 0.85 0.884

Emotional indicators + CNN 0.85 0.872

Word2Vec + emotional indicators 0.91 0.937

The research demonstrated that the proposed methods improve prediction
of polarity classes by 6% compared to traditional models [9].

4.2 The Model for Emotional Analysis Using Plutchik’s Emotions
Scale

To predict emotion classes, a model was developed, arranged as follows:

1. First, lemmatized texts with highlighted emotional indicators were vectorized
using the classic TF * IDF approach (emotional indicators are included in the
dictionary along with ordinary lemmas)

2. Embeddings, constructed this way, act as predictors at the input of a fully
connected neural network, trained to classify them into 8 independent classes
corresponding to emotions on Plutchik’s scale.

The target model pipeline is demonstrated (see Fig. 6). As a result, a vector of 8
values is obtained, which demonstrates the probability of a given text message
to belong to emotional classes.
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Fig. 6. Target model pipeline.

5 Results of Experiments

The test set included 1268 posts and the training set was 5072 posts. Validation
results are shown in Table 3. As expected, due to strong imbalance of emotion
classes, accuracy is considered to be inefficient metric to evaluate this model.
More reasonable metrics are the area under the ROC curve and the area under
the Precision-Recall curve (see Fig. 7), which indicate that the model shows a
satisfactory quality of prediction in three emotional classes: “joy”, “sad”, and
“fear”.

Table 3. Results of model validation for all emotional classes.

Class of emotion Roc curve area Precision-recall area

Joy 0.83 0.68

Sad 0.79 0.56

Trust 0.68 0.25

Distaste 0.68 0.25

Fear 0.8 0.45

Anger 0.67 0.32

Surprise 0.63 0.27

Attention 0.59 0.13
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Fig. 7. Roc curves for 8 emotions classes.

The model was trained and validated for 8 independent classes corresponding
to emotions on Plutchik’s scale. The model is a fully connected neural network
with several hidden layers, which also include dropout layers. The TF-IDF vec-
tors were used as embeddings, that are based on texts from the original data
set.

As a baseline was model based on the NRC lexicon [8]. The NRC Emotion
Lexicon is a list of English words and their associations with eight basic emotions
on the Plutchik’s emotion scale and two sentiments (negative and positive). The
NRC Emotion Lexicon was translated in Russian by machine translation. The
vocabulary consist 11641 lemmas from NRC lexicon. The model was built on
this vocabulary. As emotional classes in the text, we used the averaging of the
vectors of emotional classes included in the lemmas.

It should be noted that the emotional indicators available in the texts (emoti-
cons and emoji) were processed in a special way. Emotional indicators were lem-
matized and considered by the TF-IDF model as lemmas. For this purpose, a
lemmatizer of emotional indicators was developed and normalized. Thus, various
emoticons and emojis with the same semantic content are reduced to one final
lemma.
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Fig. 8. ROC model for emotions classes.

The model demonstrates that not all classes of emotions are predicted equally
well. For example, the “joy”, “sad”, and “fear” classes are predicted steadily,
showing about 80% ROC-AUC (Fig. 8), and the “attention” class is the worst
predicted (less than 60% ROC-AUC). This is indirectly related to the data set
features: for the “joy” and “sad” classes, it contains 1977 and 1324 markers of the
selected class. It gives a balanced sample that does not need special balancing.
There are few positive markers for other classes of emotions. Therefore, artificial
oversampling to balance classes was performed. Oversampling in data analysis is
a technique used, on the one hand, to adjust the class distribution of a data set.
On the other hand, it creates a situation of “information hunger” for teaching
the neural network to predict these classes.

6 Conclusion and Future Work

The article provides an insight into emotional analysis. The Plutchik’s emotion
scale to predict emotions in short texts from social networks was applied. The
original method of accounting for emotional indicators was described. Moreover,
the model was developed that considered the linguistic, semantic and semiotic
features of the Russian language texts.

The model developed in this research can be used to compile a variety of
model ensembles for social network analysis. The model presented can also be
applied to consider emotional dominants of a user’s behavior in social networks
and make predictions about their character.
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Consequently, the research will continue to improve the model performance
for 5 remaining emotional classes. This requires additional research in collabo-
ration with psychologists.

Further research will explore a data set of training data, expand the data set
to reduce “information hunger” and improve the quality of prediction of classes.
It is also planned to attract more experts to markup posts. Another notable
area for further research is the application of various methods considering the
word order in texts, for example, recurrent neural networks, as well as other
approaches to classify lemmatized texts containing emotional indicators.
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Abstract. The paper studies the community detection problem on Tele-
gram channels. The dataset is received from TGStat service and includes
the information of 58k forwards between 100 politician Telegram chan-
nels. We implement modern clustering approaches to solve the prob-
lem of missing social links. Our study is based on a combination of
structural features with strategy-based attributes, including indicators
designed according to the nodes’ role in a network. Authors provide ten
novel indicators, which are calculated for each network’s member per
each message in order to vectorize a Telegram channel with regard to its
strategy of information spread and the way of contacting other channels.
Authors construct a metric-based graph of channel relations and clus-
ter channels representations using network science techniques. Obtained
results are studied using quantitative and qualitative analysis showing
promising results in applying joint network-based and KPI-based models
for the stated problem.

Keywords: Gatekeeping theory · Clustering media · Community
detection · Media embedding

1 Introduction

Telegram channels were introduced in September 2015 as a tool for “broadcast-
ing” inside the Telegram platform. The mission of the platform is to ensure
freedom of speech, which is close to almost all technology companies nowa-
days [10]. Anonymity and plenty of voices make it challenging and essential to
analyze social connections between Telegram channels, zones of their influence
and similarity.

The communication processes among Telegram channels differ from processes
in other social media: Facebook, Twitter, and YouTube. Channels do not include
data of their audience: connections between them and information flow. The lack
of information leads to the problem of community detection. To solve it, we rely
on gatekeeping theory, filter bubbles and introduce the new approach based on
them.
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2 Related Work

The work concerns to a communication network that represents people’s rela-
tionships in terms of communication processes. It has a horizontal structure,
and all related network members are equal participants in communication [2].
They act simultaneously as sources and recipients of messages. In the case of
Telegram, we recognize three possible roles of nodes in a network: an author, a
distributor, and a reader.

An author creates a message or evidence, which is a start point for a new
communication process or a new level of a previous one. A distributor forwards
messages making other people see it. Finally, readers are the endpoints of spread-
ing. They receive a message and do nothing with it among the current network.
With the current network, we suppose the Telegram platform.

To make it simple, we describe these roles as levels. Level A is for authors,
level B is for distributors, and level C is for readers. They are available for any
node of a network in any combination. Levels lie in one plane and are not a
real hierarchy. For instance, an author can be connected with a reader directly
without a distributor. Moreover, the same node can be on different levels depends
on the situation.

The problem we face here is that Telegram does not provide researchers with
information of the readers’ level. This data is useful for structure analysis in the
case of social media [1].

2.1 Levels of Gates

Being on some level means to have different access to information and power. The
closeness to content production gives more information and actions to do. First
of all, it applies to the level of distributors. In our case, they are public channels
that forward other ones. In this situation, they become not only distributors but
gatekeepers as well.

Communicators are not equal in gatekeeping. Through the reduction of
official gatekeepers, accountability, professionalism, and expert information
decline [3]. Cultural gatekeepers are necessary to help people filter through what
is reliable and vital [5]. These gatekeepers can influence some amount of people.
After that, they can influence further ones. This way, levels of gates are created.

2.2 Filter Bubbles as Clusters

Social homophily can be a substantial contributing factor to the emergence of
filter bubbles and echo chambers and, consequently, group polarization effects [9].
That is why gatekeepers and information asymmetry create filter bubbles. We
suggest that the structure of Telegram channels and their audience can be defined
as plenty of filter bubbles: found gates or borders of bubbles, we can describe
the network structure.
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2.3 Hypotheses

Based on the theory we suppose the following statements. For an author, the
possible strategy is to maximize reach and make this reach a qualitative one.
For a distributor or a gatekeeper, the goal is to find and spread unique content.
Summarizing this part, we have the following hypotheses.

Hypothesis 1. The environment is essential for information spreading. Not
only network influencers or hubs distinguish information flow. It depends on the
whole structure, which can be described as bubbles. Knowing these communities
allows us to know about communication processes and connections. Vice versa
is true as well.

Hypothesis 2. A role describes not only a place in a network. It concerns a
strategy. We suppose each node in a network to have a role depending on the
situation. Moreover, playing a role means to lead some strategy and tactics. It
works here as in management. To measure the result, for example, the efficiency
of strategy, managers have KPI - key performance indicators. Here we can com-
pute KPIs for authors and distributors, suggesting that it can describe their
role.

Hypothesis 3. The strategy of a node can be identified with its KPIs. Estimat-
ing performance leads to an understanding of what a node is suitable for. This
approach covers conscious and unconscious strategies. Knowing the strategy can
help us to discover the upper level - the network structure itself.

3 Methodology

The code for this and following sections is available on GitHub:
https://github.com/tikseniia/telegram-clusterization.
Trying to find groups of Telegram channels, we can see this problem in two

ways: as clusterization or as a link prediction. The problem with clusterization is
that we want to group observations without having the necessary data of readers’
level. Our idea is to use data of previous communications between distributors
and authors to define their interests which means unseen connections and, after
that, find their structure.

The approach is inspired by agent-based modeling (ABM). In ABM, interac-
tions between individual agents are simulated as a consequence of rules that were
set by the researcher. The effects of interest are usually systemic and appear on
the macro-level [4]. That means, the dependent variables of interest are often
properties of the society and not of individuals.

Knowing members’ rules they follow, we can identify the structure of the
network. Actions reproduce structures. Whether we are talking about pressures
or incentives, the result is ultimately the creation or maintenance of social struc-
tures. Relationship structures are further solidified as rules, norms, and ways of
doing things.

https://github.com/tikseniia/telegram-clusterization
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3.1 Indicators

In this paper, we introduce seven indicators for evaluating the network members’
behavior. These indicators or KPIs are separated into two groups “author’s” and
“distributor’s.” It allows us to observe the network participants from both sides
of interest.

Author indicators are the following: “my strength” and “their weakness.”
“My strength” shows how many nodes in a network forward a message. “Their
weakness” concerns how many other messages forwarders repost on average.

Distributor indicators are: “uniqueness”, “fertility”, “humility” and “verse
humility”, “diversity”. Uniqueness shows how many nodes in a network repost
the same message. Fertility: how many messages one of the distributors have
forwarded for time. Humility: how many times one has forwarded the particular
author. Humility verse: how many times the particular author has forwarded one
distributor. Diversity: how many authors at all one has forwarded.

All the indicators above are combined in three high-level KPIs: author’s KPI,
distributor’s KPI, and total indicator, which combines everything.

3.2 Dataset

For this research, we received the dataset of 58341 forwards between 100 Tele-
gram channels from TGStat. The sample includes channels concerning Rus-
sian politics, which authors are famous politicians, media persons, organizations
(including media ones), and anonymous Telegram channels.

The forwards are collected from the period from 31/12/2018 till 17/10/2019.
Forwards includes messages of three groups: a clear forward (24 225 messages),
a forward with a post (16 521), and a channel mention (17 595).

3.3 Bipartite Graph

As a start point of analysis, we build a simple graph of channels where nodes
are channels, and edges show the forward existence. The number of nodes equals
the number of channels in our sample - 100. The number of edges between them
is 3028.

However, with this approach, we are losing the information of connection
strength between nodes. That is why the simple graph was supplemented with
weights. The problem with this graph is that it does not tell us anything about
network structure behind forwards. It does not count the direction of connections
and nodes’ roles. Moreover, it allows us to cluster nodes only by their closeness in
terms of structure. It cannot be the same as the closeness of views or strategies.

The second approach is a bipartite graph. In the case of Telegram chan-
nels, we have two groups: authors of messages (“Authors”) and their forwarders
(“Forwarders”). Between these groups, we observe 4643 edges. It means that
some channels mentioned themselves.



298 K. Tikhomirova and I. Makarov

3.4 Features Extraction

In the analysis, we rely on historical data of previous interactions between users.
This approach was successfully used for information flow prediction [11,12]. To
distinguish communities, we use data about messages, not about edges. For this
purpose, we define unique messages in the dataset according to their text. This
way, we received 29 902 messages.

For every network member, we are counting a vector of estimations. Each
estimation belongs to a node reaction for a message of our dataset, so the vector’s
length is 29 902. This way, we can compare users in a network from a cascade
perspective [7].

To define communities in a network, we need to find similar or close nodes.
Benson et al. (2019) as a similarity evaluator use the number of common neigh-
bors and the Jaccard similarity of the neighbor sets [1]. We, based on the idea
of strategy, use seven indicators. Some of them show the similarity mentioned
above. Below we provide calculations for each indicator.

My strength and their weakness represent the effectiveness of an author. If a
member is a mentioned channel, we count these indicators. “My strength” is the
number of reposts of a message. “Their weakness” is the sum of the forwarders’
neighbors from the bipartite graph. This way, it is the number of other mentions
at all. If a member is not mentioned, these indicators equal zero.

Humility and humility verse demonstrate the strength of the connection
between the message author and a forwarder. Humility shows how many times
one node forwards another one. It equals the weight of the edge between a node as
a forwarder to a mentioned channel. Humility verse shows the opposite situation
when this node becomes a mentioned channel, and another one is a forwarder.
If this node did not mention a message, these indicators equal zero.

Uniqueness, fertility, and diversity concern the quality of the distributor’s
selection. Uniqueness shows how many nodes in a network repost the same mes-
sage, and equals “my strength” of an author. However, in this case, we suppose
that a more significant value tells about imperfect selectivity. Fertility is the
total number of forwarded messages, which equals the sum of edges weights.
The same as for uniqueness, we suppose that the lower value demonstrates a
higher level of a distributor. Diversity equals the number of neighbors for a node
as a forward. Diversity is supposed to be better with a higher value.

We use not only seven mentioned indicators but their combinations into
author’s, distributor’s and total KPIs.

Author′sKPI = mystrength/theirweakness (1)

This way, we receive a balance between strength and weakness. It means a more
objective estimation of the author’s performance.

Distributor′sKPI = (uniqueness/fertility) ∗ (humility/diversity) (2)

It is also a balanced estimation that shows our expectations of distributor’s
behavior. This KPI represents the direct dependence with uniqueness and humil-
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ity, and verse one with fertility and diversity. This way, we try to increase oppor-
tunities to find gatekeepers whose preferences can be determined.

TotalKPI = author′sKPI − distributor′sKPI (3)

In total KPI, we combine everything. Author’s and distributor’s KPIs are taken
with different signs to separate nodes into two groups. If the value of the total
KPI is low, then the behavioral pattern is closer to the distributor’s one.

We estimate the closeness between vectors as a cosine distance. For our anal-
ysis, it is essential to have channels at different distances. My strength, their
weakness, uniqueness, author’s, distributor’s, and total KPIs suit it perfectly.
These cosine distances are used as adjacency matrices for the further clusteriza-
tion. Interestingly, using indicators which are connected with neighbors’ number
makes all channels be away from each other.

4 Results

In this paper, we compare two clusterization algorithms: spectral clustering and
Louvain [6]. Both of them were used in recent papers for community prediction
in networks [7,8].

Table 1. Internal evaluation of models’ quality.

model modularity silhouette score calinski harabaz score davies bouldin score

spectral weigthed −0.0183529 0.0148307 2.91602 2.44996

louvain weigthed 0.335296 −0.169756 3.93369 2.70981

spectral my strength 1.79732 0.00232392 1.03317 1.80411

louvain my strength 0.0779005 0.0863935 22.314 1.29734

spectral their weakness 1.76902 −0.00266084 1.00009 3.48916

louvain their weakness 0.0751391 0.0552681 17.7253 1.49726

spectral uniqueness 1.62898 0.0260392 1.21571 1.39766

louvain uniqueness 0.0650882 0.207633 17.7294 1.21126

spectral author kpi 1.8445 −0.00347799 1.0148 4.13686

louvain author kpi 0.278538 0.112184 8.19885 1.16404

spectral dist kpi 1.58625 0.0242084 1.14377 0.920112

louvain dist kpi 0.135027 0.252768 16.0904 1.34273

spectral total kpi 1.68748 −0.00207765 1.11468 1.72686

louvain total kpi 0.481642 0.168621 24.6475 1.26312

Looking at modularity estimation (Table 1), we see that Louvain cluster-
ing gives not stable clusters. It is evident because this algorithm decides that
every node of a network creates an independent cluster. For spectral analysis,
we defined the necessary number of clusters to be five; that is why the result is
better. However, most of the nodes go to one cluster. The rest four have from
one to five members. We need to mention that the modularity value higher than
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1 here is observed because it is counted on the graph with weights lower then 1.
Weights here equal cosine distance metrics.

Moreover, we count the following metrics: the silhouette score, Calinski-
Harabasz score, and Davies Bouldin score. All of them evaluate the internal
network structure and the strength of clusters connections. The Silhouette score
reflects how similar a point is to the cluster it is associated with. The Calinski-
Harabasz index compares the variance between-clusters to the variance within
each cluster. The higher the score, the better the separation is. The Davies-
Bouldin index is the ratio between the within-cluster distances and the between
cluster distances and computing the average overall the clusters.

In our case, only the Calinski-Harabasz index shows valuable value, which
can be interpreted as a quality clusterization. However, it works only for Louvain
clusterization that, as we mentioned, did not group users in any community.

Table 2. External evaluation of models’ quality.

model rand homogeneity adjusted mutual info fowlkes mallows score

spectral my strength −0.0250306 0.0511688 0.00421431 0.70913

louvain my strength 0.0164394 0.0625062 0.00223105 0.28965

spectral their weakness −0.122413 0.050485 −0.0162526 0.606886

louvain their weakness 0.00483757 0.0721738 −0.00147661 0.272592

spectral uniqueness 0.119401 0.148283 0.108473 0.760084

louvain uniqueness −0.0211666 0.216441 −0.00541081 0.220809

spectral author kpi −0.0704647 0.103896 0.0361316 0.547032

louvain author kpi 0.0198206 0.117768 −0.00387399 0.250986

spectral dist kpi 0.00351347 0.0466625 0.005682 0.732886

louvain dist kpi −0.00832401 0.256632 −0.0033223 0.20803

spectral total kpi −0.0207983 0.0831373 0.0368166 0.710339

louvain total kpi −0.0181329 0.0902386 −0.00415316 0.28128

Furthermore, we compare models with models based on the simple graph with
weighted edges, which was introduced before (Table 2). This way, we want to
estimate how different our feature extraction approach is from an ordinary one.
We calculate the rand index, homogeneity score, adjusted mutual info score, and
Fowlkes-Mallows score. These metrics estimate the similarity of two clusterings.
In our case, they are different. The first three estimators consider clusterization
with modernized features to be random compared to the simple graph clusters.
Only Fowlkes-Mallows score for spectral clustering shows the middle-level simi-
larity.
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5 Discussion

This paper is dedicated to community analysis among Telegram channels. Rely-
ing on gatekeeping theory, filter bubbles description, and Castells’ communi-
cation model, we proposed the method for clustering. It is based on the idea
that every node in a network has its strategy, and we can describe it through a
performance indicator.

The proposed method differs from the classical approach of using structure-
based features. However, quality metrics indicate a weak structure. Louvain
modularity shows the low quality of clusters’ structure: every node becomes a
separated cluster. Spectral clustering with the Laplacian matrix produces some
clusters. However, most channels rest as one big cluster.

The reasons of this result can be the following: the selection of indicators
describing nodes behavior, the chosen metric of a distance - cosine one, or clus-
terization algorithms. To check the real reason, we can step back and test the
proposed approach on random data, similar to Telegram. In this case, we could
control external conditions and find out how network members behave under
our conditions with seven indicators. After that it is also possible to test our
findings on data with available audience data, for example, on Twitter.

To summarize, we consider this work as the beginning step in studying com-
munity detection among Telegram channels. Hypotheses match theory back-
grounds not only from classical studies but from new papers as well. The method-
ology part provides an approach based on existing ones in the community detec-
tion field. Further investigations allow us to deepen our understanding of commu-
nication processes on the Telegram platform and produce sustainable algorithms
of community detection in the case of the connection’s absence.
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Abstract. The paper presents simulation tools for investigation not only the struc-
tural characteristics of social networks in order to study information dissemination
strategies, but also the dynamic characteristics of this process. A feature of this
software system is not only the ability to work with virtual social networks, but
also with data from real networks. To collect data about a real social network, a
special software agent has been developed. An ontological approach is used to
store data about real network.
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1 Introduction

Social networks have become an integral part of human life. There are about 70 million
active users of social networks, each of whom spends 136 min on average viewing social
networks per day in Russia [1] (the world average is 144 min per day). According to
the Russian news agency, the largest social network in the world – Facebook - was used
by 1.52 billion people daily at the end of 2019, and the number of active monthly users
was 2.32 billion people [2]. Currently, the monthly number of active users of Facebook
has increased by 5.6% and reached 2.45 billion [3]. Social networks are used not only
by simple users, but also by specialists in various fields of science, production, market-
ing, and education. So, when analyzing social networks, economists receive information
about transactions, about the influence of others on human behavior, while political sci-
entists investigate the formation of political preferences. Marketers use social networks
to promote advertising and products [4–7].

However, social networks are also actively used by scammers. Fraudsters, as well
as terrorists, use networks to spread false, harmful, or even life-threatening information
[8–11].

The study was carried out with the financial support of the Russian Foundation for Basic Research
in the framework of the research project No. 18-01-00359.
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Thus, there is a need to study social networks, to study strategies that either con-
tribute to the promotion of information, or, conversely, prevent the spread of unwanted
information blocking it [12–14].

One may use here the methods of Social Networks Mining, which is mainly based
on the structural characteristics of social networks. Using SNA tools (Social Network
Analyses), the following metrics can be obtained: mutual orientation, homogeneity,
transitivity of connections, etc.) [4, 5, 14]. These research methods can also be called
static.

However, structural characteristics do not adequately reflect some aspects of the
behavior of users of a social network, they cannot identify causal relationships [16], the
ability to determine which events affect the improvement of information dissemination,
or, conversely, information blocking. In this case, simulation methods should be used,
which can be called dynamic (for here we study the behavior of network users in period
of time, the change in the structure and metrics of social networks in period of time too).
So, to block the spread of malicious information, there are various strategies, including
immunization strategies, and they can be investigated using simulation tools [14]. Most
often virtual social networks are explored. Virtual social networks may be represented as
a graph G = (V, E), where V is the set of vertices. Each vertex represents a network user
or group of network users, and the set of E edges are connections between users. Random
graphs (Erdéshi-Renyi, Bollobosi-Albert, etc.) [17–19] are used to describe virtual social
networks. It is well known that these random graphs are themost adequate models of real
social (OSN, Online Social Network) networks. On the other hand, M. Gatti, a member
of the research organization “IBM Research”, in her paper [16], describes the study of
data obtained from real networks.

The authors of this paper offer simulationmodeling tools that would allow using both
static and dynamic research methods, and the subject of research can be either virtual
networks or real ones. Earlier in [14], the description of the simulation system Triad.Net
was described, which implements both static and dynamic methods for studying OSN.

The next step in our research is the creation of software tools that allow us to explore
not only virtual online networks, but also real ones. To study real social networks, it
is necessary to solve the problem of collecting information about users of a real social
network and using it in the simulation system (Triad.Net). In the future, the work will be
structured as follows: first we plan to consider related works, then we are going to give
a description of the simulation system, simulation model and special program tools for
collecting data about a real social network. Then we will show how to store data about
real social network and how to use saved data for simulation experiments.

2 Simulation of Online Social Networks

Traditionally there are three main groups of tasks on social networks: monitoring and
analysis of the network; network prediction and information management [4].

Let us consider several works in which tasks related to social networks are dealt
with. As mentioned above, social networks are investigated in order to study strate-
gies that affect either the speed of information dissemination or the prevention of the
dissemination of information (malicious information).
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In [7], the authors studied several strategies for disseminating knowledge in the
collaboration network of the academic center. For this purpose, the authors developed a
dynamic model using the Monte Carlo method according to the Markov chain scheme.
The network structure in this study is static (the number of agents and the connections
between them do not change), but the process of disseminating knowledge is dynamic.

The simulation was carried out according to the following scenario: at each moment
of time for each pair of related agents it turned out whether they were in contact during
this period of time or not, after which, if the contact occurred, some of the information
was transferred to one of the agents by the other. Upon reaching a certain level of aware-
ness, the agent joined in the dissemination of knowledge. The knowledge dissemination
strategy in this study refers to which agents will initially disseminate knowledge. Four
strategies were considered: (1) the first 5 agents selected by degree of centrality; (2) 5
agents who published the most work; (3) the first 5 agents selected according to the indi-
cator of intermediate centrality (betweenness centrality); (4) 5 central agents in clusters.
To assess the effectiveness of strategies, two main indicators were considered: the share
of knowledgeable agents at certain intervals of time and the amount of time required
to spread knowledge between a specific share of agents. This model was tested on a
collaboration network of a science center. The model was built on the basis of biblio-
metric information: the coauthors were identified; the number of published works was
determined. he authors obtained the following results: a scenario in which agents were
selected on the basis of centrality in clusters had the greatest impact on the dissemination
of knowledge.

In [23], for the first time, a conceptual model was developed for the distribution
of competing rumors in social networks, motivated by the desire to understand the
spread and survival of false ideas in new channels of social networks. The authors
consider the following assumptions/constructions: (1) rumors are competing, (2) rumors
are directed, (3) rumors are spread by the agent through interaction, (4) rumors in the
network develop in parallel. In this regard, the work is aimed at understanding the spread
of rumors, taking into account the characteristics of the agent (such as reputation and
effort) and the dynamics of interaction when considering competing rumors. An agent
model was developed in the NetLogo language, the structure of the social network in the
model-based model is the random graph Erdéshi-Renyi. Each agent is characterized by
3 parameters: reputation (mainly determined by the number of user connections), effort
(the amount of energy the agent spends on the interaction at a certain point of time, trying
to influence his peer) and the threshold (minimal influence from another agent, required
to change the degree of belief in rumors). Interactions occur when two agents meet; as a
result, a change in the state of the model can occur with some probability. The concept of
the model is that there are 5 classes of people for each rumor x ∈ {A, B}: Nx for neutral,
Sx for active supporters, Rx for hidden supporters, Cx for active opponents and Lx for
hidden opponents. Each of these five subclasses is believed to represent a belief position
in this rumor. This division into classes was once proposed in [15], the author of which
developed two models for the dissemination of ideas—NSRL and NSCRL. The authors
constructed several simulation models trying to test their hypothesis that the presence
of a small percentage of supporters of rumors will ensure the survival of these rumors.
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In [16], an egocentric network (that is, a network that considers a node (person) as
a focal point and its adjacency) of Barack Obama was built and analyzed. The authors
set themselves the goal of analyzing the dissemination of information with a unique
site as a source, they took open data from a real social network Twitter and modeled an
egocentric network focused on Obama, consisting of 24,526 nodes (Obama’s followers
at a distance of no more than 3) with 5.6 million tweets. This data set allowed them
to model the behavior of users on the network when reading and publishing messages
related to the twomain candidates in the 2012 elections:BarackObamaandMittRomney.
The authors shared all the tweets on the topic/ mood, where there are two main topics:
“Obama” and “Romney” and two main feelings: “Positive” and “Negative”. The paper
examined several scenarios in which the authors changed the behavior of influential
users to assess their impact. A multi-agent approach was applied. The modeling process
is iterative and consists of six phases: (1) uploading data from a real social network;
(2) a classification of topics and moods of tweets extracted from the sample data; (3)
sets of samples for each user are created from previously classified data; (4) each user
behavior model is built from previously created sets; (5) models are used as input for
the simulator. Authors of the work used the SMSim simulator, developed in the Java
programming language, as a simulation environment. Having considered interesting
papers mentioned above, we tried to create a special software tool - a social network
simulator, with which it would be possible to explore online networks, both virtual and
real, and apply both static and dynamic methods.

In our previous paper [14], the simulation system Triad.Net was discussed. It allows
to simulate virtual social networks, study the structural characteristics of these networks,
evaluate their effect on thedissemination (or, conversely, preventingof the dissemination)
of information, change user behavior. In this paper we consider new components of
Triad.Net for real OSN simulation. Triad.Netmeets the requirements that, in our opinion,
a social network simulator must meet. So it is important for simulation system to have:
(1) software (and linguistic) tools for constructing Internet graphs [17–19]; (2) software
(and linguistic) tools for researching Internet graphs; (3) software (and linguistic) tools
for simulation of the behavior of the users (in this case, agent-based modeling is a
suitable paradigm); (4) software (and linguistic) tools to work with large volumes of data
[20], to work with large graphs introducing social networks. Let’s discuss the Triad.Net
simulation system.

3 Presentation of the Simulation Model in Triad.Net

The simulation system Triad.Net was developed on the basis of the Triad [21, 22]
computer-aided design and simulation system, which was intended for the design and
simulation of computer systems. Triad.Net has a three-level representation of the simu-
lation model: M = (STR, ROUT, MES), where STR is the structure layer, ROUT is the
routine layer, MES is the message layer. A layer of structures is a collection of objects
interacting with each other by sending messages.

Each object has poles (input and output), which serve, respectively, for receiving and
transmittingmessages. The basis of the representation of the layer of structures is a graph.
Separate objects (here, users of social network and communities) should be considered
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as the nodes of a graph. The arcs of the graph define the relationships between objects.
The structure layer is a parameterized procedure and allows you to flexibly change the
number of nodes in the graph, etc. One may change the input parameter both before the
start and during the simulation experiment. In the second case, the override is performed
in the simulation condition.

Model objects act according to a specific scenario, which is described using a routine.
A routine is a sequence of ei events planning each other (E is a set of events; many routine
events are partially ordered in model time). The execution of an event is accompanied by
a change in the state of the object. The state of the object is determined by the values of
the variables of the routine. Thus, the simulation system is event-driven. A routine, like
an object, has input and output poles. The input poles are used for receiving messages,
and the output poles are for transmitting them. The input event ein has a name. All
messages that arrive at the input poles of the routine are processed by the input event. To
send a message, a special out operator (out<message> through<pole name>) is used.
A set of routines defines a ROUT routine layer. The message layer (MES) is intended to
describe messages of complex structure.

Aswasmentioned earlier, themodel includes the description of the structure, routines
and messages. The collection of information during the simulation experiment is carried
out by information procedures. They work like sensors and monitor: changes in the
values of variables, the arrival and sending of messages, and the execution of events.
The list of information procedures is specified in a special program unit called ‘the
conditions of simulation’. The conditions of simulation determine the initial conditions
during the simulation experiment, themoment of completionof the simulation, determine
the algorithm for the study of the simulation model.

To create a simulation model of a real social network, it is necessary to collect
information about the network and save it. For this purpose, an intelligent agent has
been developed in the Triad.Net simulation system that extracts information from a real
social network. Information extracted from a real network is stored in ontologies and
logs, and then this information is used to build a simulation model.

4 An Agent for Data Collection in Real Social Network

To implement the agent, two groups of requirements were put forward. Firstly, these are
the requirements for the data collection: (1) it is necessary to collect data on the topology
of the social network—the relationship of users and their characteristics should be stored
in the ontology; (2) it is necessary to collect data on user actions; (3) all events must
have a time marker so that it can be used during modeling; (4) all collected data should
be saved in a format that will be understood both by the modeling environment and
by means of visualization and data analysis; (5) The data should be relevant at any
given time. Secondly, these are requirements for the agent: (1) the agent must build an
ontology along some limited part of the social network; (2) the agent must monitor the
actions performed by users and store information in the event log; (3) the number of
agent requests to the social network should be minimized; (4) the researcher can expand
the studied group of people at any time; (5) the agent must collect data over a long
period, and at any time, the researcher can obtain the information collected; (6) upon
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termination of the agent with an error, the data should not be lost; (7) Agent installation
and start-up should be automated.We givemore detail to those decisions that are taken to
implement the agent. It was decided that the object of the study would be the VKontakte
social network. As a result of the agent’s work, the simulation system should receive
data about users that should be stored in ontologies, and data about user behavior - in
event logs. We’ll take a closer look at the structure of ontologies and event logs.

One may see a structure of ontology (see Fig. 1). An ontology has the following set
of classes: (1) Person - a class representing a user of a social network. It contains the user
identifier in a particular network; (2) Community - a class representing the community
that the user is subscribed to. It contains the community identifier in a specific social
network; (3) Activity - a class representing the interests of the user. It contains the
identifier of activity in a specific social network.

Fig. 1. Ontology structure

Relations used in the ontology: (1) hasFirstName - relation from the user (Person)
to the string, indicates the username. That is, Person hasFirstName Ivan, will mean that
the user name is Ivan; (2) hasSecondName - relation from the user (Person) to the string,
indicates the user’s last name. That is, Person hasSecondName Ivanov, will mean that
the user has the last name Ivanov; (3) hasGender and hasBitrthDate - indicate the gender
and date of birth of the user, respectively, etc.

OWL was chosen to describe ontologies.
The following types of events will be placed in the event log:

– the user has logged on to the network (online);
– the user saw a record of the community or his friend (post_seen);
– the user rated the post (post_liked);
– The user or community has copied the post to their wall (post_copied);
– post or community added a new post to the wall (post_add)
– the user is offline (offline).
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One may see a structure of an event log:
<trace>
<event>
<string key = “concept:name” value = “online”/>
<string key = “org:resource” value = “44239068”/>
<string key = “user:name” value = “44239068”/>
<date key= “time:timestamp” value= “2020-04-18T13:21:49.698502+ 00:00”/>
</event>
<event>
<string key = “concept:name” value = “post_seen”/>
<string key = “org:resource” value = “44239068”/>
<string key = “post:id” value = “-31480508_617130”/>
<string key = “post:type” value = “post”/>
<string key = “post:is_ads” value = “0”/>
<date key = “post:date” value = “2020-04-18T11:35:34 + 00:00”/>
<string key = “owner:id” value = “53182060”/>
<date key= “time:timestamp” value= “2020-04-18T13:22:15.578177+ 00:00”/>
</event>
<event>
<string key = “concept:name” value = “offline”/>
<string key = “org:resource” value = “44239068”/>
<date key= “time:timestamp” value= “2020-04-18T13:25:04.260628+ 00:00”/>
</event>
</trace>
The event or resource is the user or community identifier. All events have a time

marker. To study and verify the data obtained as a result of the program, Protégé [24]
and ProM [25] were chosen, since they are the most common, as well as free. The
agent is written in Python. To test the agent’s performance, consider the group of users
of the VKontakte network, Group A. A group of 4th year students at the Faculty of
Mechanics and Mathematics of State University. All representatives of this group have
accounts in the selected social network, which means they are of interest for modeling.
As an Internet community, it was decided to study groups related to university and city
topics, since most of the selected users are subscribed to them. A total of 17 people and
10 communities. The time period will be taken 3 h. Consider the results of the agent.
Figure 2 shows the user data. This male user was born on January 27. You can see that he
is friends with users whose identifiers are 5382060, 44239068, 361950485, 132549939
and 135282929. He is subscribed to communities with identifiers 39080597, 159146575,
63708206, 57846937 and 147286578. He likes programming and humor.

The information presented in this way allows it to be processed by both a computer
and a person. This data will be exported to a simulation system.

Let us check the agent’s ability to update information received from the social
network.

After that, user 5382060 adds 361950485 to friends. After some time, the ontology
is updated. An updated result is shown at Fig. 4.
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Fig. 2. Information about user

Fig. 3. Ontology before friend’s adding

Fig. 4. Ontology after adding a friend
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Then, we considered a group of users fromPermwhoweremost activewhen copying
information about COVID-19.

In addition to ontology, a log of events that took place in a selected section of the
social network was collected. Figure 5 shows how often these or other events occurred.

Fig. 5. A log of events

5 Simulation of Real Social Networks in Triad.Net

To simulate real social networks in the Triad.Net simulation system, the TriadRealSo-
cialNet module was developed, which allows: (1) to read data from ontologies that store
information about real social networks; (2) perform analysis of social networks. The
module corresponds to the agent modeling paradigm. Individual users and groups of the
social network are represented as an autonomous agent (in our case, the requirements for
the agent - autonomy, ability to social impact, reactivity and preventiveness are fulfilled),
this will allow you to easily change the parameters in the behavior of a particular entity
for further research.

The interaction of the TriadRealSocialNet module with the data acquisition subsys-
tem is carried out through two files: 1) an ontology file, 2) an event log file. It provides
the ability to download files from both local and remote (cloud) storage. After reading
the input data, a routine describing its behavior is automatically put on each entity of a
social network (user of a social network, user community) represented as a graph. You
can make a change to the routine. When creating a simulation model of a real network, it
is possible to perform the following actions: build a graph, add/remove vertices (users of
social networks and communities), add/change events, connect information procedures
(collect information about a simulation experiment), run a simulation experiment in a
certain period of time, to present a report on the simulation.

The application graphical editor window is shown at Fig. 6.
The tools on the sidebar on the right provide us with all the features for working

with real social networks. The “Data loading” panel allows you to read data from the
ontology and the log file. The “Users” and “Communities” panels allow viewing/ editing
information about users and communities, respectively. The Modeling panel allows you
to build a network in a graphical editor, clear the network, set the simulation interval,
connect information procedures and simulation conditions, start the simulation process
and generate a simulation report.
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Fig. 6. A window of a graphical editor

The network is structured as follows: all communities are displayed along the left
edge of the panel, and users are displayed in a circle to the right of communities (ring).
An example of a constructed network is presented in Fig. 7.

Fig. 7. Building a network in a graphical interface
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Simulation of 8,434 events took 3,431 s on a PC with the following characteristics:
AMDFX-8370 processor (8 cores, 4 GHz per core) and 16 GB of RAM. The experiment
was performed with the operating system Windows 10 Pro x64.

The simulation results are displayed in a double window: the event log and the results
of information procedures (see Fig. 8).

Fig. 8. The results of simulation experiment

The structural characteristics of all nodes can be seen at Fig. 9.

Fig. 9. Structural characteristics of all nodes

Let us choose one post published by the club136144494 community and see how
long it would take to spread it on the web. Information dissemination was implemented
using the ICmodel [15]. After first simulation experiment, we changed simulationmodel
excluding the node with the highest degree of centrality. It is a user with the id45548907
identifier. Second simulation experiment showed that the number of steps for which the
post reached users in most cases decreased (but some of numbers remained unchanged)
(see Fig. 10).
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Node Before node exclusion After node exclusion 
54614121061di

id419492757 4 ∞
-17098454di

id249318807 3 ∞
32935061505di
655405905di
4383645866di
62058079841di

id6394778 4 ∞
id20274153 3 ∞
id50289429 4 ∞
id103205139 3 ∞

321998221di
id1913375 2 ∞

522240372di
534312892di

id189594563 4 ∞
4384524636di
111117276di
22511255442di

Fig. 10. A number of steps to users before and after excluding club136144494

6 Conclusion

So, this paper demonstrates the viability of the simulation tool Triad.Net for solving
problems related to the research of social networks, including the tasks of disseminating
various information.

Using the proposed tools, the researchers can study both virtual social networks and
real ones, use static methods (structural characteristics of OSN) and dynamic (simula-
tion). To study real networks, special software was developed - an intelligent agent that
extracts the necessary information from a social network and places it in an ontology
and special log. The ontology stores information about users and their relationships with
other users (or communities). The special log stores information about user behavior. To
create the log, Process Mining (ProM) methods were used. To build a simulation model
in the Triad.Net environment software tools were also developed which helped extract
information from ontologies and logs. Researchers can build the model automatically.

In the future, the authors of this paper intend to implement a multi-model approach
for social media research.
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Abstract. Sand production in oil and gas wells is a serious issue for the
petroleum industry around the world. The commonly used non-intrusive
sand monitoring systems are based on - acoustic emission measurement
techniques. This research presents advanced data recognition techniques
that can significantly improve the accuracy of sand monitoring. At the
first step, factor analysis was used to identify key acoustic features of
sand particles. Then, the following machine learning techniques have
been applied: support vector machines, logistic regression, random for-
est method and gradient boosting. For training and testing the recog-
nition system we used the acoustic database obtained in the laboratory
of the oilfield service company SONOGRAM LLC (Kazan, Russia). The
database consisted of acoustics signals from sand particles impacting on
the inside and outside of a pipe wall in various scenarios (dry and wet
gas, different flow rates, etc.). It was shown that the use of support vec-
tor machines with the Gaussian kernel reduces false positives compared
with the algorithm that is based on ultrasound power peaks detection.

1 Introduction

During the last few decades, sand production has become a serious issue for
the operators in the oil and gas industry. When sand is being produced from an
unconsolidated reservoir it lowers the hydrocarbon production rate and increases
maintenance costs. Solids in a produced fluid also represent a serious hazard to
the wellhead equipment and its surroundings [1]. These can be natural solids,
such as sand grains from unconsolidated rocks, and/or man-made particles of
proppant injected in the reservoir during hydraulic fracturing.

In recent years, the most promising particle detection methods have been
based on the principles of acoustic emission (AE) measurements. When a solid
particle strikes a pipe wall, a part of the induced energy dissipates as elastic
waves, which propagate through the pipe material and can be detected by a
suitable AE sensor. This approach provides a very high temporal resolution and
highly sensitive to particle impacts. A detailed review of the application of AE
in sand monitoring systems is presented in many works [1–4].
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Popular wellhead sand monitoring systems measure the ultrasonic signal that
is generated by particles impacting on the inside of the pipe wall, just after the
bend where the sensor is located. Sand particles in a fluid flow are commonly
represented as power peaks in the ultrasonic frequency range [1]. Before the
measurement can be done, it is critical that such monitoring systems are cali-
brated in various flow rates and fluid compositions in order to find the adequate
threshold for the ultrasonic power peaks. Often such systems show many posi-
tives in wet gas flow or during rain when water droplets impact the outer pipe
wall [4]. For this reason, there have been many attempts over the past ten years
to develop methods to recognize the particle-pipe collisions in the acoustic signal
data using modern Machine Learning (ML) techniques. Many studies [1,3,5,6,8]
demonstrate that an acoustic sensor designed with the assistance of computa-
tional intelligence may provide a simple, robust and practical real time solution
to identifying solid particles in gas flow. A classical artificial neural network
was successfully used to model the non-linear relationships between the charac-
teristics of the acoustic signal and the flow [1]. The study [8] provides principal
component analysis, which was combined with a kernel density statistics method
to assess the results of a qualitative analysis of the monitored sand using vibra-
tion sensors. The paper [6] demonstrates an ML system that was developed for
locating sand production intervals by analyzing AE data.

This paper proposes an advanced approach that combines an acoustic sensor
with ML recognition system to construct a real-time sand detection methodol-
ogy by analyzing high-resolution AE signals. The acoustic sensor is used for its
simplicity, non-intrusiveness, and low cost. The main part of the paper consists
of the following sections: Sect. 2, which describes the modeling methods for the
proposed ML recognition system. Section 3 presents the experimental setup and
measurement techniques used in the study. Section 4 provides and discusses the
empirical results obtained in the laboratory, and finally, Sect. 5 concludes the
paper.

2 Methods

This section presents an advanced approach for acoustic data recognition in a
real-time sand-monitoring system. Figure 1 demonstrates a flow chart of this
approach. It is divided into three sections, namely: the data input section, the
recognition section, and the outputs. The data input section prepares the signal
data for the ML recognition model. It pre-processes the acoustic signal data and
extracts the significant acoustic features to reduce the dimension of the original
acoustic signal.

The acoustic signal produced by a sand particle impacting on a metallic
pipe contains specific information in a restricted time interval. To extract this
information a Short-time Fourier transform (STFT) was applied. STFT is a
Fourier-related transform used to determine the sinusoidal frequency and phase
content of local sections of a signal as it changes over time [9]. As a first step,
the original acoustic signal was divided into shorter segments of equal length
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and then the Fourier transform was applied separately on each of these shorter
segments (without overlapping). Each segment of the signal was normalized.
The normalization used in this work is the min-max normalization formulated
in Eq. (1). This formula scales a sample x in the interval [−1, 1]. In Eq. (1),
xmax is the maximum value of the sample and xmin is the minimum value of the
sample.

y = 2
x − xmin

xmax − xmin
− 1. (1)

In the discrete-time case, the STFT is defined by [9]:

Y (m, f) =
∞∑

n=−∞
y(n)g(n − m)e−j2πfn, (2)

where y(n) is the original signal, and g(n) is a window function centered
around zero. In our case, the width of g(n) was close to the duration of a sand
particle impact, and the STFT was performed using the Fast Fourier Transform
(FFT), so both variables m and f were discrete and quantized. The magnitude
squared of the STFT yields the spectrogram representation of the Power Spectral
Density (PSD) |Y (m, f)|2. Vectors of the PSD matrix were used as input features
for the ML recognition system.

Fig. 1. Flow chart of the acoustic data recognition system.

The recognition system consists of a machine learning model and hypothesis
testing. In our research, we focus on the binary classification problem in which
output can take either of two values only: 1 (particle-pipe collision) and 0 (all
other events). The final section “outputs” provides a binary index for each sample
of the original signal. We selected the following ML approaches: Support vector
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machine, logistic regression, random forest and gradient boosting. The details of
these computational approaches are given below.

An SVM classifies the data by finding the best hyperplane that separates all
data points of one class from those of the other class. The best hyperplane for
an SVM is the one with the largest margin between the two classes. The margin
defines the maximal width of the slab parallel to the hyperplane that has no
interior data points. This is because the investigated data might not allow for a
separating hyperplane. So we used an SVM with a soft margin, which means a
hyperplane that separates many, but not all data points. The data for training
is a set of points (vectors) xj along with their categories yj . For some dimension
d, the xj ∈ Rd, and the yj = ±1. The equation of a hyperplane is [10]:

f(x) = x′β + b = 0, (3)

where β ∈ Rd and b is a real number. The following problem defines the best
separating hyperplane (i.e., the decision boundary): find β and b that minimize
‖β‖ such that for all data points (xj , yj), yjf(xj) ≥ 1.

There are two standard formulations of soft margins: L1- and L2-norm prob-
lems. Both involve adding slack variables ξj and a penalty parameter C (also
known as a regularization coefficient). We used the following L2- norm problem
[11]:

min
β,b,ξ

(
1
2
β′β + C

∑

j

ξ2j ). (4)

It can be seen that increasing C places more weight on the slack variables
ξj , which optimizes the attempts to make a stricter separation between classes.
Some binary classification problems do not have a simple hyperplane as a useful
separating criterion. For those problems, there is a variant of the mathematical
approach that is based on the theory of reproducing kernels. We considered two
kernels: a linear function and a radial basis function (Gaussian).

By considering the problem of two-class classification using the generative
approaches, the posterior probability of class C1 can be written as a logistic
sigmoid acting on a linear function of the feature vector φ so that [12]

p(C1|φ) = y(φ) = σ(wT φ). (5)

With p(C2|φ) = 1 − p(C1|φ), wT = [β0, β1]. Here σ(·) is the logistic sigmoid
function defined by

σ(a) =
1

1 + exp(−a)
. (6)

In the terminology of statistics, this model (5) is known as logistic regres-
sion (LR). LR is a widely used technique because it is very efficient and does
not require too many computational resources. LR provides a statistical analysis
model that attempts to predict precise probabilistic outcomes based on indepen-
dent features. For high dimensional datasets, this may lead to the model being
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over-fit on the training set, which means overstating the accuracy of predic-
tions on the training set and thus the model may not be able to predict accurate
results for the test set. This usually happens when the model is trained on a little
amount of training data with lots of features. So for high dimensional datasets,
regularization techniques should be considered to avoid over-fitting (but this
makes the model complex). Additionally, nonlinear problems can’t be solved
with the LR model since it has a linear decision surface [12].

Random forest (RF) is a supervised learning algorithm. The “forest” it builds,
is an ensemble of decision trees, which are usually trained with the “bagging”
method. The general idea of the bagging method is that a combination of learn-
ing models improves the overall result. The RF algorithm adds additional ran-
domness to the model while growing the trees. Instead of searching for the most
important feature while splitting a node, it searches for the best feature amongst
a random subset of features. This results in a wide diversity that generally results
in a better model. There is the “number of trees” hyperparameter, which is just
the number of trees the algorithm builds before taking the maximum voting or
taking the average of predictions. The main limitation of RF is that a large
number of trees can make the algorithm too slow and ineffective for real-time
predictions. In general, these algorithms are fast to train but quite slow to cre-
ate predictions once they are trained. A more accurate prediction requires more
trees, which results in a slower model [13].

Gradient boosting (GB) is a machine learning technique for regressing and
classifying problems, which produces a prediction model in the form of an ensem-
ble of weak prediction models, typically decision trees. It builds the model in
a stage-wise fashion as other boosting methods do, and it generalizes them by
allowing optimization of an arbitrary differentiable loss function. The GB model
will continue improving to minimize all errors. This can overemphasize outliers
and cause overfitting. It must use cross-validation to neutralize. Being compu-
tationally expensive, GBs often require many trees (>1000) which can be time
and memory exhaustive [14].

3 Experimental Setup

We used special procedures to collect acoustic signals generated by the collisions
of sand particles with a metallic pipe wall. There were three main parts of the
experimental setup: the particle-pipe collision system, the sand-gas carrying flow
system, and the high-precision acoustic Data Acquisition System (DAQ). The
experimental setup is in the technology center of the oilfield service company
SONOGRAM LLC (Kazan, Russia). Figure 2 shows a schematic representation
of the test facility. The particle-pipe collision system used a 30 mm-pipe with a
wall thickness of 1.5 mm. The acoustic sensor was a piezoelectric cylinder crystal
304L with a diameter of 12.8 mm and thickness 2.1 mm.

The acoustic sensor was mounted on the outer surface of the steel pipe at
the place of the bend where the interactions of the sand particles with the pipe
wall have the highest frequency. The signal recorded from the sand particles
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Fig. 2. Schematic representation of the sand particle detection test facility.

that have impacted the pipe wall was very weak and distributed in the high-
frequency domain. Consequently, the acoustic sensor was connected to an NI
PCI-4462 and a charge amplifier ZET 440 that is specially used for piezoelectric
detectors. The resulting signal was digitized with a sampling rate of 204.8 kHz
and 24-bit digitization. Sand particles and water droplets were added to the gas
flow stream using a dispenser system. The solids were made of quartz proppant
with a density of 2.65 g/cm3 of two uniform granularities: 20/40 and 30/60 mesh
(see Fig. 3).

Fig. 3. Proppant samples used in the experiment: 20/40 mesh (left), 30/60 mesh
(right).
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The nitrogen (N2) flow was supplied from a compressed gas cylinder because
a rotary-screw compressor generates a high intensity acoustic noise. The gas
flow velocity and a pressure drop were metered using a gas flow meter and a
manometer. A special grounding system was developed to eliminate additional
interference to the acoustic sensor (see Fig. 2).

The experiments covered five scenarios mainly (the conditions of each sce-
nario are shown in Table 1). Experiment-1 tested the collision of sand particles
with the pipe wall in a dry gas flow of different flow velocities. Experiment-2
assessed the effect of water droplets impacting the pipe wall when carried by the
gas stream at various flow velocities. Experiment-3 and Experiment-4 evaluated
the detection of AE signals when sand particles and water droplets impact on
the other side of a the pipe wall. Experiment-5 aimed at evaluating the level
and acoustic properties of the AE signals generated by the gas flow of various
velocities. Each test condition was repeated at least 3 times. Figure 4 shows
typical acoustic signals from the impingements of sand particles (20/40 mesh)
on the pipe wall of the bend at various gas flow velocities: ΔP = 1 atm (Fig. 4a)

Table 1. Experiments design and conditions

Number Experiment Sand size, mesh ΔP , atm

1 Dry gas flow + Sand particles 20/40, 30/60 0.5; 1; 2; 3

2 Gas flow + Water Droplets – 0.5; 1; 2; 3

3 Water Droplets outside of the pipe (“rain”) – –

4 Sand particles outside of the pipe 20/40 30/60 –

5 Dry gas flow – 0.5; 1; 2; 3

Fig. 4. A typical acoustic signal from particles (20/40 mesh) impingements in gas flow
of two velocities: ΔP =1 atm (a) and ΔP =3 atm (b).
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and ΔP = 3 atm (Fig. 4b). It is clear that higher background noise corresponds
to the higher gas flow velocities.

4 Results and Discussion

A series of experiments were conducted using the test facility described in
Sect. 3. The observed database was pre-processed to select the time intervals
with impacts of sand particles, water droplets, and other events. Then the cor-
responding acoustic signals were divided by samples of 216 points. STFT was
used to extract the PSD feature vectors. Additionally, the PSD feature vectors
were post-processed by averaging the powers of neighbouring frequencies using
the Daniell method. The Daniell method leads to a more accurate representation
of the true PSD and enables clear identification and rejection of deterministic
noise peaks [15].

The total of 680 54-dimensional feature vectors were randomly divided. 80%
were set aside for training and the remaining for testing. The training samples
were used for building the recognition system and the testing samples for test-
ing the performance of the built system. This dataset partitioning is usually
acceptable when the dataset is sufficiently large [12].

The results of the training for different ML recognition systems are shown in
Fig. 5. It was found that the Gaussian kernel function provides higher accuracy of
the recognition in comparison with the linear kernel function. The best accuracy
for the SVM model after the training was 98.1% for a regularization coefficient
of 5. The logistic regression-based model showed an accuracy of 97.7%. Models
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Fig. 5. Results of training machine learning algorithm.
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based on Random forest and Gradient boosting showed similar results for the
number of trees 70 and 20 respectively.

The results of quantitative error analyses of the suggested ML models are
presented in Table 2. The most preferred relation between false positives (7%)
and false negatives (9%) was observed for the support vector machine model
(SVM in Table 2). This model is much better in comparison with the algorithm
based on the analysis of ultrasound energy peaks that shows false positives 35%
of the time (see “Energy Peaks” in Table 2). The RF and GB models demon-
strated approximate close results but both methods are more computationally
demanding in comparison with the SVM model.

Table 2. Quantitative error analysis of ML models accuracy

Test dataset

ML model False positives, % False negatives, %

SVM 7 9

Logistic regression 9 13

Random Forest 16 10

Gradient Boosting 15 9

Energy Peaks 35 10

Figure 6 demonstrates the recognition system outputs the case of sand par-
ticles (20/40 mesh) impacting the pipe wall in dry gas flow with the following
delta pressures: ΔP =1 atm (time interval from 2 to 5 s), ΔP = 2 atm (from 5 to

Fig. 6. Spectrogram (top), normalized power log calculated >20 kHz (middle), and the
output of SVM model (bottom) in Experiment-1 (proppant 20/40 mesh, gas flow of
ΔP =1 atm, ΔP =2 atm, and ΔP =3 atm).
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Fig. 7. Spectrogram (top), normalized power log calculated >20 kHz (middle), and
the output of SVM model (bottom) in Experiment-3: water droplets impacted on the
outside of a pipe.

9.5 s), and ΔP =3 atm (from 9.5 to 13.5 s). High frequency peaks (>50 kHz) are
clearly seen on the spectrogram and the normalized power log that was calculated
for ultrasound range >20 kHz. This range is typical for popular wellhead sand
monitoring systems. The threshold value significantly depends on the gas flow
velocity. The output of the Support Vector Machine (SVM) model shows all the
detected time intervals (total number - 9) of the particles impingement. Figure
7 demonstrates the same set of graphic plots when water droplets impacted on
the outer pipe wall (“rain”). The normalized power log for the same threshold
and frequency range shows many false positives. But the output of SVM model
has much less wrong intervals.

5 Conclusion

An advanced approach for the real-time sand monitoring systems has been pre-
sented in this paper using an acoustic sensor and different ML techniques. The
spectral analysis complemented with ML models made it possible to distinguish
sand signals from background noise and other noise sources like water droplets.
The results of the quantitative error analysis of different ML models showed that
the SVM model with Fourier coefficients as input vectors provides the best solu-
tion (false positives - 7%, false negatives - 9%). These results are much better in
comparison with the current approach that is based on analyzing the ultrasound
energy peaks This performance evaluation suggests that the proposed method
is a promising approach for the development of a real-time monitoring system.
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Further research and development work are required to enhance the tech-
nology. The recognition system should be trained using additional data with a
broad particle size distribution to evaluate the threshold of sensitivity (minimal
detected particle size, velocity, and concentration). More powerful recognition
techniques like deep learning neural networks would help establish a greater
degree of accuracy not only for qualitative analysis (particle-laden or particle-
free flow) but also for quantitative outputs like estimated sand flow rate, sand
concentration and/or particle size. We plan to determine the effectiveness of the
proposed technique when applied to oil and gas well data.
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Abstract. Computer vision technologies are widely used in sports to
control the quality of training. However, there are only a few approaches
to recognizing the punches of a person engaged in boxing training.
All existing approaches have used manual feature selection and trained
on insufficient datasets. We introduce a new approach for recognizing
actions in an untrimmed video based on three stages: removing frames
without actions, action localization and action classification. Further-
more, we collected a sufficient dataset that contains five classes in total
represented by more than 1000 punches in total. On each stage, we com-
pared existing approaches and found the optimal model that allowed us
to recognize actions in untrimmed videos with an accuracy 87%.

Keywords: Action recognition · Action classification · Untrimmed
video · Temporal convolution

1 Introduction

Sport undoubtedly takes an important role in everyday human life because it
helps to promote health and maintain physical fitness. Like any of the popular
areas, sport is always changing and developing. In each sport, new approaches
elaborating to improve the training process and equipment. Computer vision
systems along with other technologies have made sports more accessible and
cheaper for ordinary people. For example, The Fastest Fist [1] is a boxing sim-
ulator that tracks the user’s actions through virtual reality technology.

Professional sports also present a vast field of opportunities for the appli-
cation of new technologies. For example, there is one popular type of training
in the box named “shadow boxing”. This training is widespread among boxers
since performing without a partner. It’s aimed to work out different types of
punches, increase your endurance and speed of blows. During such training, the
coach carefully monitors the athlete and corrects his mistakes. It is not a new
sphere for technology applications. The first step to replacing the trainer with
an automatic system was the work [2]. This work focuses on classifying common
boxing punches during training without a partner. The main problem in this
field is that all actions come from boxer are very similar. Often non-professional
athletes can’t distinguish different types of punches.
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In this article, we decided to continue working in this direction. Our goal is to
develop a neural network-based solution for punches recognition in a continuous
video. This solution is aimed to help boxers during training.

To achieve this goal, we create a hand-crafted dataset with five different
types of punches. We have implemented several approaches for action recogni-
tion on video based on SlowFast [4] approach and the ResNet model [5]. The
resulted pipeline contains three stages. In the first stage, the model is responsi-
ble for clearing the frame stream of frames that do not hold actions. The second
stage contains a model that divides a continuous stream of frames into separate
actions. Finally, in the third stage model classifies actions.

As a result, we have a model that can recognize punches in untrimmed videos
with F1 score 0.88. Also, the model for classifying actions showed the quality
of classification 0.94. The quality of the entire pipeline in untrimmed video is
87%. All code can be found on github page https://github.com/anton-br/box
simulator.

2 Related Work

There are two approaches to solve the problem of recognizing actions in the video.
The first approach is based on manual feature generation, while the second uses
neural networks.

2.1 Feature Based Approach

The work [3] was the pioneer in the application of computer vision for boxing.
This work describes an approach for punches classification based on SVM and
Random Forest classifiers. The main aim of this work is to demonstrate that these
approaches can recognize punches on image sequences of eight elite boxers. The
dataset consisted of four punches with a view of the boxer from above with 192
boxing punches in general. As a result, the authors trained a model that correctly
recognized the punch’s type with 96% accuracy. The main disadvantage of this
approach is the small size of the dataset.

Two years later, the authors improved on previous achievements in the paper
[2]. In this work, the authors continued the development of a robust framework
for boxing punches recognition. They expand the dataset from eight to fourteen
different boxers. Also, the authors add depth information. Thus, the new dataset
contains 605 examples. In this work, instead of information about the position
of hands, authors use the features based on the trajectory, shape descriptors,
and arm skeleton. As a result, they bet a previous result accuracy 97.3% with a
hierarchical SVM classifier. The main drawback of feature-based approaches is
a slow operation speed. There is another approach for video analysis based on
neural networks that work significantly faster than previous methods.

https://github.com/anton-br/box_simulator
https://github.com/anton-br/box_simulator
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2.2 Neural Network-Based Approach

One of the first approaches to video processing using neural networks is work [6].
The authors provided four approaches for video classification based on tempo-
ral information from consecutive frames. The best performance shows the Slow
fusion approach and bets all existed feature-based methods on 20%. This work
shows that single-stream convolutional neural networks can learn powerful func-
tions from slightly labeled data. Continuing the achievements of the previous
article, the authors in [7] decided to use two parallel networks instead of a single
one. The first network uses the single frame as an input and the second one
uses a multi-frame optical stream that allows taking into account the time con-
text. However, these networks are trained separately, so they can’t aggregate
information from each other.

Other popular approaches are based on 3D convolutions. One fused two differ-
ent inputs by 3D convolutions [8] or by using 3D convolutions on time dimension
[9]. The work [10] proves that 3D networks show the best results among all other
approaches. Based on previous work, article [4] introduced a new state of the
art model. Their idea is to use a single stream network with two different frame
rates. The first branch is a Slow pathway. It takes only a few frames from one
second of the video. The second branch uses almost every frame and is named
Fast pathway. The main idea of this approach is to learn how to find both long
actions, that last more than a few seconds, and fast actions, that sometimes last
less than even a second. Also, these pathways are connected, so they can aggre-
gate each other’s information. In our work, we aimed to recognize short actions,
so this approach is one of the most suitable for solving the problem of classify-
ing actions. It is widely known that 3D convolutions contain many parameters.
To get rid of this problem work [11] suggests simplifying 3D convolution opera-
tions by factorization 3D filters into separate spatial and temporal components.
Finally, the work [12] allows defining the boundaries of action in an untrimmed
video.

This work is aimed to recognize different punches from boxing. A relatively
small number of researchers consider this particular area, so this article corrects
this situation. The main contributions are summarized as follows:

1. We have collected a dataset that contains a variety of boxing punches taken
from the front view. Since this field is too narrow, there are no from-view
datasets with boxing punches.

2. Different punches from boxing have no strong differences between them, so
this work is also aimed at developing a network that will be resistant to these
differences.

3. A three-staged pipeline has been developed and shows strong results on real
data.

The rest of the paper is organized as follows. The third section describes the
collected dataset and data preprocessing. In the fourth section, one can find a
description of all used models and the way how we train them. The fifth section
describes the achieved results. The conclusion is presented in the sixth section.
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3 Dataset Description

One of the significant contributions of this article is the creation of a representa-
tive dataset containing various boxing punches1. We selected the most common
punches from boxing that can be recognized by a person who is not a profes-
sional in this sport. Most hits in boxing are made with the far hand. We have
selected the three most popular hits: “Punch”, “Cross” and “Uppercut”. These
are basic and distinguishable punches. Also, we added one short-handed strike
named “Jab”. This strike is very similar to the “Punch” since is also a direct hit
but with the near hand. In addition to strikes, we added the “Defence” class.
The resulted dataset contains five different classes. Examples of all actions are
shown in Fig. 1.

(Punch) (Cross) (Uppercut) (Jab) (Defence)

Fig. 1. (Punch). Direct hit with the far hand. (Cross). Side kick with the far hand.
(Uppercut). Low blow with the far hand. (Jab). Direct hit with the near hand.
(Defence). Locked hands or a long pause without blows.

We used continuous shooting mode while recording the dataset. All video
recordings last from two to six minutes on two different backgrounds. In each
video, several people take turns entering the frame. The person in the frame uses
punches from the given list randomly. While the person is in the frame, he applies
the punches without pauses. In total, two men and one woman participated in
the creation of the dataset. They also changed their clothes between shots. As a
result, we recorded five videos with an overall length of about 16 min. In total,
we have 29334 frames and 1009 actions.

We also calculated statistics for the collected dataset, is shown in Table 1.
You can see that the average length of all actions is about 30 frames, and the
minimum and maximum values do not deviate much from this value. Based
on these statistics, we choose the 30-frame window as the main window for
classifying actions.

We divide these actions into train, validation, and test sets in the following
proportions: 0.7, 0.1, 0.2. Based on these proportions we use 700 actions for
training, 103 for validation, and 206 for testing. For validation and testing, we
used several untrimmed parts of videos.
1 https://yadi.sk/d/aLSOf8klnUgSRQ.

https://yadi.sk/d/aLSOf8klnUgSRQ
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Table 1. Dataset description.

Punch name Total number Average length Min length Max length

Punch 201 26.32 14 45

Cross 188 31.04 15 45

Uppercut 253 29.48 14 51

Jab 238 25.64 12 46

Defence 129 28.35 10 102

Total 1009 28.17 10 102

Before we train neural networks, we cropped the persons and reshape
the images to 224 × 224. During training, we perform three types of data
augmentation:

– Randomly deleting or zooming in on an image.
– Mirror image.
– Random color altering by applying a random color variation.

4 Models

The main approach consists of three stages. In the first stage, we use Action
Splitting Network (ASN) to delete parts of the video that do not contain actions.
The second stage is aimed to split a video into separate actions. The third stage
is an action classifier on a trimmed video. All these three stages represent the
full pipeline of video processing. For training, we use GPU Nvidia 2080 Ti with
11 GB.

4.1 Action Splitting Network

To detect frames in which no action occurs, we set this problem as a frame-by-
frame classification. This network classifies frames by batches directly inside the
main pipeline, right before action localization and classification. To solve this
problem, we use ResNet50 [5], because this network contains a small number of
parameters and allows to achieve good quality. This network receives an input
set of frames, usually 60 to 90 frames long. Further, based on the prediction of
the network frames, that have not contained actions are removed from further
processing.

One of the main problems during the training of the ASN model was the class
imbalance. Due to the specifics of the prepared dataset, the number of frames
without actions is approximately ten times less than frames containing actions.
To get rid of this problem we used the sampling method that chooses frames
with and without actions in a way that during the training process both classes
appear equally often.
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We use Binary Cross Entropy (BCE) loss for training. The model trained with
batch size 4 and a length of the frames sequence equal to 90. For optimization,
we pick Stochastic Gradient Descent (SGD) optimizer with a learning rate 0.001.

4.2 Action Classification

The quality of the entire pipeline depends on the correct classification of action
therefore it is important to achieve good quality at this stage. To reach this goal
we used one of the best approaches for classifying actions called SlowFast. As
the main network, we used ResNet50 with 3D convolutions. Also, we compare
3D convolutions with spatiotemporal convolutions [11]. To make a representative
comparison, we added another well-established network named I3D.

All classification models were trained on prepossessed sets of frames using
Multi-Class Cross Entropy loss. Each sequence contains only one action. The
length of frame sets for training equal to the average length of all actions - 30
frames. If the action is more than 30 frames, we use only the first 30 frames. If
the action is less than 30 frames, the frame set is copied the required number of
times, so that set contains exactly 30 frames. All models are trained with batch
size 12. We use Adam optimizer with a learning rate 10−3 and cosine annealing
schedule with weight decay 10−6.

4.3 Action Localization

Action Localization in Untrimmed Video. The goal of this network is to
evaluate starting and ending probabilities for each frame. The backbone of an
action localization network is the paper [12]. Based on this approach we construct
the network that received set of prepossessed frames with size 224 × 224 as an
inputs and outputs two probability sequence Ps = {pstn}ln=1 and Pe = {petn}ln=1.
Where pstn and petn is a respectively starting and ending probabilities for time tn.
In contrast to the article we do not consider probability that particular frame
contains action or actionness probability, because all frames without actions were
rejected by ASN. The resulted model is shown in Fig. 2.

Fig. 2. The architecture of action localization on the untrimmed video network. Back-
bone is a SlowFast network that predicts the starting and ending probabilities for each
frame. After preprocessing, we receive the indices of action boundaries.
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In the field of action localization, a popular approach is to use pretrained
networks. We compared the two approaches with learning the entire model from
scratch and using a classification network from the previous section as a base
model.

Fig. 3. Postprocessing procedure. Firstly we binarize the probabilities by discarding
small probabilities. Also, we combine the high probabilities located closer than ten
frames to one cluster. Then we calculate the midpoint for each cluster. Resulted bound-
aries are middle points between the closest midpoints of different classes.

An important task for this approach is to post-process data because it is
often difficult to determine exactly when the action begins and ends. Since there
is no pause between actions because of the task statement, first of all, we discard
moments with height probability of start or end if there is no height probability
in the opposite class. Also, we know that all actions last at least ten frames, so
all probabilities greater than the threshold τ are combined into a single cluster
if they are less than ten frames away. After that, for each cluster the midpoint
Sij is calculating, where i is 0 for start class, and 1 for end class j is a number
of cluster. Then, a common midpoint Mj is calculated for each pair of clusters
of a different class by the following formula Mj = |S0j − S1j |. This point is the
end of the previous action and the point Mj +1 is the beginning of the next one.
Figure 3 describes the postprocessing procedure.

Since the model returns two probability vectors, we used the sum of BCE
loss from both outputs. To achieve a more stable result, the actual true labels
for the start and end points were expanded to three frames instead of one.

This model trained with a batch size 4, a length of the frames sequence
equal to 90, and optimized using SGD with an initial learning rate of 0.01 and
momentum 0.9. Also, we used the cosine annealing schedule with weight decay
10−6.



338 A. Broilovskiy and I. Makarov

4.4 Action Localization and Classification

This section describes models that were developed to combine networks for action
classification and localization into a single network. All architectures are shown
on Fig. 4.

Fig. 4. Mask network. The architecture aimed to predict the class for each frame.
ALCN predicts the vector that might be splitted into two parts. The first part repre-
sents the number of actions in the given frame set (N), the next N numbers show the
length of each action. Second part contains N ∗ 5 numbers. Where Pi...Pi+5 shows the
probability for each class for i-th part of frame set with length Li.

Mask Network. This network is also based on the SlowFast [4] approach with
Resnet50 as a backbone. In contrast to the network for classification, here the
Global Average Pooling layer is applied only for the spatial dimension and does
not affect the temporal dimension. The main idea is to predict a mask that
contains the classes for each frame.

The following approach was used to train this model. At first, we randomly
sample the action. Then if it is shorter than the required length of frames set, the
sequence is shifted to random offset. Thus, at least one whole action is located in
a random place in the frame set. This sampling helps to fully the actual splitting
when all frame sets are split by time.

Multi-class Cross Entropy was used to train this model using SGD with a
learning rate 0.01 and batch size equal to 4.

Action Localization and Classification Network. This approach is
also a variation of SlowFast with a modified network head. In this
case, only the fully connected layer changes. To predict the number,
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length, and class of actions, the output vector is constructed as follows.
(N,L1, L2, ..., LN , P10, ..., P15, ..., PN0, ..., PN5). Here N is a number of actions
on the input frame set. Li is the length of each action in frames. Pij probability
that i-th action has j-th class. There is one more parameter N . This parameter
is responsible for the maximum possible number of actions within a single frame
set. As far as we know, the minimum length for one action is ten, then this
number is calculating as follows: N = FL

10 , where FL is the length of a frame.
We use Two types of losses to train this model. Smooth L1 loss [13] is aimed

at solving the regression problem, which consists of predicting the number of
actions and the length of each of them. Multi-Class Cross Entropy loss is used
to solve the multi-class classification problem to predict the class for each action.

L(ŷi, yi) = L1 + 2 ∗ Lc (1)

Where Lc is a multi-class Cross Entropy loss and L1 is a Smooth L1 loss. In the
total loss formula 1 the weight of Lc is twice as high because in our experiments
it was found out that such combinations give better improvements for action
classification.

To optimize this model, we used SGD with a learning rate of 0.01 and the
cosine annealing schedule with weight decay 10−8. The overall frame set’s length
was 90 and the batch size is equal to 4.

5 Results

Actions Splitting. ROC-AUC score [14] was selected as the quality metric.
This metric is suitable for the reason, that it is insensitive to the inequality of
classes. We use ResNet50 networks with different types of convolutions to solve
this problem. As the result, ResNet with spatiotemporal convolutions reaches
0.85 RocAUC while ResNet with 3D convolutions only 0.84 RocAUC. Also,
replacing convolutions allows training the model an hour faster than using 3D
convolutions.

Most errors that have been done during validation occurs at the junctions
of classes. When a person completes a hit and starts swinging the next one, the
model can recognize these frames as a “no action” frame.

Table 2. Comparison between different methods for action classification.

Model Accuracy Training time (h)

ALCN 0.25 12

MaskNet 0.36 16

I3D 0.76 8.5

SlowFast 3D 0.9 12.5

SlowFast SP 0.94 10
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Action Classification. To compare the results of classification models, we used
accuracy as a quality metric, since there is no strong class inequality. All results
are shown in the Table 2.

Experiments have shown that the SlowFast model with spatiotemporal con-
volutions achieved the best result, but it took an hour and a half more to train
than the fastest model - I3D. The worst result was shown by the Action Local-
ization and Classification Network (ALCN).

For a more detailed error analysis, we calculate the confusion matrix for each
model and one can find them in Fig. 5.

Although the SlowFast model with spatiotemporal convolutions shows a good
result based on the confusion matrix, the most likely error for this model occurs
when classifying Uppercut class as a Defence. We assume that at the final point
of the Uppercut the position of the hand is similar to the position of the hands
during Defence.

)b()a(

)d()c(

Fig. 5. Confusion matrices for: (a). SlowFast model with spatiotemporal convolutions.
(b). SlowFast with 3D convolutions. (c). Mask Network. (d). Action Localization and
Classification Network.
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Action Localization in Untrimmed Video. For action localization, we
developed three approaches. To compare them we use the F1 score. Before pro-
ceeding to evaluate the quality of algorithms, we should define TP, FP, FN
for each of the algorithms. For Action localization in untrimmed video network
(StEnd), TP prediction means that the distance between predicted and true
centers is less than the determined distance. This distance is denoted as D. In
this work, we analyze how quality depends on the given distance, where this
distance D is changed from 5 to 3 frames. Prediction is considered as FP if the
distance between this prediction and real position is greater than D. FN counted
when there are no predictions close than D for a particular label.

The calculation of these components for ALCN is very similar. TP prediction
means that the value of the predicted length is closer to the real length than
D. It is important to notice that if there are several actions in the frame set,
the next time prediction value is calculated as the sum of all the previous ones.
Prediction is considered as FP when the model predicts more actions than in
labels. FN counted when the model predicts fewer actions than in labels.

All results are shown in Table 3. The table shows the values of the F1 metric
for various values of D from list [5, 4, 3] where different lengths are indicated by
@. One can notice that the best score shows the StEnd approach trained from
scratch. Despite that it trains almost five times longer than the StEnd model
fine-tuned with the classification model, StEnd from scratch gives significantly
better results.

Table 3. Results for different models that aimed to solve the action localization task.

Model F1@5 F1@4 F1@3 Training time (h)

ALCN 0.16 0.13 0.1 12

Feature based StEnd 0.7 0.63 0.52 4.5

StEnd 0.88 0.86 0.79 20

Another important parameter for the StEnd model is τ , which was mentioned
in the Model section. The following parameter were selected during validation:
τ = 0.02 for the Stand from scratch and τ = 0.015 for the Feature-based StEnd.
Based on the results, we can see that if we D equal to 3, then the value of
the metrics drops significantly. This is because the initial response length is
three frames, so in this case, an offset from the correct response by at least
one frame will result in an error. The error value allows us to conclude that
the generalization capacity of the StEnd network is high enough to be used to
localize actions on the video.

Prediction in Untrimmed Video. To predict actions on the entire video,
it has been cut into parts that are 90 frames long. For each part, first of all,
frames that do not contain actions are dropped by ASN. Then the rest frames
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are divided into separate actions using the StEnd network. Next, each prediction
is supplemented or trimmed to 30 frames and go to the classification network
for prediction.

The accuracy of the resulted pipeline reached 0.87. The entire prediction time
took 44.9 s. We use a video that lasts 135 s. Based on this, we can conclude that
the operation of this pipeline is quite close to the prediction in real-time.

Fig. 6. Confusion matrix for entire prediction.

As a result of the untrimmed video prediction, one can notice that the quality
has not changed significantly. Based on the confusion matrix, which is shown in
Fig. 6, we can conclude that the action that most sensitive to borders is Cross,
since the quality of Cross classification has dropped.

6 Conclusion

In this work, we present a novel dataset for action recognition in the boxing
domain and build the pipeline that contains three independent models for action
recognition in untrimmed videos.

The dataset contains more than 1000 actions for five different types of
punches. There are three people in the dataset: two men and one girl recorded
in two locations. Between videos, clothes also changed. The collected dataset is
representative and sufficient to train new models that will be able to recognize
actions on the new data.

Trained models have proven that they have sufficient generalizing ability to
predict actions in a continuous video. Thus, for a full video, the final accuracy
was 87%.
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Abstract. A macro stress-testing and scenario analysis is an important
part of an official assessment of any bank regarding its safeguarding
and stability. There is a lack of efficient tools for scenario analysis to
model uncertainty of the bank financial indicators depending on the main
macro-economic parameters. In this work we present a new model for
prediction of the bank financial indicators. We develop an approach to
filtering in a latent space capable of modeling dependence of a huge cross-
section of the indicators on the set of macro-economic parameters. We
demonstrate a superior ability of our model to predict bank net income
from acquiring compared to standard predictive models.

Keywords: Filtering · Latent dynamics · Net income · Acquiring

1 Introduction

Banking performance depends on the macroeconomic situation, characterized by
interbank currency exchange rates, etc. For example, in Fig. 1 we demonstrate
how ruble interbank rates depend on time. We observe a significant increase
around end of 2014. In Fig. 2 we demonstrate how currency interbank rates
depend on time. By vertical lines we denote moments of significant deposits
churn following significant change in the currency interbank rates.

It is obvious that to assess safeguarding and stability of any bank a reliable
macro stress-testing and scenario analysis is needed. We need efficient tools to
assess uncertainty of the bank financial indicators depending on the main macro-
economic parameters when playing out various macro-economic scenarios [7].

Often a cross-section of indicators of interest has a very high dimension and
nonlinearly depends on a set of macro-economic parameters. Moreover, avail-
able historic datasets are limited in size compared to the dimension of the cross-
section. Fortunately, indicators in the cross-section are often significantly depen-
dant and so instead of estimating parameters of a predictive model via averaging
across trajectories we can compensate this to some extent by utilizing averaging
across cross-sectional dimension. The task becomes more complex not only due
to limited amount of data, but also due to the dependence between the indica-
tors is nonlinear. Thus standard linear models (e.g. VARMAX) and other similar
tools from econometrics for modeling of panel data [12] provide poor accuracy.
c© Springer Nature Switzerland AG 2021
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Fig. 1. Ruble interbank rates.

To overcome these challenges we develop an approach to filtering in a
latent space capable of modeling dependences between components in a huge
cross-section of indicators, and how the main macro-economic parameters influ-
ence these dependencies. We turn the problem of modeling high-dimensional
non-linear dynamics of the indicators into the problem of identifying a low-
dimensional latent state space, in which locally linear dynamics can be defined.
The low-dimensional representation helps to compensate a lack of sufficiently
long historical realizations of time-series compared to their original dimension.
In order to learn such a latent space we use a generative model based on a varia-
tional autoencoder (VAE) [10]. The resulting dynamic model in the latent space
thanks to the probabilistic nature of VAE allows to define a probability distri-
bution over trajectories in the state space, and is trained in the unsupervised
way. The induced probability distribution can be used to estimate uncertainty
of predictions.

To illustrate efficiency of our approach we consider a problem of predicting
bank net income from acquiring that is important for assessing a bank capital
adequacy and liquidity risks. We demonstrate a superior predictive ability of our
model compared to standard predictive models.

We concentrate to solve the prediction problem on a “vintage” level. Here
by vintage we mean economic units grouped by some categorical characteristics
(e.g. segment, territory, characteristics of a banking product) and united by
some time interval (e.g. a month when an agreement starts). Usually, a bank is
interested in the forecast either on a vintage level, or on a level when several
vintages are grouped with respect to some categorical variables.

In this work we predict the bank net income from acquiring xt,j within each of
the ∼ 50 asset groups j, formed by belonging to a specific segment, territory and
customer’s bank affiliation, for a 12-month period ahead from the current date
t: (xt+1,j , . . . , xt+12,j). Within the group, vintages differ only by a month when
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Fig. 2. Currency interbank rates vs. time.

Table 1. Asset groups, formed by belonging to a specific segment, territory and cus-
tomer’s bank affiliation.

Code num. Segment Regional bank Client Num. of

0 Clients of XXX ZZZ bank Non-YY ∼100

1 Clients of XXX ZZZ bank YY ∼150

...
...

...
...

...

∼ 50 Clients of ZYX XYZ bank YY ∼200

an agreement is signed. Table 1 gives a summary of all groups. The challenge is
to construct the model which makes such predictions depending on the current
macro-economic indicators for the considered year.

As an error metric we use

L(x, x̂) =
1

#{Code num.}
∑

j∈Code num.

‖xj − x̂j‖1
‖xj‖1 . (1)

Here xj = (x1,j , . . . , x12,j) is a monthly bank net income from acquiring for some
asset group j and year, x̂j is a prediction of xj , ‖ · ‖ is L1-norm. We average
values of error metric (1) with respect to different years.

The main challenge is related to extremely high-dimensionality of the time-
series: to predict the bank net income from acquiring within each of the ∼ 50
asset groups j we first need to forecast dynamics of the multi-dimensional time
series xt ∈ R

nx , describing evolution of monthly incomes of nx > 7000 vintages
depending on the current macro-economic indicators for the considered year.

As can be seen from Fig. 5, Fig. 6 and Fig. 7, the behaviour of time-series is
nonlinear, i.e. a lot of historical data is needed for model identification. However,
historical monthly data is available only starting from 2014, which is not enough.
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Fortunately, time series are dependent due to territorial proximity and/or similar
business focus of organizations, so we can utilize this property to compensate
for lack of sufficiently long realizations of time-series and replicate the nonlinear
behavior, observed in the historical data.

The article has the following structure. In Sect. 2 we discuss related works.
In Sect. 3 we describe an idea of a latent space dynamics. In Sect. 4 we provide a
strict formulation of the proposed latent dynamics model. In Sect. 5 we discuss
results of computational experiments and in Sect. 6 we make conclusions.

2 Related Works

Standard approaches to make predictions in the considered case is to utilize
VARMAX and/or other standard linear state-space models for panel data [3].
However, as we already discussed, significant nonlinear behaviour and depen-
dencies between components of the high-dimensional state space require modern
approaches.

We propose to view the sequence of x = {xt}T
t=0 as a realization of a Markov

chain, i.e. p({xt}T
t=0) = p(x0)

∏T
t=1 p(xt|xt−1). There are two possible approaches

in this case for inducing a nonlinear dynamics and obtaining a computationally
efficient model:

– Learn the dynamics in some latent space z = {zt}T
t=1,

– Learn the whole model as a transition operator over the state space.

This brings a connection with several works. [13] proposed to interpret the
stochastic Markov chain q(z|x) = q(z0|x)

∏T
t=1 p(zt|zt−1, x) as a variational

approximation, where {zt}T−1
t=0 is a set of auxiliary random variables. [9] pro-

posed to generate MCMC chain in the latent space and then decode it. [16,17]
proposed a method to learn the dynamics in the latent space for sequence pre-
diction. [11] proposed to learn a multi-head GAN (with a number of heads, cor-
responding to the number of layers in the target neural network), which sample
from noise the sequence of convolution filters. [14] proposed to learn a generative
adversarial network as a markovian transition operator.

Thus these works consider different approaches to nonlinear dynamics. How-
ever, the models use complex approximators based on deep neural networks [8],
which are not efficient in our case due high-dimensionality (nx > 7000) and small
size of the available historical time-series realization. These challenges turn out
to be even more severe when the whole model is represented as a transition
operator over the initial state space.

To attack described challenges we have to develop a compact nonlinear model
similar to linear state-space models, which are beneficial for modeling panel data
in econometrics. The model should be able to take into account dependence of
a huge cross-section of indicators on a set of macro-economic parameters.
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3 Latent Space Dynamics

Time series are dependent due to territorial proximity and/or similar business
focus of organizations. To replicate this property by the model we can assume
that there exist a latent space with dimension nz � nx, such that behaviour of
time-series components depends on the dynamics in the latent space and

– if the time-series are close in the latent space, then they should have similar
predictions,

– predictions of the model should be different for distant latent points.

Schematic example of the latent space dynamics is in Fig. 3.

Fig. 3. Latent space dynamics. Picture credit to [15].

We denote the historical dataset as D = {xt, ut, xt+1}T
t=0, where

– xt ∈ R
nx , nx � 1—time-series at moment t (income values for vintages),

– ut—characteristics of the macro-economic situation at time t; so here ut can
be considered as some kind of a control variable.

Using dataset D we should construct a model that takes as input current values
of state xt and control value ut, and predicts future value xt+1.

In order to specify the model we impose the following assumptions:

– Dynamics of xt is complex and nonlinear,
– We can find a representation zt ∈ R

nz , nz � nx, such that

xt = f(zt), zt+1 = A(zt)zt + B(zt)ut + C(zt). (2)

Here f(·) is some nonlinear mapping (decoder), which we model using a shallow
fully-connected neural network (FCNN) [8], and zt follows a nonlinear general-
ization of the standard linear state-space dynamics [3].
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4 Probabilistic Model

To perform inference for model (2) and estimate its prediction uncertainty we
use the probabilistic framework [2]. By adopting the approach from [16] we get
the following probabilistic model

xt = f(zt) + ξ = Wxgd
θ (zt) + wx + ξx, ξx ∼ N (0, Σx),

zt+1 = A(zt)zt + B(zt)ut + C(zt) + ξz, ξz ∼ N (0, Σz), z0 ∼ N (0, I). (3)

Here f(·) plays a role of a decoder (cf. VAE) and is modeled by a shallow
FCNN with parameters (Wx, wx) and θ. Representations for A(·), B(·) and C(·),
defining the dynamics, have the form

A(z) = WAgt
ψ(z) + wA, B(z) = WBgt

ψ(z) + wB , C(z) = WCgt
ψ(z) + wC ,

where gt
ψ(·) is also a shallow FCNN with parameters ψ. The control variable

ut is modeled by a nonlinear embedding of the macro-economic indicators into
some du-dimensional space. The embedding is done by a shallow FCNN with
parameters γ, i.e. ut = ge

γ(Ft), where Ft are features, calculated from the macro-
economic indicators, known up to and including moment of time t.

Using historical realization {xt}T
t=0 we want to estimate parameters

– (Wx, wx), (WA, wA), (WB , wB), and (WC , wC) of (f,A,B,C),
– θ, ψ and γ of gd

θ (·), gt
ψ(·) and ge

γ(·) respectively,

and posterior distribution p(z0, . . . , zT |x0, . . . , xT ). A straightforward approach
based on MLE maximization

L(D) =
∑

(xt,ut,xt+1)∈D
− log p(xt, ut, xt+1) → max

parameters
(4)

is intractable, since there is no explicit expression for the likelihood. Due to the
same reason we can not calculate p(zt|x1, . . . , xt).

To attack this challenge we use the variational inference approach [2]. We
introduce approximate posterior

p(zt|x1, . . . , xt) ≈ qφ(zt|xt) = N (μt, Σt),

where

μt = μ(xt) = Wμge
φ(xt) + wμ, Σt = diag(σ2

t ), log σt = Wσge
φ(xt) + wσ,

where ge
φ(·) is also represented by FCNN with parameters φ. Here μ(x) plays a

role of an encoder (cf. VAE). Thus, from (3) we get an approximate dynamics

zt|xt ∼ qφ(z|x) = N (μt, Σt), ẑt+1|xt ∼ q̂ψ(ẑ|z, u) = N (Atμt + Btut + Ct,Dt),
x̂t+1|ẑt+1 ∼ pθ(x|z) = N (f(ẑt+1), Σx),

where At = A(zt), Bt = B(zt), Ct = C(zt) and Dt = AtΣtA
�
t + Σz.
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In can be proved that the likelihood (4) is lower bounded by the Evidence
Lower Bound (ELBO) [2], which has the form

L(D) = −
∑

(xt,ut,xt+1)∈D
log p(xt, ut, xt+1) ≥

∑

(xt,ut,xt+1)∈D
Lbound(xt, ut, xt+1),

where

Lbound(xt, ut, xt+1) = E zt ∼ qφ

ẑt+1 ∼ q̂ψ

[
− log pθ(xt|zt) − log pθ(xt+1|ẑt+1)

]
(5)

+ KL(qφ||N (0, I)). (6)

In practice we optimize the regularized ELBO with some regularization λ > 0
∑

(xt,ut,xt+1)∈D
Lbound(xt, ut, xt+1) + λKL (q̂ψ(ẑ|μt, ut)||qφ(z|xt+1)) → max

parameters
.

(7)
The target functional in (7) can be interpreted as follows. The first term

in (5) evaluates accuracy of the compression/decompression in/from the latent
space: to which extent xt is accurately recovered from zt. The second term in (6)
estimates accuracy of prediction based on the latent space dynamics: to which
extent xt+1 is accurately predicted by decoding zt+1, predicted from zt. The term
in (6) is a regularization: since we work with distributions, as a regularization
we use a Kullback-Leibler divergence, i.e. KL(qφ(zt)|N (0, I)); in a Gaussian
case it is somewhat close to L2 regularization. The second term in (7) estimates
proximity of the latent variable, predicted by (3), with the value of the latent
variable, estimated by the variational approximation.

5 Results

5.1 Architecture Description

In Fig. 4 we provide the overall scheme of the model, tailored to predict bank
net income from acquiring on the vintage level depending on the current macro-
economic indicators for year t. In this case xt is a 12-dimensional vector, com-
ponents of which are equal to monthly incomes of the vintage. Let us provide a
quantitative description of the components of the proposed model.

As input to ge
γ(·) we use a vector Ft ∈ R

144 of features for year t, generated
in a sliding window from the macro-economic indicators, including exchange
rates and interbank interest rates. As features we use running mean, standard
deviation and maximum, log-returns, and other similar statistics.

Using three fully-connected layers we map these features into an embedding
vector of dimension 18 in order to model control ut. Here is a description of these
fully-connected layers:

1. (fc1): Linear(in features = 144, out features = 72, bias =True)
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Fig. 4. Scheme of the model.

2. (fc2): Linear(in features = 72, out features = 36, bias =True)
3. (fc3): Linear(in features = 36, out features = 18, bias =True)

As input xt to ge
φ(·) we use a history of returns for a considered vintage for

the last 12 months relative to the current moment. We map this data by four
fully-connected layers into the latent space of dimension 18. Here is a description
of these fully-connected layers:

1. (fc1): Linear(in features = 12, out features = 24, bias =True)
2. (fc2): Linear(in features = 24, out features = 72, bias =True)
3. (fc3): Linear(in features = 72, out features = 36, bias =True)
4. (fc4): Linear(in features = 36, out features = 24, bias =True)
5. (mu fc): Linear(in features = 24, out features = 18, bias =True)
6. (log sigma fc): Linear(in features = 24, out features = 18, bias =True)

The decoder module gd
θ (·) has the same mirror-symmetrical architecture.

Let us describe the module gt
ψ(·) that is used when performing transition

in the latent space. Its aim is to calculate matrices A, B, C for current latent
vector zt. The module is described by the following fully-connected layers:

1. (fc1 z): Linear(in features = 18, out features = 36, bias = True)
2. (fc2 z): Linear(in features = 36, out features = 72, bias = True)
3. (fc3 z): Linear(in features = 72, out features = 96, bias = True)
4. (fc4 z): Linear(in features = 96, out features = 156, bias =True)
5. (fc z A): Linear(in features = 156, out features = 324, bias =True)
6. (fc z C): Linear(in features = 156, out features = 18, bias = True)
7. (fc z B): Linear(in features = 156, out features = 324, bias =True)

Thus matrices A and B have dimension 18 × 18, and C ∈ R
18.

Taking into account such architecture, it follows that the computational com-
plexity of the model is comparable to that of standard neural network-based
approaches such as Recurrent Neural Network models [8].
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Fig. 5. Income forecast for a single vintage. By gray lines we depict a prediction inter-
val; by red line we depict a prediction, and by green line we depict a ground truth
trajectory. (Color figure online)

5.2 Accuracy of Forecasting

To evaluate performance of the proposed approach we used a proprietary dataset
with values of bank income from acquiring on a vintage level.

In Fig. 5 and Fig. 6 we provide examples of forecasts on a vintage level. We
can observe that the forecasts follow ground truth time-series rather accurately
despite their significantly nonlinear behaviour. For example, if we use standard
techniques for time-series analysis, we would just predict a linear growth of the
time-series in Fig. 5 after the last known historical value. The proposed model
is capable to predict the unexpected drawdown around 2017-01 better: thanks
to the nonlinear dynamics in the latent space we can take into account the
dependence of incomes between different vintages and the influence of macro-
economic indicators.

In Fig. 7 we demonstrate how the proposed model forecasts bank net income
from acquiring on a group level. We can observe that the forecast follows ground
truth time-series very accurately.

We compared our model to several standard approaches including VARMAX
model [3], XGBoost model [4] and RNN-GRU model (Recurrent Neural Network
model with GRU cell) [5]. In case of the XGBoost model we follow a standard
machine learning pipeline:

– as input we use the same macro-economic features as in case of ge
γ(·) (see

Subsect. 5.1) plus historical values xt−1 of the considered time-series,
– the model is represented as a regression from these input features for the

period t−1 to the output value xt equal to the bank net income from acquiring
for a 12-month period from the current date.
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Fig. 6. Income forecast for a single vintage. By gray lines we depict a prediction inter-
val; by red line we depict a prediction, and by green line we depict a ground truth
trajectory. (Color figure online)

Fig. 7. Net income from acquiring forecast on a group level. By red line we depict
predictions, and by green line we depict a ground truth trajectory. (Color figure online)

For each model we conducted a grid search over all tunable hyper-parameters
on the held-out set of vintages (with 10% of all vintages). The hidden dimen-
sion of the Recurrent layer is chosen from {5, 10, 20, 40}. To estimate errors
we used a standard cross-validation procedure for time-series (so-called rolling-
origin-recalibration evaluation procedure, see [1]). The architecture, described in
Sect. 5.1, was obtained by this search.

As a result we obtained that the proposed model has error (1) significantly
smaller compared to standard XGBoost, RNN-GRU and VARMAX models, see
Table 2.
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Table 2. Comparison of our model to VARMAX model, XGBoost model and RNN-
GRU model. Formula (1) was used to calculate errors of predictions.

Method Relative error

Filtering in a latent space 14%

RNN-GRU 22%

XGBoost 25%

VARMAX 47%

Moreover, a qualitative study of the behavior of the proposed model depend-
ing on the macro-economic indicators showed that the model accurately approx-
imates all major economic crises occurred in the considered historical period: the
sharp changes in the values of the macro-economic indicators, observed in the
historical data, lead to the predictions of changes in the bank financial indicators
that nicely replicate the observed behaviour.

6 Conclusions

Scenario modeling is required for effective bank management and control of its
financial stability. In particular, it is necessary to assess the uncertainty of the
bank financial indicators depending on external macro-economic indicators. The
main difficulty here is that the dimension of the space of financial indicators is
very high, but the sample size of historical data is often limited.

In this paper, we proposed an approach based on the latent dynamics that
can be used in such situations, and demonstrated its effectiveness by solving the
problem of forecasting bank net income from acquiring. The model is capable
to represent high-dimensional time-series data, and can take into account the
dependence of time-series components and the influence of external control vari-
ables on them. Thanks to the Bayesian framework we can construct predictive
intervals.

The potential limitation of the method is that the latent space dynamics
is markovian (see Eq. (2)), i.e. it is difficult to represent time-series data with
longer temporal dependences. To address this limitation an interesting research
direction could be to introduce attention-based mechanisms in the model, which
are capable to represent long memory phenomena [6].
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Abstract. Deep learning models suffer from a phenomenon called
adversarial attacks: we can apply minor changes to the model input to
fool a classifier for a particular example. The literature mostly considers
adversarial attacks on models with images and other structured inputs.
However, the adversarial attacks for categorical sequences can also be
harmful. Successful attacks for inputs in the form of categorical sequences
should address the following challenges: (1) non-differentiability of the
target function, (2) constraints on transformations of initial sequences,
and (3) diversity of possible problems. We handle these challenges using
two black-box adversarial attacks. The first approach adopts a Monte-
Carlo method and allows usage in any scenario, the second approach uses
a continuous relaxation of models and target metrics, and thus allows a
usage of state-of-the-art methods for adversarial attacks with little addi-
tional effort. Results for money transactions, medical fraud, and NLP
datasets suggest that the proposed methods generate reasonable adver-
sarial sequences that are close to original ones, but fool machine learning
models.

Keywords: Adversarial attack · Discrete sequential data · Natural
language processing

1 Introduction

The deep learning revolution has led to the usage of deep neural network-based
models across all sectors in the industry: from self-driving cars to oil and gas.
However, the reliability of these solutions are questionable due to the vulnerabil-
ity of almost all of the deep learning models to adversarial attacks [1] in computer
vision [2,3], NLP [4,5], and graphs [6]. The idea of an adversarial attack is to
modify an initial object, so the difference is undetectable to a human eye, but
fools a target model: a model misclassifies the generated object, whilst for a
human it is obvious that the class of the object remains the same [7].
c© Springer Nature Switzerland AG 2021
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Fig. 1. Top figure: learning of our seq2seq model with the masking of tokens in an
initial sequence. We also use beam search and an attention mechanism. Bottom figure:
our adversarial attack, modification of a sequence z in the embedded state to be sure
that the decoding of the adversarial sequence D(z′) is close to the decoding D(z),
whilst the classifier score is significantly different.

For images we can calculate derivatives of the class probabilities with respect
to the colour of pixels in an input image. Thus, moving along this direction we
can apply slight alterations to a few pixels, and get a misclassified image, whilst
keeping the image almost the same. For different problem statements attacks
can be different, but in general a continuous space of images is rich enough for
providing adversarial images.

The situation is different for sequential categorical data due to its discrete
nature and thus absence of partial derivatives with respect to the input. The
space of possible modifications is also limited. For certain problems a malicious
user can not modify an object arbitrarily. For example, whilst trying to increase
a credit score we can not remove a transaction from the history available to
the bank; we only add another transaction. Both of these difficulties impose
additional challenges for creation of adversarial attacks for categorical sequential
data.

A survey on adversarial attacks for sequences [4,5] presents a list of possible
options to overcome these difficulties. With respect to white-box attacks, there
are two main research directions. Many approaches work with the initial space of
tokens as input attempting to modify these sequences of tokens using operations
like addition or replacement [8–10]. Another idea is to move into an embedded
space and leverage on gradients-based approaches in this space [11]. We also
note that most of these works focus on text sequence data.

We propose two approaches that can alleviate the aforementioned problems
with differentiability and a limited space of modification actions, and work in
the space of embedded sequences. The first approach is based on a Monte-Carlo
search procedure in an embedded space, treating as the energy the weighted
sum of the distance between the initial sequence and the generated one and
the difference between the probability scores for them. The first term keeps
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Table 1. Examples of adversarial sequences generated by the baseline HotFlip and our
CASCADA approaches for the AG news dataset. HotFlip often selects the same strong
word corrupting the sequence semantics and correctness. CASCADA is more ingenious
and tries to keep the semantics, whilst sometimes changing the sequence too much.

Initial sequence x HotFlip adversarial CASCADA adversarial

jayasuriya hits back jayasuriya arafat back snow hits over back

for sri lanka for sri lanka for sri lanka

determined jones jumps arafat jones jumps ibm music jumps

into finals into finals into match

tiny memory card for tiny memory card for artificial memory card for

mobiles launched economy economy hewitt pistons

nokia plots enterprise move nokia plots economy economy nokia steers enterprise move

sony shrinking the ps sony shrinking economy ps sony blames the indies cross

sackhappy d bags bills google d bags bills textile d bags bills

tunisian president ben nba president ben bayern hat toshiba

ali reelected ali reelected got reelected

two sequences close to each other, whilst the second term identifies our inten-
tion to fool the classifier and generate a similar but misclassified example for
a particular object. This approach is universal, as it does not require deriva-
tives for the first and second terms whilst traversing the embedded space. The
number of hyperparameters remains small, and each hyperparameter is inter-
pretable with respect to the problem statement. The second approach illustrates
adopts differentiable versions of sequential distance metrics. We use a trained
differentiable version of the Levenshtein distance [12] and a surrogate classifier
defined on embeddings of sequences. In this case our loss is differentiable, and
we can adopt any gradient-based adversarial attack. The two approaches, which
we name MCMC and CASCADA attacks, are summarised in Fig. 1. Examples
of generated sequences for the AG News dataset are presented in Table 1.

The generative model for adversarial attacks is a seq2seq model with mask-
ing [13]. So, the constructed RNN model can be reused for generating adversarial
attacks based on these two approaches and creating adversarial attacks with a
target direction as well as training embeddings for sequences. The validation of
our approaches includes testing on diverse datasets from NLP, bank transactions,
and medical insurance domains.

To sum up, we consider the problem of adversarial attack generation for cat-
egorical sequential data. The main contributions of this work are the following.

– Our first approach is based on an adaptation of Markov Chain Monte Carlo
methods.

– Our second approach uses a continuous relaxation of the initial problem. This
makes it possible to perform a classic gradient-based adversarial attack after
applying a few new tricks.

– We construct seq2seq models to generate adversarial attacks using an atten-
tion mechanism and a beam search, and test the performance for attacking
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models based on different principles, e.g. logistic regression for TF-IDF fea-
tures from a diverse set of domains.

– Our adversarial attacks outperform the relevant baseline attacks; thus it is
possible to construct effective attacks for categorical sequential data.

2 Related Work

There exist adversarial attacks for different types of data. The most popular
targets for adversarial attacks are images [14,15], although some work has also
been done in areas such as graph data [16] and sequences [17].

It seems that one of the first articles on the generation of adversarial attacks
for discrete sequences is [17]. The authors correctly identify the main challenges
for adversarial attacks for discrete sequence models: a discrete space of possible
objects and a complex definition of a semantically coherent sequence. Their
approach considers a white-box adversarial attack with a binary classification
problem. We focus on black-box adversarial attacks for sequences. This problem
statement was considered in [9,18,19].

Extensive search among the space of possible sequences is computationally
challenging [20], especially if the inference time for a neural network is significant.
Authors of [18] identify certain pairs of tokens and then permute their positions
within these pairs, thus working directly on a token level. Another black-box
approach from [9] also performs a search at the token level.

It is also possible to use gradients for embeddings [11]. However, the authors
of [11] limit directions of perturbations by moving towards another word in an
embedded space, and the authors of [11,21] traverse the embedding space, whilst
achieving limited success due to the outdated or complex categorical sequence
models. Also, they consider only general perturbations and only NLP problems,
whilst it is important to consider more general types of sequences.

As we see from the current state of the art, there is still a need to identify
an effective end2end way to explore the space of categorical sequences for the
problem of adversarial attacks generation. Moreover, as most of the applications
focus on NLP-related tasks, there is still a room for improvement by widening
the scope of application domains for adversarial attacks on categorical sequences.
Among the methods presented in the literature we highlight HotFlip [10] as the
most justified option, so we use compare it with our embeddings-based methods.

3 Methods

We start this section with the description of the general sequence-to-sequence
model that we use to generate adversarial sequences, with some necessary details
on model training and structure. We then describe the classifier model that we
fool using our adversarial model. Next, we describe, how our seq2seq model is
used to generate adversarial examples and present our MCMC and CASCADA
adversarial attacks. Finally, we provide a description of how to obtain a differ-
entiable version of the Levenshtein distance.
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3.1 Models

Sequence-to-sequence Models. Seq2seq models achieve remarkable results in var-
ious NLP problems, e.g. machine translation [22], text summarisation [23], and
question answering [24]. These models have an encoder-decoder architecture: it
maps an initial sequence x to dense representation using an encoder z = E(x)
and then decodes it using a decoder x′ = D(z) back to a sequence.

Following the ideas from CopyNet [25], we use a seq2seq model with an
attention mechanism [22] for the copying problem and train an encoder and a
decoder such that x′ ≈ x. The final network is not limited to copying the original
sequence, but also discovers the nature of the data providing a language model.
As the encoder E(x) we use a bi-directional LSTM [26], and as the decoder
D(x) we use a uni-directional LSTM with Beam Search [27].

To train the model we mask some tokens from an input sequence, whilst
trying to recover a complete output sequence, adopting ideas from MASS [28]
and training a CopyNet [25] with the task to reconstruct an initial sequence.
Masking techniques include swap of two random tokens, random deletion, ran-
dom replacement by any other token, and random insertion. The objective for
training the model is cross-entropy [29]. As we do not need any labelling, this
unsupervised problem is easy to define and train.

In addition, we input a set of possible masking operations m = {m1, . . . ,ms}.
An example of such a set is m = {AddToken,Replace,Delete}. We provide m
to the model in addition to input sequence x. As another example, for bank
transactions, we can only use the addition of new tokens and m = {AddToken}.

Classification Models. As a classifier C(x) we use a one-layer bi-directional
LSTM with one fully-connected layer over the concatenation of the mean
1
d

∑d
i=1 zi and max(z) of a hidden state z = {z1, . . . , zd} or a logistic regres-

sion with TF-IDF features. A classifier takes a sequence x as input and outputs
class probabilities (a classifier score) C(x) ∈ [0, 1]k, where k is the number of
classes or a class label c(x) on the base of class probability scores C(x).

3.2 Generation of Adversarial Sequences

We generate adversarial sequences for a sequence x by a targeted modification
of a hidden representation z = E(x) given by encoder E(·) in such a way that
the decoder generates an adversarial sequence A(x) that is (1) similar to the
original sequence and (2) have a lower probability of a targeted label.

The general attack scheme is presented in Algorithm 1. This attack works
under the black-box settings: an attacker has no access to the targeted model.
The algorithm uses an encoder, a decoder, word error rate WER between a
generated and the initial sequences and a classifier that outputs class probability
C(x), and a class label c(x). Slightly abusing the notation we refer to C =
C(x) as the classifier score for a class we want to attack in case of multiclass
classification. CASCADA attack also uses a surrogate classifier and a surrogate
word error rate distance.
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The attack algorithm generates a set {z1, . . . , zN} of adversarial candidates
via consecutive steps zi := G(zi−1) in the embedded space starting at z and
selects the best one from the set. The difference between algorithms is in which
function G(z) we use.

Input: Number of steps N
Data: Original sequence x and

true label cx
Result: Adversarial sequence

x∗ = A(x)
z0 = E(x);
for i ← 1 to N do

% attack generator step;
zi := G(zi−1);
Ci := C(D(z)) % score;
generate class label ci from
score Ci;

wi = WER(D(zi),x);
end
if ∃i s.t. ci �= cx then

x∗ = xi s.t.
i = arg mini:ci �=cx wi;

else
x∗ = xi s.t. i = arg mini Ci;

end
Algorithm 1: The general attack
scheme

Input: Embedding z, proposal
variance σ2, energy
temperatures σwer,
σclass, initial class
label c0

Result: Attacked embedding
z′ = G(z)

ε ∼ N (0, σ2I);
z′ := z + ε;
x′ := D(z′);
C := C(x′);
generate class label c from
score C;

w = WER(x′,x);

α = exp
(

−w
σwer

+ −[c0=c]
σclass

)
;

u ∼ U([0, 1]);
if α < u then

z′ := z;
end

Algorithm 2: The MCMC attack
defines a generator step zi :=
G(zi−1), [·] is the indicator function

Näıve Random Walk Attack. The natural approach for generating a new
sequence x∗ in an embedded space is a random jump to a point z∗ in that
embedded space from the embedding of an initial sequence z = E(x). An adver-
sarial candidate is a decoder output x∗ = D(z∗). As we have a total budget N ,
we make up to N steps until we find a sufficiently good sequence. Whilst this
algorithm seems to be quite simple, it can provide a good baseline against more
sophisticated approaches, and can work well enough for an adequate embedding
space.

Formally, for this variation of Algorithm 1 we use z′ = G(z) = z + ε, ε ∼
N (0, σ2I) with σ2 being a hyperparameter of our algorithm. Note that in the
case of a random walk we defer from the general attack scheme, and each time
use the same initial sequence z0 = E(x) instead of zi−1 to get a new sequence zi.

MCMC Walk. Markov chain Monte Carlo (MCMC) can lead to a more effec-
tive approach. We generate a new point using Algorithm 1 with G(·) defined
in Algorithm 2 by an MCMC walk. This walk takes into account the similar-
ity between the initial and the generated sequences and the adversity of the
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target sequence, so we can generate point zi := G(zi−1) at each step more effec-
tively. Similar to the näıve random walk, the MCMC uses the noise variance
for embedded space σ. In addition, the MCMC walk approach has temperature
parameters σwer and σclass that identify the scale of the energy we are seeking,
and what is the trade-off between the distance among sequences and the drop
in the classification score.

The MCMC random walk is designed to make smarter steps and traverses
through the embedded space.

CASCADA Attack. Näıve and MCMC attacks can be inefficient. Both of
these approaches are computationally expensive for deep seq2seq architectures.

The CASCADA (CAtegorical Sequences Continuous ADversarial Attack)
attack is an end-to-end approach, which computes the WER metric and runs a
beam search only once.

In the CASCADA approach we use Deep Levenshtein model WERdeep(z, z′)
[12] and a surrogate classification model Cs(z) on top of a seq2seq CopyNet. Both
of these models act in the embeddings space. Therefore, we can evaluate derivatives
with respect to arguments of WERdeep(z0, z) and Cs(z) inside the target function,
thus making it possible to run a gradient-based optimisation that tries to select the
adversarial sequence with the best score.

We search for a minimum of a function Cs(z)+λWERdeep(z, z0) with respect
to z. The hyperparameter λ identifies a trade-off between trying to get a lower
score for a classifier and minimising the distance between z and the initial
sequence z0. So, the attack z′ is a solution of the optimisation problem:

z′ = arg min
z

Cs(z) + λWERdeep(z, z0).

After the generation of a set of candidates during the gradient descent
optimisation z1, . . . , zN , we apply the decoder to each candidate, obtaining
x1 = D(z1), . . . ,xN = D(zN ) as a set of adversarial candidates.

Deep Levenshtein. To make gradient-based updates to an embedded state, we
use a differentiable version of the Levenshtein distance function [30]. We use the
Deep Levenshtein distance proposed by [12] and considered also in [30]. In our
case, WER is used instead of the Levenshtein distance, since we work on the
word level instead of the character level for NLP tasks, and for non-textual tasks
there are simply no levels other than “token” level.

To collect the training data for each dataset we generate about 2 million
pairs. For each pair we apply masks similar to CopyNet, obtaining an original
sequence and a close but different sequence. We have also added pairs composed
of different sequences from the training data for a better coverage of distant
sequences. Our target is WERnorm(x,y) = WER(x,y)

max(|x|,|y|) . We train a model M(z)
with the objective ‖ 1

2 (cos(M(E(x)),M(E(y))) + 1) − WERnorm(x,y)‖. The
mean absolute error for the learned Deep Levenstein distance WERdeep(z, z′) =
1
2 (cos(M(z),M(z′)) + 1) is 0.15 for all considered datasets.



Gradient-Based Adversarial Attacks 363

4 Experiments

In this section we describe our experiments. The datasets and the source code
are published online1.

4.1 Datasets

To test the proposed approaches we use NLP, bank transactions, and medical
sequence datasets.

We use NLP dataset AG news [31] dedicated to topic identification. The
four largest classes from the corpus constitute our dataset. The number of train-
ing samples for each class is 30, 000 and the number of test samples is 1, 900.
We also use a transactions dataset, aimed at predicting gender2. We use
sequences of transactions codes (gas station, art gallery, etc.) and transaction
amounts as an input. We also supplement these datasets with another dataset
from the medical insurance [20] domain. The goal is to detect frauds based on
a history of visits of patients to a doctor. Each sequence consists of visits with
information about a drug code and amount of money spent for each visit.

For the attacked logistic regression model with TF-IDF features as inputs, the
macro-average ROC AUC scores for Transcations-GENDER, Healthcare Insur-
ance and AG News datasets are 0.70, 0.74, 0.88, and 0.96 correspondingly.

Preprocessing of the Datasets. For AG news we use a standard prepro-
cessing procedure. For the healthcare insurance dataset each sequence of tokens
consists of medical codes or the procedure assigned after the next visit to a
clinic, and a label if the entire sequence for a patient is a fraud or not, with the
percentage of frauds in the available dataset being 1.5% and total number of
patients being 381, 013.

For the transactions datasets the preprocessing is more complex, so we
describe it separately. For the gender prediction dataset we compose each token
from the transaction type, the Merchant Category Code (MCC), and the trans-
action amount bin. We split all amounts into decile bins and then sort them,
so index 0 corresponds to the cheapest purchases and index 9 corresponds to
the most expensive purchases. An example encoding of a token from a sequence
of transactions is 4814 1030 3 with 4814 being the MCC code, 1030 being the
transaction type and 3 the index of the decile amount bin. Each sequence corre-
sponds to transactions during the last three days with the mean sequence length
being 10.25.

4.2 Metrics

The two types of metrics for the evaluation of the quality of adversarial attacks
on sequences are the difference in the classifier score between an initial and a
generated adversarial sequences and the distance between these sequences.
1 The code is available at

https://github.com/fursovia/dilma/tree/master. The data is available at https://
www.dropbox.com/s/axu26guw2a0mwos/adat datasets.zip?dl=0.

2 https://www.kaggle.com/c/python-and-analyze-data-final-project/data.

https://github.com/fursovia/dilma/tree/master
https://www.dropbox.com/s/axu26guw2a0mwos/adat_datasets.zip?dl=0
https://www.dropbox.com/s/axu26guw2a0mwos/adat_datasets.zip?dl=0
https://www.kaggle.com/c/python-and-analyze-data-final-project/data
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To measure the performance of the proposed approaches we use three metrics
that identify the accuracy drop after adversarial attacks: the ROC AUC drop,
the accuracy drop, and the mean classifier score drop. To measure the difference
for the new adversarial sequences we use the word error rate (WER) between
the initial and generated adversarial sequences.

We also propose a new metric for evaluating adversarial attacks on clas-
sifiers for categorical sequences, which combines distance-based and score-
based approaches. To get a more realistic metric we perform a normal-
isation using WERs between the initial and adversarial sequences, which
we call the normalised accuracy drop NAD(A) = 1

|Z|
∑

i∈Z 1{c(xi) �=
c(A(xi))}

(
Li−WER(A(xi),xi)

Li−1

)
, where c(x) outputs class labels instead of prob-

abilities C(x), Z = {i|c(xi) = yi}, and Li is the maximum length of xi and the
adversarial sequence x′

i = A(xi) generated by the adversarial attack A.

4.3 Main Experiment for Adversarial Attacks

We compare our approach with the current state of the art, HotFlip [10]. HotFlip
at each step selects the best token to change, given an approximation of partial
derivatives for all tokens and all elements of the dictionary. To complete the
HotFlip attack in our setting we generate N sequences with beam search and
then follow our general selection procedure described in Algorithm 1.

We run experiments to keep WER similar for the four considered approaches:
HotFlip, random walk attack, MCMC walk attack, and CASCADA. We
select hyperparameters to get approximately similar WER scores for different
approaches. We generate N = 100 sequences for each of the four approaches and
select the best one according to the criterion described above.

In Table 2 we present results for the proposed approaches, whilst attacking
an independent logistic regression model with TF-IDF features and using LSTM
model as a surrogate classifier. We see that embedding-based approaches provide
decent performance and are a better way to generated more adversarial examples,
while NAD metric puts too significant emphasis on WER values when comparing
different approaches.

4.4 Constrained Adversarial Attack

We compare the performance of general and constrained adversarial attacks. In
the first case the attack applies all possible modifications to sequences. In the
second case only certain perturbations are allowed, e.g. an addition of a token
or swapping two tokens. The comparison of performances for various attacks is
presented in Table 3: all types of attacks have comparable performances for our
CASCADA approach.

4.5 Reliability Study

The selection of hyperparameters often affects the performance of an adversarial
attack. We run 599 different hyperparameters configurations for training seq2seq



Gradient-Based Adversarial Attacks 365

Table 2. Fooling logistic regression with TF-IDF representations as inputs by running
the considered attacks on the four diverse datasets. We maximise metrics with the ↑
signs and minimise metrics with the ↓ signs. Embedding-based methods work better
when looking both at perplexity and accuracy drops.

Transactions ROC AUC Accuracy Probability Normalised Log NAD ↑
Gender drop ↑ drop ↑ drop ↑ WER ↓ perplexity ↓
Random walk 0.539 0.40 0.189 0.561 4.29 0.334

HotFlip 0.243 0.26 0.091 0.100 5.15 0.623

MCMC walk 0.640 0.55 0.245 0.719 4.28 0.333

CASCADA 0.361 0.32 0.121 0.198 4.49 0.426

AG News

Random walk 0.406 0.66 0.487 0.704 5.21 0.274

HotFlip 0.342 0.67 0.477 0.218 6.76 0.723

MCMC walk 0.452 0.72 0.525 0.757 5.16 0.270

CASCADA 0.422 0.62 0.492 0.385 6.29 0.494

Healthcare insurance

Random walk 0.566 0.47 0.094 0.725 4.90 0.258

HotFlip 0.778 0.92 0.294 0.464 6.75 0.371

MCMC walk 0.364 0.29 0.062 0.695 4.50 0.194

CASCADA 0.131 0.26 0.045 0.492 4.28 0.106

Table 3. Constrained adversarial attacks on logistic regression with TF-IDF using
various masking tokens for the AG news dataset. Log perplexity is almost similar for
all approaches.

Masker Accuracy Normalised NAD ↑
drop ↑ WER ↓

No constraints 0.62 0.39 0.492

Add 0.62 0.51 0.382

Replace 0.59 0.50 0.366

Swap 0.61 0.52 0.333

models and the CASCADA adversarial attack based on these models. The results
are presented in Fig. 2. We observe that by varying hyperparameters, we select
a trade-off between the similarity of initial sequence and an adversarial one and
corresponding classifier probability drop. Moreover, varying of hyperparameters
for a selected trade-off we observe robust results without significant drop of
quality for particular runs or configurations.
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Fig. 2. Mean WER and accuracy drops for various configurations of hyperparameters
for the Transactions Gender dataset: the learning rate, the Deep Levenshtein weight,
and the beam number. Mean WER and accuracy drop are inversely related as expected,
whilst the seq2seq model is robust against changes of hyperparameter values.

5 Conclusion

A construction of an adversarial attack for a categorical sequence is a challenging
problem. We consider two approaches to solve this problem: directed random
modifications and two differentiable surrogates, for a distance between sequences
and for a classifier, that act from an embedded space. The first approach is
based on the application of MCMC to generated sequences, and the second
approach uses surrogates for constructing gradient attacks. At the core of our
approaches lies a modern seq2seq architecture, which demonstrates an adequate
performance. To improve results we adopt recent ideas from the NLP world,
including masked training and the attention mechanism.

For considered applications, which include NLP, bank card transactions, and
healthcare, our approaches show a reasonable performance with respect to com-
mon metrics for adversarial attacks and sequence distances. Moreover, we can
limit the space of possible modifications, e.g. use only addition operations during
an adversarial sequence generation.
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16. Zügner, D., Akbarnejad, A., Günnemann, S.: Adversarial attacks on neural net-

works for graph data. In: ACM SIGKDD, pp. 2847–2856 (2018)
17. Papernot, N., McDaniel, P., Swami, A., Harang, R.: Crafting adversarial input

sequences for recurrent neural networks. In: IEEE MILCOM, pp. 49–54 (2016)
18. Gao, J., Lanchantin, J., Soffa, M.L., Qi, Y.: Black-box generation of adversarial

text sequences to evade deep learning classifiers. In: IEEE Security and Privacy
Workshops, pp. 50–56. IEEE (2018)

19. Jin, D., Jin, Z., Zhou, J.T., Szolovits, P.: Is bert really robust? a strong baseline
for natural language attack on text classification and entailment. In: AAAI (2020)

20. Fursov, I., Zaytsev, A., Khasyanov, R., Spindler, M., Burnaev, E.: Sequence embed-
dings help to identify fraudulent cases in healthcare insurance. arXiv:1910.03072
preprint (2019)

21. Ren, Y., et al: Generating natural language adversarial examples on a large scale
with generative models. arXiv preprint arXiv:2003.10388 (2020)

22. Bahdanau, D., Cho, K., Bengio, Y.: Neural machine translation by jointly learning
to align and translate. In: ICLR (2015)

23. Li, P., Lam, W., Bing, L., Wang, Z.: Deep recurrent generative decoder for abstrac-
tive text summarization. In: EMNLP, pp. 2091–2100 (2017)

24. Hu, R., Andreas, J., Rohrbach, M.: Learning to reason: end-to-end module net-
works for visual question answering. In: IEEE ICCV, pp. 804–813 (2017)

25. Gu, J., Lu, Z., Li, H., Li, V.O.: Incorporating copying mechanism in sequence-to-
sequence learning. In: Annual Meeting of ACL, pp. 1631–1640 (2016)

26. Gers, F.A., Schmidhuber, J., Cummins, F.: Learning to forget: continual prediction
with LSTM (1999)

27. Graves, A.: Sequence transduction with recurrent neural networks. arXiv:1211.3711
preprint (2012)

28. Song, K., Tan, X., Qin, T., Lu, J., Liu, T.-Y.: Mass: masked sequence to sequence
pre-training for language generation. In: ICML, pp. 5926–5936 (2019)

http://arxiv.org/abs/1902.07285
http://arxiv.org/abs/1812.10528
http://arxiv.org/abs/1707.02812
http://arxiv.org/abs/1910.03072
http://arxiv.org/abs/2003.10388
http://arxiv.org/abs/1211.3711


368 I. Fursov et al.

29. Papineni, K., Roukos, S., Ward, T., Zhu, W.-J.: BLEU: a method for automatic
evaluation of machine translation. In: Annual Meeting of ACL, pp. 311–318 (2002)

30. Fursov, I., Zaytsev, A., et al.: Differentiable language model adversarial attacks on
categorical sequence classifiers. arXiv:2006.11078 preprint (2020)

31. Zhang, X., Zhao, J., LeCun, Y.: Character-level convolutional networks for text
classification. In: NeurIPS, pp. 649–657 (2015)

http://arxiv.org/abs/2006.11078


Russia on the Global Artificial
Intelligence Scene

Dmitry Kochetkov1(B) , Aliaksandr Birukou2,3 , and Anna Ermolayeva2

1 Higher School of Economics, Moscow, Russia
2 Peoples’ Friendship University of Russia (RUDN University), Moscow, Russia

3 Springer Nature, Heidelberg, Germany

Abstract. Artificial Intelligence (AI) is a very active research area with
a number of applications in business, communication, healthcare, etc. AI
attracts great attention in Russia and in late 2019 was included in the
country strategy till 2030. In this paper we analyze Russia’s position in
the space of international scholarly publications on AI. While AI research
is interdisciplinary, its core fits the computer science field, where most
of the original results are published in conference proceedings and not
in journals. Therefore, we consider the list of key AI conferences based
on the Australian CORE and Microsoft Academic rankings. We conduct
a comparative analysis Russia vs World based on the Scopus data. The
metrics used in the analysis allow us to tackle both quantity and quality
dimensions. The results of the study are essential for developing measures
for the further implementation of the National Strategy for the Devel-
opment of Artificial Intelligence in Russia and better understanding its
position in the international scientific community.
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1 Introduction

Modern Artificial Intelligence appeared in the fifties of the last century and
aimed at simulating human intelligence. Before the advent of AI, the only way to
study intelligence was by observing living organisms. The research on Artificial
Intelligence had three main objectives: 1) creating algorithms that can affect
intelligence; 2) creating programs that can demonstrate the effect of human
intelligence, using similar processes of human thought activity and 3) creating
programs that could supplement or replace human intelligence to perform certain
jobs [18]. Now Artificial Intelligence is woven into all areas of our life and its
development is paramount. Being a very active research area, AI finds application
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in commerce [12], medicine linguistics [7], robotics [2] and in many others areas.
Although the use of AI could possibly eliminate some jobs, at the same time,
AI provides many advantages. For example, Artificial Intelligence systems have
a great impact on those who work in the commercial sphere, since AI-based
systems allow you to access a large amount and quality of information in real
time [12]. Another example of using AI is the creation of a neural network that
processes students’ critical reviews of pseudoscientific works, as well as identifies
psychological personality types that are used to determine students who have
the ability to work as a scientist [19].

At the end of 2019, Russian government created the Department for Artificial
Intelligence and Innovation. In October of the same year, the President of the
Russian Federation approved the national strategy for the development of AI
until 2030 and proposed the introduction of AI in public administration. Main
priorities for the development of the AI strategy in Russia1 include support of AI
research activities, development of AI-based software, availability of more high-
quality data that enables AI tools, attracting best AI talent to Russia. Recently,
Moscow started a five-year project to improve conditions for the development
and implementation of AI. This project will simplify the procedure for working
with personal data in AI. Earlier, Moscow launched a database of the projects
in the field of Artificial Intelligence in order to collect the best Russian and
international AI practices. Also in 2019, AI training programs were launched in
100 Russian universities.

The long-term development of AI is impossible without a strong scientific
foundation. While the research on AI is interdisciplinary [3], most of the funding
and research are in the field of computer science. According to [13], more than
60% of scientific research conducted in computer science are published in the
proceedings of conferences. The same statement is true for AI research where
most of the original results are published in conference proceedings.

In the course of our research, top AI conferences were taken, but if you look
at the context of communities [15], everything is much more complicated. For
example, in [1], it is shown that scientists with a high rating can publish the
results of their research in both high-rated and low-rated publications. Also, [21]
shows the importance of considering communities for evaluating conferences.

In this paper, we analyze Russia’s position in the international research on AI
published in conference proceedings. We look at the top AI conferences defined
by the Australian CORE and Microsoft Academic conference rankings and use
the citation information from Scopus. Section 2 describes the materials and
outlines the methodology of the analysis. Section 3 presents the results, while
Sect. 4 discusses the implications for the implementation of the National Strategy
for the Development of Artificial Intelligence in Russia.

1 https://www.economy.gov.ru/material/departments/d01/razvitie iskusstvennogp
intellekta/.

https://www.economy.gov.ru/material/departments/d01/razvitie_iskusstvennogo_intellekta/
https://www.economy.gov.ru/material/departments/d01/razvitie_iskusstvennogo_intellekta/
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2 Data and Methods

In the first step, we have identified a list of top conferences in the field of Artificial
Intelligence. We used two data sources: the Australian CORE 2018 conference
ranking [4] and the Microsoft Academic field conference rating [14]. CORE pro-
vides assessments of major conferences in the computing disciplines and includes
1626 conferences. We filtered conferences by the ‘Artificial Intelligence’ subject
area (FoR code 0801, 364 conferences) and A* rank (19 conferences), the latter
denoting the top conferences. We also took the top 20 conferences on Artificial
Intelligence from the Microsoft Academic database, which lists 4472 conferences,
out of which 1601 are on AI. As both lists overlap, as a result, we received a list
of 31 conferences (Table 1).

At the second step we computed the number of citation received by the papers
published in the proceedings of those conferences. This was based on the Scopus
data [17], time frame 2010–2019. Data were taken by year (2010, 2011,...,2019)
as cited articles from the same conference for this time period (2010–2019). We
used Scopus because it covered all the conferences in our analysis except for
IEEE InfoVis (Fig. 1).

Fig. 1. Coverage.

Eight conferences are indexed in all three databases, and we can consider
them as a core:

1. National Conference of the American Association for Artificial Intelligence
(AAAI)

2. Meeting of the Association of Computational Linguistics (ACL)
3. IEEE Conference on Computer Vision and Pattern Recognition (CVPR)
4. IEEE International Conference on Computer Vision (ICCV)
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Table 1. The list of top conferences in Artificial Intelligence included in the CORE
or Microsoft Academic AI conference rankings (alphabetical order). Bold acronyms
highlight the Core 8 conferences

Abbreviation Full

1 AAAI National Conference of the American Association for

Artificial Intelligence

2 AAMAS International Joint Conference on Autonomous Agents and

Multiagent Systems

3 ACL Meeting of the Association of Computational Linguistics

4 COLT Annual Conference on Computational Learning Theory

5 CVPR IEEE Conference on Computer Vision and Pattern

Recognition

6 EC ACM Conference on Economics and Computation

7 ECCV The European Conference on Computer Vision

8 EMBC The IEEE Engineering in Medicine and Biology Society

9 EMNLP The Conference on Empirical Methods in Natural

Language Processing

10 FOGA Foundations of Genetic Algorithms

11 ICAPS International Conference on Automated Planning and

Scheduling

12 ICASSP The International Conference on Acoustics, Speech, and

Signal Processing

13 ICCV IEEE International Conference on Computer Vision

14 ICIP IEEE International Conference on Image Processing

15 ICLR The International Conference on Learning Representations

16 ICML International Conference on Machine Learning

17 ICPR International Conference on Pattern Recognition

18 ICRA The International Conference on Robotics and Automation

19 IEEE InfoVis IEEE Information Visualization Conference

20 IJCAI International Joint Conference on Artificial Intelligence

21 IJCAR International Joint Conference on Automated Reasoning

22 INTERSPEECH Conference of the International Speech Communication

Association

23 IROS International Conference on Intelligent Robots and Systems

24 ISMAR IEEE/ACM International Symposium on Mixed and

Augmented Reality

25 KDD Special Interest Group on Knowledge Discovery and Data

Mining

26 KR International Conference on the Principles of Knowledge

Representation and Reasoning

27 NIPS/NeurIPS Advances in Neural Information Processing Systems

28 RSS Robotics: Science and Systems

29 SIGGRAPH ACM SIG International Conference on Computer Graphics

and Interactive Techniques

30 SMC IEEE International Conference on Systems, Man, and

Cybernetics

31 UAI Conference in Uncertainty in Artificial Intelligence

5. International Conference on Machine Learning (ICML)
6. International Joint Conference on Artificial Intelligence (IJCAI)
7. Advances in Neural Information Processing Systems (NIPS/NeurIPS)
8. ACM SIG International Conference on Computer Graphics and Interactive

Techniques (SIGGRAPH)
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Table 2. Metrics

Metric Definition

1 Total output Total number of publications

2 Average output per year Total number of publications

divided by the number of years

with the number of publications

higher than zero

3 Total citation score (TCS) Total number of citations

4 Citations per paper (CPP) Total citation score divided by

total output

5 Mean normalized citation Average number of citations per

a publication score (MNCS)

normalized by publication year,

title, and affiliation country

During the next step, we defined the metrics for the citation analysis, listed
in Table 2). The citations per paper (CPP) metric can be interpreted as the
expected citation rate (ECR). This concept is related to a number of widely
used metrics; e.g., the impact factor [6]. Finally, we calculated the citation rates
of publications by Russian authors in the conference proceedings listed above.
A publication was considered from Russia if at least one author had Russian
affiliation. This gave us the actual citation rates for the authors from Russia.
The metrics used in the analysis allow us to tackle both quantity (publication
output) and quality (citations) dimensions.

MNCS is a size-independent item-oriented citation indicator. It can be
defined as in [20]:

MNCS =
1
n

n∑

i=1

ci
ei

(1)

Where n is the number of publications, ci is the actual citation rate, and ei is
the expected citation rate (in our discussion it is also referred to as CPP). In
other words, it helps to identify publications which outperformed expectations.

Normalized citation metrics are widely used in analytical tools, for example,
Field-Weighted Citation Impact (FWCI) in Elsevier SciVal [5] and Category
Normalized Citation Impact (CNCI) in Clarivate Analytics InCites [16] (for more
examples see [10]). In both cases, citation rates are normalized by publication
year and source type. In our case, we were dealing with the sources of the same
type, so the normalization was based on publication year, title, and affiliation
country.

3 Results

Proceedings of IEEE Information Visualization Conference have not been
indexed in Scopus, that is why we had to exclude it. Table 3 represents the
results of calculations for the remaining 30 conferences.

First of all, the extremely small number of publications by Russian scientists
at the analyzed conference proceedings is really striking. In almost all cases,
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Table 3. Citation metrics for the AI conferences (alphabetical order). Bold acronyms
highlight the Core 8 conferences and * denotes conferences with MNCS (RU) > 1

Conferences Total

output

Output

(RU)

Average

output

per year

MNCS

(RU)

TCS TCS (RU) CPP CPP (RU)

AAAI 3958 8 439.78 0.73 34172 39 8.63 4.88

AAMAS 3400 8 340.00 0.59 20170 22 5.93 2.75

ACL* 3842 21 384.20 1.98 74351 473 19.35 22.52

COLT 402 2 57.43 0.83 4429 17 11.02 8.50

CVPR 6250 21 694.44 0.56 415899 981 66.54 46.71

EC 394 2 65.67 0.00 2231 0 5.66 0.00

ECCV* 3107 17 443.86 1.86 68784 786 22.14 46.24

EMBC 12953 32 1619.13 0.95 48334 121 3.73 3.78

EMNLP 1813 4 201.44 0.31 56109 29 30.95 7.25

FOGA 90 1 18.00 0.00 635 0 7.06 0.00

ICAPS* 626 1 62.60 2.39 5150 8 8.23 8.00

ICASSP 14625 20 1462.50 0.83 116017 94 7.93 4.70

ICCV* 3329 12 665.80 1.57 144935 757 43.54 63.08

ICIP* 8678 6 867.80 1.52 45414 53 5.23 8.83

ICLR 1696 15 282.67 0.20 41690 72 24.58 4.80

ICML* 3653 26 365.30 1.59 82020 807 22.45 31.04

ICPR 5580 21 558.00 0.50 30606 46 5.48 2.19

ICRA* 8974 12 897.40 2.07 126521 131 14.10 10.92

IJCAI 5281 25 586.78 0.49 45140 111 8.55 4.44

IJCAR 252 3 42.00 0.55 2057 4 8.16 1.33

INTERSPEECH* 7861 41 786.10 2.07 54804 379 6.97 9.54

IROS 9023 20 902.30 0.35 87510 53 9.70 2.65

ISMAR* 1105 2 110.50 2.42 8891 9 8.05 4.50

KDD 2416 3 241.60 0.13 71748 13 29.70 4.33

KR* 417 1 83.40 1.97 3290 23 7.89 23.00

NIPS/NeurIPS 3466 19 433.25 0.58 199271 473 57.49 24.89

RSS* 363 1 51.86 3.42 4177 23 11.51 23.00

SIGGRAPH 10789 22 1078.90 0.74 83862 167 7.77 7.59

SMC* 6842 22 760.22 1.14 21185 86 3.10 3.91

UAI* 1459 5 145.90 1.53 8456 6 5.80 1.20

it is less than 1% of the total number of publications. There may be several
explanations: a) the growth of the publication activity in Russia started with
the launch of the 5–100 academic excellence project in 2013. Effectively, one
can only see the results of this project since 2014 - i.e., only in the second half
of the period we analyzed. b) the publication culture in most of the disciplines
(except for computer science) is based on journals. For instance, the system
for research evaluation in Russia, introduced in 2019, i.e., the Comprehensive
Methodology for Evaluating Publication Performance (CMEPP) is based on
the quartile of the journal as defined by its Impact Factor (IF) in the Web of
Science: a journal article published in the first quartile journal gets 20 points,
the second quartile - 10 points, the third quartile - 5 points, and the fourth
quartile - 2.5 points. All other publications, including conference papers, book
chapters, journal articles, indexed only in Scopus or Russian Science Citation
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Index, receive 1 point. This scale applies to the natural sciences, engineering, and
life sciences. Such a system significantly reduces the incentives for publications
in conference proceedings for Russian scientists and contradicts the international
practice of publishing in computer science. Previous research [9] shows that if
we consider Scimago Journal Ranking (SJR), then for top conferences, it will be
higher than that of many first quartile journals (e.g., Proceedings of the IEEE
International Conference on Computer Vision [8].

As for citation, in 13 cases out of 30 (including the 3 core conferences), the
mean citations per paper for Russian documents is greater or equal to average
for this conference, i.e. actual citation rate of Russian authors is greater than or
equal to the expected citation rate. However, it is challenging to estimate cita-
tion rates based on such a small number of publications. Correlation analysis
showed a relatively high rate of Pearson’s correlation between the mean citation
rate of conference proceedings in general and the citation rate of publications
by Russian authors (Fig. 2). Thus, the expected citation rate is the theoretical
probability and the actual citation rate is experimental. Theoretical probability
is probability that is determined on the basis of reasoning. Experimental proba-
bility is probability that is determined on the basis of the results of an experiment
repeated many times. With an increase in the number of observations (i.e. pub-
lications), the actual citation rate should approach the expected rate. It is also
interesting to observe that the average citations per paper for “core” confer-
ences is twice that for the entire set of publications (we compared publications
of Russian authors). Therefore, focusing on these eight conferences seems to be a
rather promising strategy for increasing one’s research impact. Another observa-
tion is that for several conferences with more than 10 publications from Russia

Fig. 2. Correlation analysis of CPP (total) and CPP of papers by Russian authors.
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MNCS(RU) > 1: ACL, ECCV, ICCV, ICML, ICRA, INTERSPEECH, SMC.
This might suggest that Russian AI school is particularly strong in those areas,
even though this claim requires further investigation.

4 Conclusion and Future Work

The results presented in this paper constitute an initial attempt to compare the
publication practices of the AI researchers from Russia with the international
ones. While computer science conferences play the major role in disseminating
research results internationally, they do not fancy many publications by authors
with the Russian affiliation. From the point of view of maximising the citations it
might be advisable to focus on the conferences which have above-average citation
per paper rate. However, the bigger picture should also include the analysis of
the strengths of the Russian AI community. An interesting research question
is how those strengths could be efficiently used to maximise the presence and
impact of the top Russian AI schools in the international AI community.

While we aimed at creating an objective list of top AI conferences, where
the selection of conferences is guided by clear criteria, there are a couple of
shortcomings:

– The ICDM conference is missing from the list due to the error on the CORE
website: ICDM is present on the website, but not in the spreadsheet available
for the download. As we used the spreadsheet, ICDM was not included in our
analysis.

– As the AI is a very popular topic now, our selection is by no means com-
prehensive and subject to biases. For instance, CORE only lists Computer
Science conferences of relevance for the Australian Community, thus exclud-
ing non core CS conference (as defined by CORE). Adding conferences from
Microsoft Academic partially addresses this bias.

– While conferences such as RCAI and AIST are very popular among Russian
scientists, they were not included in the list, since in this study we focused on
the top conferences defined by the Microsoft Academic and CORE rankings.

– We used Core 2018 because it was the latest at the time of the study.

We are planning to address these shortcomings in future studies. In particular, it
would be interesting to look at top conferences by authors with Russian affiliation
and compare how those differ from the conferences preferred by the international
AI community.

Future work will also include the analysis of publications in AI journals. Also,
we would like to explore the temporary dimension and observe how the publica-
tion strategy or Russian scientists change in response to the research excellence
initiatives. For instance, we could split the dataset into publications before and
after 2014 and check the impact of the 5–100 academic excellence project and
how it impacted the place of Russia in the international AI community. The issue
of the development of Russian conferences is beyond the scope of this study. This
issue has been addressed in a number of studies, for example, [11].
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New Properties of the Data
Distillation Method When Working

with Tabular Data

Dmitry Medvedev(B) and Alexander D’yakonov

Lomonosov Moscow State University, Moscow, Russia

Abstract. Data distillation is the problem of reducing the volume of
training data while keeping only the necessary information. With this
paper, we deeper explore the new data distillation algorithm, previously
designed for image data. Our experiments with tabular data show that
the model trained on distilled samples can outperform the model trained
on the original dataset. One of the problems of the considered algorithm
is that produced data has poor generalization on models with different
hyperparameters. We show that using multiple architectures during dis-
tillation can help overcome this problem.

Keywords: Dataset distillation · Knowledge distillation · Neural
networks · Synthetic data · Gradient descent · Tabular data

1 Introduction

Data distillation is an aggregation of all possible information from the original
training dataset to reduce its volume. The algorithm proposed in [1] tries to
produce a small synthetic dataset, which can be used to train models reaching the
same quality as with training on the original dataset. In addition, the algorithm
also reduces the number of optimization steps needed for training on new data,
limiting this number in the objective.

Besides pure scientific interest, research in this new area can be very helpful
in practice. For example, often the solution to one problem requires many differ-
ent models to be trained on the same dataset. The creation of a new synthetic
dataset that allows to simultaneously reduce training time for a large number
of models with different architectures and hyperparameters would be very help-
ful. However, the mentioned algorithm has drawbacks. Distilled data is poorly
generalized for models not involved in the distillation process. In this paper,
we examine the work of the algorithm on tabular data trying to address this
problem.

The contribution of this article is the discovery of new properties of the
distillation of tabular data. The first one is the generalization increase when
distilling with different model architectures simultaneously. The second one is
the ability of a model trained on distilled samples to outperform a model trained
on the original dataset.
c© Springer Nature Switzerland AG 2021
W. M. P. van der Aalst et al. (Eds.): AIST 2020, LNCS 12602, pp. 379–390, 2021.
https://doi.org/10.1007/978-3-030-72610-2_29
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The rest of the work is divided into 7 sections. In Sect. 2, we do a short
overview of related work. A detailed description of the data distillation algorithm
with its complexity analysis is located in Sect. 3. Section 4 consists of descriptions
of architectures and the tabular dataset used in the research. In Sect. 5, we show
results of experiments and examine the properties of synthetic tabular data. In
Sect. 6 we examine the possibility of training models with different architectures
on one synthetic dataset. Finally, we present our conclusions in Sect. 7. For more
details, you can check out our code.1

2 Related Work

The basis of the data distillation algorithm is the optimization of synthetic data
and learning rates with backpropagation through the training iterations. The
application of backpropagation [6] for optimization of hyperparameters was pro-
posed in [9] and [10]. Backpropagation through L-BFGS [11] and SGD with
momentum [12] was presented in [7], and a more memory-efficient algorithm
was proposed in [8]. In addition, [8] conducted experiments with data optimiza-
tion.

The algorithm examined in our work was developed in [1], where successful
distillation of the MNIST dataset [4] was shown. Leaving only 10 examples (one
for each class), and thus reducing the dataset volume by 600 times, they were
able to train the LeNet model [5] to quality close to the quality of training on
the original dataset. Also, they proposed to use fixed distribution for network
initialization to increase distilled data generalization, but still couldn’t reach
quality obtained with fixed initialization. It is important to note that authors of
the considering algorithm [1] were inspired by network distillation [2], that is,
the transfer of knowledge from an ensemble of well-trained models into a single
compact one.

The way to distill both objects and their labels was shown in [3]. Authors
showed that such distillation increases accuracy for several image classification
tasks and allows distilled datasets to consist of fewer samples than the number
of classes. Also, they showed the possibility to distill text data.

3 Distillation Algorithm

The simplest version of the algorithm developed in [1] is the one-step version. Let
θ0 be the initial model’s weights vector sampled from a fixed distribution p(θ0), x
be the original data, x̃ be the synthetic data (randomly initialized vectors), η̃ be
a synthetic learning rate (positive scalar needed in the gradient descent method),
and l(x, θ) be a loss function. If we do gradient descent step and get updated
weights θ1 (index corresponds to step number) then the distillation problem can
be written in the following form:

x̃∗, η̃∗ = argmin
x̃,η̃

Eθ0∼p(θ0)l(x, θ1) = argmin
x̃,η̃

Eθ0∼p(θ0)l(x, θ0 − η̃∇θ0 l(x̃, θ0)). (1)

1 https://github.com/dm-medvedev/dataset-distillation.

https://github.com/dm-medvedev/dataset-distillation
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To launch the gradient descent method and find the optimum of this problem
we have to calculate second-order derivatives, which is possible for the majority
of loss functions and model’s architectures. In general, when we want to train a
model on distilled data for a few steps or even for a few epochs, the algorithm
looks a bit more complicated. To describe it we introduce the concepts of exter-
nal and internal steps and epochs, and the concept of internal models. So, at
each internal step of each internal epoch, several internal models are trained on
synthetic data. In [1], internal models have the same architecture and different
initializations θ

(j)
0 ∼ p(θ0). At each external step of each external epoch, the loss

function of these trained models is evaluated on the original data. After this, we
can calculate the direction to make the descent step and optimize the synthetic
data and learning rates. As a result, the general-case algorithm at each external
step solves the following optimization problem:

θ
(j)
0 ∼ p(θ0); j = 1, ...,m;

θ
(j)
k+1 = θ

(j)
k − η̃k∇θl(x̃i(k), θ

(j)
k ); k = 0, ..., n − 1; i(k) = k mod s; (2)

L =
1
m

m∑

j=1

l(x, θ(j)n ) → min
x̃,η̃

.

In (2) s is the number of internal steps of one internal epoch; n is the total
number of steps of the internal loop and m is the number of internal models.
Optimization requires an estimation of gradients ∇x̃L and ∇η̃L:

dL =
m∑

j=1

∂L
∂θ

(j)
n

dθ(j)n =
m∑

j=1

∂L
∂θ

(j)
n

d
(
θ
(j)
n−1 − η̃n−1∇θl(x̃i(n−1), θ

(j)
n−1)

)

= {g
(j)
n−1 := η̃n−1∇θl(x̃i(n−1), θ

(j)
n−1)} =

m∑

j=1

[(
∂L

∂θ
(j)
n

− ∂L
∂θ

(j)
n

∂g
(j)
n−1

∂θ
(j)
n−1

)
dθ

(j)
n−1

(3)

−
(

∂L
∂θ

(j)
n

∂g
(j)
n−1

∂η̃n−1

)
dη̃n−1 −

(
∂L

∂θ
(j)
n

∂g
(j)
n−1

∂x̃i(n−1)

)
dx̃i(n−1)

]
.

It is clear that if we continue to express θ
(j)
n−1 through θ

(j)
n−2 and so on we will get

an expression with θ
(j)
0 . After summing up all the necessary terms, we obtain

the following formulas for gradients:

∇η̃k
L =

∂L
∂θk+1

· ∂gk

∂η̃k
; ∇x̃j

L =
n−1∑

k=0

I[j = i(k)] · ∂L
∂θk+1

· ∂gk

∂x̃i(k)
. (4)

Algorithms 1, 2 and 3 show the implementation of the method in pseudo-code.
It’s clear from the algorithm description that memory and time complexity is
high, since we need to store n copies of the internal model and to perform back-
ward and forward passes through all these n copies. This limitation negatively
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affects the performance, since the increment of n significantly increases the qual-
ity of the model trained using the distilled dataset.

Algorithm 1. Main Cycle
1: Input: p(θ0); m; n; s; T — number of external steps; batch sizes.
2: Initialization x̃, η̃
3: loop for each t = 1, ..., T :
4: ∇x̃L = 0, ∇η̃L = 0 � accumulated values of opt. directions.
5: Get a minibatch of real training data x
6: loop for each model j = 1, ..., m:
7: Model initialization θ

(j)
0 ∼ p(θ0)

8: Res ← Forward � see Algorithm 2
9: ∇x̃L, ∇η̃L ← Backward � see Algorithm 3

Update x̃, η̃

Algorithm 2. Forward Pass

1: Input: θ
(j)
0 , x̃, η̃, x.

2: Res ← θ
(j)
0

3: loop for each internal step k = 0, ...n − 1:
4: gk = η̃k∇θl(x̃i(k), θ

(j)
k ) � see equation (3)

5: θ
(j)
k+1 = θ

(j)
k − gk

6: Res ← gk, θ
(j)
k+1 � remember computational graph and model

7: ∂L
∂θ

(j)
n

= 1
m

∂l(x,θ
(j)
n )

∂θ
(j)
n

8: Res ← ∂L
∂θ

(j)
n

9: Output: Res

Algorithm 3. Backward Pass
1: Input: ∇x̃L, ∇η̃L, Res � Res — computational graphs and weights of models.
2: ∂L

∂θ
(j)
n

← Res

3: loop for each internal step k = n − 1, ...0:
4: gk, θ

(j)
k ← Res

5: ∇x̃i(k)L ← ∇x̃i(k)L + ∂L
∂θ

(j)
k+1

∂gk
∂x̃i(k)

6: ∇η̃kL ← ∇η̃kL + ∂L
∂θ

(j)
k+1

∂gk
∂η̃k

7: ∂L
∂θ

(j)
k

= ∂L
∂θ

(j)
k+1

(
1 − ∂gk

∂θ
(j)
k

)

8: Output: ∇x̃L, ∇η̃L
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4 Data and Models

We consider a simple two-dimensional binary classification problem, which
dataset volume is 1,500 objects (see Fig. 1a). The dataset is divided into train-
ing and test parts in a 2:1 ratio. We distill the training part and use the test
part for quality estimation. We suppose that using such a small amount of data
and producing less extreme distillation can help us to explore new properties of
the algorithm. Note that it is not always possible with big visual datasets and
large models due to the complexity of the distillation. For experiments we use
three fully connected architectures: 1-layer, 2-layers and 4-layers. Figure 1(b, c)
schematically shows non-linear architectures.

Fig. 1. Used data and non-linear architectures: a) whole original dataset, b) 2-layers
model, c) 4-layers model.

First, we estimate the quality of training on the whole dataset. We train mod-
els 25 times with random initialization from Xavier distribution. Each training
takes 500 epochs. Note that 500 epochs are more than enough for convergence for
all three architectures (see Fig. 2a, b), and it seems that the training procedure
could be stopped after 200 epochs. Hereinafter, such figures show the bound-
aries of the 95% confidence interval estimated with the bootstrap procedure.

Fig. 2. The quality of training on the whole dataset: a) the convergence of accuracy,
b) the convergence of loss.
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In addition Table 1 shows mean and standard deviation of achieved accuracy;
the largest model reached the highest quality.

Figure 3(a, c) shows the boundaries of the decision rules. For each archi-
tecture, it shows the median-quality model. Note that the 2-layers model was
not able to significantly outperform the linear solution, despite the significant
number of made gradient descent steps and use of the whole training dataset.

Fig. 3. The decision rule boundary for models with median quality: a), c) trained on
the whole dataset; b, d) trained on distilled data. The 2-layers model builds a more
complex decision rule using the distilled data.

5 Tabular Data Distillation

5.1 Examining Hyperparameters

The distillation algorithm has several hyperparameters: the number of internal
epochs, internal steps and internal models, as they significantly affect complexity,
it is important to choose the most appropriate ones. The number of internal
models affects the total time of distillation. The number of steps and epochs
influences n and thus affects the total time of distillation and the size of needed
memory. Note that the number of steps needed to train any model on distilled
data is fixed. It means that there is a risk that models may not converge in
the preselected number of steps. Another parameter is the number of synthetic
objects taking part in each inner step. We choose this parameter to be 4 since
it seems to be enough to describe the decision boundary between two classes.

To select hyperparameters we performed several experiments similar to ones
in [1] (see Fig. 4). Note that increase of both the number of epochs and steps
improves the final accuracy of the algorithms, while a significant increase in the
number of models does not give a noticable change.

5.2 The Distillation Algorithm Performance

To check the distillation algorithm performance on tabular data, we launch dis-
tillation 10 times for each architecture with different initializations of θ0, x̃ and
η̃). Each launch takes 50 outer epochs which is equal to 800 outer iterations since
the batch size of 64. For this experiment, we choose the number of internal steps
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to be 40, the number of internal epochs to be 5 and the number of internal mod-
els to be 3. This set of hyperparameters leads to the total number of synthetic
objects equals 320, thus the volume of data is reduced by more than 3 times. Note
that during training there are 3×800×5×40 forward passes through the model,
and for each gradient descent step we need to store 5 × 40 model’s copies. As a
result, total distillation time for all three architectures and 10 restarts reaches
4 h, while the usual training procedure of models on the whole original data lasts
only a few minutes. To compare the standard training procedure described in
Sect. 4 with training on distilled data we present similar plots.

Fig. 4. The dependence of the test quality on: a) the number of internal epochs (1
internal model and 1 internal step); b) the number of internal steps (1 internal model
and 1 internal epoch); c) the number of internal models (10 internal steps and 1 internal
epoch).

Fig. 5. The convergence of the accuracy and logarithmic loss functions on the test part
for various strategies of increasing the number of training steps.

Table 1 shows mean and standard deviation of accuracy. Comparing them
we can see that the quality of 1-layer and 2-layers architecture has grown.
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We suggest that the distilled data has become additional parameters and allowed
the network to better solve the problem. Note that at the same time, the quality
of 4-layers models has decreased a bit.

Figures 2 and 5(a, e) show the convergence of both training procedures.
Note that the number of steps is not enough to train the 2-layers and 4-layers
models on the distilled data. Therefore, we assume that quality will increase if
the number of iterations is greater.

Fig. 6. Synthetic objects of different internal steps (1st, 14th, 27th and last) that were
used to train median-quality models.

Figure 6 shows synthetic objects from different internal steps for distilled
datasets used to achieve median quality. Note that there is no strong similar-
ity between distilled and original objects, as it was in the experiments with
images [1]. Also, it seems that objects of data distilled for the linear model
are often located along the decision boundary. Thus we can assume that the
data can overfit for a specific architecture which can be a barrier to train other
architectures on such data.

Figure 3 shows the boundaries of the decision rules for median-quality models
trained on the original (a, c) and distilled (b, d) data. The progress of the 2-
layers architecture is clear: using distilled data models can build more complex
decision rules, which bring them closer to bigger models.

5.3 The Problem of a Small Number of Epochs

Due to memory and time complexity, it is undesirable to use a large number
of internal epochs in the distillation procedure. Fixation of a small number of
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steps causes the aforementioned problem: it doesn’t allow training procedure on
distilled data to converge. To overcome this problem, we explore three strategies
for artificially increasing the number of epochs when training new models.

Fig. 7. Learning rates: a-c) obtained by distillation and averaged for 10 different ini-
tializations; d) used in the first strategy.

Figure 7(a, b, c) shows synthetic learning rates. Note that there are strong
fluctuations from iteration to iteration, so it seems difficult to just replace such
a complex scheme with an universal one. Nevertheless, we show that a standard
strategy (see Fig. 7d) can improve the quality of models trained on distilled data
(see Table 1). This strategy increases step sizes in 1.1 times at the beginning of
each new epoch and then similarly decreases them in 0.95 times. Note that the
new strategy allowed non-linear models to converge (see Fig. 5b, f) even without
using synthetic learning rate.

Other strategies use synthetic learning rates. The second strategy repeats
synthetic epochs multiplied by a coefficient. Thus the synthetic learning rate
stays unchanged for the first 5 epochs. For the next 5 epochs, each learning rate
is multiplied by 0.98 and repeated again. Then, to get 5 more epochs, we again
multiply each learning rate but by 0.98 · 0.98 = 0.9604, and so on we repeat
this 10 times. Note that in contrast to the smooth convergence of the previous
strategy (see Fig. 5b, f), the new one has strong fluctuations during training (see
Fig. 5c, g), but outperforms the previous one (see Table 1).

The third strategy attempts to correct the inaccurate connection of the
epochs of the previous strategy. Instead of cyclically repeating all five epochs,
only the last one is repeated. Note that the training procedure convergence has
indeed become smoother (see Fig. 5d, h) and models reach the higher quality
(see Table 1).

6 Data Generalization to Different Architectures

One of the possible practical applications of the data distillation is the fast
training of a large number of different architectures with different initializations
to acceptable quality. Therefore, it is important for the synthetic data to be well
generalized to all variations of networks. To examine this issue, we tried to train
models of different architectures on each distilled dataset.
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Table 1. Mean and standard deviation of accuracy on the test part for different sets
of synthetic data and models. Bold font indicates the biggest value in the column per
strategy.

Data models Test models

1-layer 2-layers 4-layers

Original 0.766 ± 0.089 0.877 ± 0.005 0.995 ± 0.015

1-layer 0.871 ± 0.003 0.869 ± 0.004 0.864 ± 0.006

2-layers 0.808 ± 0.014 0.941 ± 0.043 0.691 ± 0.182

4-layers 0.825 ± 0.014 0.879 ± 0.013 0.906 ± 0.054

Strategy1 + 1-layer 0.863 ± 0.006 0.860 ± 0.008 0.860 ± 0.010

Strategy1 + 2-layers 0.808 ± 0.010 0.956 ± 0.047 0.985 ± 0.015

Strategy1 + 4-layers 0.818 ± 0.012 0.911 ± 0.059 0.916 ± 0.062

Strategy2 + 1-layer 0.869 ± 0.004 0.867 ± 0.006 0.865 ± 0.005

Strategy2 + 2-layers 0.804 ± 0.012 0.954 ± 0.065 0.672 ± 0.229

Strategy2 + 4-layers 0.827 ± 0.017 0.937 ± 0.035 0.941 ± 0.055

Strategy3 + 1-layer 0.870 ± 0.003 0.866 ± 0.006 0.863 ± 0.008

Strategy3 + 2-layers 0.807 ± 0.011 0.961 ± 0.041 0.834 ± 0.210

Strategy3 + 4-layers 0.835 ± 0.016 0.910 ± 0.041 0.955 ± 0.039

Fig. 8. Synthetic objects of different internal steps (1st, 14th, 27th and last) that were
used to train median-quality models. The data distilled using all three architectures.

Table 1 (first subtable) depicts the results. Note that the synthetic data
generally acts acceptable for architectures smaller than used in distillation pro-
cedure. The worst result was obtained when training a 4-layers model on the
data distilled for a 2-layers model. Since the data distilled for 2-layers mod-
els doesn’t seem much different from the data distilled for 4-layers models, we
assume that the problem can be caused by synthetic learning rates. So it makes
sense to try each of the three strategies described in the previous section. Next
subtables in Table 1 show the result: it seems that for all three cases there are
improvements in the quality. The most significant changes touched the worst
case. Note that using the strategy without distilled learning rates helped to get
much better quality, even higher than when training on data distilled specifically
for this architecture.
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The natural assumption is that data distillation using all three architectures
can lead to better results. To do so we select m = 3, but instead of using three
internal models with the same architecture, we use three different ones: 1-layer,
2-layers and 4-layers. Table 2 shows the results: for all non-linear architectures,
we were able to reach higher accuracy using undistilled learning rates. Note
that new synthetic data (see Fig. 8) looks similar to the data from previous
experiments (see Fig. 6).

Table 2. Mean and standard deviation of accuracy on the test part for different sets of
synthetic data and models. Bold font indicates the biggest value in the column. Data
distilled using all three architectures.

Data models Test models

1-layer 2-layers 4-layers

Raw steps 0.859 ± 0.005 0.881 ± 0.004 0.867 ± 0.122

Strategy 1 0.851 ± 0.007 0.970 ± 0.028 0.986 ± 0.014

Strategy 2 0.862 ± 0.007 0.941 ± 0.027 0.984 ± 0.017

Strategy 3 0.858 ± 0.006 0.897 ± 0.014 0.965 ± 0.045

7 Conclusion

In this work, we examined the distillation of tabular data using the algorithm
proposed in [1]. We observed that models trained using distilled data can outper-
form models trained on the whole original data. We show that synthetic objects
have generalizability and can be successfully used in the training of different
architectures. In addition, we found that it is sometimes better not to use syn-
thetic learning rates, and explored strategies to increase the number of training
steps. As future work, we plan to change the memory complexity according to
the work [8]. In addition, we want to reduce time complexity and experiment
with much more diverse datasets and architectures. Also, we want to improve the
distilled data generalizing ability using stochastic depth networks [13]. Finally,
we would like to bring the distribution of synthetic objects closer to the original
one.
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Unsupervised Anomaly Detection
for Discrete Sequence Healthcare Data
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Abstract. Fraud in healthcare is widespread, as doctors could prescribe
unnecessary treatments to increase bills. Insurance companies want to
detect these anomalous fraudulent bills and reduce their losses. Tradi-
tional fraud detection methods use expert rules and manual data pro-
cessing. Recently, machine learning techniques automate this process,
but hand-labeled data is extremely costly and usually out of date. We
propose a machine learning model that automates fraud detection in an
unsupervised way. Two deep learning approaches include LSTM neu-
ral network for prediction next patient visit and a seq2seq model. For
normalization of produced anomaly scores, we propose Empirical Dis-
tribution Function (EDF) approach. So, the algorithm works with high
class imbalance problems.

We use real data on sequences of patients’ visits data from Allianz
company for the validation. The models provide state-of-the-art results
for unsupervised anomaly detection for fraud detection in healthcare.
Our EDF approach further improves the quality of LSTM model.

Keywords: Unsupervised anomaly detection · Deep learning ·
Discrete sequence data

1 Introduction

Healthcare is an essential part of modern society, and the modern medical system
is one of the main achievements of humankind. However, both private healthcare
companies and government healthcare systems face fraudulent cases every day,
and this number keeps increasing every year. Clinics as service providers pre-
scribe unnecessary expensive medications and procedures. Moreover, a patient
and a doctor can falsify a patient‘s diagnosis to get money for medical services.
Insurance companies have to cover such excessive bills and want to detect these
fraudulent expenses.

Traditionally detection of such frauds was a manual routine for expensive
subject area experts [2], but now since machine learning techniques and deep
learning tools become a natural part of business processes, automatic fraud
detection systems were built [1].

A machine learning guided fraud detection is faster and requires lower
human involvement, but the solution is not ideal, as the problem itself is hard.
c© Springer Nature Switzerland AG 2021
W. M. P. van der Aalst et al. (Eds.): AIST 2020, LNCS 12602, pp. 391–403, 2021.
https://doi.org/10.1007/978-3-030-72610-2_30
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Fig. 1. Pipeline of a proposed solution. For each patient, we have information on a code
of prescribed treatment for each visit. We recover these treatments with a generative
model and get anomaly scores on the base of errors of our generative model. Then if
the anomaly score if higher than a selected threshold, we signal about a fraud. Our
generative model can deal with sequences of various length and treatments from a
dictionary of a large size.

The typical approach is to hire experts to obtain labeled data [10] and then con-
struct a classification model from an available imbalanced dataset with many
fair and a few fraudulent records. Due to a large amount of data and compli-
cated fraud patterns, only experienced auditors are able to detect fraudulent
cases; thus, data collection is expensive. Also, machine learning models are able
to catch only identified types of frauds. Moreover, as the resulting dataset is
imbalanced, we have to carefully construct machine learning involving methods
aimed at the solution of imbalanced classification problem [3,14].

Unsupervised fraud detection systems can successfully deal with these issues.
For example, the authors in [10] identify if a particular doctor conducts fraud or
not using an open dataset. They assume that doctors with common specialties
behave in the same way with similar average bills and medicine price rate [1].
So, these types of models help to detect the doctor, who is prone to fraud. The
work [2] detect frauds at the patient level using the private dataset, as there
are no open data for this problem. The model takes general information about
a patient as input: the number of medical procedures that were provided, the
average procedure bill, and so on. So, the existing approaches in healthcare exist
but utilize only hand-crafted features [2], thus not being able to detect frauds
on the base of complex semi-structured data.

In other areas, anomaly and fraud detection methods are wider, and can
roughly be divided into four directions. The first direction considers both classic
and neural network supervised [1] and unsupervised Machine Learning algo-
rithms [17]. The second direction considers various probabilistic approaches [18]
and relies on an approximation of the generative distribution of the observed
data. The third direction adopts autoencoder models [25] and learn data repre-
sentations using sequence to sequence (seq2seq) architectures. The hybrid models
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also exist [27]. Recently, the state of the art approaches for anomaly detection
based on sequence data are autoencoder models [26] and recurrent neural net-
works (RNN) [12].

This work advances unsupervised anomaly detection for healthcare semi-
structured data. We deal with discrete sequence variables and modify existing
anomaly detection approach to handle complex data from large dictionaries. The
main idea is to reconstruct a sequence of treatment using a generative model and
compare it to the initial one, treating reconstruction error values as anomaly
scores. To signal about an anomaly, we apply a threshold to these scores.

The raw data consist of semi-structured sequences of treatments for different
patients, plus additional features like patient‘s age, sex, etc. Treatments are
coded, so it could be interpreted as a set of pre-defined tokens. The pipeline of
the proposed solution could be seen in Fig. 1.

To sum up, our contributions are the following:

– We apply unsupervised anomaly detection to fraud detection based on health-
care records.

– We adopt a classic anomaly detection approach for regression to a classi-
fication problem with a generative model for sequences of treatments. We
consider the local LSTM model for the prediction of a single token and a
sequence to sequence model based on LSTM to recover the whole sequence.

– For the first model, we provide a new normalization procedure to handle a
large dictionary size about 2000 and thus an imbalanced classification problem
with a large number of classes.

The paper is organised as follows: In Sect. 2, related work on anomaly detec-
tion in sequences (especially in a healthcare) is summarised. Section 3 describes
the proposed solution, models and approaches of errors definition. Approach to
handle sequence imbalance is also in this section. Section 4 is devoted to machine
experiments with real data. Finally, Sect. 5 concludes the paper.

2 Related Works

There are two types of works related to the problem at hand: fraud detection in
healthcare and anomaly detection in general, especially anomaly detection for
semi-structured sequences. For a general review of anomaly detection in industry
and healthcare look at [9], for a recent survey on applications of deep learning to
unsupervised anomaly detection, [5,15] and [13] can be useful. Here we present
the part of the research that we believe is the most relevant to our studies.

In healthcare, there is a widely-used open dataset Medicare claims data [6],
which includes aggregated information by doctors and patients. The data have
labeling of doctors: do they fraud or not? In [10] authors used Logistic Regression
and Random Forest to work with this dataset.

In [2], the authors focus on supervised detection of upcoding fraud, when
doctors replace code for an actual service with a code of a more expensive one.
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For example, a procedure that lasted fifteen minutes can be coded as a more
expensive thirty minutes visit. Used data consisted of a sequence of coded visits.

The paper [1] considers unsupervised approaches to healthcare fraud detec-
tion. In particular, the authors investigate the applicability of k-nearest Neigh-
bors, Mahalanobis distance, an autoencoder, and a hybrid approach based on
a pre-trained autoencoder without labeled data as input for supervised classi-
fiers. In [19], authors use Generative Adversarial Network to detect anomalies
for healthcare providers.

Applications of supervised deep learning models also attract attention in deep
learning models [7,8]. The authors in [8] used embedding techniques and both
classical Gradient Boosting and deep learning approaches.

For unsupervised anomaly detection in general, there are clustering tech-
niques [17]: authors used the Isolation Forest algorithm, which is considered as
one of the most popular and easy in the usage of anomaly detection algorithms.
See also usage of probabilistic approaches in [18], usage of sequence to sequence
architectures in [25], and usage of hybrid models in [27].

In [21], authors have investigated a problem of human trafficking, which
requires detection and interpretability, so they applied used Formal Concept
Analysis. In [4], authors also have investigated this algorithm, but for specific
sequences. In [20], authors used Hidden Markov models in a healthcare field,
which provided better results than FCA.

In [12], the authors used the LSTM to predict each subsequent measurement
of the spacecraft. They proposed an automatic threshold selection to determine
an anomaly, indeed due to the mean and standard deviation of LSTM errors. It
is worth to mention that this domain of study is using raw data as input to a
neural network, which provides better accuracy compared to a model based on
processed data.

We see that no one proceeds semi-structured medical insurance data to detect
fraud in an unsupervised manner. Moreover, general machine learning litera-
ture lacks methods that can deal with a moderate token dictionary size for
the anomaly detection problem and, in particular, automatically select multi-
ple thresholds for a base anomaly score for each considered class label for a
dictionary.

3 Methods

3.1 General Scheme

We have a set of size n of patients. Every patient i is represented as a sequence
of observations Xi = {x1i,x2i, . . . ,xTii}, t ∈ 1, Ti. The total number of visits
for a patient is Ti. Each vector xji is the description of a particular j-th visit of
i-th patient. xji consists of treatment type from a dictionary of size dt, cost type
from a dictionary of size dc and benefit type from a dictionary of size db. We
also pass the general information gi about the patient at each sequential step.

The pipeline of a proposed solution is in Fig. 2. Below we provide more details
of each step from this pipeline.
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Fig. 2. General scheme of the proposed solution. We predict a sequence using a gen-
eration model and obtain errors for each token. Then we get a general anomaly score
on the base of aggregation of these errors. Applying a selected threshold, we can say
if a particular sequence of tokens is a fraud or not and identify fraudulent tokens as
tokens with highest errors.

In order to detect whether a particular sequence has fraud visits or not, we
will measure the likelihood of the sequence p(Xi) using a seq2seq approach that
we call the Autoencoder model and a token by a token approach which we call
LSTM model. To do this, we either pass Xi through the seq2seq model and get
probabilities for each token in output pij or predict a token using all previous
tokes for LSTM model to get another vector pij . Then we calculate the likelihood
of a particular token j using the following formula: exij

= 1−pxij
, if xij is a true

label token or exij
= pxij

, if xij is a false label token, where exij
is an error. We

recover through an autoencoder only a part of sequence related to treatments or
treatment types. Thus, we provide results of experiments for large (treatments)
and small (treatment types) number of classes (tokens).

To get an estimate of a sequence likelihood we, first, built either vector of
errors or a matrix of errors. Vector corresponds to the case, where errors on
only true token labels are taking into account, the matrix is consist of errors
both on true and false token labels. Secondly, we use sum/max pooling to get
a single anomaly score for a sequence. The final prediction is , we compare the
obtained score with a threshold. We select a threshold to get the recall 0.8. This
is the only number we calibrate using fraud labels, we state that our approach
is unsupervised.

3.2 Sequence Models

LSTM Model [11] is the most widely used type of Recurrent neural net-
works (RNNs) [23]. We use LSTM architecture to get the probabilities for the
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next treatment pij on the base of previous information {x1i, . . . ,x(j−1)i}. The
architecture works as follows for each step j:

1. Embed treatment type, cost type, and benefit type using separate embedding
layers with trainable embedding matrices E of size d × e, where d is the
dictionary size, and e is the embedding size. Embedding size is one for all
feature types. For treatments embeddings size is 128, for treatment type it
equals 32. Concatenate these embeddings and the general information about
a customer gi.

2. Pass this concatenated vector to two successive LSTM blocks.
3. Pass the resulting hidden state to a linear layer to get probabilities of each

token pij

By applying this model for each token of initial sequence we get a set of
vector of probabilities Pi = {pij}Ti

j=1

Autoencoder Model is a sequence-to-sequence architecture [24]. We learn the
model to copy a sequence, such that the generated sequence is as close to ini-
tial as possible. The intuition is that the network learns the representation of
sequences structure, so it would be difficult to recover fraudulent sequences with
unexpected treatments inside.

The model consists of an encoder and a decoder. The encoder constructs a
representation of an input sequence ri = E(Xi) that equals to the hidden state
of the last recurrent block. The decoder tries to generate the initial sequence
for the representation: X ′

i = D(ri) ≈ Xi. As a result, the model outputs the
probability distribution for every element of a sequence.

We used a bi-directional LSTM network [22] as encoder, unidirectional LSTM
network as a decoder. Both had two layers and embedding sizes 128. We also used
a context attention vector [16]. Every decoder hidden state is passed through a
dense layer by applying a soft-max function, and we obtain probability distribu-
tion for the next treatment.

Table 1. Features for the description of each visit of a patient

Feature Description

Treatment 2204 unique values

Treatment type 17 unique values (aggregated treatments)

Treatment number Prescribed number of each treatment

Factor Factor of the treatments‘ amount

Cost Cost of a particular visit

Cost type 11 cost categories

Benefit type 24 treatments‘ combinations types
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3.3 Anomaly Score

Given this probability distribution p(Xi) either from LSTM or Autoencoder
models, let us define anomaly score.

For every patient the output of a model is a set of vectors of probabilities
Pi = {pij}Ti

j=1. Length of vectors pij equals to the size of the dictionary of
treatment d.

Given true labels, we define error as one minus the probability of a true
label: eijxij

= 1− pijxij
, where pijxij

is xij-th element of probability vector that
corresponds to the index of the true token label xij . We calculate errors that
correspond to high probabilities of false labels as eijk = pijk, k �= xij .

If we concatenate all errors for true classes eijxij
we get a vector of errors

ei = {eijxij
}Ti
j=1. If we concatenate all errors for all classes we have a matrix of

errors Ei = {eijk}j=1,Ti;k=1,d, where d is the dictionary size.
To get a single anomaly score ai from a vector or a matrix, we aggregate them

using pooling. We consider sum pooling and max pooling, as in our experiments,
mean pooling worked worse. For the vector aggregation we get:

asumi =
Ti∑

j=1

eijxij
, amax

i = max
j=1,Ti

eijxij
.

For the matrix aggregation, we use Ei instead of e to extract sum or maximum.

Fig. 3. Distribution of treatment types

3.4 EDF Approach

To normalize the probability scores and get meaningful aggregation, we trans-
form the error scores based on their empirical distribution function (EDF). EDF
is an approximation of a theoretical distribution function, based on an observed
sample for a random variable. Assume, there is a sample of n independent real
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(a) ROC curves of unsupervised fraud
detection models with respect to large
number of classes (treatments) and
small number of classes (treatment
types). Best ROC AUC is 0.771.

(b) PR curves of unsupervised fraud
detection models with respect to large
number of classes (treatments) and
small number of classes (treatment
types). Best PR AUC is 0.0720.

Fig. 4. Comparison of performance curve for presented algorithms

values with common distribution function e = {ei}ni=1, then EDF value for a
particular e is number of elements in the sample that is smaller than e divided
by the sample size n:

EDF(e) =
1
n

n∑

i=1

[ei < e],

where [·] is the indicator function.
Thus, as cumulative distribution function defines the probability of a vari-

able, EDF defines the relative frequency of a particular point. Therefore, having
calculated EDF for errors of every class separately, it provides a better under-
standing of which points are anomalous.

We construct d Empirical Distribution Functions for each element using a
separate validation sample not used during training. Then we transform errors
by replacing error values with EDF values for the corresponding label and get a
normalized vector êi or a matrix Êi. We aggregate these errors in the next step
in a similar way, replacing errors with EDF-normalized errors.

4 Experiments

We compare our anomaly detectors based on recovery of treatments and treat-
ment types to each other and a baseline for a considered applied problem from
healthcare insurance.
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Table 2. Quality comparison of unsupervised fraud detection for LSTM and Autoen-
coder models. Precision is given for the corresponding recall 0.8. For LSTM additional
normalization provided by EDF is useful, while Autoencoder can capture all informa-
tion without EDF

Model Treatments Treatment types

ROC AUC PR AUC Precision ROC AUC PR AUC Precision

LSTM 0.743 0.0425 0.0164 0.761 0.0681 0.0170

LSTM + EDF 0.768 0.0499 0.0333 0.771 0.0601 0.0325

Autoencoder 0.771 0.0588 0.0331 0.761 0.0720 0.0319

Autoencoder + EDF 0.750 0.0483 0.0317 0.760 0.0654 0.0319

4.1 Data

The data for the current research was provided by a major insurance company [8].
The dataset consists of 350 thousand records with anonymous patient‘s IDs and
target labels (fraud or not) for patients. About 1.5% records are fraudulent.

For each patient, we have general features age, sex, insurance type, and total
invoice amount and visit-specific features given in Table 1. In our model, visits
are coded either as treatments or treatment types. In Fig. 3, we provide a dis-
tribution of treatment types concerning its prescribed frequently: the histogram
demonstrates a strong class imbalance.

4.2 Results

Metrics. The problem at hand is an imbalanced binary classification, so we use
traditional metrics like ROC AUC and area under precision-recall curve PR
AUC, where positive samples are the fraudulent ones. We also use ROC and PR
curves, as well as precision and recall.

Training Process. We conduct experiments with sequences of treatments and
treatment types independently.

Patients have a different number of visits; thus, all sequences were padded
with zeros to the closest power of two to an initial sequence length. For the
padded elements, a network returns zeros.

The training sample includes 95% of the data, and the test sample includes
the remaining 5% of the data. We use 5% of the training sample as a validation
set to compare model performance and calculate the EDF function. The test
consists of 17000 for patients with 300 fraudulent cases. Distribution of classes
in validation, training, and test datasets are the same.

The training process consists of 100 epochs for the LSTM model and 70
epochs for the Autoencoder model. We use the Adam optimization algorithm and
a cross-entropy loss. An initial learning rate is 0.001 for LSTM model; 3 × 10−6

and 10−6 for treatments and treatment types respectively for autoencoder model.
Exponential learning rate decay with a coefficient 0.95 is used. We train the
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(a) ROC AUC values with respect
to visit sequence length.

(b) PR AUC values with respect to
visit sequence length.

Fig. 5. Performance of models based on treatments and treatment types for different
lengths of sequences. The models work better than a random classifier most of the
time.

Table 3. Comparison of the proposed models and a baseline. We present result for
our models LSTM and Autoencoder and for a baseline Isolation Forest. For Isolation
Forest we can’t reach Recall 0.8, so we present precision for the maximum possible
value of recall. The best combination of precision and recall is marked in bold. Our
models are better, than a baseline

LSTM Autoencoder Isolation Forest (Baseline)

Recall Precision Recall Precision Recall Precision

Treatments 0.80 0.0333 0.80 0.0331 0.07 0.08

Treatment types 0.80 0.0325 0.80 0.0319 0.06 0.06

LSTM network in the end-to-end fashion. Parameters at the first iteration are
initialized randomly.

The used best hyperparameters come from cross-validation for training data
and are given below. Embedding size is one for all feature types, for treatments,
it is 128, and for treatment types, it is 32. Batch sizes are 128 for Autoencoder
and 256 for the LSTM model. For treatment models, we use sum aggregation
for a matrix of errors with EDF for the LSTM model and sum aggregations for
a matrix of errors for the Autoencoder model. For treatment types, we use sum
aggregation for the matrix of errors with EDF for the LSTM model and sum
aggregations for a matrix of errors for the Autoencoder model.

Results. A comparison of quality for both models with and without the EDF
approach for the best parameters and aggregation strategies are in Table 2. Pre-
cision is calculated with the expected recall 80%. Corresponding ROC and PR
curves are in Figs. 4, PR curve. LSTM and Autoencoder models provide similar
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quality of anomaly detection with ROC AUC 0.77. For a large number of classes
in LSTM model, the difference in precision are ∼ 1.7%; for a small number of
classes is ∼ 1.5%. There is no difference in the Autoencoder model either with
large or small number of classes. We also examine dependence of ROC AUC, PR
AUC on the lengths of visits sequence. They are in Figs. 5a and 5b respectively.

In Table 3 we present a comparison with the Isolation Forest Algorithm based
on Word2Vec embeddings of tokens for treatments sequences. Since the algorithm
returns class labels, we compare recall and precision values.

5 Conclusion

We have investigated the unsupervised anomaly detection problem. The applied
problem is from healthcare insurance, and the data is semi-structured sequences.

We present unsupervised anomaly detection algorithms for semi-structured
data never used before in the healthcare industry and compared them. Moreover,
we propose an approach to natural normalization of errors based on the Empiri-
cal Distribution Function for better handling class imbalance within tokens. On
top of these errors, we examine various aggregation strategies to provide a single
anomaly score for a sequence.

The overall quality of anomaly detection is similar for various LSTM and
Autoencoder models and a various number of classes. Both models outperformed
reasonable baselines, and thus provide a new baseline. The usage of normalization
further increases the quality of the LSTM model.
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Abstract. We consider the Resource-Constrained Project Scheduling
Problem (RCPSP) with respect to the makespan minimization crite-
rion. The problem accounts for technological constraints of activities
precedence together with resource constraints. No activity preemption
is allowed. We consider relaxation of RCPSP with special types of non-
renewable resources to get a lower bound of the problem. We present new
lower bound algorithm for the RCPSP with time complexity depending
on the number of activities n as O(n logn), and we test it on PSPLIB
instances. Numerical experiments demonstrate that the proposed algo-
rithm produces on some series of instances lower bounds very close to
the best existing lower bounds published in the PSPLIB, while their cal-
culation time is a fraction of a second. We get especially good marks for
large-sized instances.

Keywords: Project management · Resource-constrained project
scheduling problem · Renewable resources · Cumulative resources ·
PSPLIB · Lower bound

1 Introduction

We consider the Resource-Constrained Project Scheduling Problem with respect
to the makespan minimization criterion. The problem accounts for technological
constraints of activities precedence together with resource constraints. No activ-
ity preemption is allowed. This problem is denoted as m, 1|cpm|Cmax according
to the classification scheme proposed in [10]. According to the classification pro-
posed in [3], this problem is denoted as PS | prec | Cmax.
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The RCPSP can be defined as a combinatorial optimization problem. A par-
tial order on the set of activities is defined with a directed acyclic graph. For
every activity we know duration and the set of consumed resources and their
amounts.

The literature (see review [3]) traditionally considers renewable and non-
renewable limited resources. In the case of non-renewable resource constraints
restrict any quantity of resource allocated for unit time period t ∈ Z+ and non-
utilized in that period can be consumed at any subsequent period t′ > t unlike
it happens with renewable resources, where any part of resource non-consumed
at time period t is just wasted. Typical representatives of renewable resources
are production facilities, equipment, human resources. Non-renewable resources
are limited for the entire project as a whole, allowing, for example, to simulate
the project budget.

In Russian works [5–8] [14,21] initially some other classification was used.
Limited resources were divided into cumulative (or stored) and non-cumulative
(non-stored) ones. The concept of a non-cumulative resource exactly matches
the concept of a renewable resource described above. Resource constraints of the
cumulative type are also formulated as a balance between the consumed and
allocated amount of the resource, while another mechanism for calculating the
consumed and allocated resources is used. For each activity j and resource k,
we set the intensity rjk(t) of the consumption of the resource at the moment t
from the start of its execution. To calculate the amount of resource k required
to perform the activity j for a time τ , it is necessary to integrate the function
rjk(t) over t in the segment [0, τ −sj ], where sj is the starting time of activity j.
Similarly, in order to calculate the resource k allocated at time moment τ , it is
necessary to integrate the function Rk(t) of the intensity of resource k allocation
in the segment [0, τ ]. For the schedule to be acceptable with respect to the
cumulative resource k, it is necessary that for each moment of time t ≥ 0, the
total amount of the resource consumed by the time t, does not exceed the amount
of the resource allocated at the time t. An example of cumulative resources is
materials with a long shelf life.

It is easy to see that cumulative resources cannot be taken into account with
a combination of renewable and non-renewable resources. Moreover, the intro-
duced concept of partially renewable resources [2], which is a generalization of
renewable and non-renewable resources, also does not allow us to describe the
restrictions on cumulative resources. In turn, a non-renewable resource can be
considered as being cumulative, the entire volume of which is available from the
beginning of the project. In this case, the resource is, as it were, allocated with
non-zero intensity until the project begins, and with zero intensity after this
moment. Cumulative resources are interesting for at least two reasons. Firstly,
they more adequately take into account the specifics of some resources with the
property of cumulativeness. Secondly, the concept of cumulative resources allows
expanding the possibilities for an approximate solution of the “traditional”
scheduling problems, since cumulative resources are a weakening of renewable
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ones. From the results obtained, in particular, it follows that in polynomial time
it is possible to obtain lower bounds for RCPSP with renewable resources.

In [21], for the RCPSP with restrictions on cumulative resources, an algo-
rithm was described without justifying the optimality of the obtained solution
and analysis of time complexity. In [14], the basic properties of schedules with
stored resources were studied and on their basis an algorithm was constructed,
from the description of which one can draw a conclusion about its pseudopoly-
nomial time complexity. In [5–8] [14,21], an asymptotically optimal algorithm
was proposed for solving a problem with durations of activities from R+, dead-
lines, and restrictions on cumulative resources. Its time complexity depends on
the number of arcs u in a partial order reduction graph as a function of order
u log u, and the absolute error tends to zero with increasing dimension of the
problem. In work [8], a discrete analogue of the RCPSP was considered, when
all activities have integer durations, and all functions defining resource limita-
tions (such as: the amount of renewable resource consumed by each activity, the
intensity of consumption of the cumulative resource, and also the functions of
resource availability) are piecewise constant, and all intervals of constancy of
these functions are integer. A polynomial time algorithm for solving this prob-
lem is given in the particular case, when the model has no renewable resource
constraints. (We denote this problem by PSσ, by analogy with the problem PSπ

considered in [2].)
The algorithmic solution to the PSσ problem was initiated by the need to

develop mathematical software for planning large-scale projects related to the
construction of the Baikal-Amur Railway in Soviet Union, the development of
territorial-industrial complexes in Siberia and the Far East [5], and, further, with
the implementation of the West Siberian oil and gas complex. The approach to
solving the PSσ problem in these works is based on the use of so-called T–late
schedules.

As noted above, the solution of the RCPSP, weakened through the complete
replacement of renewable resources by cumulative ones, makes it possible to
obtain a lower bound for the schedule in polynomial time.

There is a large number of publications devoted to the discussion on lower
bounds for RCPSP. Recent comprehensive reviews can be found in Neron
et al. [16] and Knust [11]. The analysis of the computational complexity of some
algorithms and the quality of the obtained bounds are discussed in Gafarov,
Lazarev, and Werner [4]. The majority of efficient algorithms can be referred to
as “destructive” methods. Such an algorithm starts with a defined project dead-
line and tries to find a feasible schedule for it. If a feasible solution does not exist,
the deadline is increased (usually by incrementing the deadline with 1 unit of
time) and the calculation procedure restarts. The calculation continues until the
algorithm cannot reveal any contradiction with the defined deadline or until the
end of the allocated calculation time. Similarly, constraint programming meth-
ods can be applied as for example in Schutt, Feydy, Stuckey, and Wallace [18]
and Laborie [15]. Neumann and Schwindt [17] introduced cumulative resources
and their practical applications.
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In the study of Baptiste and Pape [1], each renewable resource is considered
as a system of several identical processors with the number of processors equal
to the capacity of the resource. The problem is formulated using mixed integer
programming and heuristics are used to solve it.

In this paper we present new lower bound algorithm for the RCPSP with time
complexity depending on the number of activities n as O(n log n). We consider
relaxation of RCPSP with special type of non-renewable resources to get a lower
bound of the problem. We conduct numerical experiments on the datasets of
instances from the PSPLIB electronic library. The results of the computational
experiments suggest that the proposed algorithm is a very competitive and on
some series of instances yields results close to the best one (this best lower bounds
published in PSPLIB), while their CPU time is dramatically small, it is equal to
a fraction of a second. We get especially good marks for large-sized instances.

2 Problem Setting

The RCPSP problem can be formulated as follows. A project is taken as a
directed acyclic graph G = (N,A). We denote by N = {1, ..., n} ∪ {0, n + 1}
the set of activities in the project, where activities 0 and n + 1 are dummy.
The last activities define the start and the completion of the project, respec-
tively. The precedence relation on the set N is defined with a set of pairs
A = {(i, j) | i precedes j}. If (i, j) ∈ A, then activity j cannot start before
activity i has been completed. The set A contains all pairs (0, j) and (j, n + 1),
j = 1, ..., n.

We have two types of resources: renewable and cumulative one. A set of
renewable resources is denoted as Kρ, and a set of cumulative resources as Kν .
For each renewable resource k ∈ Kρ, Rρ

k(t) units are available at time t. For each
cumulative resource k ∈ Kν , Rν

k(t) units of resource of type k arrive at time t and
can be consumed at any time t1 ≥ t. An activity j has deterministic duration
pj ∈ Z+ and requires rjk(t) ≥ 0 units of resource of type k, k ∈ Kρ

⋃ Kν at
time t = 1, ..., pj . We assume that rjk(t) ≤ Rρ

k(t), j ∈ N, k ∈ Kρ, t ∈ Z+

(else problem has no feasible solution). The durations of dummy activities 0 and
n+1 are zero, while other activities have non-zero durations. Moreover, dummy
activities have zero resource consumption.

Now, we introduce the problem variables. We denote by sj ∈ Z+ the starting
time of activity j ∈ N . Since each activity is executed without preemption, the
completion time of activity j is equal to cj = sj + pj . We define schedule S as
(n + 2)–vector (s0, ..., sn+1). A makespan of a project Cmax(S) corresponds to
the moment, when the last activity n + 1 is completed, i.e. Cmax(S) = cn+1.
We also introduce the notation J(t) = {j ∈ N | sj < t ≤ cj}, t ∈ Z+, is a
set of activities, which are processed during interval [t − 1; t) in schedule S. The
problem is to find a feasible schedule S = {sj} respecting to the resource and
precedence constraints so that the completion time of the project is minimized.
It can be formalized as follows: minimize the makespan of the project

Cmax(S) = max
j∈N

(sj + pj) (1)
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s.t.
si + pi ≤ sj , ∀(i, j) ∈ A; (2)

∑

j∈J(t)

rjk(t − sj) ≤ Rρ
k(t), k ∈ Kρ, t ∈ Z+; (3)

t∑

t′=1

∑

j∈J(t′)

rjk(t′ − sj) ≤
t∑

t′=1

Rν
k(t′), k ∈ Kν , t ∈ Z+; (4)

sj ∈ Z+, j ∈ N ; (5)

Inequalities (2) determine a precedence relation of activities. Conditions (3)–
(4) ensure compliance with constraints on renewable and cumulative resources,
respectively, i.e. the total amount of consumed resources during interval [t −
1; t) can not exceed the quantity of corresponding available resource during this
interval. The last set of inequalities (5) determines the restrictions on problem
variables.

The problem (1)–(5) is known to be NP-hard for Kρ �= ∅.

3 Problem with Renewable Resources

Let us consider special case of the problem (1)–(5), where Kν = ∅ and the
problem isn’t dynamic for resource consumption and availability, this problem
we denote as RCPSP ρ. We have K different renewable resources, i.e. K = |Kρ|.
Also Rk is the constant amount of available renewable resource k in each unit
interval of time, J(t) = {j ∈ N | sj < t ≤ cj} is a set of activities, which
are processed during interval [t − 1; t). Each activity has deterministic duration
pj and constant intensity of resource consumption rjk of resource k by activity
j ∈ N . We assume, that rjk ≤ Rk, j ∈ N , k = 1, ...,K.

The problem is to find a feasible schedule S = {sj} that minimizes the com-
pletion time of the project Cρ

max(S), and can be formalized as follows: minimize
the makespan of the project

Cρ
max(S) = max

j∈N
(sj + pj) (6)

s.t.
si + pi ≤ sj , ∀(i, j) ∈ A; (7)

∑

j∈J(t)

rjk ≤ Rk, k = 1, ...,K, t ∈ Z+; (8)

sj ∈ Z+, j ∈ N. (9)

Inequalities (7) define precedence relation on a set of activities N . Conditions
(8) determine resource constraints. And the last type of inequalities (9) restricts
variables of the problem.
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4 Problem with Cumulative Resources

Now we consider another special case of the problem (1)–(5) with condition
Kρ = ∅ and the problem is static for resource consumption and availability. We
denote this problem as RCPSP ν . Analogically we determine parameters of the
problem: graph of precedence relation G = (N,A), K is the number of different
cumulative resources, Rk is constant amount of available cumulative resource k
in each unit interval of time, J(t) = {j ∈ N | sj < t ≤ cj} is a set of activities,
which are processed during interval [t − 1; t). For arbitrary activity j we have
deterministic duration pj and constant intensity of resource consumption rjk of
resource k by activity j ∈ N . So we want to find feasible schedule S = {sj}
minimizing makespan of whole project Cν

max(S) with precedence and resource
restrictions:

Cν
max(S) = max

j∈N
(sj + pj) (10)

s.t.
si + pi ≤ sj , ∀(i, j) ∈ A; (11)

t∑

t′=1

∑

j∈J(t′)

rjk ≤ Rk · t, k = 1, ...,K, t ∈ Z+; (12)

sj ∈ Z+, j ∈ N. (13)

The set of inequalities (11) describes precedence relation of activities. Con-
ditions (12) define constraints on cumulative resources. Inequalities (13) are for
restrictions on the variables of the problem.

Lemma 1. Let the problems RCPSP ρ and RCPSP ν have identical parame-
ters, besides, in the first problem the set of parameters connect to renewable
resources and in the second one to cumulative resources. Then solution of the
RCPSP ν is a lower bound for solution of the RCPSP ρ.

Proof. Let us consider problems RCPSP ρ and RCPSP ν . As we can see all
parameters, objective functions and constraints are identical, except the con-
straints (8) and (12). It is clear that the inequalities (12) are implications of
the corresponding conditions (8). So we have broader feasible set for (12) versus
(8). Thus, conversion from RCPSP ρ to RCPSP ν enriches the feasible set of
the problem, and the minimum of objective function Cν

max(S) less or equal to
Cρ

max(S). Finally, solution of the problem RCPSP ν gives us a lower bound for
the problem RCPSP ρ.

So we advisedly introduce identical notation (K is a number of resources, Rk is
an amount of available resource k in each unit interval of time, rjk is an intensity
of consumption of resource k and etc.), because we want to solve RCPSP ν to
obtain lower bound for RCPSP ρ. Henceforth, when we refer to resources, we
do not specify the type of resource: renewable or cumulative, implying that we
solve the problem with cumulative resources in order to obtain lower bound for
the problem with renewable resources.
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5 Fast Exact Algorithm for the RCPSP ν

In [8], the problem was considered in a more general setting in comparison with
(1)–(5), which assumes the possibility of taking into account the deadlines, as
well as more detailed description of the intensity of resource consumption func-
tions by each activity, and availability of resources. An exact algorithm was built
for this problem, its time complexity is

O(D̂(u + Ĩ + I log2 f |K|) + |Ndir| log2 Nd),

where
D̂ is the length of the binary notation of the maximum deadline;
u is the number of arcs of the reduction graph G;
Ĩ is the total (over all resources k ∈ Kν) number of constancy intervals of
functions Rν

k(t);
I is the total (over all resources and all activities) number of constancy intervals
of functions rjk(t);
f is the width of the partial order;
|K| is the number of constrained resources;
|Ndir| is the number of activities with given deadlines;
Nd is the number of different deadlines.

In this paper, we consider the problem RCPSP ν (10)–(12), in which there are
no restrictions on the deadlines, and the functions of the intensity of consumption
and resource availability are constant in given time intervals. For this case, we
propose the following algorithm.

5.1 Algorithm A

1. We calculate the critical time Tcr.
2. We find Tcr–late schedule {tj} of activities j ∈ N , sorted by the starting

time
0 = t0 ≤ t1 ≤ ... ≤ tn+1 = Tcr.

3. We find a set of different starting or completion times Th of activities in Tcr–
late schedule: 0 = T0 < T1 < . . . < TH = Tcr, where H is the number of dif-
ferent starting or completion times of activities. We denote H = {0, 1, ...,H}.

4. We find a set of activities J+ ordered by non-decreasing of their starting
times in Tcr–late schedule, and compose a list of A+

h , h ∈ H, corresponding
to this set, a list of the initial addresses (numbers) of the activities with the
starting time in Tcr–late schedule equal to Th.

5. We find a set of activities J− sorted by non-decreasing of their completion
times in Tcr–late schedule, and compile a list of A−

h , h ∈ H, corresponding
to this set, a list of the initial addresses (numbers) of the activities with the
completion time in Tcr–late schedule equal to Th.

6. We calculate the dynamics of resource consumption for each type of resource
by time layers (Th, Th+1], h = 0, ...,H − 1.
For this, in the loop on resources k = 1, ...,K and on layers h = 0, ...,H − 1
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the procedure P(k, h) is performed. This procedure calculates the total
intensity r(k, h) of resource consumption k in the layer h and the total
amount Qk

h of resources of the type k consumed in the layer h.

Description of Procedure P(k, h)
Remark. We believe that for h > 0, the total intensity r(k, h−1) of resource
consumption k in the layer (h − 1) has already been calculated. For h = 0,
this value is zero.

(a) We calculate the total intensity of activities with starting times Th;
(b) We calculate the total intensity of activities with finish times equal to Th;
(c) We get the total intensity r(k, h) of resource consumption k in the layer

h, summing up the total intensity r(k, h − 1) of resource consumption k
in the layer (h − 1) with the result of the item (a), and subtracting the
result of the item (b);

(d) We calculate the total amount Qk
h of resource of the type k consumed in

the layer h: Qk
h = r(k, h) · (Th+1 − Th).

7. We calculate for each k the integral resource functions R̃k
h = Rk · Th (avail-

ability) and Q̃k
h (consumption) by layers: Q̃k

0 = 0, Q̃k
h := Qk

h + Q̃k
h−1, h =

1, ...,H.
8. We calculate for each resource k (with availability Rk) the minimum shift

of the schedule, at which it is valid for this resource: Δk = max
h

⌈
˜Qk
h

Rk
−Th

⌉
.

9. We calculate the maximum shift of the schedule: Δ = max
1≤k≤K

Δk.

10. We calculate the length of the optimal schedule of the problem RCPSP ν ,
which gives a lower bound for the problem RCPSP ρ : T ∗ = Tcr + Δ.

11. The optimal schedule of the RCPSP ν problem: s∗
j = tj + Δ, j ∈ N .

Description of Algorithm A is complete.

5.2 Time Complexity of Algorithm A

Theorem 1. Algorithm A for finding the optimal schedule in the problem
RCPSP ν with limited cumulative resources has time complexity O

(
n(log2 n +

dG +K)
)
, where dG is the arithmetic average number of immediate predecessors

in the reduction graph G.

Proof. We give estimates of the time complexity for the items of Algorithm A.
The Items 1–2 are realized in the O(ndG) and O

(
n(log2 n+dG)

)
time complex-

ity, respectively.
The Item 3 is fulfilled in a linear time complexity of n.
The Items 4–5 are performed in the O(n log2 n) time complexity.
The Item 6 is realized in time complexity O(nK), using available data on inten-
sity of resource consumption, as well as the lists {Th}, {A+

h }, {A−
h }, h ∈ H.

The Items 7–8 are fulfilled in O(nK)–time, taking into account H ≤ n.
The Items 9–11 are performed in the time O(n + K).
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As a result, we get an estimate of the announced time complexity.
The theorem is proved.

5.3 The Correctness of the Calculation of the Shift Value Δ

The following considerations are important for calculating Δ. For each resource
k, we calculate the value Δk of the minimum shift of the graph of the integral
resource consumption function to the right, at which the (shifted) graph is com-
pletely placed under the graph of the integral function R̃k

h of resource availability.
The maximum over all k from the numbers Δk is selected as the value of the Δ.

We consider two cases for some Tcr–late schedule.
Case 1: If Q̃k

h ≤ Rk · Th, h ∈ H, then this schedule is optimal.
Case 2: If the set Hk ⊂ H of layers h is distinguished with the inverse

inequality Q̃k
h > Rk · Th. Let consider some layer h ∈ Hk. Obviously, there

is a minimal integer shift-addition to the Th, which changes the sign of the
inequality: Q̃k

h ≤ Rk · (Th + δk
h). From the last inequality we get this quantity:

δk
h =

⌈
˜Qk
h

Rk
− Th

⌉
. The largest over all h ∈ Hk of these quantities is equal to the

shift Δk, making (Tcr + Δk)–late schedule is optimal in terms of resources type
k. Finally, the shift Δ = max

k∈K
Δk makes (Tcr + Δ)–late schedule an optimal for

all resources.

6 Computational Experiments

This section presents results of the computational experiments done with the
algorithm proposed in this paper. The algorithm proposed in this article was
coded in C++ in the Visual Studio system and run on a 2.3 GHz CPU and 6
Gb RAM computer under the operating system Windows 10.

In order to evaluate the performance of the proposed algorithm, we use the
standard set presented in Kolisch and Sprecher [12] referred as j30, j60, j90 and
j120. These instances are available in the project scheduling library PSPLIB
along with their either optimal or best-known solutions, and lower bound values,
that have been obtained by various authors over the years.

The datasets j30, j60 and j90 consist of 480 instances (48 series, 10 instances
in each series) with 30, 60 and 90 non-dummy activities, respectively. The dataset
j120 contains 60 series of instances with 120 non-dummy activities, 10 instances in
each series, 600 instances in total. Each instance considers four types of resources.
Three parameters: network complexity (NC), resource factor (RF) and resource
strength (RS) are combined together to define the full factorial experimental
design. The NC reflects the average number of the immediate successors of an
activity. The RF sets the average percent of various resource type demand by
activities. The RS measures scarcity of the resources. Zero value of the RS fac-
tor corresponds to the minimum need for each resource type to execute all activi-
ties while the RS value of one corresponds to the required amount of each resource
type obtained from the early start time schedule. The parameter values used to
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built up these instances for the set j30, j60 and j90 are: NC ∈ {1.5, 1.8, 2.1},
RF ∈ {0.25, 0.5, 0.75, 1} and RS ∈ {0.1, 0.2, 0.3, 0.4, 0.5}. For the instance sets
j120 the parameter RS can take the values RS ∈ {0.1, 0.2, 0.3, 0.4, 0.5}. It is known
[20] that values of the parameters RF = 1, RS = 0.2 match hard enough series
for the datasets j30, j60 and j90 (RF = 1, RS = 0.1 for the dataset j120). Sev-
eral authors (e.g. [9,19]) have pointed out that the parameter RS is a very influen-
tial parameter as far as solution quality of exact and heuristic algorithms is con-
cern. The average value of RS is much lower for the set j120, then for the others
and the instances with lower values of RS are the most difficult to solve, as sev-
eral researches have indicated. For more details about the PSPLIB test problems,
readers are referred to Kolisch and Sprecher [12,13].

Table 1. APD Lower Bounds from the best known heuristic Lower Bounds for the
dataset j90.

Series APD
optimal
solutions
from critical
path, %

APD LB
from best
known
LB, %

Time, ms Series APD
optimal
solutions
from critical
path, %

APD LB
from best
known
LB, %

Time, ms

45 67,66 3,07 4,3 7 0 0 5,4

13 56,98 2,15 4,1 8 0 0 6,4

29 56,98 3,29 3,8 10 0 0 10,4

41 52,31 5,71 4,2 11 0 0 7,1

25 47,92 4,39 4 12 0 0 5,6

9 46,25 2,47 5,4 14 0 0 4,1

37 32,09 16,01 5,1 15 0 0 3,8

21 28,98 15,89 4 16 0 0 4

5 24,72 6,40 6,4 18 0 0 4,3

1 9,73 8,00 5 19 0 0 4,3

17 9,69 8,55 4,2 20 0 0 4,1

33 8,38 7,36 4,4 23 0 0 4,3

46 3,82 1,36 4,2 24 0 0 4,5

42 2,28 2,12 4,1 27 0 0 4,1

30 1,46 0,33 4,4 28 0 0 4,5

34 1,42 1,35 4,3 31 0 0 4,3

38 0,72 0,71 4,4 32 0 0 3,5

26 0,47 0,10 4,4 36 0 0 3,8

6 0,42 0,41 5 39 0 0 4,8

22 0,41 0,40 4,3 40 0 0 4,9

35 0,10 0,10 4,5 43 0 0 4,5

2 0 0 5,8 44 0 0 4,1

3 0 0 7,3 47 0 0 4,4

4 0 0 5,8 48 0 0 4,5
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Table 2. APD Lower Bounds from the best known heuristic Lower Bounds for the
dataset j120.

Series APD
optimal
solutions
from
critical
path, %

APD LB
from
best
known
LB,%

time, ms Series APD
optimal
solutions
from
critical
path, %

APD LB
from
best
known
LB, %

Time,
ms

56 152, 97 5, 14 17 22 11,40 9,82 9,6

16 142, 37 1, 23 8,6 42 11,31 8,62 16,8

36 128, 01 1, 73 9,1 39 8,82 1,32 15,3

51 122, 72 4, 33 16,6 19 8,55 1,41 10,5

31 108, 93 1, 88 14 54 8,19 3,93 16,3

11 105, 57 1, 64 12,3 8 6,90 4,22 10,6

6 74, 41 4, 63 8,1 28 5,69 4,23 10,4

46 71, 79 8, 45 16 34 5,45 2,41 10,7

26 67, 68 7, 02 14,6 43 4,68 4,33 15,2

37 64, 75 1, 98 10,7 49 4,19 3,79 15,3

57 64, 46 1, 46 15,4 60 3,93 1,46 18,7

17 59, 30 1, 51 11,4 14 3,65 1,37 11,2

52 54, 02 3, 09 17,4 29 2,74 1,53 12,5

12 53, 25 2, 78 12,7 44 1,91 1,79 15,8

32 39, 92 2, 61 9,6 4 1,60 1,52 9,9

47 32, 83 6, 32 16,4 23 1,19 1,15 10

27 31, 73 4, 63 11,6 24 1,17 1,11 11,5

58 30, 72 2, 41 15,9 9 0,75 0,48 10,5

7 29, 80 5, 21 14,7 25 0,75 0,72 11,5

18 25, 78 2, 56 10,6 50 0,64 0,60 15,8

1 25, 12 14, 71 11 3 0,50 0,48 10

41 24, 67 16, 54 16,1 20 0,41 0,13 10,3

38 24, 30 2, 10 12,2 40 0,38 0,13 14,9

21 21, 07 14, 05 12,2 55 0,31 0 15,4

53 19, 06 2, 83 15,6 30 0,25 0,24 12,8

33 18, 62 2, 84 11,3 45 0,18 0,17 16,5

13 13, 43 4, 21 9,6 5 0 0 15,3

48 12, 74 6, 91 14,9 10 0 0 9,4

2 12, 74 10, 34 13,2 15 0 0 10,10

59 11, 80 3, 31 16,6 35 0 0 12,10
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The instances can be found in Kolisch and Sprecher [12] and are downloadable
at http://www.om-db.wi.tum.de/psplib/. The measure of the solution quality is
the average percent deviation (APD) obtained lower bounds for problem RCPSP
from the best lower bounds (BLB) that were taken from the PSPLIB website as
of June 2020.

In the tables below, a series of instances are arranged in non-decreasing order
APD of the best heuristic solutions (for a sets of j90 and j120) from the lower
bounds obtained by the critical path algorithm. The best heuristic solutions for
a sets of j90 and j120 were taken from the PSPLIB website as of June 2020
as well. Tables 1, 2 show the APD of the obtained lower bounds from the best
known lower bounds and the CPU time (in milliseconds) taken to get them for
the datasets j90 and j120, respectively.

As we can see from Tables 1–2, the quality of the lower bounds increases
with the dimension of the instances. We have got the lower bounds very close
to the best known lower bounds for the hard series from the dataset j120 (see
Table 2) with the largest gap between the best solutions found and the length of
the critical path.

The average CPU time of algorithm on a regular desktop personal computer
on all 480 instances from the j60 dataset was 0,0034 s, on all instances from the
j90 dataset was 0,0048 s, and on all 600 instances from the j120 dataset was
0,0134 s.

7 Conclusion

We have proposed a new lower bound algorithm for the Resource-Constrained
Project Scheduling Problem with respect to the makespan minimization crite-
rion. This algorithm has polynomial time complexity depending on the number of
activities n as O(n log n). We have considered relaxation of RCPSP with special
types of non-renewable resources to get a lower bound of the problem. We have
conducted numerical experiments on the datasets of instances from the PSPLIB
electronic library. The results of the computational experiments suggest that
the proposed algorithm is a very competitive and on some series of instances
yields results close to the best one (this best lower bounds published in PSPLIB
library), while their CPU time is dramatically small, it is equal to a fraction
of a second. We get especially good marks for large-sized instances. Electronic
library PSPLIB allowed testing examples of problems with 120 activities. The
authors would be glad, if it were possible to carry out the same tests on instances
with the dimension of the problem by orders of magnitude greater. In addition,
it would be interesting to test a similar algorithm using examples that take into
account deadlines and a more detailed description of resource functions.

http://www.om-db.wi.tum.de/psplib/
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Abstract. An NP-hard problem is considered to stab a given set of n
straight line segments on the plane with the smallest size subset of disks
of fixed radii r > 0, where the set of segments forms a straight line
drawing G = (V,E) of a planar graph without proper edge crossings.
To the best of our knowledge, only 100-approximation O(n4 logn)-time
algorithm is known (Kobylkin, 2018) for this problem. Moreover, when
segments of E are axis-parallel, 8-approximation is proposed (Dash et
al., 2012), working in O(n logn) time. In this work another special set-
ting is considered of the problem where G belongs to classes of spe-
cial plane graphs, which are of interest in network applications. Namely,
three fast O(n3/2 log2 n)-expected time algorithms are proposed: a 10-
approximate algorithm for the problem, considered on edge sets of min-
imum Euclidean spanning trees, a 12-approximate algorithm for edge
sets of relative neighborhood graphs and 14-approximate algorithm for
edge sets of Gabriel graphs. The paper extends recent work (Kobylkin et
al. 2019) where O(n2)-time approximation algorithms are proposed with
the same constant approximation factors for the problem on those three
classes of sets of segments.

Keywords: Operations research · Computational geometry ·
Approximation algorithms · Straight line segment · Hippodrome

1 Introduction

Facility location problem represents an important application area for many
combinatorial optimization problems. Usually, in facility location problems there
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are objects of interest, e.g. customers, roads, offices or production units, facility
objects, say, inventories, stores, markets, cellular base stations, petrol or charging
stations, and the problem is to place facilities at the vicinity of objects of interest.
Both types of objects are often implied to be geographically distributed. Here
optimization is usually done over locations of facilities to achieve the minimum
average (or maximal) distance from the placed facilities to the objects of interest.
Alternatively, total number is minimized of the located facilities while providing
the necessary degree of coverage of all objects of interest. The latter class of
problems is called a class of coverage problems.

Both types of facility location problems can adequately be modeled by opti-
mization problems from computational geometry. Here objects of interest are
encoded by some simple geometric structures, e.g., points, straight line (or curvi-
linear) segments and rectangles etc. Besides, facility objects are modeled by
translates of fixed objects like points, identical disks, axis-parallel squares or
rectangles. The corresponding optimization problem from the class of coverage
problems can look as follows: given a set K of geometric objects on the plane,
the smallest cardinality set C of objects is to be found, chosen from a class F of
simply shaped objects, such that each object from K is intersected by an object
from C in some prescribed way.

In this paper, subquadratic time small constant factor approximation algo-
rithms are designed for the following problem in which F is a set of radius r
disks and K coincides with a finite set E of straight line segments on the plane.
Intersecting Plane Graph with Disks (IPGD): Given a straight line
drawing (or a plane graph) G = (V,E) of an arbitrary simple planar graph
without proper edge crossings and a constant r > 0, find the smallest cardinal-
ity set C of disks of radius r such that e ∩ ⋃

C∈C
C �= ∅ for each edge e ∈ E. Here

each isolated vertex v ∈ V is treated as a zero-length segment ev ∈ E. Moreover,
the vertex set V is assumed to be in general position, i.e. no triple of points of
V lies on any straight line.

Below the term “plane graph” is used to denote any straight line embedding
of a planar graph whose (straight line) edges intersect at most at their endpoints.

The IPGD problem finds its applications in sensor network deployment and
facility location problems related to optimal coverage of objects of some infras-
tructure with sensors or facilities.

Suppose one needs to provide a certain degree of coverage of a given road
network with facility stations, which could be campings, petrol or charging sta-
tions, police precincts etc. Geometrically, the network roads can be modeled by
piecewise linear arcs on the plane. One can split these arcs into chains of ele-
mentary straight line segments such that any two of the resulting elementary
segments intersect at most at their endpoints. To cover the road network with
facility stations to some extent, it might be reasonable to place the minimum
number of stations such that each piece of every road (represented by an elemen-
tary segment) is within a given distance from some of the placed stations. This
modeling approach gives a geometric combinatorial optimization model, which
coincides with the IPGD problem.
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The IPGD problem has close connections with the classical geometric Hit-
ting Set problem on the plane. To describe a Hitting Set formulation of
the IPGD problem, some notation is given below. Suppose Nr(e) = {x ∈ R

2 :
d(x, e) ≤ r}, Nr(E) = {Nr(e) : e ∈ E} and d(x, e) is Euclidean distance between
a point x ∈ R

2 and a segment e ∈ E, i.e. Euclidean distance between x and its
projection on e; for a zero-length segment x ∈ R

2 Nr(x) denotes a radius r disk
centered at x. Each object from Nr(E) is a Euclidean r-neighborhood of some
segment of E also called r-hippodrome or r-offset in the literature [4].

Thus, the IPGD problem can equivalently be formulated as follows: given a
set Nr(E) of r-hippodromes on the plane whose underlying straight line segments
form an edge set of some plane graph G = (V,E), find the minimum cardinality
point set C such that C ∩ N �= ∅ for every N ∈ Nr(E). In fact, C represents a
set of centers of radius r disks, forming a solution to the IPGD problem. In the
sequel, a set C0 ⊂ R

2 is called a piercing set for Nr(E) when C0 ∩ N �= ∅ for all
N ∈ Nr(E).

1.1 Related Work and Our Results

Settings close to the IPGD problem are originally considered in [4]. Motivated
by applications from sensor monitoring for urban road networks, they explore
the case in which F contains equal disks and E consists of (generally properly
overlapping) axis-parallel segments. Their algorithms can easily be extended to
the case of sets E of straight line segments with bounded number of distinct
orientations.

In [11] constant factor approximation algorithms are first proposed for the
IPGD problem. Namely, a 100-approximate O(n4 log n)-time algorithm is given
for the problem in its general setting where E is formed by an edge set of an
arbitrary plane graph. Moreover, due to applications, 68- and 54-approximate
algorithms are given in [12] for special cases where E is an edge set of a gen-
eralized outerplane graph and a Delaunay triangulation respectively as well as
a 23-approximation algorithm is proposed under the assumption that all pairs
of non-overlapping segments from E are at the distance more than r from each
other.

Let us give some definitions. Let V be a finite point set in general position
on the plane. Assuming that no 4 points of V lie on any circle, a plane graph
G = (V,E) is called a Gabriel graph [14] when [u, v] ∈ E iff intersection of V is
empty with interior of the disk with diameter [u, v]. Under the same assumption a
plane graph G = (V,E) is called a relative neighborhood graph [6] when [u, v] ∈ E
iff max{d(u,w), d(v, w)} ≥ d(u, v) for any w ∈ V \{u, v}. Both types of plane
graphs defined above appear in a variety of network applications. They represent
convenient network topologies, simplifying routing and control in geographical
(e.g. wireless) networks. They can also be applied when approximating complex
networks.

In [13] faster O(n2)-time 10-, 12- and 14-approximate algorithms are designed
for the NP-hard [10] IPGD problem when E is being an edge set of a min-
imum Euclidean spanning tree, a relative neighborhood graph and a Gabriel
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graph respectively. This paper extends this latter work by presenting faster
O(n3/2 log2 n)-expected time 10-, 12- and 14-approximation algorithms for the
IPGD problem for classes of minimum Euclidean spanning trees, relative neigh-
borhood graphs and Gabriel graphs respectively.

2 Our Approximation Algorithms

2.1 Some Preliminaries

Our subquadratic O(1)-approximation algorithms are improved versions of the
O(n2)-time O(1)-approximation algorithms, given in [13]. The latter algorithms
operate on two concepts whose definitions are given below.

Definition 1. A subset I ⊆ Nr(E) is called a maximal (with respect to inclu-
sion) independent set in Nr(E), if I ∩ I ′ = ∅ for any I, I ′ ∈ I, and for any
N ∈ Nr(E) there is some I ∈ I with N ∩ I �= ∅.

Given N ∈ Nr(E), let e(N) be a straight line segment such that Nr(e(N)) =
N. Let also Nr,e(E) = {N ∈ Nr(E) : N ∩Nr(e) �= ∅} for e ∈ E. Of course, each
maximal independent set I in Nr(E) defines a (possibly non-unique) partition
of the form Nr(E) =

⋃

I∈I
NI , where NI ⊆ Nr,e(I)(E), I ∈ I; moreover, families

NI and NI′ are non-intersecting for distinct I, I ′ ∈ I. It is easy to see that each
maximal independent set in Nr(E) also induces the corresponding partition of
E.

Definition 2. Let G = (V,E) be a plane graph and α > 0 be some (r-indepen-
dent) absolute constant. An edge e ∈ E is called α-coverable with respect to
E, if for any constant ρ > 0 one can construct at most α-point piercing set
U(ρ, e, E) ⊂ R

2 for Nρ,e(E) in polynomial time with respect to |Nρ,e(E)|.
It turns out (see Lemmas 1 and 5 in [13] for proof) that any edge of every

Gabriel and relative neighborhood graph is α-coverable for some suitable positive
integer α.

Lemma 1. Any edge e ∈ E is 12-coverable of an arbitrary subgraph G = (V,E)
of a relative neighborhood graph. More precisely, for any ρ > 0 respective piercing
set U(ρ, e, E) for Nρ,e(E) can be found in O(1) time.

Lemma 2. Any edge e ∈ E is 14-coverable of an arbitrary subgraph G = (V,E)
of a Gabriel graph. Namely, for any ρ > 0 respective piercing set U(ρ, e, E) for
Nρ,e(E) can be found in O(1) time.

Let G = (V,E) be a Euclidean minimum spanning tree with a root v0 ∈ V,
depth(u) = depth(u|v0, G) be the (graph-theoretic) distance in G from v0 to an
arbitrary u ∈ V and V (u|v0) be the subset of those vertices w ∈ V such that the
shortest path in G from w to v0 (with respect to the number of its edges) passes
through u. If an edge e = [u1, u2] ∈ E is such that depth(u1) = depth(u2) − 1,
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then int N2Δ(u2)∩ (V \V (u2|v0)) = ∅, where Δ = d(u1, u2)/2 and intN denotes
interior of a set N ⊂ R

2.
It can also be proved (see the lemma 3 from [13]) that in any subgraph of a

minimum Euclidean spanning tree there always exists a 10-coverable edge.

Lemma 3. Let G0 = (V0, E0) be a subgraph without isolated vertices of a
Euclidean minimum spanning tree G = (V,E). Let depth(·|v0) be a distance
function on V with respect to a chosen v0 ∈ V as defined above. Then an edge
e = [u1, u2] ∈ E0 is 10-coverable with respect to E0, if u2 ∈ Arg max

u∈V0
depth(u).

Besides, for any constant ρ > 0 the corresponding piercing set U(ρ, e, E0) of size
at most 10 can be found in O(1) time.

Roughly, O(1)-approximate algorithms from [13] compute a partition
Nr(E) =

⋃

I∈I
NI , defined by some maximal independent set I for Nr(E). More-

over, on the way of constructing I, a constant sized piercing set U(I) is computed
for each NI ⊆ Nr,e(I)(E), I ∈ I, as described in proofs of lemmas 1, 3 and 5 from

[13]. Finally, it turns out that
{

Nr(u) : u ∈ ⋃

I∈I
U(I)

}

is an O(1)-approximate

solution to the IPGD problem.
The key to the performance gain, achieved in our algorithms over the algo-

rithms of [13], lies in the efficient way of constructing a partition of Nr(E),
which is induced by I. Here, our algorithms additionally maintain a special
data structure. For a given set F of non-intersecting straight line segments and
a point x ∈ R

2, this data structure allows to efficiently compute the segment
f ∈ F, which is the nearest to x with respect to Euclidean distance. In fact, it
implicitly implements a Euclidean Voronoi diagram for F. Voronoi diagram for
sets of pairwise non-overlapping straight line segments is a generalization of the
well-known Euclidean Voronoi diagram for point sets on the plane.

Definition 3. Let F be a set of pairwise non-intersecting straight line segments.
A Voronoi diagram V(F ) for F is a partition of the plane into a set of open
regions and their boundaries where each region represents a locus of those points,
which are closer to a particular segment f ∈ F than to any other segment of
F\{f}. Boundary of each region is composed of curvilinear edges and vertices.
Each (relatively open) edge is the locus of points, which are equidistant from
two distinct segments f, f ′ ∈ F while being at the larger distance from segments
of F\{f, f ′}. Each vertex represents a endpoint of an edge of V(F ), which is
equidistant from more than two distinct segments of F.

Open regions, edges and vertices of V(F ) are called Voronoi cells, edges and
vertices respectively.

An additional assumption is imposed below on sets of segments for simplicity.

Definition 4. A set F of pairwise non-overlapping straight line segments is
called to be in general position if:
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1. no quadruple exists of segments from F which is touched by any single disk;
2. the set is in general position of endpoints of segments from F.

Generality of position can be achieved by a small perturbation of endpoints of
E.

2.2 Implementation of Algorithms

Let G = (V,E) be a plane graph and r > 0 be a constant, forming an input
of the IPGD problem. Work of our algorithms can be split into two stages. At
their first stage a partition Nr(E) =

⋃

I∈I
NI is efficiently extracted, which is

induced by a maximal independent set I in Nr(E). Then, during the second
stage, another pass is performed over the built set I to construct a piercing set
U(I) of NI for each I ∈ I. Here, U(I) is built in the analogous way to that done
in the algorithms from [13]. Merging those piercing sets together into a point
set C =

⋃

I∈I
U(I) ⊂ R

2, a set C = {Nr(c) : c ∈ C} is yielded as an approximate

solution to the IPGD problem instance, defined by G and r. In our algorithms
below, the sought partition Nr(E) =

⋃

I∈I
NI is found implicitly in the form of

constructing the corresponding partition of E, induced by E′ = {e(I) : I ∈ I}.
Algorithmic work at the first stage is split into n1 phases, where n1 ≤ √

n.
During the ith phase a pass is performed over some part of E to iteratively grow
a subset F ⊆ E by adding segments from E into F one by one such that:

1. Nr(F ) contains pairwise non-overlapping r-hippodromes;
2. the upper bound |F | ≤ √

n holds.

During ith phase a special incremental data structure is applied. It allows to
do the following two operations:

1. query: given a straight line segment e /∈ F, return a segment f ∈ F such that
Nr(e) ∩ Nr(f) �= ∅ or report that Nr(e) ∩ Nr(f) = ∅ for all f ∈ F ; namely,
in the former case the segment f is returned along with the truth value of a
special indicator variable named flag; otherwise, flag = False is returned;

2. insertion: insert a segment e /∈ F into F.

Here the segment e is allowed to intersect segments of F at most at their end-
points. When F = ∅, f lag = False is returned.

Below a pseudo-code is presented of two of our algorithms. Their input is
formed by a graph G which is either a Gabriel or a relative neighborhood graph.
Moreover, they contain a constant parameter α > 0, which is specific to the class
of plane graphs from which G is chosen. Here α = 14 for the case where G is a
Gabriel graph whereas α = 12, when G is a relative neighborhood graph.

Covering segments with r-disks.

Input: a constant r > 0 and a plane graph G = (V,E);
Output: an α-approximate solution C of radius r disks for the IPGD problem
instance, defined by G and r.
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1. set n = |E|, E′ := ∅, E′′ := ∅, E0 := E and C := ∅; // stage 1
2. while |E′′| ≤ √

n, process edges of E0 one by one: do steps 3−5 //phase
begins

3. choose e ∈ E0 and perform a query to the data structure built for F = E′′;
4. if flag = True and a segment g ∈ E′′ are returned, set Eg := Eg ∪ {e};

otherwise, when flag = False is returned, insert e into E′′ and set Ee := ∅;
5. set E0 := E0\{e};
6. if E0 = ∅, go to step 9; otherwise, process edges of E0 one by one: do steps

7–8
7. choose e ∈ E0 and perform a query to the data structure built for F = E′′;
8. if flag = True and g ∈ E′′ are returned, set Eg := Eg ∪ {e} and E0 :=

E0\{e};
9. set E′ := E′ ∪ E′′ and E′′ := ∅;

10. if E0 �= ∅, go to step 2; //phase finishes
11. for each e′ ∈ E′ repeat steps 12–13 // stage 2
12. construct a piercing set U(e′) of at most α points for Nr(Ee′), applying

e.g. the corresponding O(1)-time procedure, mentioned in lemmas 1 and 2
above;

13. set C := C ∪ U(e′);
14. return C := {Nr(c) : c ∈ C} as an α-approximate solution.

As the pseudo-code above shows, in accordance with the basic algorithm of
[13], the Covering segments with r-disks algorithm computes a maximal
independent set in Nr(E) by iteratively growing a subset E′ ⊆ E such that
r-hippodromes of Nr(E′) are pairwise non-overlapping. The algorithm grows
the set E′ by chunks E′′ of size

√
n except the last chunk, where each chunk

is computed in a single phase. While |E′′| ≤ √
n, each chunk E′′ is grown by

performing query and insertion operations of the data structure, built on top of
E′′, for the remaining unprocessed segments of E0, which are tried one by one.
When |E′′| >

√
n, those remaining segments e ∈ E0 are removed from E0 for

which query operation returns flag = True. As shown below, the used random-
ized data structure allows to perform query operation in O

(
log2 |E′′|) expected

time. Besides, the maintained bound |E′′| ≤ √
n helps keep total expected time

complexity of insertion operations as low as O(n log n) in each phase.
The described organization of processing of segments of E and favourable

query times of the used data structure allow to formulate the following

Theorem 1. Suppose G = (V,E) is a plane graph whose edge set is in general
position. The Covering segments with r-disks algorithm is

1. 12-approximate when G is a subgraph of a relative neighborhood graph;
2. 14-approximate if G is a subgraph of a Gabriel graph.

It admits an implementation, which works in O
(
(n + OPT

√
n) log2 OPT

)

expected time and O(n) expected space, where OPT is the problem optimum.

Theorem 2. The Covering segments with r-disks algorithm can be slightly
modified to become a 10-approximate O

(
(n + OPT

√
n) log2 n

)
-expected time and

O(n)-expected space algorithm when G is a subgraph of a minimum Euclidean
spanning tree whose edge set is in general position.
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Proofs of Theorems 1 and 2 are given in Sect. 4.
It can be seen that expected complexity of the Covering segments with

r-disks algorithm depends on OPT. For example, if OPT <
√

n, then this
algorithm is of almost linear expected time complexity. Due to an obvious bound
OPT ≤ n, the algorithm has at most O

(
n3/2 log2 n

)
expected time complexity.

To compare performance of the Covering segments with r-disks algo-
rithm with the basic algorithm from [13] it is enough to observe that the former
algorithm would coincide with the latter one if the restriction |E′′| = 1 was
imposed on all chunks E′′. This restriction leads to the O(nOPT) expected and
worst case time complexity: here one has at most OPT singleton chunks as well
as constant query and insertion times.

Key to the achieved performance gain in our algorithms over the related work
lies in efficient implementation of query operations of the data structure, built
on top of E′′, within the Covering segments with r-disks algorithm. This
core data structure is described in the section below.

3 Description of the Core Data Structure

3.1 Implementing the Query Operation with a Few Nearest
Neighbor Queries

Suppose a set F is given of pairwise non-intersecting straight line segments on
the plane. Besides, let e be a straight line segment such that its intersection
with each segment of F (if it is nonempty) can only be at the common endpoint.
The query operation for e on F can in theory be implemented by computing
the segment f ∈ F, being the closest to e, and checking if Nr(e) ∩ Nr(f) �= ∅.
It means that the query operation admits its implementation by performing a
segment nearest neighbor query operation on F.

Unfortunately, this approach fails to efficiently work within the Covering
segments with r-disks algorithm. In fact, there is a variety of incremental
algorithms to maintain efficient point nearest neighbor queries for sets of point
sites. The most efficient known data structure [2] provides O(log2 |F |) expected
query time and O(log4 |F |) expected insertion time. However, there is a lack
of available incremental data structures to maintain segment nearest neighbor
queries. The only available incremental randomized data structure to work with
straight line segment sites and segment queries, which we are able to find, implic-
itly maintains their segment Voronoi diagram [7]1.

In this data structure segment nearest neighbor queries cost O(log2 |F | + t)
expected time, where t is the number of segments of F, sharing a Voronoi edge
with e in the Voronoi diagram V(F ∪ {e}). Thus, t can be Ω(|F |) on average in
general. Therefore with this idea one can not guarantee for the query to have
sublinear expected time complexity and, as a consequence, for the Covering

1 Its C++ implementation is built in the CGAL library (see https://www.cgal.org/),
providing robust geometric computations.

https://www.cgal.org/
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segments with r-disks algorithm to have subquadratic expected time com-
plexity.

Luckily, query operations, performed in the Covering segments with r-
disks algorithm, can efficiently be implemented using a constant number of
nearest neighbor queries of the special type in which sites are straight line seg-
ments whereas query objects are points.

Nearest Neighbor Query. Given a point x ∈ R
2, find a segment f ∈ F, being

the closest to x among segments of F with respect to Euclidean distance between
points and segments.

Lemma 4. Let e be a query straight line segment in a query operation for a
set F of pairwise non-intersecting striaght line segments on the plane, being in
general position. Suppose the following assumptions are hold:

1. F ∪ {e} is a subset of edges of a Gabriel graph;
2. Nr(f) ∩ Nr(g) = ∅ for any distinct f, g ∈ F.

Then, the query operation can be implemented using at most 14 nearest neigh-
bor query operations and at most 14 operations to check if two r-hippodromes
intersect.

Proof. Let Δ = d(x, y)/2, where x and y are endpoints of e. First, nearest
neighbor query operation is applied for both x and y, returning segments fx and
fy of F respectively. If either Nr(fx) ∩ Nr(e) �= ∅ or Nr(fy) ∩ Nr(e) �= ∅, it is
done. Otherwise, consider three cases.

Case 1. Let Δ ≤ r. Let also z1 and z2 be points at the intersection
bdN2r(x) ∩ bd N2r(y), where bdN denotes boundary of a set N ⊂ R

2. Per-
form another two nearest neighbor queries for z1 and z2. Let fzi

∈ F be closest
to zi. If Nr(e) ∩ Nr(fzi0

) �= ∅ for some i0 ∈ {1, 2}, then it is done. If not, it can
be proved that Nr(e) ∩ Nr(f) = ∅ for all f ∈ F.

Indeed, suppose, in contrary, that f0 ∈ F exists such that Nr(e)∩Nr(f0) �= ∅

or, equivalently, f0 intersects N2r(e). Obviously, the case f0∩ ⋃

u∈{x,y}
N2r(u) �= ∅

is impossible. Therefore f0 must intersect N2r(e)\
⋃

u∈{x,y}
N2r(u). Of course, if

f0 intersects N2r(e) inside the same half-plane Hi0 , bounded by the straight line
through e, as that in which the point zi0 lies for some i0 ∈ {1, 2}, then both
f0 and fzi0

must intersect N√
8r2−4r

√
4r2−Δ2

(zi0). As Δ ≤ r, it implies that

Hi0 ∩ N2r(e)\
⋃

u∈{x,y}
N2r(u) is covered by N2r(fzi0

) and, therefore Nr(fzi0
) ∩

Nr(f0) �= ∅, a contradiction with the assumption 2. Thus, at most 4 nearest
neighbor query operations are enough in the considered case.

Case 2. If r < Δ ≤ 2r, split e into two subsegments of length Δ and apply
the same technique for each subsegment as in the previous case. Here at most 7
nearest neighbor query operations are enough.

Case 3. Suppose that Δ > 2r. Let z be the midpoint of e. Recall that NΔ(z)
does not contain endpoints of segments of F ∪{e} in its interior according to the
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assumption 1. Let z1 and z2 be projections of 4 points from bdNΔ(z) ∩ bdN2r(e)
onto e, where z1 ∈ [x, z] and z2 ∈ [y, z]. Below it is proved that length of [z1, x]
is less than 2r. Indeed, d(x, z1) = Δ − √

Δ2 − 4r2 ≤ 2r. Moreover, d(x, z1) ≤ r
when Δ > 5r

2 .
From [13] (see Sect. 2 and the Lemma 5 therein) it follows that if some f0 ∈ F

intersects N2r(e), then f0 must intersect N2r(e)\NΔ(z). Therefore at most 14
nearest neighbor query operations are enough for 2r < Δ ≤ 5r

2 and 8 nearest
neighbor query operations are sufficient when Δ > 5r

2 .

Any relative neighborhood graph and minimum Euclidean spanning tree is
a subgraph of a Gabriel graph. Therefore the following corollary holds.

Corollary 1. Let e be a query straight line segment. Suppose the assumptions
are hold:

1. F ∪ {e} is a subset of edges of either a relative neighborhood graph or a
minimum Euclidean spanning tree;

2. Nr(f) ∩ Nr(g) = ∅ for any distinct f, g ∈ F.

Then, the query operation for e on F can be implemented using at most 14
nearest neighbor query operations and at most 14 operations to check if two r-
hippodromes intersect.

Due to the Lemma 4 and the Corollary 1, the data structure from [7] can be
used to implement query and insertion operations, performed within the Cov-
ering segments with r-disks algorithm. To the best of our knowledge, this
data structure has the most efficient implementation of point nearest neighbor
queries for segment sites. Being incorporated into our algorithm, it implicitly
stores a Voronoi diagram V(E′′) of the set E′′. Its performance is summarized
in the following lemma (see works [1,7–9,15] for proofs).

Lemma 5. Let F be a set of pairwise non-intersecting straight line segments in
general position on the plane. A randomized data structure can be built incre-
mentally in O(|F |2 log |F |) expected time and O(|F |) expected space cost such
that:

1. given a point x ∈ R
2, nearest neighbor query for x and F can be performed

in O(log2 |F |) expected time;
2. given a segment e /∈ F such that Nr(F ∪ {e}) contains only pairwise non-

overlapping r-hippodromes, insertion of e into F can be done in O(|F | log |F |)
expected time.

In distinction to the data structure from [7] only a single type of randomization
is applied in the implementation of the used data structure, which is related to
generating a random hierarchy of nested subsets of F.

In [7] another type of randomization is also used implied by a random order
of insertion of segments into F : i.e. it is assumed that the order of insertion
of segments into F is a random permutation on F and all insertion orders are
equally likely. Applying both randomization types allows to reduce expected time
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complexity of insertion operations to O(1). In the Covering segments with
r-disks algorithm this favourable symmetry of insertion of segments into F can
not be guaranteed even if E is preliminarily randomly shuffled at the algorithm
step 1.

4 Proofs of Theorems 1 and 2

4.1 Proof of the Theorem1

Proof. In each phase (steps 2–10 of the Covering segments with r-disks
algorithm) query operations are performed for at most n segments of E.
Therefore running these operations takes O(n log2 OPT) expected time in each
phase due to the Lemma 4, the Corollary 1 and the Lemma 5. As |E′′| ≤
min{√

n,OPT}, at most min{√
n,OPT} insertions are done in each phase. Thus,

insertion operations take O(min{n,OPT2} log OPT) expected time, again, due
to the Lemma 5. There are at most OPT√

n
+1 phases in the algorithm as OPT ≤ n.

Steps 11–13 require O(OPT) time in view of Lemmas 1 and 2. Thus, total
expected complexity of the algorithm is of the order

O

(

n

(
OPT√

n
+ 1

)

log2 OPT
)

,

or of the order O
(
(n + OPT

√
n) log2 OPT

)
. Its expected space cost is O(n).

4.2 Proof of the Theorem2

Proof. One can maintain an O(n) sized search tree (see e.g. the Chap. 13 of [3]) to
report an edge of E0 in O(log n) time at the algorithm step 3, which is incident
to a vertex, being the most distant from some fixed vertex of G. This search
tree can be preliminary created in O(n log n) time by performing a breadth-first
search over G. Each time when a segment is removed from E0 at steps 5 and 8
of the Covering segments with r-disks algorithm, the corresponding node
is removed from the tree in O(log n) time. Thus, first, n insertions in a row are
performed into the tree; second, n consecutive deletions are done.

5 Conclusion

The paper presents randomized subquadratic small constant factor approxima-
tion algorithms for three special cases of the problem of intersecting a given
set of straight line segments on the plane with the least number of identical
disks of potential interest in facility location. When OPT = O(

√
n), these

algorithms have almost linear expected time complexity of O(n log2 n), where
OPT is the problem optimum. In the general case their expected complexity
is O

(
(n + OPT

√
n) log2 n

)
, i.e. with OPT√

n
superlinear multiplicative overhead.

Approximation factors of the proposed algorithms are still prohibitively high to
be practical as being only theoretically guaranteed upper bounds on approxima-
tion ratios of the algorithms in the worst case. In the follow-up paper their actual
approximation factors will be explored for real-world facility location problems.
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Abstract. Event logs of information systems consist of recorded traces,
describing executed activities and involved resources (e.g., users, data
objects). Conformance checking is a family of process mining techniques
that leverage such logs to detect whether observed traces deviate w.r.t
some specification model (e.g., a Petri net). In this paper, we present a
conformance checking method using colored Petri nets (CPNs) and event
logs. CPN models allow not only to specify a causal ordering between
system activities, but also they allow to describe how resources must be
processed upon activity executions. By replaying each trace of an event
log on top of a CPN, we present how this method detects: (1) control-
flow deviations due to unavailable resources, (2) rule violations, and (3)
differences between modeled and real produced resources. We illustrate in
detail our method using the study case of trading systems, where orders
from traders must be correctly processed by a platform. We describe
experimental evaluations of our method to showcase its practical value.

Keywords: Process mining · Conformance checking · Petri Nets ·
Colored Petri nets · Trading systems · Order books

1 Introduction

Conformance checking is a family of processmining techniques to diagnosewhether
or not a system process is being executed as described by its specification model
[1,3]. Two main inputs are considered in such methods: event logs and processmod-
els. On the one hand, an event log describes real behavior of a process. It consists
of recorded traces, each of them consisting of executed activities and resources
involved in such executions. Resources may be users or data objects processed by
a system. On the other hand, a process model allows to describe expected behav-
ior of a system process, based on its specification. Regarding the model notation,
conformance checking methods consider Petri nets—a formalism for modeling and
analysis of concurrent distributed systems [15].
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In particular, Petri nets allow to specify the control-flow of a system, that is, a
causal ordering between system activities (e.g., activity a must be followed by b).
Thus, conformance checking methods use Petri nets and event logs to determine,
for instance, to which degree the modeled control-flow is being complied by the
real system, as observed in the recorded traces. For example, “a loan approval was
executed, but it was not inspected before, and this must not happen according to
the model”. This is why conformance checking has become a research subject of
interest in several application domains, i.e., for auditing business processes [20].

Nonetheless, most of the conformance checking methods merely focus on
the control-flow aspect (i.e., only considering event activities), thereby neglect-
ing other valuable information recorded in event logs, for example, processed
resources. This imposes severe limitations in study cases where the system’s cor-
rect execution can be only determined by checking involved resources in events
(i.e., “a trade can be executed if a buy order and a sell order are available”).

To address such limitation, certain conformance methods propose the use of
enriched models, such as in [13], where Petri nets with data (DPN) are employed.
In DPNs, data variables are attached to transitions (representing activities), and
thus this model allows to specify data constraints on activity executions (for
instance, “a loan is rejected if the requested amount is higher than a threshold”).
In DPNs, however, the system’s control-flow is still defined separately and data
objects play a minor role, being statically attached to transitions. In consequence,
a conformance checking method with DPNs does not allow to clearly validate
whether dynamic resources are evolving as expected, while they are processed by
the system, nor how new resource states may affect the overall system execution.

In this paper, we present a conformance checking method between event logs
and colored Petri nets (CPN) [11]—a Petri net extension resembling the object-
oriented paradigm. In CPNs, tokens carry values, representing object instances
of some classes (called colors). Besides, arc expressions adjacent to transitions
allow to specify how objects are transformed upon activity executions. Our con-
formance method is based on replaying each trace of an event log on top of a
CPN model. When replaying each trace, the distinct observed resources (object
instances) are injected as tokens in the model. Then, for each event of a trace,
we try to fire a transition associated to the activity executed in the event, and
selecting as input tokens the ones which represent the real resources observed
in the event. Following such scheme, we explain in this work how our method
can detect three kinds of deviations: (1) control-flow deviations caused by the
absence of resources (i.e., it is not possible to fire a transition with the resources
indicated in the event); (2) rule violations (e.g., according to priority rules on
transitions, some resources must be served first); and (3) differences between
modeled and real resources regarding their evolution along a trace (for instance,
after a transition firing, the resulting values of produced tokens must be equal
to their corresponding resources observed in an event).

For this method, we consider a specific class of CPNs with certain restric-
tions. For instance, all tokens in a model must be unique (e.g., using identifiers).
Also, each token involved in a transition firing must be of a different class. These
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restrictions come to be natural in various information systems where, for exam-
ple, objects can be distinguished. In the next sections, we explain in detail these
restrictions, describing how they guarantee a correct and efficient replay.

We illustrate our method throughout the paper with the study case of trading
systems [9]. These systems receive buy/sell orders from agents to trade securities
(company shares), placing them in lists called order books. Then, orders in a same
book are matched to produce trades. In a system, there can be as many order
books as securities are traded (e.g., an order to buy 3 stocks of the company
yandex is placed in the order book “yandex”). Event logs of these systems consist
of traces, each of them related to a trading session in an order book (see Fig. 1).

Fig. 1. Log trace of a trading system. Each row shows an activity fired and orders
involved, with attributes id, arrival time (tsub), price and quantity (qty). (Color
figure online)

Given a CPN modeling a trading session, and an event log of real sessions (i.e., see
Fig. 2), our method detects the following deviations: (1) control-flow errors due
to absent resources, e.g., trades occurred with unavailable orders, (2) violation
of priority rules when serving orders, and (3) differences between modeled and
real produced resources (e.g., an order attribute was incorrectly modified).

The remainder of this paper is structured as follows. In Sect. 2, we introduce
CPNs, its formal definition and execution semantics. In Sect. 3, we describe event

Fig. 2. Validating trading sessions via conformance checking with CPNs. (Color figure
online)
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logs. In Sects. 4 and 5, we describe our conformance checking method, its imple-
mentation and experimental validation. In Sect. 6, we conclude our paper with a
discussion on the novelty of our contribution. Also, we briefly mention how our
method compares to other conformance proposals, as well as methods within the
sphere of data science.

2 Colored Petri Nets

In this section, we present colored Petri nets (CPN), using as an example the
model of a trading session in an order book. Then, we introduce the formal defi-
nition of CPNs and their execution semantics, as well as we consider some model
restrictions. In general, Petri nets consist of two kinds of nodes: transitions mod-
eling activities, and places storing tokens, which model buffers with resources.
Pictorially, transitions and places are drawn as boxes and circles respectively.
Directed arcs connect input places to transitions, and transitions to output
places. Activity executions and resource processing are modeled by transition
firings, consuming and producing tokens in input and output places respectively.

Colors and Tokens. CPNs are an extension of Petri nets, where tokens carry
values of some types. Formally, a token is a tuple (d1, ..., dn) ∈ D1 × ... × Dn,
s.t. {D1, ...,Dk} ⊆ D are data types from a data type domain of interest D. A
cartesian product D1 × ... × Dn between any combination of data types from D
is a color. We denote by Σ the set of all colors that can be obtained from D.
Resembling the object-oriented paradigm, colors denote object classes, whereas
tokens are object instances. For example, we define buy and sell order classes
with colors OB = OB ×N×R

+ ×N and OS = OS ×N×R
+ ×N, where OB and OS

are sets of order identifiers, N is the set of natural numbers, and R
+ is the set

of positive real numbers. In Fig. 3, tokens stored in p1 and p2 represent buy and
sell orders, e.g., the token (b1, 1, 22.0, 3) in place p1 models a buy order with
identifier b1, submitted in time 1, to buy 3 stocks at a price per unit of 22.0.

Places. Places store tokens of a specific color. We define a function color,
mapping each place to a color in Σ. In Fig. 3, places p1 and p2 are the initial
places for incoming buy and sell orders, so color(p1) = OB and color(p2) = OS.
Places p3 and p4 denote buffers of buy/sell orders, received by the platform,
whereas places p5 and p6 model the buy and sell side of an order book. Places
p7 and p8 store filled orders that traded successfully, and finally places p9 and
p10 store canceled orders.

Arc Expressions. Arcs are labeled with expressions to formally indicate how
tokens are processed upon transition firings. We consider a language of expres-
sions L. Each expression is of the form (e1, ..., en) s.t., for each i ∈ {1, ..., n}, ei
is either a constant, a variable, or a function. We define a function E that maps
each arc to an expression from L. Let us consider some examples in Fig. 3. The
expressions E(p1, t1) = E(t1, p3) = (o, ts, pr, q) in arcs (p1, t1) and (t1, p3) spec-
ify that, when transition t1 fires, one token in p1 shall be consumed from place
p1 and transferred (without modifications) to place p3. This is how we model



Checking Conformance Between Colored Petri Nets and Event Logs 439

processing of resources. In such firing, variables in the expression are binded
to token values, e.g., (o, ts, pr, q) = (b1, 1, 22.0, 3). As another example, let us
consider transition t6. It specifies a trade where a buy order is partially filled
(q2 out of q stocks were bought), so the order should return with its remainder
to the buy side (place p5). The expression E(t6, p5) = (o, ts, pr, q − q2) in arc
(t6, p5) makes such modification, decrementing the buy order’s stock quantity
by q2, s.t. q2 is the stock quantity of the sell order binded from place p6.

Transitions and Activity Labels. We consider a function Λ, mapping each
transition to a label from a finite set A of activity labels. Thus, as shown in Fig.
3, each transition represents an activity in a trading session. Transitions t1, t2

Fig. 3. CPN modeling a trading session in an order book. (Color figure online)



440 J. C. Carrasquel et al.

model submission of incoming orders from participants. Transitions t3, t4 model
insertion of submitted orders in an order book side. Then, a trade may occur
between a buy order and a sell order. In particular, transition t5 (activity trade1)
models a trade where both orders were filled (all their stocks were bought/sold).
Transitions t6, t7 (activities trade2 and trade3) model the situation where only
one of the orders is filled, whereas the second one is partially filled (returning
to the order book). Finally, transitions t8 and t9 represent activities to discard
orders from the order book.

Definition 1. [Colored Petri net] A colored Petri net is a 6-tuple CP =
(P, T, F, color, E , Λ), where:

– P is a finite set of places;
– T is a finite set of transitions, s.t. P ∩ T = ∅;
– F ⊆ (P ×T )∪(T ×P ) is a finite set of directed arcs (called the flow relation);
– color : P → Σ is a place-coloring function, mapping each place to a color in

Σ, such that Σ is a finite set of colors;
– E : F → L is an arc-labeling function, mapping each arc r to an expression

of a language L, s.t. color(E(r)) = color(p) where p is a place adjacent to
an arc r;

– Λ : T → A is an activity-labeling function, mapping each transition to an
element in A, s.t. A is a finite set of activity labels, ∀t, t′ ∈ T : Λ(t) 	= Λ(t′).

We consider CPNs with the following restrictions. On the one hand, all tokens
are unique, so each place stores a set of tokens (not a multiset). Notice also
that only one token can be consumed at once from each input place (e.g., see
Fig. 3). On the other hand, for each transition t, each input place of t is of
a different color. These restrictions come to be natural in many information
systems. As exemplified with the model in Fig. 3, all tokens are unique having
distinct identifiers. Also, orders can be modified (e.g., to update their stock size),
but cannot disappear when processing them (e.g., all orders in initial places p1,
p2 must arrive to places p7, p8 if they trade all stocks, or to places p9, p10 if they
are canceled). In Sect. 4, we explain how these restrictions guarantee that the
conformance checking method performs a correct and efficient replay.

We now define execution semantics of our model. Let CP = (P, T, F, color, E ,
Λ) be a colored Petri net. A marking M is a function, mapping each place p ∈ P to
a set of tokens M(p), according to its color. We denote by M0 an initial marking.
Markings model system states, e.g., in Fig. 3, the initial marking of the net models
the start of a simple trading session, with orders yet not submitted and with an
empty order book. A binding b of a transition t ∈ T is a function, assigning a value
b(v) to each variable v occurring in arc expressions adjacent to t. Let be •t be a
set of input places of a transition t ∈ T . Transition t is enabled in marking M
w.r.t. a binding b iff ∀p ∈ •t : b(E(p, t)) ∈ M(p), that is, each input place of t
has at least one token to be consumed. The firing of an enabled transition t in a
marking M w.r.t. to a binding b yields a new marking M ′ such that ∀p ∈ P : M ′ =
M(p) − {b(E(p, t))} ∪ {b(E(t, p))}.
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3 Event Logs

In this section, we now introduce event logs, describing how they are structured.

Definition 2. [Event Log] An event log of is a finite set of traces L = {σ1, ..., σs}
where, for each i ∈ {1, ..., s}, a trace σi = 〈e1, ..., em〉 is a finite sequence of
events, s.t. m = |σi| is the trace length.
Each event e in a trace is a tuple of the form (a, {r1, ..., rk}) where a ∈ A is an
activity label, s.t. A is a finite set of activity labels, and for each j ∈ {1, ..., k},
we say that rj is a resource involved in the execution of activity a.

Table 1. Example of a trace σ in an event log L of a simple trading session.

Event (e) Activity (a) Resources (R(e))

e1 submit buy order (b1, 1, 22.0, 3)

e2 new buy order (b1, 1, 22.0, 3)

e3 submit sell order (s1, 2, 19.0, 1)

e4 new sell order (s1, 2, 19.0, 1)

e5 submit sell order (s2, 3, 21.0, 3)

e6 new sell order (s2, 3, 21.0, 3)

e7 trade 2 (b1, 1, 22.0, 2), (s1, 2, 19.0, 0)

e8 trade 3 (b1, 1, 22.0, 0), (s2, 2, 21.0, 1)

e9 discard sell order (s2, 2, 21.0, 0)

As an example, Table 1 shows a trace σ of an event log L. Each event e in
σ indicates which activity was executed and a set of involved resources, e.g., in
event e2, activity new buy order was executed, placing order (b1, 1, 22.0, 3)
in the order book. We introduce function R(e) to return the set of resources
involved in an event e. As introduced in Sect. 1, since our conformance method
aims to associate observed resources in an event with tokens in a CPN model, we
assume that each resource r ∈ R(e) is a tuple belonging to some color in Σ, s.t.
Σ is the set of all possible colors in a CPN model. With slight abuse of notation,
we use color(r) to denote the color of a resource r. For example, (b1, 1, 22.0, 3)
in event e1 is a buy order, so color((b1, 1, 22.0, 3)) = OB, where OB defines the
structure of buy orders, as we exemplified in Sect. 2.

For each resource r = (r(1), ..., r(n)) in an event e = (a,R(e)), its tuple
components r(1), ..., r(n) represent the state of the resource after the execution
of activity a. In other words, after executing a, some attributes of r could have
been modified. However, we shall assume that the first component of r, i.e.,
r(1), is the resource identifier, which cannot be modified by any activity. For
compactness, we denote by id(r) = r(1) the identifier of r = (r(1), ..., r(n)), e.g.,
id(r1) = b1 for r1 = (b1, 1, 22.0, 3).

By using identifiers, we consider that resources can be distinguished (as we
assumed with tokens in a model). This allows us to identify the distinct objects
involved in a trace, e.g., in Table 1 we identify three distinct resources: one
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buy order b1, and two sell orders s1 and s2. Also, this allows us to track how a
resource is modified. For example, let us consider the order s2, which initially had
3 stocks in event e5. In event e8 its stock size was reduced to 1 after executing a
trade, and then in event e9 its stock size went to 0 after the order was discarded.

Let r = (r(1), ..., r(n)) be a resource. For j ∈ {1, ..., n}, we have that
each resource attribute r(j) can be accessed using an attribute name. Also,
all resources of the same color share the same set of attribute names. For
instance, for the color of buy orders OB, we consider the attribute names
{id, tsub, price, qty}. We define a member access function #, such that given
a resource r = (r(1), ..., r(n)) and the name of the jth-component, it returns the
value of r(j), i.e., #(r, namej) = r(j). For simplicity, we use notation namej(r)
instead of #(r, namej). For example, for r = (b1, 1, 22.0, 3), we have that
tsub(r) = 1, price(r) = 22.0, and qty(r) = 3.

4 Conformance Checking Using Colored Petri Nets and
Event Logs

In this section, we present a conformance checking method for CPNs (cf.
Definition 1) and event logs (cf. Definition 2). Before describing our method, we
first explain the restrictions that CPNs must satisfy to guarantee a correct and
efficient replay.

Model Restrictions. As described in Sect. 2, tokens (in all model mark-
ings) must be unique (to have distinct identifiers), and for each transition t,
all input places of t are of different colors. We illustrate the need of such
restrictions with the next example. Consider the replay of trace σ = 〈e1, e2〉 =
〈(a, {green, red}), (b, {red})〉 on the CPN of Fig. 4(a). All places and variables
x, y in arcs are of a same color A. The CPN breaks the restrictions: there are
clones with identifiers green and red, and t has input places of the same color.

Fig. 4. Replay of trace σ on a CPN model without restrictions (a). After replaying
event e1 with wrong binding b1, event e2 = (b, {red}) cannot be replayed (b). (Color
figure online)
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To replay event e1 = (a, {green, red}), we may fire t (Λ(t) = a) with binding
b1 = 〈x = green, y = red〉 or b2 = 〈x = red, y = green〉. Consider to fire t with
binding b1, yielding the marking of Fig. 4(b). Now, event e2 = (b, {red}) cannot
be replayed. The event does not showcase a real deviation, but a wrong binding
selection: if t fires with binding b2, then e2 can be replayed. Backtracking (return
to previous events and to try other bindings) is needed in such situations to assert
if a deviation has been found, or instead previous firings with wrong bindings
blocked the replay. Backtracking may be computationally expensive. Instead, let
us consider now the model of Fig. 5(a) where restrictions are complied.

Fig. 5. CPN model with the restrictions: the green value now is of a color B; after
replaying e1 (with the only allowed binding), e2 = (b, {red}) can be replayed. (Color
figure online)

Now, to replay e1 = (a, {green, red}), there is only one binding associated to
the observed resources in event e1, that is, b = 〈x = red, y = green〉. No other
binding may be selected as green and red values are now forced to come from
separate sources. After firing t, e2 = (b, {red}) is guaranteed to be replayed,
so backtracking is avoided. In this way, our method associates each observed
resource to a token from a specific input place (such token cannot appear in
other place), and thus only one binding can satisfy the event replay. Thus, with
these restrictions, the method guarantees a correct and less expensive replay.
Conformance Checking Method. We proceed now to explain our confor-
mance checking method, based on individual replay of each trace on top of
a CPN. As introduced before, the method seeks to fire transitions, labeled
with activities indicated in the events, and selecting input tokens according to
resources observed in the events. If the latter is not possible or, as we will present,
other deviations are found, the trace replay is stopped. As output, this method
returns a list of non-fitting traces (not completely replayed), and a fitness metric.
This metric indicates a degree of conformance between a CPN and an event log.
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Algorithm 1: Conformance Checking using CPNs

Input: CP = (P, T, F, color, E , Λ), a CPN with an empty initial marking;
P0 ⊆ P , a non-empty set of initial places;
L, an event log (finite set of traces);

Output: Lerror - set of non-fitting traces;
fitness - degree of conformance;

1 Lerror ← ∅; fitness ← 0;
2 foreach σ ∈ L do
3 M ← ∅; M ← populateInitialPlaces(P0, R(σ));
4 foreach e = (a,R(e)) in σ do
5 t ← selectTransition(a);
6 if controlFlowDeviation(•t,M,R(e)) then: add(σ,Lerror); break;
7 b ← selectBinding(t,M,R(e));
8 if ruleViolation(t,M, b) then: add(σ,Lerror); break;
9 M ← fire(t,M, b);

10 if corruptedResources(t•,M,R(e)) then: add(σ,Lerror); break;
11 endfor
12 endfor
13 fitness ← 1 − (|Lerror| / |L|);
14 return (Lerror, fitness);

Initial Setting. Algorithm 1 presents our method whose input is a CPN with
an empty initial marking, an event log L, and a set of initial places P0 ⊆ P . At
the start of each trace replay, each place in P0 is populated with the distinct
resources in σ, according to its color (function populateInitialPlaces).

Let us consider the replay of σ in Table 1 on the CPN of Fig. 3. The CPN
shows a marking after the distinct resources in σ were placed in the initial places:
buy order b1 in p1, and sell orders s1 and s2 in p2. For each resource to insert as
a token in an initial place, we set its token values according to its first occurrence
in a trace, e.g., b1 is placed with values (b1, 1, 22.0, 3) as shown in event e1.

Control-Flow Deviation Due to the Absence of Input Resources. In a
trace σ, after setting the model marking according to the distinct resources in
σ, we start to replay σ on the CPN. For each event e = (a,R(e)) in σ, we try
to fire a transition t, s.t. Λ(t) = a. To fire, we check if, in a current marking M ,
each resource involved in e is contained in an input place of t. Let •t be the set
of input places of t. To this aim, we check the truth value of the next formula:

∀p ∈ •t : ∃!r ∈ R(e) ∃(d1, ..., dn) ∈ M(p) : id(r) = d1 ∧ color(r) = color(p)

The function controlFlowDeviation checks if the previous formula evaluates
to false. If so, the replay is stopped, e.g., some resource in R(e) is not available in
an input place. Otherwise, a binding is selected (function selectBinding), s.t.
a token (d1, ..., dn) will be consumed from each input place p, i.e., b(E(p, t)) =
(d1, ..., dn), and each token corresponds to a resource r in R(e), i.e., id(r) = d1.
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For example, let us consider the replay of a trace sigma σ′
1 on the CPN of Fig. 3.

Let us assume that σ′
1 consists of the first six events of Table 1 (submission of

buy order b1 and sell orders s1,s2) plus the two events shown below.

e7 discard sell order (s1, 2, 19.0, 0)

e8 trade 2 (b1, 1, 22.0, 2), (s1, 2, 19.0, 0)

Event e8 (trade 2 between b1 and s1) will not be replayed as s1 was discarded
in e7 (moved to place p10). Hence, s1 is not anymore available in the sell side
(place p6). Clearly, a trade cannot be executed with a canceled order. In this
way, we can detect deviating events with unavailable resources.

Rule Violations. Let b be the selected binding to fire t according to the
resources in R(e). For each input place p of t, we want to check if the token
to consume is the one that should be selected (among all possible ones in p)
according to some rule. For example, in trading systems, it is mandatory to
know if a priority rule is being complied, e.g., a buy order with highest price
must trade before other buy orders. Thus, we define a marking dependent rule
Φ(t) as follows:

Φ(t) ≡
∧

∀p∈•t

φp(M(p), b(E(p, t)))

where each φp(M(p), b(E(p, t))) is a local rule in place p. In Algorithm 1, we set
ruleViolation(t,M, b) ≡ ¬Φ(t). Before firing t, if a rule φp(M(p), E(p, t)) is
violated, the trace replay is stopped. Otherwise, if all rules are complied or no
rule was defined for transition t, then t fires with selected binding b. For the CPN
of Fig. 3, let us assign the rule below to transitions t5, t6, t7 (trade activities).

Φ(t) ≡ φBUY(M(p5), r1) ∧ φSELL(M(p6), r2).

φBUY(M(p5), r1) ≡ ∀(o,ts,pr,q)∈M(p5) id(r1) �=o : (price(r1) > pr)

∨ (price(r1) = pr ∧ tsub(r1) < ts)

φSELL(M(p6), r2) ≡ ∀(o,ts,pr,q)∈M(p6) id(r2) �=o : (price(r2) < pr)

∨ (price(r2) = pr ∧ tsub(r2) < ts)

where r1 and r2 are the buy and sell orders to consume. The local rule φBUY

for place p5 states that r1 must be the order with highest price (or with earlier
submitted time than other order with same highest price). The local rule φSELL

for place p6 is defined similarly, but stating that r2 must be the order with lowest
price. Notably, φBUY(M(p5), r1) ∧ φSELL(M(p6), r2) is a price-time priority rule,
that trading sessions must comply. For instance, let us consider the replay of
the trace in Table 1 on CPN of Fig. 3. It can be observed that this rule is being
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complied when executing trades, e.g., sell order s1 is served before order s2. For
other trace, if the rule is not complied, the replay of that trace is stopped.

Checking Differences Between Modeled and Real Produced
Resources. We aim to exploit the fact that each event e = (a,R(e)) has infor-
mation about the new state of each resource after executing a. Recall that each
resource in R(e) could have been modified by a. Let us consider the firing of a
transition t w.r.t a selected binding b, and yielding a new marking M . Then,
we proceed to check whether each resource in real life, after executing a, was
modified as performed in the model, after firing t. Let t• be the set of output
places of t. Then, we verify if the following formula is satisfied:

∀p ∈ t• : ∃!r ∈ R(e)∃(d1, ..., dn) ∈ M(p) : r = (d1, ..., dn) = b(E(t, p))

In Algorithm 1, the function corruptedResources checks if the previous for-
mula evaluates to false. If so, the replay is stopped, i.e., some resource in R(e)
was not modified as indicated by the output arc expressions of t. For example,
let us consider the replay of a trace σ′

2 on the CPN of Fig. 3. Let us assume that
σ′
2 consists of the first six events of Table 1 plus the event shown below.

e7 trade 2 (b1, 1, 22.0, 1), (s1, 2, 19.0, 0)

Before the execution of event e7, we recall that orders b1 and s1 have the fol-
lowing states: (b1, 1, 22.0, 3) and (s1, 2, 19.0, 1). After replaying event e7 in the
CPN, the token b1 is transformed to (b1, 1, 22.0, 2). As specified by the arc
expression E(t6, p5), the stock size of b1, which is 3, was decremented by the
stock size s1, which is 1. Thus, the resulting stock size of b1 is 2. However,
event e7 states that after trading the stock size of order b1 is 1. Evidently, the
stock size of b1 was corrupted when trading. For such a case, the trace replay is
stopped.

The output of Algorithm 1 is a set of non-fitting traces Lerror, e.g., traces
with any kind of the deviations explained before. Also, the algorithm computes
a fitness metric (a ratio of completely replayed traces) as follows: fitness =
1 − (|Lerror| / |L|) where Lerror ⊆ L. Since |L| ≥ |Lerror| → fitness ∈ [0, 1].

We close this section with a brief analysis on the time complexity of our
method. Whilst we do not carry out a deeper study, for example, using asymp-
totic notation, we do identify the crucial parameters that mainly influence the
time performance of our algorithm. Let CP = (P, T, F, color, E , Λ) be a colored
Petri net and L = {σ1, ..., σs} be an event log, as described in Definitions 1 and 2.
Now, let us examine the required operations to replay a single event e = (a,R(e))
of a trace σ (i.e., see lines 4–10 of Algorithm 1). On the one hand, these oper-
ations seek to fire a transition t s.t. Λ(t) = a, which it may require up to |T |
transitions to visit. On the other hand, a common term of these functions is to
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compare each resource in R(e) against its corresponding token in an input place
of t and, after firing, in an output place of t (e.g., when checking availability of
resources). Both, the sets of input and output places of t are bounded by |P |.
Thus, it can be inferred that the number of steps required to replay a single
event is in the order of magnitude |T | + (|R(e)| · |P |). With this term, it is clear
to identify that the computing time required for replaying an event is mainly
affected by the number of places |P | in a CPN and the number of observed
resources |R(e)| in an event. Afterwards, it is easy to see that this event replay
routine will be repeated at most |σ| · |L| times, s.t. ∀σ′ ∈ L : |σ| ≥ |σ′|, that is,
|σ| is the maximum number of events per trace, whereas |L| is the number of
traces in the event log.

5 Implementation and Experimental Validation

In this section, we describe the implementation and evaluation of our confor-
mance method using colored Petri nets. We developed this implementation in
Python programming language. We have carried out experimental works with
both real and artificially generated event logs, which allow us to show the prac-
tical value of our method for detecting system deviations. The implementation
and all material of our experiments are available in our project repository [7].

Our solution is supported by a Python library called SNAKES [19]. This
library facilitates the prototyping of high-level classes of Petri nets, including
CPNs. This allows us to instantiate CPN models as Python objects, which can
be used as input to our method. Figure 6 illustrates the organization of our
prototypical implementation. Users of our solution simply need to invoke a pro-
gram called the “conformance checker”. This program receives three parameters:
an option indicating the conformance method to use (e.g., replay with CPNs),
an event log stored in a log repository, and a Petri net model stored in a model
repository. This generic organization allows us to seamlessly extend our solution,
incorporating other conformance methods and models of our research.

Fig. 6. Organization of our prototypical implementation. (Color figure online)

Upon execution of our method, the program provides command-line mes-
sages, indicating resulting metrics, i.e., fitness. Besides, it generates two files:
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Fig. 7. Output summary resulting after the execution of our method. (Color figure
online)

a file consisting of a set of non-fitting traces (i.e., traces that were not completely
replayed) and a file with specific information of trace deviations: in which event
a trace replay was stopped, which kind of deviation occurred, and comments
that may help engineers to localize failures. For example, Fig. 7 shows a result-
ing message fragment after replaying an event log, where three traces suffered
from the kinds of deviations explained in the previous section (e.g., control-flow
deviation, rule violation, or resource corruption). In addition, Fig. 8 shows a
fragment of an output file specifying the deviating events in each non-fitting
trace.

Fig. 8. Fragment of specific deviation diagnostics generated by our method. (Color
figure online)

Experiment with a Real Event Log. We conducted an experimental work
using an event log from a trading platform. This log was obtained by pre-processing
data from a real trading system. The data is a recorded set of Financial Informa-
tion Exchange (FIX) protocol messages [8]. These messages were exchanged by
participants and a platform during trading sessions, so they encapsulate activities
executed by both agents and the platform. We developed a pre-processor in Java
which extracts such event log from this set of messages (also available via [7]). The
event log consists of individual traces, each of them related to a trading session in
an order book. In particular, the expected behavior in each of these trading sessions
is specified by the CPN model shown in Fig. 3.

Table 2 shows characteristics of the event log. Also, it presents conformance
results, resulting from the execution of our method using the mentioned log and
the CPN of Fig. 3. The table shows the number and kinds of deviations detected.



Checking Conformance Between Colored Petri Nets and Event Logs 449

Table 2. Event log characteristics and obtained conformance results.

Event log characteristics Conformance results

Number of pre-processed FIX Messages 552935 Number of non-fitting traces 8

Number of traces (trading sessions) 73 Fitness 0.890

Total number of events in the log 2259 Rule violations detected 1

Average number of events per trace 30 Resource corruptions detected 7

The fact that the majority of traces were completely replayed evidences that
most of the trading sessions comply with the model. Regarding the non-fitting
traces, the obtained file with information about deviations indicate that the rule
violations and resource corruptions originated in trade activities. The obtained
information may support experts to confirm whether a failure is occurring in
those activities, or instead the CPN model should be slightly refined.

Experiments with Artificial Event Logs. In addition to the previous exper-
iment, we considered to test our method with slightly more stressed scenarios,
where system runs may be hampered by sporadic (yet critical) deviations. More
precisely, we aimed to evaluate the impact of each of the kinds of deviations
previously introduced when a system is managing a certain number of resources
(e.g., buy or sell orders). Thus, we considered an experiment where we slightly
modified the correct specification model (the CPN of Fig. 3), obtaining three
“incorrect” variants (see Table 3). These variants can be seen as instances of a
correct trading platform, but sporadically suffering from one kind of deviation.

Table 3. Description of “incorrect” variants to generate artificial event logs.

Model variant Description of the deviation that may occur

System A Control-flow deviation: with 5% of probability, activities discard buy order

or discard sell order do not cancel orders, so orders keep in the order

book (places p5 and p6 in Fig. 3), and may continue to trade.

System B Rule violation: with 2% of probability, and upon execution of activities

trade1, trade2, or trade3, this variant does not respect the priority rule,

i.e., buy/sell orders with highest/lowest prices are not served first.

System C Resource corruption: With 5% of probability, stock quantities of buy/sell

orders change to 0 when placing them in the order book (misbehavior of

activities new buy order or new sell order of Fig. 3)

We built models of these variants (using SNAKES) to generate artificial event
logs, thereby representing observed behavior of the “incorrect” instances. Recall
that the fitness metric considered in this work relates to the number of completely
replayed traces. We used this metric to assess the probability that a system run
can be jeopardized by the occurrence of a deviation. Table 4 presents results of
this experiment. Each cell indicates the average fitness value after executing our
method, between the correct model (Fig. 3) and ten artificial event logs from
an ‘incorrect” variant, and with a certain number of resources per class (e.g.,
number of buy orders and sell orders). All event logs consist of 500 traces.
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Table 4. Fitness between the CPN (Fig. 3) and logs of each incorrect variant.

Model variant 5 resources per class 25 resources per class

System A 0.6436 0.05854

System B 0.9816 0.8569

System C 0.6196 0.05852

Let us consider variants A and C. Albeit the probability of a deviation is
expected to be low (i.e., 5%), the average ratio of correct traces is only above
60%. Also, when the number of resources processed by a system inscreases, the
fitness value notably decreases. This is an expected pattern since when con-
sidering more resources during a system run, the length of traces are enlarged
(i.e., more activities processing resources), and the probability of one deviation
is increased.

6 Discussion and Conclusion

Conformance checking methods detect deviations in system processes using event
logs and process models. These methods use replay [18], as seen in this paper, or
alignments [2], which relate traces with model executions. A limitation of these
methods is that they only focus on control-flow, i.e., whether system’s activi-
ties comply a causal ordering. Whilst certain proposals tackle this issue with
slightly enriched models (e.g., data Petri nets) [12,13], they use notations whose
backbone does not allow to describe transformation of objects. Tackling such
problem, we presented in this paper a conformance method using colored Petri
nets—an extension where tokens carry data of some classes (colors). Arc expres-
sions specify how tokens are transformed upon transition firings. The method
replays events on a CPN, firing transitions labeled with an event’s activity, and
choosing as input tokens the ones related to observed resources in the event.
We showed deviations that can be detected: errors due to absent resources, rule
violations or resource corruptions. We provided a prototype and experiments [7].

To make feasible the use of CPNs, we considered restrictions, e.g., tokens
must be unique and cannot be destroyed. Also, all input places of a transition
must be of different colors. We described how the latter allows us to avoid back-
tracking when replaying a trace. Interestingly, by looking the CPN in Fig. 3,
this restricted model resembles a union of workflow nets [1], a Petri net class
used in process mining. Each “lane” processing a resource class can be seen as a
workflow net, and some transitions allow interaction between these workflows.

Through the paper, we illustrated our method using trading systems [9]. In
this regard, a direction of our research focuses on the definition of formal models
to analyze different aspects of these systems [4–6]. However, it is easy to see that
the method provided in this work can be easily applied in other domains.

There are similar approaches for checking system’s compliance in the broader
field of data science, e.g., passive analysis [10] or action rules [17]. Also, event
logs with resources are similar to (multi-dimensional) sequence databases in data
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mining [16]. However, such methods do not use formal models such as Petri nets.
Instead, we showed how rules to comply can be exhaustively described into a
single model, so that traces can be systematically compared against such model.

For future work, we want to enhance our method, replaying traces after one
deviation is found. When a transition cannot fire due to an absent resource, we
cannot consider injection of “missing” tokens (as proposed in [1]) since we would
violate resource uniqueness in a model. Instead, we plan to study an approach
based on “moving” tokens. Also, we plan to research how this method may relate
to another work, where we check conformance of system-agent interactions [14].
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Abstract. Complexity of software systems is constantly growing, which
is even more aggravated by concurrency of processes in systems, so mod-
eling and validating such systems is necessary for detecting and eliminat-
ing failures. One of the most well-known formalisms for solving this prob-
lem is Petri nets and their extensions such as colored Petri nets, reference
nets, and similar models. Many software systems use databases for stor-
ing persistent data. However, Petri nets and their mentioned extensions
are not designed for modeling persistent data manipulation since these
formalisms aim at modeling a control flow of the considered systems.
DB-nets, as a novel formalism, aim to solve this problem by providing
three following layers: (1) the control layer represented by a colored Petri
net with extensions, (2) the data logic layer, which allows to retrieve and
update the persistent data, and (3) the persistence layer representing a
relational database for storing the persistent data. To date, there are
no publicly available software tools that implement simulation of db-net
models with reference semantics support. The paper presents a novel
software tool for the db-nets simulation. The simulator is developed as
a pure plugin for the Renew (Reference Net Workshop) software tool
without modifying existing Renew source code. Such an approach for
development of the simulator allows to reinforce existing Renew reference
semantics. The SQLite embeddable relational DBMS is used as a base
tool to implement the db-net persistence layer. In the paper, theoretical
foundations and architecture of the developed simulator are described.
The results of the work can be used in research projects that involve mod-
eling complex software systems with persistent data for both academic
and industry-oriented applications.

Keywords: DB-nets · Petri nets · Reference nets · Renew tool ·
Relational DBMS · Persistent data · Software modeling · Software
validation

1 Introduction

In the current days, the complexity of software systems is constantly growing.
One of the most important constituents of such complexity is concurrency of
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processes supported by such systems since concurrency brings a lot of uncertainty
and non-deterministic behavior.

One of the most popular modeling formalisms solving this problem is Petri
nets [4]. It allows to represent a concurrent system as a directed bipartite graph.
Resources of the system are modeled by a marking that describes availability of
a modeled action to run and represents the current system state [4,5]. There are
several well-known extensions of Petri nets. Colored Petri nets support data types
called “colors”, arc expressions and guard expressions [1,2]. Reference Petri nets
or simply reference nets is another formalism based on Petri nets. Reference nets
allow to use references to objects in marking, including references to other nets
[6]. One of the well-known software tools implementing the semantics of reference
nets is Renew (the Reference Net Workshop) [6].

Many software systems use databases for storing persistent data. Despite that
Petri nets and their well-known extensions can model the complex concurrent
software systems behavior, they still cannot easily model data manipulation in a
persistent database. To overcome the aforementioned problem, a solution called
db-nets was recently proposed [3]. A db-net is a formalism that consists of the
control layer (a colored Petri net with extensions) with two additional layers
for handling data in a connected database. Working together, these three layers
combine a model workflow with data manipulation and, hence, solve the problem
of data of classical Petri net-based solutions [3]. Moreover, the db-nets can be
built with usage of the reference semantics since any reference data type can be
potentially considered as an ordinary data type (color) in a colored Petri net. It
allows to use complex data types with heavy payload as tokens in the net.

Although the db-nets can offer new possibilities of modeling the concurrent
complex software systems and their validation, especially those which use the
persistent data, there is only one their software implementation which is available
publicly [7]. This A. Sinha’s implementation is done as a plugin for the CPN
Tools which is a software tool for manipulating colored Petri nets. In our work
the reference semantics is also supported because of using the Renew tool. This
tool is designed as a collection of plugins written in Java, and it is an open-
source solution. In this work we extend this tool in order to support a simulation
of a db-net run. This paper reveals aspects of this simulator development. The
simulator provides the ability to validate possible behavior of a designed complex
concurrent software system even if we need to consider the persistent data used
by the system. This can be used for modeling and validating the behavior of the
real safety-critical software systems, for example, smart contracts on a blockchain
virtual engine, different financial software systems with high price of failure,
medical and nuclear plant control software systems, as well as for further research
of possibilities of db-nets.

The rest of the paper is organized as follows. Section 2 presents the theo-
retical foundations of the work. In Sect. 3 the design and implementation of
the developed software simulator are described, and the running example is pre-
sented. In Sect. 4 the conclusion is given as well as the further ways of the work
continuation.
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2 Theoretical Foundations

The db-net formalism is based on the Petri net and colored Petri net formalisms.
In the paper the reference semantics that was initially introduced for the refer-
ence nets [6] is also considered.

2.1 Petri Nets and Their Well-Known Extensions

The Petri net is a powerful tool for modeling the processes and behavior of
concurrent software systems invented by Petri [4]. The Petri nets are used by
different researchers for a long time since they provide wide range of the concur-
rent software modeling abilities. Many other models are built based on them.

Petri nets can be represented as the directed bipartite graph where the ver-
tices (nodes) of the graph are places and transitions of the net, and the edges of
the graph are arcs of the net connecting the places and transitions of the net.

Formally, the Petri net N is a triple N = (P, T, F ) [5], where:

1. P is the finite set of places of the net N ;
2. T is the finite set of transitions of the net N ;
3. P ∩ T = ∅;
4. F ⊆ (P × T ) ∪ (T × P ) is the set of arcs of the net N .

Petri nets support modeling behavior using tokens which form markings.
Conceptually, marking is a distribution of tokens across places. Formally, a mark-
ing M is a function M : P �→ N0. This function maps each place into the number
of tokens which are contained by this place. If there are no tokens in the place
at the given moment, then this function value is equal to 0 at the corresponding
moment. The token represents the resource of the system. The whole marking
represents the state of the system modeled by the Petri net [5].

Petri nets allow to model the concurrent systems avoiding need to depict
all possible states which may constitute extremely large set or even infinite set
which is difficult or impossible for people to comprehend.

There are several extensions of the Petri nets for solving the specific problems.
The colored Petri net is the extension of the Petri net which allows to define

and use the typed (“colored”) tokens. Each color represents a data type. In this
case arcs may have type constraints in their arc expressions in order to prevent
the transmission of token of unsupported type. These nets were described by
Jensen and Kristensen [1,2].

The reference Petri net is the extension of the Petri net which have reference
semantics rather than value semantics. The tokens in such nets are references to
objects, for example, to other Petri nets – this concept called hierarchical Petri
nets, nets within nets or nested nets [6].

Despite the mentioned Petri net extensions are useful in many cases, they
do not allow to model the persistent data manipulation in the database. The
possible solution for this problem is the db-net formalism which is discussed as
the main topic of this work further.



456 A. Rigin and S. Shershakov

2.2 DB-Nets

The db-net is a formalism which consists of three layers: (1) the control layer
represented by a colored Petri net with extensions, (2) the data logic layer rep-
resented by queries and actions which allow the control layer to retrieve and
manipulate the data in the database and (3) the persistence layer represented
by a relational database schema together with constraints which declare data
consistency rules. The last two layers and the extensions of a colored Petri net
used in the control layer allow to model the data manipulation in a persistent
database while the control layer allows to model the control flow of the system
as well as the local (non-persistent) data manipulation. Therefore, the db-nets
solve the problem of the persistent data manipulation in the model. The db-nets
were proposed recently by Montali and Rivkin [3]. The db-net layers structure
is shown in Fig. 1.

Fig. 1. The db-net structure [3]. (Color figure online)

Persistence Layer. The persistence layer of the db-net formalism is a relational
database schema together with constraints which declare the data consistency
rules. The database schema consists of relational table declarations – names of
relational tables and types of their fields. The consistency rules are presented
as boolean queries which may be evaluated to be equal to “true” or “false”. If
any of the consistency rules are evaluated as equal to “false” after performed
update action, then the database is inconsistent, and the rollback of the last
update action is performed [3]. In the db-net software implementation the per-
sistence layer can be represented as a database in one of the relational database
management systems (RDBMSs).

Data Logic Layer. The data logic layer of the db-net formalism is a set of
queries which may be used on the persistence layer for retrieving the persistent
data together with a set of parameterized actions which may be performed on
the persistence layer for updating (modifying) the persistent data [3].
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The query in the data logic layer is a relational query for retrieving the data
from the RDBMS. The action in the data logic layer is represented by sets of
added and deleted facts (table rows). During performing an action, rows from the
set of added facts are inserted into the corresponding database tables and rows
from the set of deleted facts are removed from them. Each added or deleted fact
consists of the table name and the parameters which are the column variables
for the inserted or removed row. The variable may be a simple variable (in this
case it is replaced by a real value in the db-net control layer), an external input
variable (in this case it is replaced by the data inputted by a user) or a randomly
generated fresh variable (in this case it is randomly generated during the action
performing) [3].

Control Layer. The control layer of the db-net formalism is a colored Petri
net with the following extensions [3]: (1) in addition to the traditional Petri net
places there view places may exist which allow to retrieve the persistent data
from the db-net persistence layer using the data logic layer queries; (2) actions
from the data logic layer may be assigned to transitions for being performed
during the transition firing (execution); (3) in addition to the traditional Petri
net arcs there are also read arcs, for connecting view places with transitions, and
rollback arcs, for handling the case of the action rollback because of emerged data
inconsistency in the db-net persistence layer.

The example of the db-net control layer is shown in Fig. 2. In this exam-
ple the simple information system for task tracking is modelled. This system
allows to create (register) new tasks (tickets), assign created tickets to employ-
ees, release employees from their tickets, log resolved tickets and control that for
each employee not more than one ticket is assigned at the moment.

The left two circles in the example depict the view places while other cir-
cles represent the traditional Petri net places. The text near the view places
is the corresponding query assignment. The lines connected to the view places
show read arcs. The rectangles depict the transitions, the text pieces on these
rectangles are the corresponding actions assignments. The arrows are the tradi-
tional Petri net arcs except of the red arrow from the “Awake” transition to the
“Stalled tickets” place which is the rollback arc.

The db-nets are used as the basic formalism for the software tool developed
in the current work.

3 Design and Implementation Details

The Renew architecture allows to extend its functionality by developing plugins.
The simulator for db-net formalism is developed as a Renew plugin.
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Fig. 2. The example of the db-net control layer [3]. (Color figure online)

3.1 Renew Software Tool

Renew (the Reference Net Workshop) is an open-source software tool for mod-
eling the reference and colored Petri nets. Renew is a plugin-based tool which
means that each its component and each element of this tool source code belongs
to one of its plugins. All the Renew plugins are written in the Java programming
language and use Apache Ant as a build system [6].

The main Renew plugin is the Loader plugin which loads all other plugins in
the corresponding Renew build during the Renew tool running start. Other base
Renew plugins include but not limited to the Simulator plugin, for the Petri
net model simulation, the Formalism plugin, for parsing and compiling the Petri
net and its constituents as formalisms, number of the GUI plugins and others
[6].

Adding new plugin is possible through implementing the subclass of the
de.renew.plugin.PluginAdapter class from the Loader plugin and adding sev-
eral build and configuration files as well as adding the information about the new
plugin into the main Apache Ant build.xml build file [6].

3.2 Developed DB-Nets Renew Plugin Overall Structure

In this work the DB-nets Renew Plugin is developed in order to add into the
Renew tool the ability to work with the db-nets together with the existing Renew
reference semantics (ability to use reference data types for tokens).

The DB-nets Renew Plugin is developed without modifying any existing
Renew source code. Modeling the db-net in the Renew GUI, as well as its sim-
ulation, saving and opening are implemented.

The DB-nets Renew Plugin Java classes extend and use the classes of the
existing Renew plugins. The DB-nets Renew Plugin UML class diagram1 is
available in the project GitHub repository2. Only classes implemented/interfaces
declared inside the plugin are shown on the UML class diagram together with
classes/interfaces which are inherited/implemented by them (the latter are

1 Link: https://github.com/Glost/db nets renew plugin/tree/master/root/docs/othe
r/RenewDBNetsPluginFormalismsClassDiagram.

2 Link: https://github.com/Glost/db nets renew plugin.

https://github.com/Glost/db_nets_renew_plugin/tree/master/root/docs/other/RenewDBNetsPluginFormalismsClassDiagram
https://github.com/Glost/db_nets_renew_plugin/tree/master/root/docs/other/RenewDBNetsPluginFormalismsClassDiagram
https://github.com/Glost/db_nets_renew_plugin
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shown without class members) respectively. The plugin classes which override
only constructor, the GUI and utility classes as well as the autogenerated classes
are not shown in order to save the visibility.

To parse the db-net text inscriptions (queries, actions and their calls, vari-
ables declarations and usages, relational database schema and data consistency
rules) the JavaCC-based parser is used which is automatically translated into
the Java class. The parser is based on the Renew parser for the reference nets
implementation.

For implementing the db-net persistence layer, the SQLite RDBMS [8]
together with the Java Database Connectivity (JDBC) interface is used.

3.3 DB-Net Control Layer Implementation

In the current work, the existing functionality of the Renew tool was reused and
extended to allow handling the db-net control layer elements. The functionality
linked with view places is based on the Renew places implementation and all
the classes connected with the view places extend the corresponding Renew
classes where it is possible. The same is true for the read and rollback arcs and
for the db-net transitions. The elements of the implementation of the colored
Petri net elements behavior which are not overridden by the implementation
of the corresponding db-net elements are executed in the same way as for the
corresponding elements of the implementation of the counterparts in colored
Petri nets. The overridden elements of the implementation are executed based
on the db-net semantics. Since the Renew uses the reference semantics for the
tokens, the developed plugin allows to use the data and reference semantics
together.

The implementation of the db-net control layer elements is as follows.

View Places and Read Arcs Behavior Implementation. A view place
can be only input place for the transition, and it should be connected with the
transition by read arc. A view place does not contain any tokens but simulates
their existence by retrieving the data from the persistence layer database using
the data logic layer query which is bound to the place.

In the DB-nets Renew Plugin, the read arc binder, which extends the Renew
input arc binder, executes the related view place query call (the usage of the
query in the particular view place) on the persistence layer database. The
retrieved result is assigned to the read arc variables using the fired transition
variables mapper, after which it can be used by the fired transition for performing
modifying action and/or moving tokens to other places through the transition
output arcs.

DB-Nets Transitions Behavior Implementation. The transition in the db-
net can be bound with the action for modifying the data in the db-net persistence
layer relational database. Each parameter, which is a value for inserting to and/or
deleting from the database, gets its value in one of the following three ways
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depending on the transition action call declaration during the db-net designing:
(1) from a value of the input arc variable, (2) as a constant in a model (for
example, the model (Fig. 3) has the "test descr" string parameter which is
defined manually in the register action call on the “Create Ticket” transition)
or (3) as a generated fresh value from the database sequence.

In the first case, the standard input arc binders as well as the read arc
binders provide all the necessary variable values. In the second case, the value
is assigned to the parameter variable by the action call values binder based on
the parsed constant in the transition action call declaration. In the third case,
the parameter value in the action call should be string and have the form of the
dbn autoincrement tableName where the tableName is the name of the per-
sistence layer database table whose sequence should be used for generating the
fresh value. Only database sequence can be used for generating the fresh value
in our current implementation. After generating, the corresponding sequence is
updated in the database using the SQL/DML update query.

Because of the mentioned sequence update, execution of action call values
binder is not guaranteed to be read-only. In conjunction with the concurrent
Renew binders execution it leads to the problem of the race condition includ-
ing the fact that one generated value may be retrieved several times from the
database before the sequence update. This can issue errors because of the unique
constraints that may be violated during performing the actions. To avoid this, the
semaphore-based synchronization is used. The action call values binder acquires
its transition instance semaphore permit. As a result, only one thread may exe-
cute the action call values binder code as well as the action performing code
at one moment since the sequence update is committed with other transaction
operations in the end of the action performing in order to allow the full roll-
back in the case if the action performing failed. When transition firing ends, the
semaphore permit is released by the transition instance. It allows to eliminate
the described problem.

When all the variables are bound with their values, the action is performed
through the execution of the prepared statement series – one prepared statement
for each action edited (added/deleted) fact (the database table row). The delet-
ing statements are executed before the adding statements execution, but all they
are executed in one common transaction. If an error occurs during executing of
any prepared statement, for example, because of violating some of the database
constraints, the transaction is rollbacked and the rollback arc usage is requested.

Rollback Arc Implementation. In the case when the execution of an action
failed, for example, because of violating some of the database constraints, the
transaction is rollbacked and the rollback arc usage is requested instead of the
simple output arcs. If the fired transition has a rollback arc, then it will be used
as the output arc instead of the simple output arcs. Otherwise, the simple output
arcs will be used.
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For implementing this logic, the wrapper was developed for the output arc
executable (the latter is responsible for the tokens moving). This wrapper checks
if the transition has a rollback arc and the rollback was requested during the
current transition firing. If it was, then the simple output arc executable perform-
ing is blocked. In this case, the rollback arc executable will execute. Otherwise,
the rollback arc will not be used, and the wrapper will allow the output arc to
be used as usually.

3.4 DB-Net Data Logic Layer Implementation

The db-net data logic layer consists of the queries for retrieving the persistent
data and the actions for modifying this data as it was described in Sect. 2.2.

Action Implementation. The actions are declared in the Renew declaration
node for the whole db-net and used in the particular transitions as the action
calls which also should be declared in the db-net model. Each action declaration
contains the lists of the action parameters, added facts (inserted database table
rows) and deleted facts (deleted database table rows). Each edited (added or
deleted) fact consists of the database relation (table) name, names of the columns
and their values which should be inserted/deleted. Such value can be either the
action parameter (in this case it is bound with a real value on the start of
the corresponding transition firing) or the constant (in this case it is used as
declared). The action is performed through executing a series of the prepared
statements as described in Sect. 3.3.

Query Implementation. As well as the actions, the queries are also declared
in the Renew declaration node for the whole db-net and used in the partic-
ular view places as the query calls which also should be declared in the db-
net model. The query should be declared as the SQL string using the SQLite
dialect. The query may contain the parameters in the form ${variableName}
where the variableName is the name of variable, whose value should be used
for replacing this string. This variable should be known to the fired transition,
which means that its value should be achievable through one of three ways of
getting parameter values described in Sect. 3.3. For example, if the query is
SELECT id, description FROM ticket WHERE id = ${ticket id}; and the
ticket id variable value equals 42, then ${ticket id} will be replaced with 42,
and the resulting SQL query will be SELECT id, description FROM ticket
WHERE id = 42;. After binding all the parameters, the query is executed by the
read arc binder as described in Sect. 3.3.

Parameterized query implementation is different from the original formalism
where for the similar case the database tables join operation is supposed to be
used [3]. It is done in order to optimize the querying process in the implemen-
tation.
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3.5 DB-Net Persistence Layer Implementation

The persistence layer in the DB-nets Renew Plugin is represented by the SQLite
RDBMS. It is connected to the Renew using the JDBC interface.

For creating the database connection, the JDBC URL is declared in the
db-net declaration node as well as the database schema in the series of the
SQL/DDL and DML queries. When the db-net simulation starts and the db-
net control layer instance is created, it tries to create the connection based on
the given JDBC URL. If it is successful, then the SQL/DDL and DML queries
are executed to create the necessary database schema. If there are some prob-
lems, then simulation is stopped, and the standard Renew tool error message is
outputted for the user.

The created database connection instance is stored in the db-net control layer
instance and therefore can be accessed by any db-net control layer elements
instances, occurrences and executables for performing the queries and actions.

When the simulation stops, the database connection is closed either by exe-
cuting the db-net control layer instance finalize() method by the Java Virtual
Machine (JVM) garbage collector or by the next db-net control layer instance
with the same JDBC URL. For this goal, the static connections map (the con-
nections mapped by their JDBC URLs) is used.

This described technical solution has led to the software product presented
in the next Section.

3.6 Developed Simulator Running Example

The developed DB-nets Renew Plugin allows to model (design) the db-net
through the standard Renew GUI. The example of the modeled db-net is shown
on the screenshot in Fig. 3. It is the db-net model which was shown in [3] and
was presented in the current paper in Fig. 2.

The multiline text in the top part of the screen is the db-net declaration node.
It contains the JDBC URL declaration for creating the database connection (in
this example the “dbn jdbc url <{ jdbc:sqlite:emp.db }>” string (without
quotes) is such a declaration; if such a file does not exist, but it is possible to
create it, it will be created automatically), the database schema declaration via
the SQL/DDL and DML queries (in the “dbn ddl <{ ... }>” expression), the
queries’ and actions’ declarations.

In the given example, one of the declared queries is the tickets query
– “dbn query tickets <{ SELECT id, description FROM ticket WHERE id
= ${ticket id}; }>” . The “${ticket id}” expression is replaced with
ticket id variable value in the read arc of the view place where the corre-
sponding query call is used. This query retrieves the data from the tickets
table by the given id.

One of the declared actions in the example is the register action – dbn action
register { params = <ticket id, emp name, ticket description>, add = {
ticket(id: ticket id, description: ticket description), resp
(emp name: emp name, ticket id: ticket id) }, del = { } }}. The action param-
eter names here are ticket id, emp name and ticket description. They are
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Fig. 3. The example of the db-net for the employees and tickets model. (Color figure
online)

replaced by real values in the transition where the corresponding action call is used.
This action adds to the ticket relation (database table) the row where the id col-
umn value is equal to the ticket id action parameter value in the corresponding
action call and the description columnvalue is equal to the ticket description
action parameter value in the corresponding action call. This row is one of two
added facts of this action. Also, the action adds the row into the resp table where
the emp name column value is equal to the emp name action parameter value in
the corresponding action call and the ticket id column value is equal to the
ticket id action parameter value in the corresponding action call. This action
does not have deleted facts.

The yellow-brown circles (have the “Idle Employees” and “Tickets” names
in the given example) are the view places. The lines which start/end in them
are the read arcs. Other circles are obvious Petri net places and other arcs are
obvious Petri net arcs except of the red arc (from the “Awake” transition to the
“Stalled Tickets” place) which is the rollback arc. The rectangles represent the
transitions. Each transition should be the db-net transition, the obvious Petri
net transitions are not allowed in the developed plugin.

Each view place should have the inscription with the query call. In the
given example, the “Idle Employees” view place have the query call “dbn query
: idle employees” which means that the declared idle employees query
is executed to retrieve the persistent data. The “Tickets” view place
have the query call “dbn query : tickets” which means that the declared
tickets query is executed to retrieve the data. The “${ticket id}” expres-
sion in this query will be replaced by the ticket id variable value.
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The transitions may have the action calls, but it is not obligatory. In
the given example, all the transitions have the action calls. For example,
the “Create Ticket” transition have the action call “dbn action : register
(dbn autoincrement ticket, emp name, "test descr")” which means that
given transition performs the register action when it fires (executes). The
action ticket id parameter is bound with the generated value from the ticket
table sequence because of the dbn autoincrement ticket parameter value in
the action call, the emp name parameter is bound with the emp name variable
value, which is retrieved in the idle employees query call through the “Idle
Employees” view place and its read arc. The ticket description parameter is
bound with the "test descr" constant.

Properly designed model can be simulated. The simulation can be automatic
or step-by-step. In the last case, fired (executed) transitions may be chosen
manually, when the choice is non-deterministic.

To sum it up, the developed software simulator allows to model the concur-
rent software systems which use the persistent data and it is cross-platform –
tested on the Windows 10 and Ubuntu 18.04.4 LTS.

4 Conclusion

In the current work the software simulator supporting the db-net formalism
together with the existing Renew reference semantics is developed in the form of
the Renew plugin. The developed tool allows to model the db-nets in the Renew
GUI and to simulate them with usage of the SQLite RDBMS in the db-net
persistence layer implementation.

This tool is the first software implementation of the db-net formalism with
reference semantics support available in public. This simulator can be used in
the research tasks as well as in the industrial tasks when the complex concurrent
software system which uses the persistent data is under consideration. Also, this
simulator can be used for further research and modifying the db-nets as well as
for developing new formalisms which consider the persistent data.

The possible ways of the further development of the plugin are adding ability
for user to input the external data during the simulation by the Renew request,
increasing the usability by adding more understandable error output and other
improvements.
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