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Preface

This volume collates selected revised papers presented at the 2017 edition of the
Coordination, Organization, Institutions, and Norms Workshop (COIN), co-located
with the International Conference on Autonomous Agents and Multiagent Systems
(AAMAS) in Sao Paulo, Brazil, as well as papers from the 2020 edition of the
workshop, likewise co-located with AAMAS in Auckland, New Zealand – held vir-
tually due to the pandemic situation. Reflecting novel topic foci of researchers and
scholars interested in the theoretical and empirical evaluation of technologies for the
presentation and analysis of the coordination of social behaviour, the workshop has
been relabelled as Coordination, Organization, Institutions, Norms, and Ethics for
Governance of Multi-Agent Systems (COINE). This modification specifically responds
to the focus on governance of social systems as the overarching theme of the COINE
workshop series, and therein the explicit consideration of ethical aspects.

Submissions to both the 2017 and 2020 editions of the workshop underwent two
rounds of blind peer review. Full versions of all papers underwent reviews by at least
three reviewers, with an initial assessment as part of the admission to the presentation,
and a second round in which the authors had the opportunity to refine and extend the
previously submitted version based on feedback received as part of the reviews and the
presentations.

The 2017 edition of the COIN workshop received ten submissions, of which five
were accepted for presentation and three as posters. Out of those, two papers were
refined and submitted as part of this volume. The 2020 edition of the COINE workshop
received ten submissions, out of which eight were accepted for presentation, subse-
quently refined, and included in this post-proceedings volume.

While distributed over two editions of the workshop, the proceedings organise the
workshop papers into three themes, namely empirical applications of COINE tech-
nologies, followed by papers with a focus on convention emergence, as well as
establishment and optimisation of social metrics. The final theme focuses on conceptual
frameworks and architectures that embed behaviour coordination from a
socio-normative perspective as well as the characterisation of social constructs more
generally.

Empirical Applications of COINE Technologies

The papers in this section address the application of COINE-related technology with
specific focus on normative behaviour. Doing so, the papers draw on real-world
datasets and selectively focus on the detection of norms, as well as detecting their
violation or conflicts.

– Norm Conflict Identification using a Convolutional Neural Network by Aires and
Meneguzzi applies a combination of traditional machine learning techniques and



convolutional neural networks in order to automate conflict detection in legal text,
with specific focus on a large-scale contract dataset – for which the authors
showcase promising results.

– Norm violation in online communities – A study of Stack Overflow comments by
Cheriyan et al. proposes an approach to automate the detection of intentional or
unintentional norm violation in Stack Overflow comments in order to automatically
identify and flag comments for moderation, or to indicate potential violations to
authors themselves – thereby alleviating the spread of hate speech and other forms
of inappropriate expression.

– Mining International Political Norms from the GDELT Database by Murali et al.
applies Bayesian norm mining to identify political norms as expressed by linked
international events documented in the GDELT news database – showcasing the
potential of norm mining techniques over conventional probabilistic discrete-event
models in institutional settings.

– Developers’ responses to app review feedback — A study of communication norms
in app development by Savarimuthu et al. describes a large-scale study of developer
responses to app reviews for popular applications in the Android app ecosystem.
The authors identify a set of norms distributed over three general categories that can
serve as a basis to develop recommendation systems to support developers when
interacting with users or by automating the generation of responses.

Emergence & Social Metrics

The second group of papers focuses on the themes of emergence as well as estimation
and optimisation of COINE concepts, including values, norms and general social
metrics.

– Convention Emergence in Partially Observable Topologies by Marchant and
Griffiths explores approaches to promoting efficient norm emergence by strategic
placement of influencing agents in topologies. As a central contribution, the authors
propose a learning algorithm that is able to identify preferable locations in a
topology based on a finite number of observations.

– Improving Confidence in the Estimation of Values and Norms by Calvacante Siebert
et al. proposes an approach to improve the confidence of artificial agents to estimate
values and norms of human agents in the context of an ultimatum game setting. The
work identifies two promising methods that can be variably applied in a
scenario-dependent manner.

– Should I tear down this wall? Optimizing social metrics by evaluating novel actions
by Kramar et al. investigates the potential of learning linkages between behavioural
trajectories and environmental circumstances in order to assess the impact of
modifications in an agent society’s physical environment on social metrics at large.

vi Preface



Conceptual Frameworks & Architectures

The final section of the proceedings is dedicated to approaches that emphasise the
architectural dimension of normative agents, as well as laying out the fundamental
relationships between different social coordination concepts.

– Impact of different belief facets on agents’ decisions – a refined cognitive archi-
tecture to model the interaction between organisations’ institutional characteristics
and agents’ behaviour by Afshar Sedigh et al. draws linkages between the
Belief-Desire-Intentions agent architecture and social-psychological theories, with
specific focus on the Theory of Planned Behaviour. The paper explores the impact
of individual weightings based on different personal characteristics on behavioural
outcomes, making theoretically discussed concepts, such as cognitive dissonance,
overt.

– A Norm Emergence Framework for Normative MAS – Position Paper by
Martin-Morris et al. discusses directions toward a novel norm synthesis process that
drives norm emergence based on dedicated synthesiser agents that further accom-
modate intentional norm change based on participant agreement as well as vali-
dation by an artificial external authority.

– Social rules for agent systems by Mellema et al. provides an overview of social
concepts, such as social practices, norms and conventions – as relevant for COINE
technologies – and identifies their conceptual relationships. This work aims at
providing a basis for the integrated discussion and analysis of associated dynamics.

In addition to the contributions by the authors of the 2017 and 2020 editions of
(now) COINE, we gratefully acknowledge the programme committee members for
both workshops, who are listed after this preface, and the guidance offered by the
COIN(E) Champions.

February 2021 Andrea Aler Tubella
Stephen Cranefield
Christopher Frantz
Felipe Meneguzzi

Wamberto Vasconcelos

Preface vii
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Norm Conflict Identification Using a
Convolutional Neural Network

João Paulo Aires(B) and Felipe Meneguzzi(B)

Pontifical Catholic University of Rio Grande do Sul, Porto Alegre, RS, Brazil
joao.aires.001@acad.pucrs.br, felipe.meneguzzi@pucrs.br

Abstract. Contracts formally represent agreements between two or
more parties as deontic statements or norms within their clauses. Norms
may conflict between each other if not carefully designed, which may
invalidate entire contracts. Human reviewers invest great effort to write
conflict-free contracts that, for complex and long contracts, can be time-
consuming and error-prone. In this work, we develop an approach to
automate the identification of potential conflicts between norms in con-
tracts. We build a two-phase approach that uses traditional machine
learning together with a convolutional neural network to extract and
compare norms in order to identify conflicts between them. Using a man-
ually annotated and artificially generated set of conflicts as train and test
set, our approach obtains 84% accuracy.

Keywords: Norms · Contracts · Deep learning · Natural language

1 Introduction

Society imposes regulations to its members in order to minimize conflicting
behaviors [20]. Such regulations also known as social norms, define expected
behaviors accepted for society members and that ensure that individuals act
according to a socially acceptable behavior. Besides regulating entire societies,
social norms are also used to regulate interactions in smaller groups, and are
often present in social relationships involving agreements over products and ser-
vices. A common way to formalize a set of norms applied to an agreement is
through contracts. In human societies, contracts are semi-structured documents
written in natural language, which are used in almost every existing formal
agreement. Contracts define the parties involved in the agreement, their rela-
tions, and the behavior expected of each party within clauses. When written in
natural language, contracts may use imprecise and possibly vague language to
define parties, obligations and objects of its clauses, leading to inconsistencies.
Such inconsistencies may create, in the long run, unforeseen legal problems for
one or more of the involved parties. To identify and solve such conflicts and
inconsistencies, the contract maker needs to read the entire contract and iden-
tify each conflicting pair of norms. As contracts tend to have a large number of

c© Springer Nature Switzerland AG 2021
A. Aler Tubella et al. (Eds.): COIN 2017/COINE 2020, LNAI 12298, pp. 3–19, 2021.
https://doi.org/10.1007/978-3-030-72376-7_1
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4 J. P. Aires and F. Meneguzzi

norms, the task of identifying norm conflicts is quite difficult for human beings,
which makes it error-prone and takes substantial human effort.

Our main contributions in this work are four: Regarding the identification of
norms in contracts, we (1) manually annotated a dataset containing sentences as
norms and non-norms1 and (2) developed a model to address the identification
of norm sentences in contracts. Regarding the norm conflict identification, we
(3) manually annotated a corpus containing artificially generated normative con-
flicts2; and (4) trained a model to identify potential normative conflicts between
natural language contract clauses. We process raw text from contracts and iden-
tify their norms. Then, we train a convolutional neural network to classify norm
pairs as conflict or non-conflict. We evaluate our approach using a dataset of
contracts in which conflicts have been deliberately but randomly introduced
between the norms, obtaining an accuracy around 84% in conflict identification
for a 10-fold cross validation.

2 Norms and Contracts

Norms ensure that individuals act according to a defined set of behaviors and are
punished when they are perceived not to be complying with them given a social
setting [3]. Norms provide a powerful mechanism for regulating conflict in groups,
governing much of our political and social lives. They are often represented using
deontic logic, which has its origins in philosophical logic, applied modal logic,
and ethical and legal theory. The aim of deontic logic is to describe ideal worlds,
allowing the representation of deviations from the ideal (i.e. violations) [30].
Thus, deontic logic and the theory of normative positions are very relevant to
legal knowledge representation, and consequently they are applied to the analysis
and representation of normative systems [18]. Norms often use deontic concepts
to describe permissions, obligations, and prohibitions. A prohibition indicates
an action that must not be performed, and, if such action is carried out, a
violation occurs. Conversely, a permission indicates an action that can either be
performed or not, and no violation occurs in either case. In most deontic systems,
a prohibition is considered to be equivalent to the negation of a permission, thus,
an action that is not permitted comprises a prohibition. Whereas in permissive
societies, an action not prohibited becomes a permitted one. Although these two
modalities are sufficient to represent most norms, obligations are also commonly
employed in norm representation. An obligation represents an action that must
be performed, and it is equivalent either to the negation of a permission not to
act or a prohibition not to act.

In contracts, norms are defined within clauses and are often directed to one
or more parties of the contract. A contract is an agreement that two or more
parties enter voluntarily when it is useful to formalize that a certain duty comes
into existence by a promise made by at least one of the parties. The creation
of a contract formalizes what each party expects from the other, creating a
1 https://bit.ly/30oKcgU.
2 https://goo.gl/3Hbl1r.

https://bit.ly/30oKcgU
https://goo.gl/3Hbl1r
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warranty that each party will fulfill their duties [25] and legally enforceable
obligations between these parties. These enforceable obligations are defined by
a set of norms, which are responsible for describing any expected behavior from
the parties.

With the use of the Internet, electronic contracts arise as a new way to rep-
resent formal agreements and are increasingly explored for commercial services.
An electronic contract is very similar to a traditional paper-based commercial
contract, following the same rules and structure [23]. Almost all types of con-
tract can be represented electronically, leading to the need of managing such
contracts, dealing with the representation and evaluation of agreements. In this
work, we deal with contracts written in natural language, thus, the task of ana-
lyzing and evaluating norms is traditionally done by human readers. As more
contracts are required to codify an increasing number of online services which
span over multiple countries and different legal systems, the tasks of writing
and verifying contracts by humans become more laborious, taking substantial
time [12].

2.1 Norm Conflicts

Sadat-Akhavi [26] describes four causes for a norm conflict to arise. The first
cause is when the same act is subject to different types of norms. Thus, two
norms are in conflict “if two different types of norms regulate the same act, i.e.,
if the same act is both obligatory and prohibited, permitted and prohibited, or
permitted and obligatory”. For example, consider a norm n1 that states that
company X must pay product Z taxes, and a norm n2 that states that company
X may pay product Z taxes. The second cause is when one norm requires an
act, while another norm requires or permits a ’contrary’ act. In this case, there
is a normative conflict if “two contrary acts, or if one norm permits an act while
the other norm requires a contrary act” [26]. For example, consider a norm n1
that states that Company X shall deliver product Z on location W, whereas
norm n2 states that company X must deliver product Z on location Q. The
conflict arises when an agent tries to comply with one norm and, at the same
time, violates the other. The third case defines a cause of conflict when a norm
prohibits a precondition of another norm. For example, norm 1 obliges company
X to perform α in location θ, whereas norm 2 prohibits company X to be in
location θ. In this case, company X cannot comply with norm 1 since been
in location θ implies in a violation of norm 2. Finally, Sadat-Akhavi defines a
cause of conflict when one norm prohibits a necessary consequence from another
norm. For example, norm 1 states that company X shall/may replace its material
supplier each year and the process shall not last more than two weeks, whereas
norm 2 states that company X cannot be without a material supplier. In this
case, the process of replacing the material supplier (norm 1) implies to company
X an amount of time without a material supplier, complying with such norm
makes company X violate norm 2.
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3 Deep Learning

Deep learning is a branch of machine learning that tries to solve problems by
automatically finding an internal representation based on hierarchical layers [14].
Such layers can extract complex features from data as they get deeper, which
makes feature design from human engineers unnecessary [5]. There are multiple
architectures of deep neural networks that achieve this type of learning, such as,
convolutional neural networks (CNN) [6], recurrent neural networks (RNN) [17],
and autoencoders [29].

3.1 Convolutional Neural Networks

Fig. 1. Abstract representation of a CNN (extracted from LeCun et al. [6])

Convolutional neural networks were first introduced by LeCun et al. [6].
They modify the usual neural network by adding successive convolutional layers
before the fully connected neural network output layer, as illustrated in Fig. 1.
A convolutional layer uses the convolution mathematical operator to modify
specific regions of input data using a set of kernels, substantially diminishing
the number of neural connection weighs a learning algorithm must adjust close
to the input features. A convolution can be viewed as an operation between two
functions that produces a third one. Each kernel of a convolutional layer has
a defined size and contains a value for each cell; these values, called weights,
multiply the values from the input features resulting in a new feature map.
The kernel goes through the input multiplying every matrix cell, as illustrated
in Fig. 2. The result of applying multiple convolutions to an input is a set of
feature maps with specific information from the input.

In order to reduce the dimensionality of features resulting from convolutions,
convolutional networks often contain pooling layers between successive convolu-
tional layers. These layers have a single kernel without weights that goes through
the input aiming to down-sample the size of the image, much in the same way
resizing an image reduces its dimensions, as illustrated in Fig. 3. They can be
either a max pooling or a mean pooling, the former outputs the highest value
among the ones in the kernel size and the later outputs the mean value among
the ones in the kernel. LeCun et al. use this type of neural network to identify
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handwritten numbers from zip codes in real U.S. mail. From then on, convo-
lutional neural networks have been used extensively to solve image processing
problems. More recently, researchers have used CNNs to solve classical natu-
ral language processing problems [13,31], such as part-of-speech tagging, named
entity recognition, and sentiment analysis. In most cases, approaches using CNNs
have matched and surpassed previous approaches using rule-based and proba-
bilistic approaches. The key challenge in applying CNNs to text processing is
finding a suitable matrix representation for the input text.

0 1 5 1 6

8 7 9 5 8

4 2 0 4 1

3 0 1 8 4

8 6 5 6 2

0 1 0

0 0 0

0 1 1

3

Input Image Filter Feature Map

 9  6

 8

Fig. 2. Convolution example

0 1 5 1

8 7 9 5

4 2 2 4

3 2 1 8

8

Input Image Max pooling 
Kernel 2x2

New Image

Fig. 3. Pooling example

4 Conflict Detection Approach

Our approach to identifying potential conflicts between norms in contracts is
divided into two phases. In the first one, we identify norms within contrac-
tual sentences by training a Support Vector classifier using a manually anno-
tated dataset. In the second part, we classify norm pairs as conflicting or non-
conflicting using a CNN. Figure 4 illustrates the architecture of our approach.
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Fig. 4. Architecture of the norm conflict identifier

4.1 Norm Identification

The first step towards norm conflict identification is to identify which sentences
in a contract contain deontic statements (norms). For this task we consider
contract sentences to be of two exclusive types: norm sentences and non-norm
sentences. In order to separate norm sentences from the rest of the contract text,
we train a classifier based on Support Vector Machines (SVM) using a manually
annotated dataset. We created the dataset using real contracts extracted from
the onecle website3, specifically contracts of the manufacturing domain4. We
manually annotated the sentences in each contract as being either norm or non-
norm, resulting in a set of 699 norm sentences and 494 non-norm sentences from
a total of 22 contracts, which we use as both train and test sets.

4.2 Norm Conflict Identification

In order to identify norm conflicts, we use the concepts introduced by Sadat-
Akhavi [26]. Besides the four causes for conflicts, Sadat-Akhavi identifies three
main types of conflicts, which are:

– Permission x Obligation;
– Permission x Prohibition; and
– Obligation x Prohibition.

We base our conflict identification on these three conflict types in addition
to the first and second causes of norm conflict defined by Sadat-Akhavi. Thus,
in this work, we consider norm conflicts to be:

– Pairs of norms with different deontic concepts applied to the same actions
and the same parties; and

3 http://contracts.onecle.com/.
4 http://contracts.onecle.com/type/47.shtml.

http://contracts.onecle.com/
http://contracts.onecle.com/type/47.shtml
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– Pairs of norms where the obliged action of one clause is either prohibited or
permitted in another clause.

The key challenge in processing text using CNNs is to generate a representa-
tion suitable for the matrix-format input required for the convolutional layers.
Here, we take inspiration from recent work that deals with natural language. The
first sentence representation, created by Zhang and LeCun [31], in which they use
a CNN to deal with natural language processing problems. Their approach aims
to, among other tasks, classify the sentiment (positive, negative, and neutral) of
product reviews from Amazon. Since CNNs are designed to process images, the
solution they propose to translate a sentence into an image is to create a matrix
representation with the review characters as lines and the alphabet as columns.
Thus, given a cell {i, j}, they assign 1 when the ith character is equal to the
jth, otherwise, they assign 0. Figure 5 illustrates their sentence representation
using as example a sentence that begins with ’above’. The resulting matrix has
1 where letters are equal (such as cell 1, 1 and 2, 2) and 0 otherwise.

a b x y z

a

b

o

...

e

Alphabet
...

1 0 ... 0 0 0

0 1 ... 0 0 0

0 0 ... 0 0 0

... ... ... ... ... ...

0 0 ... 0 0 0

Sentence

Fig. 5. Sentence representation by Zhang and LeCun

The second work is from Kim [19], which uses a sentence representation to
classify sentences in different natural language processing problems. Here, the
representation is a matrix in which the lines are the words of a sentence and
columns are the word embedding of each word. An embedding is a representation
that turns words into vectors of floating point numbers. Such representation may
have a variable size and carries semantic information from each word. In Kim’s
approach, the resulting matrix is a group of word embedding lines. Figure 6
illustrates this sentence representation.

One of the key aspects in norm conflicts is that both norms tend to be very
similar as they usually refer to the same party/parties with similar actions, and
conflicting deontic modalities. Therefore, the similarity distance between two sen-
tences often indicates how norm pairs are likely to conflict. Consequently, we rely
on training examples that consist of binary images created from each pair of norms
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Fig. 6. Sentence representation by Kim

denoting the distance between these norms. We created a pair-of-norms represen-
tation using a matrix to denote similar characters in each norm. Given two norms
α and β, our matrix consists of the characters from α in its lines and the charac-
ters from β in its columns, as Fig. 7 illustrates. Given a cell {i, j}, we assign 1 to it
when the ith character of α is equal to the jth character of β and 0 otherwise. For
this work, we limit the lengths of both norms to 200 characters, which is the mean
length of norms from our dataset and truncate overlong sentences. We performed
tests using different norm lengths, which demonstrate that using more than 200
characters does not improve the final result. Using this representation, we train a
CNN to generate a model to classify norm pairs as conflicting and non-conflicting.
Here, we rely on the power of CNN to connect information from different regions
of the input matrix to extract features that indicate conflicting aspects. Thus, we
consider that a CNN is able to identify patterns that relate to deontic meaning,
subject, and object between norms.

5 Experiments

In this section, we discuss our experiments using our different models over our
manually annotated datasets for both identification of norms and norm conflicts.

T h n o w
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o

n

Norm 2

Norm 1

...

0 0 ... 0 0 0

1 0 ... 0 0 0

... ... ... ... ... ...

0 0 ... 1 0 0

0 0 ... 0 0 0

...

Fig. 7. Norm pair representation in our approach
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5.1 Norm Identification Dataset

We identify norms in contracts by classifying contract sentences as norms and
non-norms. Our classifier trains over a manually annotated dataset containing
1193 sentences. We randomly selected sentences from contracts of a public con-
tract repository5. Then, a human annotator classifies the sentence as norm or
non-norm. As result, we obtained 699 norms and 494 non-norm sentences.

5.2 Norm Conflict Dataset Annotation

To evaluate our approach to detect potential conflicts between norms, we
required a corpus with contracts containing real conflicts. However, since we
found no such corpus available, we created a dataset with semi-automatically
generated norm conflicts using a set of real non-conflicting norms as a basis. To
assist in the creation of conflicts, we developed a system to assist human users
to insert conflicts randomly in a contract, while still maintaining language syn-
tactic correctness. In order to create such conflicts, we relied on the assistance
of two volunteers each of which was responsible for inserting two different types
of conflict. Each volunteer was asked to create one of the two causes of con-
flict. We asked the first volunteer to insert conflicts that have only differences in
the modal verb, e.g. changing an obligation modal verb (’must’) for a permission
one (’may’). This volunteer created 94 conflicts in 10 different contracts, totaling
13 conflicts between Permission x Prohibition, 36 conflicts between Permission x
Obligation, and 46 conflicts between Obligation x Prohibition. We asked the sec-
ond volunteer to insert conflicts that contain deontic conflicts and modifications
in the norm actions. This volunteer created 17 conflicts in 6 different contracts,
totaling 4 conflicts between Permission x Prohibition, 8 conflicts between Per-
mission x Obligation, and 5 conflicts between Obligation x Prohibition.

We developed a semi-automatic process conflict creation within a system
that, when prompted, selects a random norm from a random contract, makes a
copy of it, and asks the user to modify it. After user modification, the system
creates a new contract containing both the original norm and the modified copy,
ensuring that a semantically similar, but conflicting, clause is present in the
resulting contract. Thus, we use these new contracts to identify the inserted
conflicts.

From the contracts we used to create conflicts, we selected all sentences not
used in the conflict creation to produce a set for the non-conflicting norm class.
This set has a total of 204,443 norm pairs.

5 https://www.onecle.com/.

https://www.onecle.com/
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5.3 SVM

To create the sentence classifier, we trained an SVM classifier using the dataset
described in Sect. 4.1. SVM is often used to classify datasets with few training
examples with multiple features and a binary classification task since it creates a
hyperplane that tries to find the best division between two classes [16]. In order
to train the SVM, we turn each sentence into a bag-of-words representation [15],
which represents the frequency of words from a fixed dictionary in sentence.
Using this representation, the SVM learns from the frequency each word appears
in a class.

5.4 CNN

To create the norm conflict identifier, we train a CNN using norm pairs from
the dataset described in Sect. 5.2. In this work, we use the classical LeNet CNN,
developed by LeCun et al. [6]. The network architecture consists of two convolu-
tional layers followed by a max pooling layer and two fully-connected neural net-
works. Each convolutional layer has 32 kernels that are responsible for extracting
features from the input image. The network receives as input an image repre-
sentation of each norm pair.

6 Results

6.1 Sentence Classifier

To evaluate our sentence classifier, we divided our manually annotated dataset
into train and test set. We use a 80/20 division, which results in 954 sentences in
the train set and 239 sentences in the test set. Both sets are balanced according to
the number of elements in each class, i.e., 559 norm sentences and 395 non-norm
sentences in the train set, and 140 norm sentences and 99 non-norm sentences
in the test set. To compare the SVM with other linear models, we test the same
dataset with two other classifiers: Perceptron and Passive Aggressive. Perceptron
is a well-known linear model, which can be better explained as a neuron in
a neural network [21]. It processes the input by multiplying it using a set of
weights. The result goes to an activation function, which defines the input class.
Passive Aggressive [4] is a linear model that has its name based on its weight
update rule that, in each round, can be passive, when the hinge-loss result of its
update is zero, and aggressive, when it is a positive number. In our evaluation,
we consider four metrics: accuracy, precision, recall, and f-score. We obtain them
by extracting the true and false positives (tp and fp, respectively), and the true
and false negatives (tn and fn, respectively) from the confusion matrix resulted
running the model over the test set. Table 1 shows the results for each classifier.
The “Classifier” column indicates which learning algorithm corresponds to the
results in the following columns. Column “Prec.” corresponds to the precision
metric as the result of the following equation: tp

tp+fp . “Rec.” corresponds to the
recall metric calculated using the following equation: tp

tp+fn . Column “F-Score”
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corresponds to the harmonic mean between precision (prec) and recall (rec),
calculated by the equation: 2× prec×rec

prec+rec . Finally, the “Acc” column corresponds
to the accuracy calculated by: tp+tn

tp+tn+fp+fn .

Table 1. Results for sentence classifier

Classifier Prec. Rec. F-Score Acc.

Perceptron 0.89 0.88 0.88 0.87

Pass. Agr. 0.92 0.88 0.90 0.89

SVM 0.88 0.94 0.91 0.90

All models obtain similar results in all metrics. However, since we are dealing
with a large feature space and few training examples, we decided to use SVM as
our main training model.

6.2 Norm Conflict Identifier

To train and evaluate the norm conflict identifier, we used a 10-fold cross-
validation step dividing our dataset into train, validation, and test. Since we
have a total of 104 norm pairs with conflicting norms and 204,443 conflict-free
norm pairs, the first step is to create a balanced dataset. Thus, we reduced the
number of non-conflicting norm pairs to 104, which gives us a total of 208 sam-
ples. Each fold has 10% of the data, which is around twenty samples, ten of each
class. In each round, we use eight folds to train, one to validate, and one to test.
To prevent overfitting, we use the early stopping technique that monitors the
accuracy in the train and validation set. When the accuracy in the validation
set starts to decrease and the train accuracy keeps increasing, an overfitting is
detected, resulting in the termination of the training phase.

In order to understand how our CNN is learning the patterns from the input
matrix, we captured the activation values from the first convolutional layer.
Thus, given the trained model, we passed as input two norm pairs: one containing
a conflict between norms and the other conflict free. Figure 8 shows the activation
for the conflicting pair. As we can see, only part of the feature map is activated.
In this small region, the main diagonal, which corresponds to the similarity
between norms, is fully activated. Such behavior indicates that the CNN is using
the similarity to classify norm pairs as conflicting. Figure 9 shows the activation
for the non-conflicting norm pair. Unlike the activation from the conflicting pair,
here the activation covers a bigger part of the feature map. This indicates that
the CNN looks for different kind of patterns when dealing with non-conflicting
norm pairs.

We show the accuracy results for each fold and the mean accuracy overall in
Table 2. Here, each fold represents the test set, whereas the other correspond
to the train and validation sets. For instance, the accuracy in column “0” is the
result from a model trained with folds 1 to 8 and validated using fold 9.
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Fig. 8. Activation from the first convolution when identifying a conflicting norm pair

Fig. 9. Activation from the first convolution when identifying a non-conflicting norm
pair

Recent work [1,2] (see Sect. 7) consider the use of sentence embeddings to
represent norms and identify norm conflicts. We compare our results against
their work in Table 3. As we can see, Aires et al. [2] obtain a better accuracy
when compared to our approach. However, we consider our result a competitive
one as our approach relies solely on the characters of norms. Their approach uses
a pre-trained model to create dense vector representations of norms, and relies
on a manual selection of a threshold to indicate a conflict between norms.

Table 2. Results for the norm conflict identifier

Fold 0 1 2 3 4 5 6 7 8 9 Mean

Accuracy 0.85 0.85 0.76 0.95 0.85 0.76 0.71 0.95 0.95 0.80 0.84

Table 3. Accuracy comparison between our approach and existing work.

Approach Accuracy

Our 0.84

Aires et al. [2] 0.95

Aires et al. [1] 0.78
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7 Related Work

Our approach mixes information retrieval (norm identification) with contract
reasoning (norm conflict identification). Thus, in this section, we describe how
existing work compare to our approach considering the manipulation of con-
tracts.

Rosso et al. [24] propose an approach to retrieve information from legal texts.
Their approach uses JIRS6 (Java Information Retrieval System), a system that
measures distances between sentences using n-grams, to develop a solution for
three problems: passage retrieval in treaties, patents, and contracts. In the first
problem, they want to answer questions from treaty documents. Given a question
about the content of the treaty, they use JIRS to measure the distance between
the question and the text in the treaty, thus, they can rank the best answers
to each question by their similarity. To the second problem, they develop an
approach to help patent creators identify similar patents. As in the first problem,
given a set of patents and a new one, they use JIRS to measure how similar the
new patent is to existing ones. To the third problem, they develop an approach
to identify conflicts between norms in contracts. To do so, they create a contract
example between an airline and a ground operations company with a defined set
of norms applied to both parties. They divide the process of conflict identification
into three steps, first, they translate every norm in contract to a formal contract
language (CL [9]), which they call Contract Language clauses. Second, they
analyze the clauses using a model checker performed by the contract analysis
tool CLAN [10]. From the identified conflicts, they use JIRS to translate the
sentences from CL to natural language. Although this work also tries to identify
norm conflicts, it differs from ours in two points. First, our work tries to identify
normative conflicts dealing directly with natural language, whereas in their work
they use the approach proposed by Fenech et al. [10], which uses a single contract
that has its norms manually translated into the controlled language CL. Second,
to identify norm conflicts, CLAN uses a series of predefined rules, whereas in
our approach we rely on a convolution neural network that processes matrix
of distances between pairs of norms automatically extracting the information
needed to classify them.

Aires et al. [2] propose the use of sentence embeddings to represent norm
sentences as dense vectors and use them to identify norm conflicts. Their app-
roach consists of creating a single embedding vector that corresponds to the
norm conflict concept. They create such conflict vector by obtaining the average
of the offset between the representations of conflicting norm pairs. Once calcu-
lated, they use this conflict vector as a reference to identify norm conflicts. Thus,
given two norms, they convert them into sentence embeddings, subtract them
and measure the distance to the conflict embedding. Finally, they indicate as
conflicting norm pairs with distances equal or smaller than a manually defined
threshold. As result, they obtain 95% of accuracy on norm conflict identification.

6 http://sourceforge.net/projects/jirs/.

http://sourceforge.net/projects/jirs/
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More recently, Aires et al. [1] expanded Aires et al. [2] approach to identify
and classify norm conflicts in contracts written in natural language. They define
four norm conflict types, which can be assigned to norm conflicts according to
their configuration. To manipulate norms, they convert them into dense vectors
using the Sent2Vec algorithm [22]. In order to classify a norm pair, they subtract
the representations and use the result as input to a Support Vector Machine
model that defines the conflicting type. As a result, they obtain 78% of accuracy
on norm conflict identification and 77% on norm conflict classification.

These two work give a step further on norm conflict identification. The main
difference between our work and theirs is that they rely on pre-trained models
to generate norm representations. Our approach uses only the characters from
the norm pair, which makes it simpler and cheap to process. Although Aires
et al. [2] obtain a higher accuracy on norm identification, they rely on the manual
definition a threshold to classify norm pairs as conflicts, which may not generalize
well on a scenario with diverse norms.

Curtotti and McCreath [7] propose an approach to annotate contracts using
machine learning and rule-based techniques. They aim to classify each compo-
nent of contractual sentences based on their structure. To extract data for machine
learning, they create a hand-coded tagger and manually correct its outcome. As
data, they use the Australian Contract Corpus [8] with 256 contracts, containing
42910 sentences and a vocabulary of 14217 words. In their experiments, they ran-
domly select 30 contracts and divide them into three sets, one for train and two for
test. Using different classifiers to compare the results, they obtain 0.86 of F-score.
Instead of classifying each clause structure with a different class, in this work we
want to identify norm clauses. However, we can use Curtotti and McCreath anno-
tation for a further work with a deeper contract analysis.

Gao and Singh propose two different solutions for problems concerning infor-
mation extraction from contracts. In the first one, they propose an approach to
extract exceptions within norms in contracts [12]. They use a corpus with 2,647
contracts from the Onecle repository7 as data for processing. As result, Enlil
obtains an F-score of 0.9 in classifying contracts using a manually annotated
corpus. Although Gao and Singh work is similar to ours by dealing with con-
tractual norms, we have different ends. In our work, we use norms to find poten-
tial conflicts, whereas they use them to identify exceptions within a contract.
However, we can use their concept of exception in a new approach to identify
conflicts with a high-level of detail, since exceptions in norms may induce to new
types of conflicts.

In their second work, Gao and Singh [11] develop a hybrid approach for extract-
ing business events and their temporal constraints from contracts. Using different
machine learning algorithms they obtain an F-score of 0.89 for event extraction
and 0.9 for temporal constraints. This, similar to the first work, is an approach
to extract information from contracts. The main difference between their work
and ours is that they try to identify temporal elements from norms. This is also
an improvement we can apply to the norm conflict identification process.

7 http://contracts.onecle.com.

http://contracts.onecle.com
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Vasconcelos et al. [28] propose an approach to deal with normative conflicts
in multi-agent systems. They develop mechanisms for detection and resolution
of normative conflicts. To resolve conflicts they manipulate the constraints asso-
ciated to the norms’ variables, removing any overlap in their values. In norm
adoption, they use a set of auxiliary norms to exchange by the ones applied to
the agent. In norm removal, they remove a certain norm and all curtailments
it caused, bringing back a previous form of the normative state. Figueiredo and
Silva’s work [27] consist of an algorithm for normative conflict detection using
first-order logic. They use the Z language to formalize the conflict types and
then identify them between norms. Both approaches from Vasconcelos et al. and
Figueiredo and Silva propose a solution for norm conflicts applied to normative
multi-agent systems. The main difference between their work and ours is that we
make the identification of potential conflicts between norms from contracts writ-
ten in natural language. It creates the need for a different approach since natural
language is not structured. However, an alternative approach would be the trans-
lation of natural language to first-order-logic and use one of these approaches to
identify conflicts.

8 Conclusion and Future Work

In this work, we developed a two-phase approach to identify potential conflicts
between norms in contracts. Our main contributions are: (1) a dataset with
manually annotated normative and non-normative sentences from real contracts;
(2) a machine learning model to classify contractual sentences as normative
and non-normative; (3) a manually annotated dataset with contracts containing
artificially generated conflicts between norms; and (4) a deep learning model to
classify norm pairs as conflicting and non-conflicting. We evaluate both models
and we obtain an accuracy of 90% for the sentence classifier and around 84% for
the norm conflict identifier.

Our approach has clear limitations regarding the small dataset used for train-
ing. Although our CNN obtains a high accuracy using the text from scratch, we
must improve the dataset to contain more challenging examples. The model focus
mainly on the similarity between the beginning of both norms to indicate a con-
flict. By providing negative cases with similar norms, we can improve the model
generalization. Thus, besides improving our dataset, as future work, we aim to
develop two different approaches. First, we aim to develop a pre-processing step
in the norm conflict identification to identify elements that may improve the
detection of conflicts, such as temporal information. Second, to fairly compare
our results with the work proposed by Fenech et al. [10], we aim to create an
approach to translate natural language to CL (contract language) and use CLAN
to discover conflicts.

Acknowledgements. We gratefully thank Google Research Awards for Latin Amer-
ica for funding our project.
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Abstract. Norms are behavioral expectations in communities. Online
communities are also expected to abide by the established practices that
are expressed in the code of conduct of a system. Even though commu-
nity authorities continuously prompt their users to follow the regulations,
it is observed that hate speech and abusive language usage are on the
rise. In this paper, we quantify and analyze the patterns of violations
of normative behaviour among the users of Stack Overflow (SO) – a
well-known technical question-answer site for professionals and enthusi-
ast programmers, while posting a comment. Even though the site has
been dedicated to technical problem solving and debugging, hate speech
as well as posting offensive comments make the community “toxic”. By
identifying and minimising various patterns of norm violations in dif-
ferent SO communities, the community would become less toxic and
thereby the community can engage more effectively in its goal of knowl-
edge sharing. Moreover, through automatic detection of such comments,
the authors can be warned by the moderators, so that it is less likely
to be repeated, thereby the reputation of the site and community can
be improved. Based on the comments extracted from two different data
sources on SO, this work first presents a taxonomy of norms that are
violated. Second, it demonstrates the sanctions for certain norm viola-
tions. Third, it proposes a recommendation system that can be used to
warn users that they are about to violate a norm. This can help achieve
norm adherence in online communities.

Keywords: Norms · Norm identification · Norm violation · Norm
signalling · Sanctioning · Stack Overflow

1 Introduction

Online social media platforms have enabled users to express their viewpoints
and hence have become a place for information sharing. Applications like Face-
book and Twitter are the forerunners in this arena along with multitudes of
other applications. Interactions among users of these applications are generally
observed as positive, inclusive and creative. Stack Overflow (SO), a technological
division of Stack Exchange – a network of question-answer websites on topics
in diverse fields, is a platform for beginners to get free technical support from
c© Springer Nature Switzerland AG 2021
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professionals and well-versed programmers. Those who are interested can join
the site for free and post questions they may have about programming to get the
best possible answer. Anyone can ask questions in any joined communities and
anyone can post answers or comments to that question, making the site dynamic
and inclusive. The intent of SO is to give power back to the community [30] so
that a new way of knowledge sharing can be created.

This work is inspired by the post by the Executive Vice President of SO,
regarding the alarming transformation of SO as an unwelcoming place [9]. Even
though millions of comments are generated by the users of various communities
day-by-day, a considerable amount of them were found to violate the Code of
Conduct (CoC) of the site [7], which advocates for friendliness and inclusiveness.
This could be because the users may be ignorant of SO norms as indicated in CoC
or the lack of effective monitoring and stronger punishments for norm violations.
To monitor the proper usage of the site, site authorities have selected reputed
community members as moderators to monitor and review all the posts [9]. The
reputation score in SO decides a user’s future as a moderator. Reputation score
comes from a range of activities including the up-votes of all the answers that
one makes and it reflects how much a person has been accepted as a valued
resource in that community [29]. If a comment is found to breach the CoC of
the site, moderators would either remove that comments or may contact the
author to remove it. Some examples of comments that have been deleted by the
moderator are given below.

“shut up sir.....”
“I just hate this answer oh downvote you senseless clods <profanity>.”
“Its called your brain. If you can’t review your code ask someone else to
do it.”
“you can convert it into seconds, then compare. I think you learned that
in your school.”

In addition to these human moderators, SO brings into play an automatic
bot [3] which helps to identify comments containing certain triggering keywords
reflecting toxic contents, and will report that to the moderators if they exceed a
certain threshold. These norm violating comments, bearing highly toxic contents,
would be flagged ‘red’ and those will be censored by the human moderators
immediately [12]. Moderators who are online will be sent a notification to deal
with this. Thereby an important set of norms are enforced on the site. Figure 1
shows the process of moderation in SO. However, no prior work has investigated
the types of norms and their violations pertaining to SO and this work bridges
this gap.

Even though SO has been offered in myriads of languages like Spanish,
Portuguese, Russian and Japanese [10], this work intends to study the norm
violations in comment posting in English only [11]. In this proposed work, by
analysing comments on SO, we address three objectives: 1) propose a classifi-
cation of the types of norms and also quantify norm violations, 2) quantify the
different types of punishments for norm violations and 3) propose a recommen-
dation system to minimise norm violations in SO in terms of comment posting.
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Fig. 1. A flowchart of comment moderation in Stack Overflow

The paper is structured as follows. Section 2 provides background and related
work in norms, norm identification and norm violations. Also, this section estab-
lishes the purpose of identification of norm violation in online discussion forums.
Section 3 describes the context of norm investigation process in this study. The
methodology is explained in Sect. 4 and Sect. 5 presents our results. Section 6 dis-
cusses the results and also presents the implications of the study in the context
of a normative recommendation system. Finally, Sect. 7 concludes the paper.

2 Background and Related Work

In many areas of human life, rules, conventions and norms play a vital role in
the smooth functioning of the system [22,27]. Even though rules are enforced
by law or authorities, norms are considered as the set of expected practices of
interpersonal behaviour in societies, and may only be socially monitored [22].
While the breaching of rules results in punishment, usually norm violations may
not get punished all the time [22,23]. As norms are not been imposed by those
in power, it is the mindset of the people and the extent to which sanctions are
perceived to be applied which make members of society follow or violate the
norms. Since norms are specific to a society, identifying and following a certain
norm in an unknown community is challenging for people [13,22,24,27,28]. A
system that is able to recognise potential norm violations and warn users about
them would be ideal. However, such a system must be able to identify what are
the norms that exist in the society.

Many researchers have investigated the norm creation, norm learning and
norm emergence processes in agent systems, especially in multi-agent systems
(MAS) [22,25,27]. Other than research on agent based systems, many others
have focused on norm adherence and violation by the members of various social
media platforms like Facebook and Reddit [5]. For example, Chandrasekharan et
al. have tried to identify and classify the macro and meso norms being violated
in Reddit comments [6]. Nowadays, to identify and moderate online hate speech,
for an example, a meaningful amalgamation of both these streams (works on
norms and online communities) has been utilized by all leading social networking
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sites [18,21]. We examine both of these streams of norms identification in the
following sub-sections.

2.1 Norms in Multi-agent Systems

MAS may contain both artificial and human agents. Therefore, it is expected
that these communities also would follow certain behavioural norms inside the
community. Usually, agents follow the norm life cycle—norm creation, spreading,
learning, enforcement and emergence [13,22,26]. Norms are created by the norm-
leaders and inferred by agents by observing the patterns of actions of other
agents of the society. Thus, that predominant practice would become a norm to
be followed by the community.

In a MAS, the learning process can be either offline or online [22,28]. In
offline mode of learning, certain rules would be embodied into the agents and
they would follow these regulations in a top-down model. However, in a MAS,
the norms may be changed dynamically, requiring an ability of an agent to learn
the updated norm from the behaviour of other agents. Therefore, in the online
fashion of learning, multiple agents interact with others simultaneously and at
the same time they would learn the etiquette through the interactions. This is a
bottom-up approach and it is usually expected that the agents should learn from
their own experiences to fit in a dynamic community. Like human beings, agents
also may communicate to achieve coordination and cooperation [31]. Usually,
as part of online learning, the agents may exchange information regarding their
present state or the resources they hold, thereby gaining a better understanding
of themselves and others’ expectations of its behaviour [2].

Norm enforcement refers to the process of discouraging norm violation either
by sanctions or punishments [22]. Punishment could be monetary or blacklisting
an agent. As per Singh et al. [28] and Savarimuthu et al. [22], categories of
norms are a) obligation norms 2) prohibition norms and 3) permission norms.
Obligation norms are the set of patterns of actions which an agent is supposed
to do like tipping in a restaurant. Likewise, an agent system is not expected to
perform an action that has been prohibited by the society such as littering the
park. Violating the above mentioned two classes of norms would invite sanctions
or punishments while the third one, permission norms, usually may not get
sanctioned as it refers to the set of actions an agent is permitted to do. This
work concerns prohibition norms.

2.2 Mining Norms from Online Social Media Platforms

Online social networking sites like Facebook, Twitter and Reddit provide a dig-
ital world where interactions happen. Even though there are centralised rules
regarding the effective and constructive usage of these applications, there exist
some users who do not abide by these rules, resulting in abuse and hate speech.
When people get upset, especially in online media, they are likely to overlook the
norms and may start bullying others for even small mistakes, which has found
a surge in last decade [1]. Also, it is observed that aggressive behaviour is more
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common in online spaces than face-to-face [16]. This hostile nature has long
lasting detrimental effects, e.g., the CEO of Twitter has admitted that Twit-
ter loses their users because of online hate speech [1]. The European Union has
passed a law that all leading social media platforms must delete abusive con-
tents within 24 h[1]. This justifies the requirement of a scalable computational
system to systematically locate and remove online hate speech in social media
platforms.

As a result of social and legislative pressure, all prominent social media appli-
cations are forced to employ human moderators from within the community to
identify and moderate provoking, abusive and unnecessary contents [8]. These
community moderators monitor the posts that have violated the norms of the
community, and potentially delete these posts. Along with these human moder-
ators, computational tools like chatbots (agents) are used to identify abusive or
offensive terms and notify the human moderators for possible moderation. Abu-
sive language detection is an interdisciplinary domain which integrates technical
components like natural language processing and machine learning [14]. Even
though the human moderation process has been found effective, this tedious
task could be minimised if all the community members follow the norms. Unfor-
tunately, norm violation in social media is becoming commonplace and there is
an increased need for understanding the types of norms and their violations in
online communications. In this work we investigate the norms of SO on a posted
comment.

The goal of the paper is to identify the norms that a comment is expected to
follow and the nature of violations. We provide the context of our study in the
next section.

3 Norm Investigation in Stack Overflow

Having learned about the toxicity through the aforementioned blog post of SO
top officials, we investigated the nature of comments by collecting the comments
from one particular day with the goal of checking the number of comments that
are deleted in subsequent days. We found that around 9.3% of total comments
of that day disappeared within one month and this increased to 14% within two
months, and this process still continues. Comments were collected between 2
December 2019 and 13 February 2020 for posts with tags ‘Java’ and ‘Python’.
Between these two dates, 3221 comments that originally appeared on 2 December
were deleted. There are two possible reasons for a comment’s disappearance:
either voluntarily deleted by the author or removed by the moderator as part
of moderation (i.e., deleted because it violates a norm). Therefore, the set of
deleted comments comprise those that were voluntarily removed by the author
and deleted by the moderator. The reason for moderation could be the possible
violation of generic rules of a society or, some rules or norms specific to SO.
Based on prior work [15] and a bottom-up analysis of deleted comments, in this
work we investigate two major classifications of norms and patterns of norm
violations that can be observed from textual comments: (1) Generic norms and
(2) SO specific norms.



Norm violation Study of Stack Overflow Comments 25

Generic Norms and Their Violations - Generally, it is expected that in
the community we live in, we are not supposed to use rude or offensive words that
may hurt others. So, the norm is to be polite, and also respect individuals and
their unique attributes such as gender and ethnicity. While interacting in online
communities we are also expected to follow these rules to keep the decorum. SO
is such a forum where the CoC requires its users to respect fellow community
members irrespective of their knowledge level, ethnicity or gender. Therefore,
generic norms refer to a set of universally accepted norms pertaining to the use
of refined language. These norms are likely to be similar across online commu-
nities. The norms under this category of prohibition norms are norm against a)
personal harassment, b) use of racial slurs, c) use of swear words, and d) use of
unwelcoming language. A fine grained description along with examples of these
norms are given in Table 1.

SO Specific Norms and Their Violations - It is a common courtesy to
express gratitude for any kind of help, especially in online media. People will
acknowledge and apologize for small mistakes to keep the space amiable. How-
ever, as aforementioned, the CoC of SO has the policy of keeping the site useful
to everyone by containing only relevant knowledge and reducing noise. As a part
of that, even though users usually post acknowledging or apologising comments,
these are usually removed by moderator as those comments may distract the
users from gaining knowledge, or the newly joining members may consider the
site to be too chatty [20]. Also, if someone asks an irrelevant question as a follow
up of a posted question, this may also get removed. These norms of not accepting
or not promoting pleasantries are unique to SO as these comments distract from
the intended purpose of knowledge sharing. Therefore, the very specific norms of
SO is to keep the site less noisy (free of clutter). Details about four SO-specific
norms are shown in the lower half of Table 1.

4 Methodology

There are two parts of this study: identifying violations of generic and specific
norms in SO. To study the pattern of generic norms, we collected the data from
the SO Heat Detector bot [19] that identifies violations based on regular expres-
sions and various machine learning algorithms. We collected all comments that
were flagged by the bot between 16 May 2016 and 31 January 2020. There were
a total of 56382 comments. Since these comments are related to violations of
generic norms (norm type 1) and did not contain violations of SO specific norms
(norm type 2), we created a deleted comments dataset, by collecting comments
that were posted on a particular day (2 December 2019), and subsequently check-
ing which of those were deleted from that set in the next two months. We discuss
these in detail in the following sub-sections.

Identifying Generic Norms and Their Violations - In SO, a comment
flagged by the bot may violate the abuse norms of SO. A sample entry from
the bot is “SCORE: 7 (Regex:(?i)/bullshit NaiveBayes:1.00 OpenNLP:0.75 Per-
spective:0.90)”. Here the Regex (regular expression) attribute shows the nature
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Table 1. Norm categorization

Norm violation

type

Label Description Examples Evidence

Violation of

generic norms

Personal

harassment

Personally targeting, name calling,

intimidating, defaming or trolling

one user

Can you please stop posting

such unrelated rubbish

[7]

Shut up sir.....

Racial Treating a user unfavourably based

on his/her skin tone, race or

ethnicity

Somebody is blocking you,

are you Chinese?

[7]

Who the hell are you to talk?

An Arabian terrorist?

Swearing Usage of any swear words or

profanities to abuse one.

That means you have

fu***d-up the routers

[7]

This community is moving to

a**hole level

Other

unwelcoming

Any other unfriendly comments or

accusations which violates the

inclusive policy of SO

You copied my idea [7]

This is spam

Violation of SO

specific norms

Gratitude Expressing gratitude Thanks for your response

Thanks, works perfectly.

[17]

Apologizing Expressing apology for mistakes Sorry I was offline [17]

My humble apologies sir

Welcoming Welcoming a new member to SO or

to the community

Welcome to Stack Overflow,

Hamza

[17]

Welcome to SO Kyle!

No longer

needed

These are comments that were

once useful but are not anymore.

But the specific reason is unknown

I found your post valid [17]

That would be a nice idea

of the violation (i.e., the use of the word bullshit). While the entry has other
attributes such as the SCORE indicating the extent to which a comment might
be a violation (i.e., 7 out of 10) and the output from other machine learning
algorithms such as Naive Bayes, we consider only those comments that have
Regex. Only these comments can be classified into one of the four groups, as
the actual comments have been deleted by SO. After the bot flags a comment,
the moderators review the nature of the violation. The outcome of the review
process may be any one of the following: (1) the moderators may deem the com-
ment to be appropriate and permit the comment to be available in the site, (2)
the comment may be deleted from the site but the reason is not disclosed, (3)
the author may remove the comment voluntarily, after the moderator contacts
the author because of its inappropriateness, (4) the comment may be deleted by
the moderator because of its inappropriateness. The classification of comments
based on the outcome from the moderation process is shown in Table 2. Out-
comes A and M can be considered as punishments for norm violation. These
deletions are considered as punishments because the system may have a record
of users’ actions and this may impact their reputation in the future.

The dataset contained 56382 comments of which 673 comments do not have
the links to locate the comment. In the remaining 55709 comments we found
that only 19872 have Regex values to consider for norm classification. After col-
lecting the set of Regex keywords used in SO from the GitHub repository of the
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Table 2. Table describing outcomes of moderator review

Number Type Description

1 E Contains matching keywords, but not deleted (i.e., they Exist in SO)

2 U Deleted (Unknown reason)

3 A Deleted voluntarily by the Author

4 M Deleted by the Moderator

Heat Detector bot1, we manually classified the Regex collection into four norm
groups—personal harassment, racial, swearing and other unwelcoming comments
as listed in Table 1. The full list of Regexs that correspond to each group can
be found online2. A Python program was used to identify the outcome of each
violation by selecting the link for each comment and extracting the nature of the
outcome from the resulting page (e.g., moderator deleted the comment). This
extracted data was then grouped based on different outcomes.

Identifying SO Specific Norms and Their Violations - To identify SO
specific norm violations, we collected comments from one particular day - 2
December 2019, for two months. We identified that 3221 comments were deleted
within that period. We examined the reason for moderation of the comments.
The reasons fall under two major categories. The first one is pleasantries. The
reason for moderation is that, being a technical question-answering site, SO dis-
courages the formalities of expressing gratitude, apology and welcoming someone
new to the site or community. The second measure is the scale of essentiality of
the comment. The reason of moderation is that the moderators may find those
comments no longer needed towards knowledge sharing goal of the site.

5 Results

This section presents results of norm violation for the two categories of norms.
The discussion of these results is presented in the subsequent section.

Violation of Generic Norms - Figure 2 shows the occurrence of the top
thirty Regexs in the dataset. Out of the top ten Regex keywords, both swearing
and personal targeting keywords appear thrice each and unwelcoming keywords
appear four times. This shows that even in SO, a technical discussion forum,
people may violate the norms of politeness and may tend to use abusive words so
frequently. Moreover, the presence of keywords representing other unwelcoming
comments show that people may accuse others or others’ comments as being
a spam, sarcastic or rude, which has been traditionally been considered as the
duty of moderators. Racial abuse related keywords are found in small numbers
(i.e., 377 comments). Complete Regex occurrence details can be found online3.

1 https://github.com/SOBotics/HeatDetector.
2 http://www.mediafire.com/file/o39ypolha0v0ik0/Regex classification.pdf/file.
3 http://www.mediafire.com/file/mez6z6lcszz6ybi/Regex occurrence.pdf/file.

https://github.com/SOBotics/HeatDetector
http://www.mediafire.com/file/o39ypolha0v0ik0/Regex_classification.pdf/file
http://www.mediafire.com/file/mez6z6lcszz6ybi/Regex_occurrence.pdf/file


28 J. Cheriyan et al.

Fig. 2. Top 30 Regexs and their corresponding occurrence

Figure 3 shows the percentage of comments that violated norms belonging
to the four categories. We have observed that personal harassment keywords
and swearing terms are the two most common reasons for norm violation in the
examined dataset (33.3% and 33.2% respectively). 66.5% of the total violations
come from both these two groups. However, another 31.5% comes from other
unwelcoming comments category. Only just 2% of the violations were found for
racial norms.

Figure 4 shows the outcome of the flagging process of the bot. As presented
earlier, the outcome is one of the four options shown in Table 2. We observed that
in all four categories of norm violations, the type U outcome occurs the most,
showing that the comments have been deleted from the site for an unknown
reason. It is likely that the authors of the comments (without any prompting)
realized the issue with their own posts and removed them. Out of 19872 com-
ments evaluated, 45% of comments belong to this category. The next category
of outcome is those comments deleted by the moderator (M) with 28%. Also,
in 9% of comments, the author voluntarily removed them (type A). The rest of
the comments (18%) are still present on the site (type E) showing that despite
possessing certain objectionable words, the human tolerance for these comments
have not been exceeded. On the other hand, strict punishments are imposed on
norm-violating comments. This is evident from the moderation process which
removed 37% of total comments which fell in categories A and M. Figure 5
shows the outcome of the flagging process by the bot for the four norm cate-
gories. It is evident that in all four categories, most of the comments are deleted
from the site for an unknown reason (type U). Followed by this is type M where
the moderator has deleted all these comments. Voluntary removal of the com-
ment by the author (type A) is the outcome with the smallest count. It can be
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Fig. 3. Percentage of norm violations in four categories

Fig. 4. Outcome statistics of moderator review after bot flagging

observed that the type E (comments still exist) outcome happens more than the
type A outcome. Therefore, the general trend is U >M >E >A in all four norm
categories.

Violation of SO Specific Norms - Figure 6 presents the percentage of vari-
ous SO specific norm violations in the dataset. Out of 3221 comments evaluated,
84% of the comments were in the ‘no longer needed’ category. Since these are no
longer needed for the site, those are deleted. 2% are apologies that were removed.
2% are welcome messages and 12% are gratitude messages. It is interesting that
pleasantries (apologies, welcome and gratitude) account for 16% of the com-
ments and these are in fact deemed to be not useful to the knowledge creation
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Fig. 5. Norm violations identified in bot flagging outcome

Fig. 6. Norm violations present in extracted dataset of one particular day

process. In addition to these, we also observed 9 comments in the dataset that
were personal harassment messages indicating the violation of generic norms
(not shown in Fig. 6). This shows that the moderation process is not instanta-
neous (i.e., removing harassment messages takes time) since these are possibly
milder (borderline) offenses and may require multiple users flagging them before
a decision could be made.

6 Discussion

In this section we provide a discussion of the results presented in Sect. 5, partic-
ularly discussing their implications for developing a recommendation system to
prompt the users to follow the norms of SO when posting a comment.
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Fig. 7. The proposed norm adherence recommendation system

Generic Norms - From the results shown in Sect. 5, it can be inferred that
nearly equal contribution for generic norms violation come from the three cate-
gories of personal, swearing and other unwelcoming comments. Also, these three
together contribute substantially towards total generic norm violation of 98%.
Therefore, if we can restrict the abusive language usage, we would be able to
improve the quality of the system for everyone. This provides an opportunity
to develop an online norm recommendation system for comments which may
violate the generic norms of SO. Figure 7 displays the high level workflow of the
application which provides norm recommendation.

In the recommendation system, when a new comment has been entered, the
generic norm violations can be detected. If the comment violates norms, the
system would alert the user regarding the abusive content and the nature of
norm violation. Moreover, the system would provide certain rephrased options
for the same comment using deep learning techniques. A good candidate for
such an approach is GPT-3, that provides suggestions for auto-completion of
text [4]. If the user accepts the proposal, the rephrased comment is posted. If
the user does not rephrase or accept the options presented, the post would be
allowed, however, a notification will be sent to the moderators regarding the
norm violation. Then it would be the discretion of the moderator to review and
decide the destiny of the comment. The user also has the option to abort the
comment in which case the comment will not be posted. Figure 8 shows an
example of the options available to the user for rephrasing a bad comment.
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SO Specific Norms Violations - From the results shown in Sect. 5, it is
evident that more than three-fourths of the comments in SO are in the category
‘no longer needed’ which are abiding by the specific norms of SO and are neutral
in nature. However, these comments are not contributing anything productive
to the community, which is likely to be the reason for moderation. In addition
to these set of comments, pleasantries also became a substantial reason for norm
violations. Therefore, if we could limit the usage of these two categories of com-
ments, SO specific norm adherence can be enhanced. Figure 7 shows that if a
comment violates SO specific norms, the system would notify the user about the
nature of norm violation. The user can abstain from posting the comment. If
not, the user will be allowed to post the comment and the moderator would be
notified regarding norm violation.

Fig. 8. Norm recommendation system

In the future, we intend to build the norm recommendation system proposed
in Fig. 8 using deep learning techniques. Also, we plan to extend the proposed
system to improve the reputation of users in SO community by abiding by the
norms pertaining to the site. Thereby, better knowledge sharing without clutter
can be facilitated, trust can be guaranteed and gentler treatment can be expected
among community members.

7 Conclusion

The type of norms and their violations in SO are seldom addressed by prior work
and that formed the focus of the current work. Our objectives are to identify and
quantify the patterns of norm violations in SO comments and to propose a norm
recommendation system for SO comments. We have identified two categories of
norms, the generic norms and SO specific norms. We found that a significant
proportion of violations in the first category has been contributed by the vio-
lation of three norms: personal harassment, swearing and other unwelcoming
comments. In the second category, the main violations are ‘no longer needed’
and pleasantries. We have proposed an approach that can identify and alert the
user regarding the presence of violations in comments which would potentially
limit norm violations in SO.
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Abstract. Researchers have long been interested in the role that norms
can play in governing agent actions in multi-agent systems (MAS). Much
work has been done on formalising normative concepts from human soci-
ety and adapting them for the government of open software systems, and
on the simulation of normative processes in human and artificial societies.
However, there has been comparatively little work on applying norma-
tive MAS mechanisms to learn the norms existing in human society.

This work investigates this issue in the context of international poli-
tics. Using the GDELT dataset, containing machine-encoded records of
international events mentioned in news reports, we extracted bilateral
sequences of inter-country events and applied a Bayesian norm mining
mechanism to identify norms that best explained the observed behaviour.
A statistical evaluation showed that the normative model fitted the data
significantly better than a probabilistic discrete event model.

Keywords: Norm mining · Bayesian inference · GDELT · Big data

1 Introduction

Norms are patterns of expected behaviour in human societies. In multi-agent
systems, norms have been an active area of research where they have been used to
facilitate desired agent-behaviour by constraining choices through prohibitions,
obligations and permissions. Norms have been shown to facilitate social order
[7] and improve cooperation and coordination among agents [29], and an active
research community has investigated many theoretical and practical aspects of
normative reasoning in multi-agent systems [1].

An emergent line of work considers how individual agents can use observa-
tions and experience to identify the norms that are prevalent in their society.
Most work on observation-based norm learning has been limited to simulation-
based studies. This work aims to extend the prior work by inferring norms from
a real dataset in the domain of international politics. This is done by a novel
approach combining a Bayesian norm learning mechanism [9] with a probabilistic
language model fitted to the observed event sequence data.
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The Global Database of Events, Language and Tone (GDELT) [20] is a geopo-
litical database that captures events recorded in broadcast, print and web news
from all around the world using an automated text mining process. Events are
encoded in terms of 61 attributes such as the date, event type and countries
involved [15]. The database is continuously updated and has over half a billion
records. It has been used for studies such as predicting future violence levels in
Afghanistan [35], and detecting protest events in the world [23].

GDELT records event occurrences, with no information about the reasons
underlying them. The objective of our research is to investigate the hypothesis
that political interactions between countries, represented as sequences of events,
are governed by norms, and to discover what these norms may be. We also
aim to demonstrate the application of a Bayesian norm learning mechanism to
real-world data.

We use the GDELT data to train a model of the probability of events occur-
ring between a pair of countries, conditional on the event history and existence
(or not) of a given norm. Given a set of candidate norms generated by a simple
language, the odds of each norm holding are latent variables [4] that we wish to
uncover via Bayesian inference. This involves encoding the semantics of norms
as patterns of expected behaviour via a likelihood function: the probability of a
given sequence of events under the assumption that a candidate norm holds.

We consider the following research question: Can the GDELT event database
be better explained by a model combining probabilities and norms than by a purely
probabilistic model? Our research comprised five stages: i) collecting and pre-
processing data from the GDELT database; ii) fitting a probabilistic model to
serve as the baseline model; iii) defining a model to calculate the likelihood
of observed sequences of events, given an assumed norm; iv) using this model
to mine norms from the GDELT database based on Bayesian learning; and v)
comparing the fit of the two models with the data.

Note that we do not aim to build a model to predict future behaviour in
international politics; instead we focus on adapting a Bayesian norm-learning
technique to identify norms that may underlie the observed event data.

The rest of the paper is outlined as follows. In Sect. 2 we discuss prior work on
analysis of GDELT data and on norm learning. Section 3 provides an overview
of our approach to norm learning. Section 4 discusses how we pre-processed
the GDELT data to extract bilateral sequences of mutually relevant events.
Section 5 presents the probabilistic model used as a baseline for our work, and
Sect. 6 discusses the Bayesian approach to norm learning, and our model for
normative reasoning in the form of a likelihood function for event sequences
given a candidate norm. Section 7 and 8 present the results of our experiments
and a statistical evaluation of the increased explanatory power that our model
gives for the data compared to the baseline probabilistic model. Finally, we
present our conclusions and suggestions for future work.
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2 Prior Work

2.1 Analysis of GDELT Data

The GDELT dataset has attracted researchers from various fields including his-
tory, political science and computer science [5,16,17,19,23]. Research using this
dataset can be broadly classified into descriptive and predictive approaches. The
descriptive approaches (e.g. [5,17]) explain how certain events unfolded through
the narrative of political events as viewed from the data captured in GDELT.
The predictive approaches present models that can be used to predict future out-
comes (e.g. [16,35]). Relevant work employing these two approaches is discussed
below.

Descriptive Approaches. The work of Keertipati et al. [17] explored the
GDELT data associated with two specific events (the Sri Lankan civil war, and
the 2006 Fijian coup d’état) and their work confirmed that the data extracted
from news articles in fact captured these global events. De Cadenas-Santiago
et al. [5] analysed social unrest dynamics in Eurasian countries. They built a
model based on the GDELT data to analyse the “unrest cycle” involving social
agents and state response. Using their model, they showed that unrest and gov-
ernment action are not homogeneous across the entire Eurasian region and cer-
tain areas are more prone to conflict escalation where the enforcing ability of the
state is low. The work by Gao et al. [12] showed that global political revolutions
such as the Arab Spring can be explained through abnormalities in previously
observed long-range correlations in political events. Qiao et al. [23] developed an
approach for detecting and monitoring protests that happen around the world.

Predictive Approaches. The work of Yonamine [35] was the first to demon-
strate that the data from GDELT dataset can be used to predict violence levels
(in various districts of Afghanistan). Subsequently, several researchers created
prediction models that utilised GDELT data for various purposes. The work of
Keneshloo et al. [19] showed how the GDELT data can be used for detecting
and predicting domestic conflicts. The work of Jiang et al. [16] predicted future
bilateral relationships between USA and other countries based on the past data.
There has also been work in creating a model predicting required humanitarian
logistics in violence-stricken regions using the GDELT data [24].

To the best of our knowledge, none of the prior research has analysed the
GDELT dataset to identify international norms. This work applies a Bayesian
approach to learn the norms that best explain behaviour recorded in the GDELT
dataset, and thus falls under the descriptive category.

2.2 Norm Learning

Norm learning (also known as norm mining, identification or recognition) is an
active area of research in multi-agent systems. Researchers have employed various
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techniques for learning norms including association rule mining [25,26], case-
based reasoning [3,6], reinforcement learning [28], inductive logic programming
[8,30] and Bayesian inference [9]. Most work in this area is limited to learning
norms from simulated agent societies. For example, the work of Savarimuthu et
al. [25,26] inferred prohibition and obligation norms in simulated park littering
and restaurant scenarios, while Sen and Airiau [28] investigated social learning
by simulating repeated encounters in an abstract model of a traffic intersection.
While there is value in simulation studies that demonstrate the feasibility of an
approach, there is a need for norm-learning techniques that can be demonstrated
to apply successfully to real-world scenarios.

There has been some work on applying multi-agent system norm-learning
techniques to infer norms from real-world datasets. Researchers have explored
the identification of software development norms from open source software
repositories [10] and to extract norms from a corpus of business contracts [13].
Norms in these domains are explicitly stated (e.g. “One must not do X”) and use
sentence features (e.g. deontic modalities such as must and must not) to infer
norms. These works typically either use smaller datasets (e.g. 868 sentences in
the work of Gao and Singh [13]) and/or the information about a norm is found
in a single document [2]. In contrast, this paper deals with a very large dataset
where norms are implicit in patterns of behavior and norm-related information
pertaining to a norm (e.g. details about norm triggers, violations and sanctions)
cannot be found in a single document, but is spread across different articles,
potentially spanning a long period of time. For example, the statement by a
particular country disallowing the United Nations team from assessing their
nuclear facilities may be in one article, and the ensuing sanctions (from different
countries) might be in subsequent articles. These events will appear as sepa-
rate entries in the GDELT dataset. Thus, extracting the behaviour that may
be subject to norms requires extracting chains of events across multiple news
sources.

3 Overview of Our Approach

Figure 1 shows an overview of our approach, which is explained in more detail
in subsequent sections. We begin by pre-processing the GDELT event data (top
of the figure), which consists of a set of attribute values for each event extracted
from news sources. We filter the data to retain the events occurring between gov-
ernment actors, and then partition these into bilateral event sequences (i.e. those
involving a pair of country actors) in which the events are mutually relevant.
We do not retain the country names, as we focus on identifying generic norms
that apply to all bilateral interactions between countries, rather than specific
countries, regions or cultures. We model events as having a type (provided by
GDELT as an event code attribute), and a direction (from the first country to the
second, or vice versa). Some events (shown as lightning bolts in the figure) are
considered to be sanctions, based on their event codes. The figure depicts non-
sanction events as circles that are coloured to indicate different event types, with
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Fig. 1. Overview of our approach. The norm state machine and equations on the left
are shown in full in Fig. 2 and Sect. 6.4, respectively.

embedded arrow heads to denote their direction. Sanctions also have directions,
as shown in the figure.

For each sequence and candidate norm, the likelihood of the sequence occur-
ring given that norm, and its likelihood if there is no norm, are calculated. Bayes’
Rule is then used to update the odds of each candidate norm holding compared
to the absence of a norm. Baseline conditional probabilities are obtained by
fitting a probabilistic language model to the sequence data (not shown in the
figure). We define a model that modifies these probabilities in the presence of
a norm, which is sketched out on the left of the figure and presented in full
in Sect. 6. This consists of two parts: (i) a state machine defining how a norm
becomes activated, fulfilled or violated, and the subject of a sanction, together
with (ii) a set of equations defining the conditional probabilities of events given
an event history and a hypothesized norm that is in a particular state induced
by the event history. Thus, a sequence’s likelihood (given a norm) is decomposed
into a product of event probabilites that are conditional on the prior events in
the sequence and the current norm state.

4 Data Pre-processing

The GDELT project monitors the world’s broadcast, print and web news from
across the world and identifies people, locations, organizations, themes, sources,
emotions, counts, quotes, images and events using natural language process-
ing and data mining algorithms. We focus, in particular, on the GDELT event
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database. This has two versions. The GDELT 1.0 event database contains over
a quarter of a billion records covering the period January 1, 1979 to February
17, 2014. It is no longer updated. The GDELT 2.0 event database is the current
version which is updated every 15 min. This consists of two tables: an events
table and a mentions table.

The events table records events between pairs of actors. Each event
has 61 encoded attributes; we focus on GlobalEventID, ActorNCountryCode,
ActorNType1Code, Day, and EventCode (for N ∈ {1, 2}). Event and actor types
are encoded using the Conflict and Mediation Event Observations (CAMEO)
coding scheme [27]. CAMEO event codes have a hierarchical structure, with 20
“root codes” (in GDELT terminology) as shown in Table 1. These are further
specialised into “base codes”, and some are subdivided into a further level of
detail. For example, “S. Korea joins US-led efforts to send astronauts back to
moon” is encoded with base code 036 (Express intent to meet or negotiate),
which is a subcode of root code 03 (Express Intent to Cooperate). The event
attributes record the two actors’ countries and their types: both government.

Table 1. CAMEO root event codes

01 Make public statement

02 Appeal

03 Express intent to cooperate

04 Consult

05 Engage in diplomatic cooperation

06 Engage in material cooperation

07 Provide aid

08 Yield

09 Investigate

10 Demand

11 Disapprove

12 Reject

13 Threaten

14 Protest

15 Exhibit military posture

16 Reduce relations

17 Coerce

18 Assault

19 Fight

20 Engage in unconventional mass violence

We considered events occurring from June 19, 2018 to June 20, 2019, recorded
in 35039 data files, and retained only those involving two country actors (as
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opposed to other international organisations) with a primary role code of govern-
ment. In our analysis, we used the CAMEO root codes only. We categorised the
following root event codes as sanction events as they signal disapproval towards
another country: 11 (Disapprove), 12 (Reject) and 16 (Reduce relations)1.

Our data pre-processing phase involved extracting these events and partition-
ing them into sequences of related events. To do this, we introduced the notion
of mutual relevance via a co-mention relation. We defined two events to be co-
mentioned if they appear in the same news source as recorded in the GDELT
mentions table [15]. This relation on the set of events is denoted by ∼cm. This
relation is symmetric and reflexive by definition. We define the mutual relevance
relation ∼r as the transitive closure of ∼cm. The mutual relevance relation is an
equivalence relation and thus partitions the set of events. As we are interested
in bilateral events, we divide each partition into sub-partitions containing events
involving a distinct pair of country actors. These sub-partitions, when ordered
by date, form sequences of mutually relevant bilateral events. When two events
occur on the same day we order them randomly. Each event in a sequence is
represented by its CAMEO event code and actor 1 and actor 2 country names.

Our initial generation of sequences resulted in some that seemed overly long2

to comprise only mutually relevant events. We found two issues contributing to
this problem. Many BBC news reports had non-unique mention identifiers, such
as the string “as listed in Russian/BBC Monitoring/(c) BBC”. These caused all
events from the same BBC news source to be considered as mutually relevant.
We therefore filtered out events with “BBC” in their mention identifiers before
determining the mutually relevant event sets. We also found that some events
were highly mentioned, possibly as the general background to news stories. These
functioned as hubs linking many events together via the co-mention relationship.
We resolved this problem by ‘cloning’ events with more than 250 mentions, i.e. for
each mention of a highly mentioned event we generated a separate copy of that
event with a unique mention identifier. After these two steps, our processed data
consisted of 513,906 sequences with the maximum sequence length of 161. The
resulting dataset is available online [21].

5 Baseline Probabilistic Model

We follow a Bayesian approach to norm learning [9], which we explain in detail in
Sect. 6. This requires computing the likelihood of an observed sequence of events,
given each norm hypothesis (including the hypothesis that there are no norms).
Prior work on Bayesian learning of norms assumed knowledge of the plans that
govern agents’ public behaviour [9]—this provided a model of the possible agent
behaviours in the absence of normative reasoning. In this work, as we do not have
a plan-based model of international political interactions, we fit a probabilistic
1 We omit conflict event types (such as Threaten, Assault and Fight) from this list,

as we consider these to be events that are likely to be subject to norms, rather than
reactions to norm violations.

2 Some sequences contained as many as 20,000 events.
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model to the set of event sequences resulting from our data pre-processing. This is
used when defining the likelihood of observed sequences given norm hypotheses,
and also serves as a baseline model for the evaluation of our normative model,
as described in Sect. 8. We chose to use the libPLUMP implementation3 of
the sequence memoizer (SM) [34], due to Murphy’s description of the SM as
“the best-performing language model” [22, p.595]. The SM is a Bayesian non-
parametric model that can be trained to learn a conditional distribution for the
next symbol given all previous symbols [14], i.e. a set of conditional probability
distributions of the form p(xi+1|x1, · · · , xi). Here, x1, · · · , xi is a sequence of
observed symbols (the context), and the distribution tells us the probability of
symbol xi+1 being the next symbol to appear after the given context. The non-
parametric nature of the SM means that there is no a priori limit on the length
of context that can be modelled.

The SM’s underlying mathematical model assumes that the symbols that can
occur within sequences have a power-law distribution of probabilities, as occurs
in many natural settings, e.g. the frequency of words in human languages. This
smooths the fitted model to account for unseen data and avoids overestimating
the probability of rare symbols that might be observed by chance. However, for
our aim of discovering norms to help explain the data, rather than predicting
new behaviour, we used an SM parameter setting that suppressed the power-law
scaling.

The event sequences extracted from the GDELT dataset contained events
represented as triples 〈rc, c1, c2〉, where rc is a CAMEO root code and c1 and
c2 are the country identifiers appearing as the event’s Actor1CountryCode and
Actor2CountryCode fields. As our aim is to learn generic norms that apply to
all countries, we did not retain the country identifiers when training the SM.
However, it was important to preserve the directionality of the events between
the two countries: there is an important difference in the relative directions of
the events in the first sequence below compared to those in the second and third
sequences.

〈rc1, c1, c2〉, 〈rc2, c1, c2〉 〈rc1, c1, c2〉, 〈rc2, c2, c1〉 〈rc1, c2, c1〉, 〈rc2, c1, c2〉
We therefore view each event as a combination of an event root code and a
direction, where by convention the first event in a sequence is taken to be in
the “forwards” direction. We denote a directed event by a pair 〈dir , code〉, giv-
ing the following representation for the first sequence above: 〈F , rc1 〉, 〈F , rc2 〉,
where F denotes “forwards” and B denotes “backwards”. The second and third
sequences have the same representation: 〈F , rc1 〉, 〈B , rc2 〉. For simplicity, we
denote a directed event by single variable, e.g. e, where we do not need to make
the direction explicit.

Before training the SM, we replaced each event in a sequence with an integer
code representing the combination of its event root code and a direction. While
training the SM, we generated a second instance of each sequence in which the
event directions are reversed. This is because the trained SM would be used to
3 https://github.com/jgasthaus/libPLUMP.

https://github.com/jgasthaus/libPLUMP
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look up likelihoods for previously unseen event sequences (encoded in the same
way as the training data). The SM would first attempt to find a stored ‘context’
that completely matched the observed sequence. In the absence of an exact
match, it would use the longest suffix of the observation that it could find in its
internal storage. If we had not trained the SM with additional direction-reversed
sequences, all stored contexts (from training inputs) would begin with events in
the forwards direction (our convention during the original sequence generation),
and this suffix matching would not work for observation suffixes that have an
odd number of initial events omitted: the suffix would begin with a backwards
event and thus match no stored SM context.

Finally, we appended a special end symbol to each sequence.

6 Normative Model

Given a set of candidate norms, for every observed event sequence σ in our
dataset and each candidate norm we calculate the likelihood of the observation
given the hypothesis h that the norm holds: p(σ|h). We also calculate the obser-
vation’s likelihood under the hypothesis that no norm holds (h0). Bayes’ Rule
(the odds form of Bayes’ Theorem) is then used to update the odds of the two
hypotheses given the observation:

O(h: h0|σ) = O(h: h0)
p(σ|h)
p(σ|h0)

(1)

Here, we multiply the prior odds O(h: h0) by the ratio of the likelihoods of the
observed sequence under the two hypotheses, to give the posterior odds.4

We reason with odds because, in general, candidate norms do not form a set
of mutually exclusive and collectively exhaustive hypotheses, which is necessary
to normalise probabilities when using Bayes’ Theorem [9]. We work in log space.
After initialising the prior log odds for all norm hypotheses to a uniform value,
for each sequence s we calculate the log likelihood of s under all hypotheses. We
then update the log odds for each hypothesis h by adding the difference between
log p(s|h) and log p(s|h0).5

6.1 Candidate Norms

We use the following language to define our set of candidate norms:

– O(ec): an unconditional obligation to perform an event with event code ec.

4 The priors were are initialised to 1 for all of the norms we consider. However, this
choice has no significant effect as we are interested in the relative posterior odds.

5 Note that this approach only reasons about single-norm hypotheses. Based on the
log odds of individual norms, it would be possible to select combinations of most
likely norms to form multi-norm hypotheses, but this requires a more complex model
of observation likelihood than we have at present.



44 R. Murali et al.

– O(cec, ec, rel dir): a conditional obligation to perform an event with event
code ec if a prior condition event with event code cec has occurred, and the
two events have the relative direction specified by rel dir (either ‘same’ or
‘different’, denoted + and −, respectively).

– P (ec): an unconditional prohibition of events with event code ec.
– P (cec, ec, rel dir): a conditional prohibition of events with event code ec if a

prior condition event with event code cec has occurred, and the two events
have the relative direction specified by rel dir .

For conditional norms, the relative direction constraints are necessary to
specify which country is subject to the norm once the condition occurs: the
country that performed the event triggering the norm, or the other one.

The semantics of these norm types are defined using linear temporal logic
interpreted over event sequences. For example:

O(cec, ec,+) def= (code(cec) ∧ dir(F) → (code(ec) ∧ dir(F))) ∧
(code(cec) ∧ dir(B) → (code(ec) ∧ dir(B)))

where code and dir are predicates recording the event code and direction of the
current event, and F and B denote the forwards and backwards event directions.
O(cec, ec,−) and the other norm types are defined in a similar fashion.

For our experiments, our set of candidate norms was formed by instantiat-
ing the O(ec), O(cec, ec, rel dir), P (ec) and P (cec, ec, rel dir) norm types with
cec and ec ranging over the 20 CAMEO root codes and rel dir ∈ {+,−}. We
therefore had 1640 candidate norms.

6.2 Computing Observation Likelihood Ratios

Let σ = (σ1, σ2, . . . , σN ) be our dataset with N = 513, 906 event sequences.
Then, as each sequence is independently observed, we can express the conditional
probability of the data given a norm hypothesis h as follows:

p(σ|h) =
N∏

i=1

p(σi|h)

Applying Eq. (1), taking logarithms, and considering the odds of a norm hypoth-
esis holding versus the no-norm null hypothesis h0, we calculate the log odds of
the complete dataset as the sum of the prior log odds and the log likelihood ratios
of each sequence under the two hypotheses.

log(O(h: h0|σ)) = log(O(h: h0)) +
N∑

i=1

(log(p(σi|h)) − log(p(σi|h0)))



Mining International Political Norms from the GDELT Database 45

6.3 A State Machine for Our Norm Language

To calculate the log likelihood of an observed sequence given a norm, we need a
model of how the countries act in the presence of norms. This has two parts. In
this subsection we present a state machine that models the changes of state of
a norm as each directed event in a sequence is observed. In the next subsection
we define the likelihood of an event sequence given a norm hypothesis, which is
defined recursively while using our model to track the norm state.

Various abstract state models for commitments and norms have been pro-
posed in the literature, e.g. [11,31], often with the transition conditions defined as
part of separate semantic rules. Our model differs from these as it is specifically
intended to support our definition of the likelihood function and our language of
unconditional and conditional obligations and prohibitions. We include a state
indicating that a norm violation has been sanctioned, and define the complete
transition semantics within the state machine (thus it is directly executable).

Fig. 2. The norm state machine

The norm state machine is shown in UML notation in Figure 2.6 A separate
state machine is created for each observed sequence and norm hypothesis. The
variable modality is instantiated with the value O or P, representing an obliga-
tion or prohibition, respectively. The variables cec, ec and rel_dir record the
corresponding norm parameters from Sect. 6.1. For unconditional norms, cec is
6 The transition annotations have the format trigger [guard ]/action. Transitions from

the initial state have no trigger, and guards and actions are optional.
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set to true. The observed events are passed sequentially to the state machine as
〈direction, event code〉 pairs, followed by an end event. The state machine uses
the variable doi to track the “directions of interest” for checking events for norm
fulfilment, violation and sanctioning.7 For unconditional norms, doi is initially
the set {F,B} (i.e., both forward and backwards), while for conditional norms, a
singleton direction set is assigned to doi based on the direction of the triggering
event and the norm’s rel dir .

From the initial state (represented by a filled circle), a prohibition norm or an
eventually fulfilled obligation norm becomes Active (via an intermediate state
Activating, explained below) if a triggering event occurs, or immediately for
an unconditional norm. The norm can subsequently become Fulfilled if the
norm’s ec event code occurs (for an obligation) or doesn’t occur (for a prohi-
bition) in the correct direction. Norm violations cause a transition to the state
ViolNoSanc (a currently non-sanctioned violation), and a subsequent sanction
event (in the opposite direction to the violating event) causes a transition to
ViolSanc (a sanctioned violation).

For example, consider a state machine for the prohibition norm P (5, 13,−)
and an observed sequence of events 〈F , 4 〉, 〈F , 5 〉, 〈B , 13 〉, 〈F , 11 〉. The state
machine will transition to the Inactive state on creation, because the condition
is not yet satisfied. The first event does not trigger a state change, but the second
event causes a change to Activating, as it satisfies the norm’s condition. A side
effect of this transition is to set the variable doi (direction of interest) to {B},
because the norm prohibits an event with code 13 in the opposite direction from
the triggering event (i.e. backwards). In the Activating state, the state machine
receives an activated event (explained below). As the norm is a prohibition
norm, this causes a transition to the Active state. The third event violates the
prohibition, so the state changes to ViolNoSanc. The final event has a code that
is classified as a sanction (see Sect. 4) and is in the opposite direction from the
norm-violating event, so the state changes to ViolSanc.

We considered it impractical to include deadlines as parameters of our obli-
gation norm hypotheses, as this would greatly enlarge the norm hypothesis space
and require us to include dates in event encodings. Therefore, we have no way to
filter out potential violation actions that come “too soon” after obligation vio-
lations. Instead, we use the Activating state to indicate to the learning agent
that the remaining elements in the event sequence should be passed to the state
machine as parameters of an activated event. This allows a look-ahead for obli-
gation violations. If any are found, an early transition is made from Activating
to ViolNoSanc, which allows sanction events to be handled immediately follow-
ing activation. Otherwise, the norm state changes to Active. Thus, a transition
from Activating to ViolNoSanc is made immediately if an obligation is vio-
lated by the remaining events in the sequence. In this case, sanctions will be
recognised however soon they appear after norm activation.

7 To simplify the model, only the first instantiation, fulfilment, violation and sanction
of a norm within a sequence are tracked by the state machine.
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6.4 Observation Likelihood

In this section, we define the likelihood of an observed sequence of events, given a
candidate norm. This encodes our model of how norms influence the behaviour
of interacting countries by varying the background probability of events (as
modelled by the sequence memoizer).

Given a sequence of events σ (including the end symbol added before SM
training), and the null hypothesis (h0) that there is no norm, we define:

p(σ|h0) =
∏

i=1,...,|σ|
pSM (σi|σ≤i) (2)

where pSM (e|h) denotes the probability of the event e given context history h
returned from a sequence memoizer trained on the entire dataset, σi denotes the
ith element of σ, σ≤i is the prefix of σ of length i, and |σ| is the length of σ.

For other (non-null) norm hypotheses, n, we define:

p(σ|n) = p(σ|s = nsm(n), h = ε) (3)

where nsm(n) is a new instance of the norm state machine for norm n, and
ε is the empty sequence, representing the sequence history prior to σ. In the
following, we define the conditional probability p(σ|s, h) appearing on the right
hand side of Eq. 3 as a recursive function, with separate cases for the various
states of the norm state machine.8

We use the following notation. Given a norm state machine s, we write
s.modality , s.ec, s.state, and s.doi to refer to the state machine’s norm modality,
norm event code, the current state and the value of the doi variable. We write
hd(σ) and tl(σ) to denote the head and tail of the sequence σ, and σ:e for σ
with event e appended. Given a sequence σ and state machine s, we write s′

as an abbreviation for s.receive(hd(σ)), i.e. the state machine resulting from
sending hd(σ) to s. In other words, wherever s′ appears on the right hand
side of an equation, the norm state machine has been invoked to update the
state of the norm based on hd(σ). For case s.state = Activating, we define
sa = s.receive(hd(activated(σ))).

Case σ = 〈end〉:
p(〈end〉|s, h) = pSM (end|h)

Case s.state ∈ {Inactive, Fulfilled, ViolSanc}:
p(σ|s, h) = pSM (hd(σ)|h) p(tl(σ)|s′, h: hd(σ))

Case s.state = Activating: In this case we evaluate the conditional proba-
bility under three mutually exclusive additional assumptions: that the agent
will be compliant with the norm, non-compliant but unsanctioned, and non-
compliant and sanctioned. Two of these three assumptions will turn out be

8 We perform the calculations in log space, resulting in a log likelihood, but for sim-
plicity of presentation we do not show this.
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inconsistent with σ and the norm embodied by the state machine s, and
the corresponding conditional probabilities will therefore return 0. We write
“comp” and “sanc” to denote the events of compliance and sanctioning occur-
ring.

p(σ|s, h) = p comp(n)|s.doi| p(σ|sa, h, comp)

+ (1 − p comp(n)|s.doi|) p sanc(n) p(σ|sa, h,¬comp, sanc)

+ (1 − p comp(n)|s.doi|) (1 − p sanc(n)) p(σ|sa, h,¬comp,¬sanc)

Here, we assume that there are two key decisions that a country must make
within a bilateral interaction in the presence of a norm: whether to comply
with the norm, and whether to sanction a violation of the norm by the other
party. Note that the negation of the decision-to-comply event is not the decision
to be non-compliant. Rather, it is the lack of a decision to comply, which we
take to mean that the country chooses not to care about the norm during the
interaction. Once that choice is made, it may end up complying based on the
background probability of events embodied in the sequence memoizer, but this is
not due to normative reasoning. The comply and sanction decisions are governed
by probabilities p comp(n) and p sanc(n), which we learn from the data on a
per-norm basis. We count how many times each norm hypothesis is triggered,9

violated, fulfilled and sanctioned across all the sequences in the dataset, and use
add-one smoothing to address any zero counts.10

p comp(n) =
#t(n) − #v(n) + 1

t(n) + 2
p sanc(n) =

#s(n) + 1
#v(n) + 2

where n is a norm hypothesis, t , v , s denote triggerings, violations and sanctions,
and # abbreviates “number of”.

In the case of unconditional norms, a sequence in which compliance is
observed means that both agents have decided to be compliant. Thus, in the
equation for p(σ|s, h) above, we raise p comp to the power of |s.doi | (the num-
ber of “directions of interest”, which is 2 in the case of unconditional norms).

Case s.state = Active:

p(σ|s, h, comp) =

⎧
⎪⎨

⎪⎩

p1 p3 if s.modality = O and ∃d ∈ s.doi , 〈s, s.ec〉 ∈ σ

p2 p3 if s.modality = P and ∀d ∈ s.doi , 〈s, s.ec〉 
∈ σ

0 otherwise

and

p(σ|s, h,¬comp, v) =

⎧
⎪⎨

⎪⎩

p1 p4 if s.modality = P and ∃d ∈ s.doi , 〈s, s.ec〉 ∈ σ

p2 p4 if s.modality = O and ∀d ∈ s.doi , 〈s, s.ec〉 
∈ σ

0 otherwise

9 In the case of unconditional norms, this is once for every observation.
10 Add-one smoothing involves adding one to both positive and negative counts, hence

the “+2” in the denominator (the total count).
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where v can be either sanc or ¬sanc and:

p1 ≡ pincl(s.doi,{s.ec})(hd(σ)|h), p2 ≡ pexcl(s.doi,{s.ec})(hd(σ)|h)
p3 ≡ p(tl(σ)|s′, h: hd(σ), comp), p4 ≡ p(tl(σ)|s′, h: hd(σ),¬comp, v)

p1 and p2 are defined in terms of some specialised conditional probability distri-
butions:

pincl(doi,codes)(e|h) ≡ p(e |h, h:e ∼ {σ ∈ D : ∃〈d, c〉 ∈ doi × codes, 〈d, c〉 ∈ σ})

pexcl(doi,codes)(e|h) ≡ p(e |h, h:e ∼ {σ ∈ D : �〈d, c〉 ∈ doi × codes, 〈d, c〉 ∈ σ})

pincl(doi,codes)(e|h) is the probability of the directed event e occurring after event
history h according to a language model trained on sequences from our dataset
(D) that include an event with direction in doi and an event code in codes. This
probability is used to determine the probability of an event under the assumption
that there is an obligation norm and the norm is known to be active, or that
a norm has been violated and will be sanctioned. In these cases, we know that
the obligated event or a sanction should be one of the remaining events in the
sequence, i.e. sequences that do not include such an event have a probability
of zero. Therefore, to ensure we are using a correctly normalised probability
distribution we must use a sequence memoizer trained only on data that excludes
these sequences.

We are interested in pincl(doi,codes)(e|h) for cases where codes is a singleton set
or the set of all sanction event codes. To implement pincl(··· ), we train sequence
memoizers for each case, using only sequences containing a forward-directed
event with an event code in the codes set for that case. Given these, we can
compute this probability for backwards-directed events de by reversing the event
directions in both de and h11.

Note that in cases of conditional norms, this probability is used as an approx-
imation. To compute the correct probability, we would need to train the sequence
memoizer on sequences that exclude such events only after the norm is acti-
vated by a norm’s specific triggering event. This would involve using many more
sequence memoizers, one for each pair of event codes (a triggering event and an
obligated event). Thus, our specially trained sequence memoizer underestimates
the probability, since it is trained on a superset of sequences compared to using a
more specialised SM. This lower probability dampens the log odds of the norm,
and thus our estimates of the log odds of conditional obligations are conserva-
tive. pexcl(doi,codes)(e|h) is the probability of the directed event e occurring after
event history h, according to a language model trained only on sequences from
our dataset (D) that exclude events with direction in doi and an event code in
codes. This probability is used to determine the probability of an event under
the assumption that there is a prohibition norm and the norm is known to be

11 Recall from Sect. 5 that we train sequence memoizers with two copies of each event
sequences: one with its default directions (where the first event is taken to be “for-
wards” and a direction-reversed copy of the sequence).
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active, or that a norm has been violated but will not be sanctioned. This proba-
bility distribution is implemented by modifying the probabilities returned by the
default sequence memoizer pSM (which is trained on the full set of sequences):

pexcl(doi,codes)(〈d, c〉|h) =

⎧
⎪⎨

⎪⎩

0
if d ∈ doi ∧

c ∈ codes
pSM (〈d,c〉|h)

1−∑
d′∈doi,c′∈codes pSM (〈d′,c′〉|h) otherwise

Case s.state = ViolNoSanc:

p(σ|s, h, comp) = 0 (ViolNoSanc inconsistent with ‘comp’ assumption)

p(σ|s, h, ¬comp, sanc) =

{
0 if hd(σ) is not a sanction in a direction in s.doi

p1 p3 otherwise

and

p(σ|s, h, ¬comp, ¬sanc) =

{
0 if hd(σ) is a sanction in a direction in s.doi

p2 p4 otherwise

where

p1 ≡ pincl(s.doi,sanction codes)(hd(σ)|h), p2 ≡ pexcl(s.doi,sanction codes)(hd(σ)|h)

p3 ≡ p(tl(σ)|s′, h: hd(σ), ¬comp, sanc), p4 ≡ p(tl(σ)|s′, h: hd(σ), ¬comp, ¬sanc)

Table 2. Top six norms

log odds triggers fulfilled viols non sanc. viols sanc. viols pcomp psanc

O(4) 75355.1 513906 115633 398273 349043 4230.0 0.225 0.011

O(4, 4,−) 65428.0 232767 115633 117134 114921 2213.0 0.497 0.019

O(3) 21550.6 513906 16384 497522 495551 1971.0 0.032 0.004

O(3, 3,−) 14569.4 56951 16384 40567 39548 1019.0 0.288 0.025

O(5, 5,−) 13814.1 66766 12618 54148 52404 1744.0 0.189 0.032

O(4, 3,+) 12092.1 232767 4750 228017 226077 1940.0 0.020 0.009

7 Results

To learn norms from the data, we estimated the probability of compliance and
sanctioning for each norm, as discussed in Sect. 6.4, and ran the Bayesian infer-
ence procedure on our event sequence dataset and hypothesis set. This resulted
in 173 norms with posterior log odds greater than 0 (i.e. odds greater than
1), and which were therefore found to be more likely hypotheses than the null
hypothesis (that there are no norms). Among these 173 norms, there were 154
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conditional obligation norms, 16 conditional prohibition norms and 3 uncondi-
tional obligation norms. The top six norms are shown in Table 2, along with
their posterior log odds, counts of triggerings, fulfilments, violations and sanc-
tions, and the inferred probability of compliance and sanctioning. These top
norms can be understood as follows:

– O(4): The CAMEO root code 4 (as seen in Table 1) stands for “Consult”.
This norm is an unconditional obligation to consult the other country. This
norm is complied with 22.5% of the time which accounts for its high log odds.
The violations in this norm were rarely sanctioned.

– O(4, 4,−): This is triggered by a consultation, and the other party is then
obliged to consult. More than half the time it is violated, but some of the
violations (1.8%) are sanctioned. The 49.7% fulfilment rate and the sanctions
account for this norm’s very high log odds.

– O(3), O(3, 3,−), O(5, 5,−): Much like the above two norms, these norms have
high log odds. The first is the unconditional obligation to ‘Express Intent to
Cooperate’. The second is triggered by an expression of intent to cooperate,
obligates the other party to express intent to cooperate in return. The third
norm is the obligation to engage in diplomatic cooperation once the other
part engages in diplomatic cooperation.

– O(4, 3,+): This norm suggests that when a party consults the other party, it
is also likely to express intent to cooperate.

Fig. 3. LRT (D) and the empirical distribution of LRT (d)

8 Evaluation

To address our research question “Can the GDELT event dataset be better
explained by a model combining event probabilities and explicit norms than by
a probabilistic model?”, we compare the total likelihood of the event sequence
dataset under two models:
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M0: the probabilistic model embodied by the SM trained on all sequences, and
M1: a model that uses normative reasoning about the top norm to modify the

SM’s probabilities (as presented in Sect. 6.4).

We denote the log likelihood of an event dataset d under these two models
as L0(d) and L1(d), respectively. We write D to denote our GDELT-derived
sequence dataset.

The total log likelihoods of all sequences in our GDELT-derived dataset under
the two models were L1(D)−L0(D) = 75355.051837. Thus, M1 is a better fit to
the data than M0. In order to determine whether the difference in log likelihood is
statistically significant, we performed a likelihood ratio test. This test compared
two hypotheses:

H0: Model M0 is the true model underlying the data. This is the null hypothesis.
H1: Model M1 is the true model underlying the data.

Under certain conditions related to model nesting and smoothness of the
likelihood function, the null hypothesis implies that the likelihood ratio test
statistic LRT (d) = −2(L0(d) − L1(d)) = 2(L1(d) − L0(d)) approximates a χ2

distribution for large sample sizes, with degrees of freedom equal to the difference
in the number of free parameters between the two models [33]. A standard one-
tailed significance test can then be used to reject H0 if LRT (D) is less than or
equal to the χ2 value at the desired significance level. However, the conditions
allowing the use of the χ2 test do not apply in our case, so we compute an
empirical distribution of the LRT statistic.

We used the posterior distribution of sequences, i.e. the trained SM, to gen-
erate 58 synthetic datasets12 with the same size as the real dataset (i.e. 513,906
sequences) under the null hypothesis.13 Sequences were sampled until the end
symbol was reached from the sequence memoizer’s conditional predictive distri-
butions: p(e|σ), where e ranged over all event root codes and σ is a known prior
sequence of events.

We calculated LRT (d) for each synthetic dataset and the p-value for the
observed value LRT (D). It was found that in each of these datasets, LRT (d)
was negative, indicating that the language model learned by the sequence mem-
oizer is not sufficient to explain the top norm extracted from the real data.
These negative values also indicate that the synthetic datasets are more likely to
be probabilistically generated, which is true since they are generated from the
SM. The p-value is the probability that LRT (d) ≥ LRT (D), d 
= D. Figure 3
shows the empirical distribution of LRT (d). As LRT (D) exceeds LRT (d) for all
synthetic datasets d, the p-value is less than 1

58 ≈ 0.017, meaning that we can
reject the null hypothesis at the 0.1 significance level. Thus, we can answer our
12 The number was constrained by the highly time-intensive process of looking up the

SM’s conditional probabilities to generate and to evaluate the likelihood of these
large datasets.

13 Murphy discusses the relationship between sampling from the posterior and the
well known bootstrap method for approximating the sampling distribution of a test
statistic [22, p.192].
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research question in the affirmative: our model including the top norm explains
the GDELT dataset better than when using the sequence memoizer alone.

9 Conclusions and Future Work

We have presented a methodology for mining norms from a global political event
database using a Bayesian norm-learning approach, and an algorithm for com-
puting the log likelihood of observed sequences of actions given a norm hypothesis
and a background probabilistic model of event sequences. A statistical evaluation
showed that a model of event sequence likelihood that enhances the probabilis-
tic model with normative reasoning fits the data significantly better than the
baseline probabilistic model.

The primary contribution of this research is to propose a methodology for
mining norms in international relations. With the growing presence of auto-
mated event datasets such as GDELT, research in this direction will provide
tools for researchers and international organisations like the United Nations and
the Inter-Parliamentary Union to gain a better understanding of the tacit norms
that govern international relations. This work also provides a demonstration of
how norm-learning techniques from multi-agent systems can apply to real-world
human societies.

There are a number of limitations to our current approach that should be
addressed in future work. We have focused on country actors with a government
role, which could easily be extended to include other international organisations
such as the United Nations, and police, military and intelligence agency roles.

We mined for norms using the full set of bilateral event sequences, so our
inferred norms are those that apply globally, to all countries. It would be inter-
esting to look for norms that are specific to particular groups of countries.

Our dataset was limited to a one-year period. A year is a short time in
politics, and more interesting norms could be found from a dataset spanning a
longer period, although this will require significantly greater computation time.

The detection of mutually relevant events relies on the ability of GDELT’s
automated event extraction techniques to assign the same identifier to an event
across all mentions of it. The ability of GDELT’s automated systems to uniquely
identify events in this way has been questioned [32], and this warrants further
investigation.

Our norm language is rather simple, and richer languages should be inves-
tigated in consultation with political science and peace and conflict studies
experts. Our likelihood function can be easily adapted to other norm languages—
this simply involves changing the logic for detecting norm violations and sanc-
tions. However, a significantly richer norm language will lead to a much larger
norm hypothesis set and increased computation time, even if an upper bound
is placed on the complexity of hypotheses. This can be addressed by partition-
ing the set of hypotheses and distributing log likelihood computation for the
partitions across different processors. The log odds updates for different norm
hypotheses given an observed event sequence can then be computed in parallel
and amalgamated in a final stage of computation.
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A distinction has been made in the literature between “normal” and “norma-
tive” behaviour [18, Chap. 1]. It is argued that for observed “normal” behaviour
to be considered normative, it must have an explicit internal representation as a
norm (rather than simply being copied behaviour), and be the subject of social
processes that account for its emergence. The external view of international
events provided by event databases such as GDELT does not allow assessment
of how explicitly the actors may be aware of the norms, and the only visible
social mechanism is sanctioning. As sanctions were present for all of our inferred
norms, there is reason to consider that these ‘norms’ are truly normative rather
than simply normal behaviour. However, we see our research as only a first step
in an investigation that will require input from social scientists to validate and
refine our findings.
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Abstract. Norms are general expectations of behavior in societies. Huge amount
of computer-mediated interaction data available in the social media domain pro-
vides an opportunity to extract and study communication norms, both to under-
stand their prevalence and tomake informed decisions about adopting them.While
interactions in social media platforms such as Twitter and Facebook have been
widely studied, only recently researchers have started examining app reviews pro-
vided by users and the responses provided by developers in the domain of app
development. In this vein, a lot of attention has been devoted to study the nature of
user reviews, however, little is known about developer responses to such reviews.
Additionally, no other prior work has scrutinized the nature of communication
norms in this domain. Towards addressing these gaps, this work pursues three
objectives using a dataset comprising user reviews and developer responses from
Google’s top-20 apps used to track runningwith a total of 24,407 reviews and 2,668
responses. First, based on prior literature in computer-mediated interactions, the
study identifies 12 norms in responses provided by developers in three categories
(obligation norms, prohibition norms and domain-specific response norms). Sec-
ond, it scrutinizes the awareness and adoption of these norms. Third, based on
the results obtained, this study identifies the need for creating a response recom-
mendation system that generates responses to user reviews either automatically,
or with some help from the developers. The proposed response recommendation
system is a normative system that will generate responses that abide by the norms
identified in this work, and will also monitor potential norm violations (if the
responses were to be modified by the developers). Development of such a system
forms the focus of future work.

Keywords: App reviews · Norms ·Mining · Developer responses ·
Communication norms

© Springer Nature Switzerland AG 2021
A. Aler Tubella et al. (Eds.): COIN 2017/COINE 2020, LNAI 12298, pp. 57–75, 2021.
https://doi.org/10.1007/978-3-030-72376-7_4

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-72376-7_4&domain=pdf
https://doi.org/10.1007/978-3-030-72376-7_4


58 B. T. R. Savarimuthu et al.

1 Introduction

App reviews contain valuable information that can inform developers and users about
issues that need to be fixed and enhancements and new features required [1]. The avail-
ability of ‘big-data’ comprising users’ reviews and developers’ responses has provided
an opportunity to study the type of communication norms (patterns of excepted social
behavior in communication exchanges, also known as communication etiquettes [2, 3])
among involved parties (users and developers), to understand their prevalence and to
make informed decisions about adopting them. While several studies have investigated
the nature of app reviews submitted by users [1, 4, 7], only a few have investigated the
nature of responses provided to these reviews by app development firms [5, 6]. Addition-
ally, these works have not investigated response provision from a normative perspective.
This work aims to bridge this gap by investigating the patterns of developers’ responses
to users’ reviews.

Fig. 1. Sample reviews from Fitbit app

Providing responses to reviews has only been a recent development, with Google
Play enabling this service from 2013 [5, 6]. Examples of app reviews and responses are
shown in Fig. 1. This new functionality to provide responses creates opportunities for
researchers exploring the nature of responses provided, particularly from a norms per-
spective. It is important to study emergent norms in the new domain of app reviews for
two reasons. First, insights on emergent communication norms between users and devel-
opers can be inferred. In this work, we evaluate these aspects using two metrics: norm
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awareness and norm adoption (discussed in the next section). Second, the study helps
to identify requirements for response recommendation systems, proposing responses
to reviews. Such systems would solve the problem of developers having to respond to
voluminous reviews [7]. Some apps attract tens of thousands of reviews each day (e.g.,
Pokemon Go received 40,000 reviews per day between its release and January 2017),
and it is cumbersome and expensive for humans to respond to each of these reviews.
One solution is to develop a response recommendation system that can generate appro-
priate responses based on historical data (i.e., reviews and responses already available).
The development of such a system needs the knowledge about prevailing communica-
tion norms. Once the system is aware of the prevailing communication norms it could
respond appropriately considering such norms (i.e., a normative system).

This paper thus addresses three objectives: (1) it identifies a set of communication
norms that can be identified in developer responses to user reviews, (2) it investigates
norm awareness and adoption, and (3) it discusses the implications of the results for
developing a normative response recommendation system. This paper is structured as
follows. Section 2 provides background and related work considering communication
norms. This section also introduces the domain of app development and how prior
work has mined norms from large datasets including legal texts and business contracts.
Section 3 presents the norms investigated in this study. Section 4 provides an overview of
the adopted methodology, and Sect. 5 presents the results. Section 6 discusses the utility
of the results in the development of a normative response recommendation system.
Finally, Sect. 7 concludes the paper.

2 Background and Related Work

In communication studies, there has been a huge body of work focusing on the widely
used email communication platforms [2, 3, 8–10]. From a norms perspective, researchers
have focused on extracting patterns of common behaviors in email responses [3, 9,
10]. For example, the work of Kooti et al. [9] mined over 16 billion email interactions
and noted that about 90% of emails are answered within a day. Research reported in
[3, 10] focuses on different forms of greeting and closing norms in email messages.
Beyond the email domain, researchers have focused on communication patterns in social-
media platforms such as Twitter [11] and Facebook [12]. Kooti et al. [11] investigated
the emergence and adoption of the retweet norm (i.e., the use of the ‘RT’ symbol for
retweeting) when compared to the other proposals for retweeting. The work of Pérez-
Sabater [12] investigated language conventions (greeting, closing, etc.) used by English
and non-English speakers in Facebook posts.

In the context of software development, the domain of study of this work, there has
been research investigating email discussions. For example, the work of Squire presents
an overview of research work that uses email archives for various purposes including
decision-making in software development [13]. Beyond emails, researchers have also
investigated how users expressed their opinion on Twitter [14] about software they use
(both desktop and mobile apps). Only recently, researchers have started investigating
app reviews from a content-analysis viewpoint [1, 4]; we examine this body of work
closely in the following sub-section.



60 B. T. R. Savarimuthu et al.

2.1 User Reviews and Developer Responses in App Development

The app development domain has been popularized due to the rapid adoption of smart
phones. After an app is released, users provide reviews that contain valuable information
for other users and the developer(s) of the app. While prospective users read reviews to
evaluate the suitability of apps for their needs, developers use these reviews for enhancing
their app. Themechanism allowing users to provide reviews has been long implemented,
however, the feature allowing developers to respond to reviews has only been enabled in
app stores such as Google Play from 2013 (and this feature will be available for iOS only
in the later part of 20171). Since the provisioning of responses to reviews is relatively
new, we believe norms in this domain might be in their formative stages, and hence,
it is important to identify emergent norms so as to provide appropriate responses that
conform to these norms.

Researchers have investigated the nature of reviews provided by users [1, 4, 7].
Maalej et al. [1] for instance have developed an approach that identifies whether reviews
contain a bug report, a new feature request or a praise. The work of Chen et al. [4]
proposes an approach for identifying informative reviews from noisy data and clustering
reviews into relevant groups. Panichella et al. [7] have identified categories of users’
requests (e.g., information giving, seeking) from reviews, thus, extending the work in
[1]. However, developers’ responses to users’ reviews have not received a lot of attention.
Developers’ responses to users’ reviews are important from a customer relationship
management point of view since they: (a) indicate to the users that their feedback is
listened to, appreciated, and appropriate action is taken to address their concerns, (b)
provide solutions to problems, (c) help avoid losing customers [15] (reducing churn)
which is wide-spread in the app community due to a large number of choices available,
and (d) increase the reputation of brands and attract more customers (e.g., in the hotel
industry, up to 60% increase in room sales as a result of providing responses (when
compared to no responses) has been reported [16]).

A few studies have investigated responses to app reviews [5, 6]. The work of McIl-
roy [5] noted that providing responses had a positive impact on user rating (about 38%
attracting improved rating). The work of Bailey [6] investigated how developers accom-
modated user reviews (i.e., what actions developers undertook). However, the actions of
developers weren’t explicitly communicated to the users as the work investigated apps
in iOS store which did not have the response feature for direct communication. Never-
theless, this study showed the usefulness of reviews for informing developers about their
product deficiencies. We note these works have not scrutinized communication norms
in users-developers interactions, as we do in this paper.

2.2 Mining Norms in Normative Multi-agent Systems

The perspective of norms that we adopt in this work has been borrowed from the norma-
tive multi-agent systems’ research work [17], where norms are treated as prohibitions,
obligations and permissions. Researchers have identified applications of these types of

1 https://techcrunch.com/2017/01/24/apple-will-finally-let-developers-respond-to-app-store-rev
iews/.

https://techcrunch.com/2017/01/24/apple-will-finally-let-developers-respond-to-app-store-reviews/
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norms in many different domains [18]. For example, Gao and Singh have investigated a
corpus of business contracts [19] that contain explicit specifications of prohibitions and
obligations. Hashmi has proposed amethodology for extracting legal norms from regula-
tory documents [20]. Sadiq andGovernatori [21] have discussed how various works have
investigated norm compliance by investigating the extent to which business processes
followed in organizations confirmed to norms (contractual obligations or legal require-
ments). Norms from textual documents in the abovementioned works (e.g., contracts
[19]) are mined by the presence of explicit deontic modalities such as must and must
not in sentences. For example, the phrase “One must pay his/her bills on time” would
indicate the presence of an obligation. Researchers have also explored mining norms
of software development from open source software repositories [22–24], applying and
extending techniques previously developed for use in the multi-agent systems domain.
For example, the work of Avery [22] scrutinizes the presence of different types of norms
(prohibitions and obligations) in bug reports submitted by users and developers. Despite
these developments, there is a gap in extracting and studying communication norms
between users and developers in the software development context, a gap we address in
this study. In the next section, we present the norms investigated in this work.

3 Norms Investigated

We investigate three types of norms in this work: (1) domain-specific response norms
(norms 1–4 in Table 1), (2) obligation norms (norms 5–11 in Table 1), and (3) prohibition
norms (norm 12 in Table 1). A brief description of all the 12 norms investigated in this
work is provided in Table 1.

Domain-Specific Response Norms - The domain-specific response norms quantify the
aggregate patterns in the domain of investigation (i.e., for all apps). These can be inter-
preted as conventions, i.e., quantifications of commonly observed behaviour in a domain
reported in the formof descriptive statistics. These include response rate to reviews, time-
liness of responses, response length and review modification rate (after the response is
provided by the developer).

Obligation Norms - These norms describe communication patterns that are expected
to be followed. For example, a response is expected to contain a greeting [3]. We divide
obligation norms into three parts – (1) the social etiquette norms, (2) direct help norms,
and (3) extended help norms. These have been divided into three parts based on prior
work on social etiquette norms in communications [2, 3, 9, 10], and content-analysis
based works that have scrutinized the nature of responses provided to customers (direct
help and extended help in other domains such as hotel reviews [15, 25, 26] and film
reviews [27]). We describe these three aspects below.

1) Social etiquette norms correspond to social aspects of communication, including the
use of greeting words such as ‘Hi’ and ‘Dear’ [3, 10], the use of customer name in
responses (personalization) [3, 10], appreciating feedback provided [28], apologizing
for a complaint about the app [29], and sign-off (or closing) using developer’s name or
organization’s name [3, 10]. These are norms 5–9 in Table 1. Figure 1 shows two sample
responses. The response on the right conforms to the five norms mentioned above.
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Table 1. Norms investigated in this work and their descriptions

ID Norm Description (in the question
form)

Category 1 - Domain specific response norms

1 Response rate What proportion of reviews
received a response?

2 Timeliness of responses How long (in days) does it
take developers to respond to
reviews?

3 Response length What is the length of the
reviews (in characters)?

4 Response modification rate What proportions of reviews
are modified after receiving a
response?

Category 2 - Obligation norms

(5–9) Social Etiquette norms

5 Salutation (opening) Do responses contain
appropriate salutation (e.g.,
Hi and Dear)?

6 Personalization Do responses include user’s
name?

7 Appreciation Do responses exhibit
appreciation for feedback
provided?

8 Apology Do responses contain
apologies for the
inconveniences experienced
by the users?

9 Personalized sign-off Do responses have a
personalized sign-off (e.g.,
developer name or
organization name)?

10 Direct help norms

a) Provides complete or partial
solution

Do responses provide
solutions to the users’
problems with the app?

(continued)
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Table 1. (continued)

ID Norm Description (in the question
form)

b) Indicates that solution will be
available in the future or
provides no solution

Do responses indicate that a
solution will be available in
the future or that a solution
won’t be available (for
whatever reason)?

c) Provides additional
information/asks
question/provides advise

Do responses contain
additional information for
the user, or offer advice or
asks questions and provide
answers?

11 Extended help norms

a) Details in a webpage (URL) Does the review provide a
URL of a web page for
seeking additional help?

b) Email Does the review contain an
email address for seeking
additional help?

c) Phone Does the review contain a
phone number for seeking
additional help?

Category 3 - Prohibition norm

12 Use of canned responses Do developers use canned
responsesa?

aCanned responses are predetermined (or template) responses that are sent to many users.

2) Direct help norms correspond to the help offered towards solving an issue faced by
the customer (norms 10a–c), or informing the customer that a solution will be available
in the future. A direct help norm addresses a problem in full or part (norm 10a), or
provide information about whether the solution will be available in the future (norm
10b) and/or offers helpful suggestions for the user (norm 10c). These norms are inspired
by the findings of researchers in other domains (e.g., hotel reviews [15, 25, 26] and film
reviews [27]) who have studied the nature of reviews. The responses in Fig. 1 provide
direct help to the users.
3) Extended help norms (norms 11a-c) offer additional help to the customer. This help
may be in conjunction with the direct help provided, or may be the only type of help
offered. Literature on customer support channels notes there are numerous ways to
listen to the customer such as phone, email, discussion boards and online chat. In fact,
social-media platforms such as Twitter [30] also provide an opportunity to receive users’
comments and facilitate service providers’ responses. Content analysis of responses
revealed the use of three channels for obtaining further help. These are: (1) a URL to a
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web page that can be used to communicate with the developers such as filling a web-
based form (norm 11a), (2) an email address to write to the developers to obtain further
help (norm 11b), and (3) a phone number to speak to a support person (norm 11c). The
responses in Fig. 1 contain URLs to the support web pages.

Prohibition Norms – These proscribe certain actions or events. The prohibition norm
that we investigate is the norm against using canned responses2 that are perceived to be
too impersonal (norm 12).

While some of the identified norms have been shown to hold in other relevant
computer-mediated communication domains (e.g., social etiquette norms in email, and
direct help norms in hotels’ responses), we investigate whether these norms hold in the
app review domain involving interactions between users and developers. We scrutinize
this using two metrics – norm awareness and norm adoption. Norm awareness identifies
whether the developers of an app are aware of a particular norm. If at least one of the
responses from an app shows that the developer is aware of a norm, then the app is
considered to be norm aware3. Norm adoption is the extent to which a norm is adopted
in the responses provided, taking into account the number of times the norm is adhered
to in a situation where it is expected to hold. For example, if there are 20 responses
provided by an app, and if four of these contain greeting words, then the app developers
are assumed to be aware of the greeting norm (norm 1), and the norm adoption is 20%
(4 out of 20).

4 Methodology

This study investigated norms in one particular domain of apps – the top-20 apps on
Google Play that tracked running (i.e., running apps). The apps considered in this study
are shown in Table 2. A Java program was implemented to obtain the reviews and
responses for these apps as ranked by Google on 20th November 2016. We obtained
a total of 24,408 reviews of which 2,668 had responses. The number of reviews and
responses for each app are shown in columns 3 and 4 of Table 2. We analyzed the
2,668 responses to study the nature of response norms across the 20-apps. To identify
response norms, we initially automated the identification process for norms 1–9 and
12 using customized SQL queries, utilizing keywords. These were identified by the
first author (who is a knowledgeable in the domains of normative systems and app
reviews), based on previous research [2, 3, 8–10, 26], and also based on content analysis

2 Examples of prohibitions of canned responses are listed in the guidelines for reviews by Amazon
and TripAdvisor (refer to: https://www.amazon.com/gp/community-help/official-comment-gui
delines and http://www.reviewtrackers.com/ultimate-guide-responding-tripadvisor-reviews/).

3 We acknowledge that a developer may have followed a norm in question without consciously
being aware of a norm. For example, a developer using salutation may have been exposed to that
norm in a different domain (e.g. writing emails). However, in this work, we do not distinguish
between the two situations. fo are multiple developers of an app, not all of them may be aware
of the norm. This work assumes that if one of the developers is aware of the norm, there is norm
awareness among the developers of an app. These aspects can be scrutinized further in a future
work, for example by interviewing app developers.

https://www.amazon.com/gp/community-help/official-comment-guidelines
http://www.reviewtrackers.com/ultimate-guide-responding-tripadvisor-reviews/
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pursued on the dataset (use of hi, hey, dear, hello etc. for the greeting norms). These
keywords were reviewed and verified by the third author. While norms 1–9 and 12 could
be fully automated using a keyword based approach, norms 10 and 11 required a manual
interpretation due to the nature of the arguments presented in natural language.

In the process of manually interpreting the presence of norms 10 and 11, the presence
of norms 5–9 were also validated. Note that the other norms (norms 1–4 and 12) do not
require manual verification since the automation captures the metrics for these norms
accurately (i.e., norms 1–4 report aggregated values and norm 12 checks for duplicate
responses). To facilitate the verification process, we developed a tool which was used by
two evaluators to indicate whether a response contains a particular norm (presence or
absence of a norm). The first and the third author of this study divided the data into two
parts to manually label the data for the presence of norms 5–11. For data analysis, we
followed the interpretation guidelines for qualitative data [31]. The first author devel-
oped guidelines for coding the data, which was reviewed by the second author. After
discussions between the two coders on how to interpret the presence of these norms,
a sample of 20 developers’ responses was coded and the results were discussed and
adjustments were made to the interpretation guidelines. To formally evaluate the coding
strength, a sample of 50 developers’ responses was then coded by both investigators.
The inter-rater reliability was computed using Cohen’s kappa statistic measure which
yielded a value of 0.94 for the two raters, which shows an almost perfect agreement
(a value between 0.81 and 1 is considered to be almost perfect) [32]. The next section
presents the results of our analysis of developers’ responses.

5 Results

This section presents results for the three types of norms. The discussion of these results
is presented in the subsequent section.

5.1 Domain Specific Response Norms

The results for the domain specific response norms are given in Table 2.

Response Rate (Norm 1) - The overall response rate across the apps is 11%. This figure
in closer to the previous finding of 13.8% by other researchers [5]. It can be observed
that the response rate varies across the top-20 apps (min = 0, max = 62, S.D = 22), as
shown in column 5 of Table 2.

Timeliness (Norm 2) –We observed that 81%of responses across all appswere provided
within 7 days (see column 6 of Table 2) and 75% responses were provided within 4 days.
However, only 21% of the responses are provided within the first day. This is in contrast
to email communication norms where 90% of the responses were provided within the
first day [9].

Response Length (Norm 3) – The average response length across the apps is 159 charac-
ters (min= 55, max= 337, S.D= 105), which is less than half of the allowed response
length of 350 characters. It can be observed from column 7 of Table 2 that some apps
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Table 2. Results of the domain specific response norms for the top-20 running apps

App
ID

App name No. of
reviews

No. of
responses

Response
rate

Timeliness
(<7 days)

Response
length

Review
modification
rate

1 Adidas train
& run

805 252 31% 83% 293 12%

2 C25K® - 5K
Running
Trainer

1816 0 0% 0% 0 0%

3 Couch to 5K 732 4 1% 83% 118 0%

4 Endomondo
- Running &
Walking

1858 200 11% 84% 240 15.8%

5 FITAPP -
Running
Walking
Fitness

196 121 62% 70% 151 0.6%

6 Fitbit 1161 339 29% 88% 278 12.4%

7 Fitso
Running &
Fitness App

389 83 21% 61% 240 11.4%

8 Garmin
Connect
Mobile

1263 150 12% 53% 217 39.8%

9 Google Fit -
Fitness
Tracking

1473 45 3% 82% 337 17.6%

10 Nike + Run
Club

1402 0 0% 0% 0 0%

11 Run With
Map My
Run

2079 0 0% 0% 0 0%

12 Runkeeper -
GPS Track
Run Walk

2006 8 0% 44% 204 55.6%

13 Running
Distance
Tracker

1150 709 62% 95% 55 2.3%

14 Running For
Weight Loss

709 58 8% 90% 215 3%

(continued)
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Table 2. (continued)

App
ID

App name No. of
reviews

No. of
responses

Response
rate

Timeliness
(<7 days)

Response
length

Review
modification
rate

15 Runtastic
Running &
Fitness

3146 28 1% 100% 132 0%

16 S Health 886 607 69% 89% 239 11.2%

17 Sportractive
GPS
Running
App

94 10 11% 100% 122 10.5%

18 Sports
Tracker
Running
Cycling

1274 13 1% 68% 143 0%

19 Strava
Running and
Cycling
GPS

1727 0 0% 0% 0 0%

20 Zombies,
Run! (Free)

241 41 17% 96% 185 4.4%

Overall 24407 2668 11% 81% 159 10%

(app 1 and app 9) use the response length allowed more effectively (e.g., the reviews
contained detailed information) than others (with average response lengths of 293 and
337 respectively).

Review modification (Norm 4) – After the responses are received users have modified
12% of the original reviews they had provided (min = 0, max = 56, S.D = 15). This
modification included changes to the reviews and the review rating. We noticed that the
average rating for reviews that were modified were higher (average= 3.12) than the ones
that weren’t modified (average = 2.98), pointing towards the utility of the responses in
satisfying users and enhancing their feelings about apps, ultimately resulting in apps
attracting higher ratings. Our results are in line with prior work that has reported that
users upon receiving responses are likely to increase the review ratings upwards [5].

5.2 Obligation Norms

The results for the social etiquette norms, direct help norms and extended help norms
(norms 5–11) are presented below.

Social Etiquette Norms (Norms 5–9) – We present the results based on two metrics
– norm awareness and norm adoption. Results for norm awareness show that overall,
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developers of 70% of the apps are aware of the greeting norm (norm 5) and developers
of 65% of the apps are aware of the personalization norm (norm 6). Eighty percent
(80%) of the developers’ responses towards reviews for the apps showed evidence for
the awareness of the appreciation norm (norm 7). Awareness of apology norm was seen
in 65%of the apps responses (norm 8). However, only 30%of the apps responses showed
evidence for sign-off norm (norm 11). The results for norm adoption show that overall,
51% of responses had greetings (norm 5). The use of customers’ name was present in
58% of responses (norm 6). In addition, 72% of responses contained appreciation (norm
7). However, only 35% of responses to reviews that had complaints contained apology
(norm 8). Further, only 25% of the responses had a personalized sign-off (norm 11).

Fig. 2. Results for norm awareness vs. Adoption in 20 apps

The comparison for norm awareness versus adoption for the norms is shown in Fig. 2
(including results for direct and extended help norms). The results for norms 5–11 show
that while the apps developers are aware of these norms (average of 65%), their adoption
rate is low (average of 49%).

Direct Help Norms – Figure 3 shows the results for the nature of direct help messages
(norm 9) across apps for three categories – (1) solution available, (2) solution unavailable
or will be available in the future, and (3) other helpful information. It can be observed
that out of 16 apps that provided responses (excluding apps 2, 10, 11 and 19 that had zero
responses – see x-axis labels), 13 of them (81%) had a higher proportion of responses
that contained solution (category 1) than the other two categories (categories 2 and 3).
Only in two apps (apps 5 and 7) there were more ‘other’ help information than the other
two categories. App 9’s responses did not contain any direct help to the user. These
results show that responses in general have pointed to the solutions for issues faced by
the users. It is interesting to note apps used some form of canned responsesthat some
apps have provided help messages to the fullest extent possible – i.e., 100% (apps 12
and 18), although, they had responded only to a small number of reviews (8 and 13
respectively). Overall, norm awareness for direct help messages was 75%, and norm
adoption was 55% (results shown in Fig. 2).
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Fig. 3. Proportion of three types of direct help norms in responses across 20 apps.

Extended Help Norms – Figure 4 shows the results for the provision of extended help
messagapps used some form of canned responseses by developers across the apps (norm
11). Messages contained extended help information to contact support staff through a
web interface, an email or phone refer-ence. It can be observed that 15 out of 16 apps that
provided responses (94%) used one of these three mechanisms for providing extended
help, with 6 of them (38%) using two forms. Web interfaces and email addresses were
usedby10 apps (63%), and the phone referencewas least popular among the three options
with only two apps using the option. However, the extent to which these extended help
mechanismswere used varied.While apps 6 and 9 provided theURL for the users inmore
than 85%of themessages, apps 7 and 8 provided email addresses for a similar proportion
of messages. These results show that the responses in general contained helpdesk details
in an at-tempt to resolve the issues faced by users. Overall, norm awareness for providing
ex-tended help messages was 75% and norm adoption was 47% (shown in Fig. 2).

We also examined the extent to which the three types of obligation norms influence
reviewmodifications. Therewere 255 reviews thatweremodified by the users subsequent
to receiving responses from developers. We observed that in 93% of these cases where
the users modified reviews, the developers’ responses had followed social etiquette
norms. Also, direct and indirect help norms were followed in 65% and 69% of the cases
respectively. In 41% of the cases, all the three norms were followed. In the remaining
2413 reviews where there were no review modifications were observed, in 96% of the
cases the social etiquette norms were followed. Direct and indirect help norms were
followed in 54% and 45% of the cases respectively. In 34% of the cases all the three
norms were followed. We also conducted correlation analysis between adhering to the
three obligation norms and review modification by considering all the reviews in this
study (n = 2668). Our results showed that there was a weakly negative correlation
between social etiquette norms and review modification (r = −0.06, p < 0.01). The
correlations for direct and indirect help norms with review modifications were weakly
positive, with r = 0.09 for direct help norms and r = 0.14 for indirect help norms (p <
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Fig. 4. Proportion of three types of extended help norms in responses across 20 apps.

0.01 in both cases). This result suggests that the direct and indirect help norms may be
more important than the social etiquette norms to attract review modifications.

5.3 Prohibition Norms

Canned responses (norm 12) – there were about 30% (810 out of 2,668) of canned
responses (reuse of the same responses). These messages did not have any personaliza-
tion. Eight out of 16 apps used some form of canned responses (i.e., norm violated in
50% of the apps), with some apps using them \excessively. For example, 75% or more
of posts from apps 8 and 13 contained canned responses and 100% of app 9 responses
(45 responses) were the same canned response.

6 Discussion

In this section we provide a discussion of the results presented in Sect. 5, particularly
discussing the implications of the results presented in the previous section for developing
a recommendation system that provides responses to reviews which conforms to norms.

a) Domain specific response norms – The results for the response rate norm (norm 1)
show that only 11% of the reviews are responded to by developers. Prior research sug-
gests that one of the key advantages of social media platforms for businesses is their
ability to facilitate dialogue with their customers (e.g., keeping them informed about
actions taken based on their feedback). The low response rate presents an opportunity
to develop a response recommendation system that generates responses to new reviews,
thus improving response rates. The recommendation system can directly post responses
to reviews in straightforward cases and also provide a template of a response for a
human to complete in complex cases. While some app developers have indeed realized
the importance of responding to reviews (apps 5, 13 and 16) and have responded to
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more than 60% of reviews, certain other apps have completely ignored responding to
reviews (apps 2, 10, 11 and 19). Research has shown that there is tendency for apps
receiving a lot of reviews [5] to ignore responding to issues raised due to the volumi-
nous nature of reviews. This again points towards the opportunity to develop a response
recommendation system. The result of the timeliness norm (norm 2) shows that 96%
of reviews that receive responses attract responses within 7 days. However, only 21%
are responded to within a day (unlike 90% of emails responded to within a day [9]).
Research has shown that customer feedback needs to be responded to at the earliest
since users’ satisfaction and future repurchase intentions are directly related to the time
taken to respond [33]. Additionally, in the app domain, users can easily try competitors’
apps, hence, the timeliness of response needs improvement. A response recommenda-
tion system may be beneficial to provide responses in a timely fashion. The average
response length for a message (norm 3) was 159 characters as opposed to 350 characters
allowed. This also offers an opportunity to provide more detailed responses, which can
be incorporated in generated responses (e.g., providing extended help as a part of every
message and incorporating social etiquette norms). Our results for reviews’ modification
show that only 12% of reviews are modified after reading a response. Other researchers
have noted that a significant proportion of users increased the ratings after reading a
response, up to some 38% [5]. Hence, improving response provision rates through the
proposed response generation system is likely to improve ratings.

b) Obligation norms – The results for the social etiquette norms (norms 5–9) indicate
that norm adoption lags behind norm awareness. While app developers are (presumably)
aware of these norms, they do not adopt these norms. Independent of the reasons for the
failure to adopt norms, normadoption can be improved using a response recommendation
system that considers the social etiquettes (greeting, use of customer names, thanking,
apologizing, and signing-off). A recommendation system (or a software agent), can be
easily programmed to adhere to these norms. Direct help norms (norms 10a-c) had the
highest proportion of adoption (55%), among all norms. This is understandable given
that the main goal of providing a response is to help users to overcome the issues
they face. However, the proportion of responses that contain helpful information can
be increased further. Two approaches may be beneficial towards this end. The first is to
use appropriate machine learning approaches for identifying responses provided by the
developers in the past for issues that are similar to the ones reported in the new review
(i.e., review for which a response needs to be generated) similar to the work in [34],
that recommends auto completion phrases for creating new reviews. If issues reported
in a review match a previous review for which a response is available (e.g., based on a
pre-determined threshold for matching features), the response generated can be directly
posted to the user. The second approach involves the creation of template messages by
developers for new issues that the users face (e.g., a solution describing a fix for a new
bug that has not been reported by users before). A response recommendation system
needs to consider both of these approaches (as presented in the basic workflow of the
normative response recommendation system in Fig. 5). Extended help norms (norms
10a-c) are easy to automate since they provide generic helpdesk information. However,
these need to be customized based on the type of support (web, email or phone) the app
development firm wishes to provide.
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c) Prohibition norm –While the adoption of obligation norms can be ensured during the
implementation of a response system, care should be taken to avoid violating prohibition
norms. It is expected that developers will be presented with a template of a response
which they can choose to modify. As a part of modifying the response, users may violate
prohibitions. When these are violated, the system should warn the developer about
potential issues. For example, if the developer replaces the response suggested by the
system with an impersonalized canned response (norm 12), a warning can be generated.
Note that 30% of the responses were canned responses. These responses do not use any
personalization (i.e., without the use of greeting, customer name and developer sign-
off). However, these elements can be easily incorporated in a response recommendation
system (i.e., through the adherence of obligation norms 5–9). Additionally, warning
messages can be generated if these norms are not adhered to when the developer posts
the message. Thus, the response recommendation system should have a module that
checks for violation of both types of norms (obligations and prohibitions) and provide
appropriate warning messages to the developers.

Fig. 5. Basic workflow of the normative response recommendation system

Further Considerations on the Normative Response Recommendation System – In addi-
tion to ensuring that the messages are norm compliant as shown in Fig. 5 the system
will also need to prioritize which reviews should be responded to first by the developers
(e.g., based on urgency inferred through rating, and also whether other users face the
same problem). For example if 10 users had rated the app as being poor and 8 of them
complained about a new bug and two about a known bug (for which the template solu-
tion exists) then the system should present the response addressing the new bug issue
to the developer to make a decision due to its potential impact on multiple users. The
recommendation system should also be provided with some autonomy to post responses
to certain messages without the intervention of the developers (e.g., all reviews that have
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5 star ratings that do not have any suggestions for improvement or questions can be
thanked automatically), considering the volume of reviews posted for the most popular
apps. Additionally, if the responses generated do not meet the threshold for automatic
post, they can be presented to the developers in the form of a ranked-ordered (priority)
list for their action and approval, taking into account considerations such as urgency.
If a similar response has to be provided to multiple users, rephrasing responses can be
considered using existing services4 to avoid the issue of canned responses. Although,
personalization ofmessages using appropriate usernames and sign-offs is likely to some-
what reduce the canned response problem. Implementing the outlined solution forms
the focus of our subsequent work5.

7 Conclusion

In the domain of app development, communication norms between users and developers
have rarely been investigated. This work addresses this gap by first abstracting three
categories of response norms for app reviews comprising 12 norms (4 domain specific
response norms, 7 obligation norms and 1 prohibition norm). It scrutinizes awareness
and adoption of these norms from a dataset of user reviews and developer responses in
Google Play’s top-20 running apps. The work demonstrated that there is a gap between
norm awareness and adoption across apps. App developers, despite being presumably
aware of these norms, do not adopt the norms effectively. To improve the provision of
responses to users this work proposes a normative response recommendation system
that also has the potential to improve user satisfaction [35], increase user ratings [5] and
potentially reduce developers’ workload [35] in responding to reviews.
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Abstract. In multi-agent systems it is often desirable for agents to
adhere to standards of behaviour that minimise clashes and wasting of
(limited) resources. In situations where it is not possible or desirable
to dictate these standards globally or via centralised control, conven-
tion emergence offers a lightweight and rapid alternative. Placing fixed
strategy agents within a population, whose interactions are constrained
by an underlying network, has been shown to facilitate faster conven-
tion emergence with some degree of control. Placing these fixed strategy
agents at topologically influential locations (such as high-degree nodes)
increases their effectiveness. However, finding such influential locations
often assumes that the whole network is visible or that it is feasible to
inspect the whole network in a computationally practical time, a fact
not guaranteed in many real-world scenarios. We present an algorithm,
PO-Place, that finds influential nodes given a finite number of network
observations. We show that PO-Place finds sets of nodes with similar
reach and influence to the set of high-degree nodes and we then com-
pare the performance of PO-Place to degree placement for convention
emergence in several real-world topologies.

Keywords: Convention emergence · Partial observability · Local
information

1 Introduction

Coordinating the actions of independent agents within a multi-agent system
(MAS) increases efficiency within the system. Incompatible action choices made
during interactions can cause clashes, which may incur resource costs and limit
the overall effectiveness of the system. Establishing protocols of interaction, such
as which action to choose in a given situation, minimises such clashes and helps
to maximise the potential of the system.

However, it is not always possible to dictate such rules and protocols in a top-
down manner. In multi-agent systems, with agents controlled by multiple parties
or systems which lack a centralised control mechanism, it is often infeasible to
establish this level of a priori coordination. Additionally, for systems where the
range of choices available to agents is large or has no evident optimal selection,
it may be undesirable to enforce rules of this nature.
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Convention emergence allows a system to deal with these problems in
a decentralised, online manner. A convention represents a socially-adopted
expected behaviour amongst agents, for instance the correct course of action
in a given scenario. Convention emergence has been shown to be possible in
both static and dynamic networks with minimal requirements, needing only
rational agents that are able to learn [7,16,26]. Convention emergence, and the
related notion of norm emergence, is relevant to solving problems of coordina-
tion in application domains as diverse as logistics, healthcare, and manufactur-
ing [12,19].

Fixed strategy (FS) agents are those that continue to choose the same action
regardless of the behaviour of others around them or the results of their actions.
Placing such agents within a system has been shown to affect the direction
and speed of convention emergence, with small numbers of FS agents eliciting
change in much larger populations [23]. In systems constrained by an underlying
network topology, placing such agents by heuristics based on network features
such as degree magnifies the impact of such FS agents, improving the speed of
convergence [10,11]. While using FS agents clearly has a cost (e.g., a payment
to a FS agent for acting in a particular way and to compensate for any mis-
coordination costs), it has been shown that only a small number of FS agents
are required relative to the population size [23] and so the cost can be outweighed
by the benefits of coordination. For example, in a mobile ad-hoc network using
convention emergence to learn how to allocate the frequency spectrum, the cost
of each FS agent is mainly in terms of its failed communications while the benefits
of successful population-wide communication after convergence outweigh this
cost [8].

Previous work on convention emergence often assumes that the topology
constraining agent interactions is fully observable, allowing highly influential
locations to be found easily [14,21,23,25]. However, in many real-world appli-
cations such information is not always readily available [19]. This can be due
to factors such as the problem size or external limitations such as restricted
access to network information or a network’s API as is the case with Twitter or
Facebook.

In this paper we explore the effect of the restrictions placed on FS agent
placement in partially observable topologies. We propose an algorithm, PO-
Place, to find influential locations within such topologies given a highly limited
number of network queries. We show the effectiveness of PO-Place at finding
approximations of the highest degree locations for several real-world topologies
under a number of restrictions on available information. We then apply PO-
Place to select FS agents within these networks and examine the effect on
convention emergence compared to placing with full topological knowledge. This
approach allows an interested third party, with limited access to the system, to
find the appropriate locations to target their influence efforts.

The remainder of this paper is arranged as follows. In Sect. 2 we explore
related work on convention emergence and local information strategies for finding
influential nodes. Section 3 describes the algorithm and its design, whilst Sect. 4
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describes the network datasets and experimental setup. Section 5 contains the
analysis and discussion of the results and Sect. 6 concludes the paper.

2 Related Work

Ensuring coordination in MAS allows increased system efficiency and conven-
tions are a lightweight method of doing so. Conventions place ‘soft constraints’
on agent choices by encouraging mutually beneficial behaviour by adherence to
the convention. Unlike norms there is no explicit punishment for going against
the convention but doing so is likely to incur a cost to the agent due to increased
clashes often represented as a negative interaction payoff [13,22]. Conventions
can thus be described as “an equilibrium everyone expects in interactions that
have more than one equilibrium” [28]. Agents adhering to the convention expect
others to behave in a certain way and, because of this, can act efficiently when
this expectation is met. Conventions have been shown to emerge unaided from
local agent interactions in systems [7,14,24,26] and require no additional or
assumed agent capabilities to enable punishment (as is the case for norms). The
only assumptions necessary for conventions to emerge are that agents are rational
and have the capability to learn from their interactions. Numerous works have
shown that rapid and robust convention emergence occurs with these minimal
assumptions [11,23,26]. It should be noted, that while conventions do not have
the explicit punishments associated with norms, the payoff structure is typically
such that non-compliance with a convention will incur a negative payoff [23], but
is a direct consequence of the payoff structure rather than imposed by a third
party or the system as in typically normative systems [12,19].

‘Social learning’ has been proposed as a way for agents to converge on a
convention where agents monitor payoffs they receive from their choices when
interacting with others and use a simplified Q-Learning algorithm to inform
future decisions [23]. The payoffs directly quantify the notion of an action clash
costing resources and convention emergence can occur without explicit memory
of the interaction. However, the work does not consider a connecting topology
that limits agent interactions. In many application domains such a topology is
likely, whether it be a social network or a more explicit communication network
and can have a large effect on the nature of convention emergence [6,25].

Despite lacking a connecting topology, Sen and Airiau’s work introduces the
concept of fixed strategy (FS) agents, those agents which always choose the same
action regardless of the current situation or convention, as a way to influence
convention emergence. They show that a small number of such agents is able to
manipulate the convention emergence within a much larger population. Griffiths
and Anand [11] expand on this by considering FS agents in a network topology.
In their model, all agents are situated as nodes within the network and interac-
tions are limited to neighbours. They showed that where FS agents are placed is
a key factor in their effectiveness. Placing the FS agents at influential locations
such as nodes of high degree or betweenness centrality offers substantially bet-
ter performance than random placement. This was explored further by Franks
et al. [9,10]who includedmore advanced placementmetrics such as eigencentrality.
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This previous work assumes full visibility of the network topology to inform
FS placement. Indeed, little work on partial observability for convention emer-
gence has been done. This paper expands the state of the art by considering the
effect of restricted observations on the ability to robustly and efficiently place
FS agents in static, real-world topologies. Convention destabilisation [17] and
dynamic topologies [16] will be investigated in future work.

Related work exists in the fields of graph algorithms and influence spread, the
latter sharing many qualities with convention emergence. For instance, Brautbar
and Kearns present a novel model [2], Jump and Crawl, motivated by operations
commonly available in networks such as Facebook. Their model consists of two
aspects: Jump which moves to a randomly selected node in the network and
Crawl which searches all neighbours of the selected node for high-degree nodes.
They provide bounds for many different types of network but, for an arbitrary
network, finding the highest degree node approaches O(n log n), a large factor
for even medium-sized networks.

The influence maximisation problem [3,4] attempts to find a selection of
nodes such that the spread of influence (often modelled as single chance ‘cas-
cades’) from them is maximised. As in this paper, Mihara et al. [18] assume the
network is initially unknown and show that influence maximisation effectiveness
of 60–90% with 1–10% network observation is achievable. This work also uses a
‘growing fringe’ approach with priority based on degree estimation. As influence
maximisation and convention emergence are similar in aim, this indicates that
beneficial results are achievable for convention emergence under partial observ-
ability constraints.

Whilst many of these approaches are similar in application they differ in
that our investigation focuses on the often encountered scenario of limited, finite
observations. Making optimal use of these is paramount and so necessitates a
different set of considerations.

3 Placement Strategy

In this paper, the partial observability problem for networks can be described
as any scenario where a network’s topology is initially unknown and is revealed
incrementally within a local neighbourhood of nodes already explored [1]. As a
solution to the partial observability problem for FS agent selection we propose
a heuristic algorithm, PO-Place. This section describes the function of the
algorithm as well as the justification for the design choices.

3.1 Partial Observability Algorithm

The placement strategy is presented in Algorithms 1 and 2 and has the follow-
ing aim: Given a network, G = (V,E), a desired number of locations, n, and a
limited number of observations, o, find a selection of nodes {v1, ..., vn} ⊂ V such
that deg-sum = deg(v1) + ... + deg(vn) is maximised. We define an observation
as a query that retrieves the list of neighbours, N(u) for a given node, u. This
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Algorithm 1. Partial Observability Placement
1: procedure PO-Place(G, n, o, s, p, f)
2: Create empty node set, S
3: Create empty mapping, N
4: orem ← o

5: while orem > 0 ∧ |S| < |V | do
6: Select v u.a.r. from {V \ S}
7: if orem mod s �= 0 then
8: olocal ← min(�o/s�, orem)
9: else

10: olocal ← min(�o/s�, orem)
11: end if
12: orem ← orem − olocal
13: ounused ← Traverse(G, olocal, v, p, f , S, N)
14: orem ← orem + ounused

15: end while

16: return n highest-degree nodes in S
17: end procedure

functionality is frequently available in real-world network APIs (such as Twitter
or Facebook) and so we assume that such information is available. This assump-
tion is later relaxed to allow the algorithm to explore situations with only limited
neighbour information. We assume that the set of nodes, V , is known but the
set of edges, E, (and hence neighbours and degree of a node) is not. Finding the
highest degree nodes is desirable since fixed strategy agent placement by degree
consistently produces effective convention emergence [10,11,16,17] but without
requiring computationally expensive metrics such as betweenness centrality. Pre-
vious work that uses FS agents to effect change in a population, e.g., by placing
at high degree nodes, assumes full observability of both the set of nodes, V , and
the edges, E. The degree of nodes can be entirely derived from local information
and, as such, is an applicable heuristic within partially observable networks.

The algorithm begins by creating an empty set, S, to monitor which nodes
have already been explored and an empty mapping, N , that maps a node v to
N(v), its set of neighbours. As we only consider static topologies in this paper,
by storing this information we can avoid using observations redundantly.

Many of the other approaches [1,18] to finding high-degree nodes select a
random starting node and then ‘grow’ outwards, selecting the highest degree
nodes from the neighbourhood surrounding those already explored. However,
this is not desirable in FS agent placement since, with limited observations, it
is likely to produce a single cluster of well-explored nodes. Selecting from this
cluster will then mean that all FS agents are close together, making some of their
influence redundant. Instead, we build on the notion of Jump and Crawl [2]. We
explore a local area up to a defined amount and then ‘jump’ to another location
and explore around this new point. This helps to minimise the risk of overlap
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Algorithm 2. Local area traversal algorithm
1: procedure Traverse(G, o, v, p, f , S, N)
2: Create max-priority queue, Q
3: count ← 0
4: if v not in N then
5: N [v] ← N(v)
6: Add v to S
7: count ← count + 1
8: end if
9: Add (v, |N [v]|) to Q

10: while |Q| > 0 ∧ count < o do
11: Fringe ← top min(f, |Q|) elements of Q
12: for all u in Fringe do
13: Avail ← {N [u] \ S}
14: num ← min(|Avail|,max(f, �p × |Avail|�))
15: Chosen ← u.a.r. select num members of Avail
16: for all w in Chosen do
17: N [w] ← N(w)
18: Add w to S
19: count ← count + 1
20: if count = o then
21: return 0
22: end if
23: Add (w, |N [w]|) to Q
24: end for
25: end for
26: end while

27: return o − count
28: end procedure

between high-degree nodes, as well as ensuring that a bad initial random selection
does not hinder the final selection.

To facilitate this, we introduce a parameter, s, which dictates the minimum
number of separate local area explorations that will take place. The observations
are split, as evenly as possible, between each of these explorations with the earlier
ones receiving any spare observations (this is achieved between Lines 7 and 11
of Algorithm 1). This subset of observations is then passed to the local area
traversal which is presented in Algorithm 2. If any observations are unused by
the local area traversal (for instance if it finds a local maxima) they are returned
to the pool of available observations and used in later, additional local traversals.

Algorithm 2, Traverse, describes the local area traversals. It is passed both
S and N , to avoid redundant exploration, as well as the initial start node of
the local area, v. It is also passed its own local limit of observations and two
additional parameters, p and f , which are explained below. It maintains a max-
priority queue to determine which node(s) it should next explore by highest
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degree and begins by adding v to this queue. Throughout Algorithm2, observa-
tion of a node’s neighbour list is stored in N to avoid additional queries. The
algorithm then performs the following, until either the queue is empty or all
assigned observations have been used up:

1. Take the top f nodes from the queue (or all elements, if fewer).
2. For each of these nodes, find the set of unexplored nodes in its neighbours.
3. Choose a proportion, p, of these (or up to f if this proportion would be less

than f).
4. Add these nodes to the queue after finding their neighbours.

Parameter f is the ‘fringe size’, the number of nodes that are expanded
simultaneously before their neighbours are queued. This acts as a control over
how ‘breadth-first’ or ‘depth-first’ the local traversal approach will be. Parameter
p is the proportion of the node’s neighbours that should be queried. This allows
the algorithm to simulate situations where a node’s full neighbour list is either
not fully available (for instance, an API that only returns a subset) or where
doing so incurs additional cost. In the latter case we seek to explore the effect
that only querying p proportion of neighbours has on the performance of PO-
Place. Whilst it will reduce the effectiveness, establishing the extent of this
reduction, and whether the results are still close enough to degree placement,
allows PO-Place to be effective over a wider range of scenarios.

4 Experimental Setup

This section defines the real-world topologies and the experimental setup used
for analysis of PO-Place. We then describe the model of convention emergence
used to study the efficacy of PO-Place for FS placement selection.

4.1 Networks

We make use of three real-world networks from the Stanford SNAP datasets [15].
These datasets represent a number of different methods of social interaction
and, as such, each have different features allowing a wide-ranging look at the
effectiveness of PO-Place. The three datasets chosen are: CA-CondMat, the
collaboration network of the arXiv COND-MAT (Condensed Matter Physics)
category; Email-Enron, the email communications between workers at Enron;
and Ego-Twitter, a crawl of Twitter follow relationships from public sources
(for our purposes we ignore the directed nature of the edges). These datasets are
used frequently in both convention emergence and influence spread research [3,
9,20,27] as performance benchmarks.

For the purposes of monitoring convention emergence in these networks, we
only want to examine a single, connected component. As such, all 3 networks
were reduced to their largest weakly connected component (WCC). Additionally,
any self-loops (edges from a node to itself) were removed as such edges artificially
inflate a node’s degree whilst not increasing its ability to influence others. Table 1
shows the number of nodes and edges in each network and the number of nodes
and edges (without self-loops) in their largest WCC.



86 J. Marchant and N. Griffiths

Table 1. Original and modified network sizes

Network Largest WCC

|V | |E| |V | |E|
CA-CondMat 23,133 93,497 21,363 91,286

Enron-Email 36,692 183,831 33,696 180,811

Twitter 81,306 1,768,149 81,306 1,342,296

4.2 Experimental Setup

We performed simulations of PO-Place on the real-world networks described
above. We varied both the number of nodes (n = 5 to n = 30) being requested
as well as the number of observations provided (o = 500 to o = 5000 [o =
3500 for CondMat]). To establish an upper bound and allow comparison a full-
observability degree placement was also performed for each of the networks with
the same range of values (equivalent to assuming that all edges of the network
are observable [10,11,16,17]). Each set of parameters was averaged over 30 runs.

For convention emergence, a population of agents is situated in the topologies.
Each timestep, each agent chooses one of its neighbours uniformly at random to
play the 10-action coordination game [23] receiving positive or negative payoffs
depending on whether their choices match. Agents use a simplified Q-Learning
algorithm to learn the most beneficial choice. We utilise the 10-action game as
used by Marchant et al. [17] to avoid the issues of small convention spaces raised
in Sect. 2 and to allow comparison to previous work. Agents have a chance to
randomly choose their action (pexplore = 0.25) or else choose the most beneficial
one. FS agents replace the agents at the chosen locations and always choose their
predetermined action.

5 Results and Discussion

In this section we present the analysis of PO-Place and compare it to the upper
bound from degree placement. We explore the effects of the various parameters
on PO-Place at different levels of observation. We then use these findings
as insight to compare the performance of PO-Place to degree for convention
emergence when used to place FS agents into the chosen networks.

5.1 PO-PLACE Output

We begin by looking at the isolated algorithm output, comparing it to the out-
put generated by a degree placement scheme. As the aim of PO-Place is to
maximise deg-sum this is our primary metric by which to evaluate PO-Place.
The highest deg-sum possible in each network is that of the set of highest degree
nodes. Establishing this as an upper bound allows evaluating the performance
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Fig. 1. Pdeg-sum and deg-sum performance of PO-Place for varying n (# of locations)
and o (# of observations) in the real-world networks.

of PO-Place by comparing the deg-sum of its output as a proportion of that
of the pure degree network. We denote this as Pdeg-sum.

Whilst deg-sum describes the maximum reach of the nodes selected, another
useful metric is the size of the 1-hop neighbourhood of those nodes. This can be
defined as: 1-Hop(L,G) = {v ∈ {V \ L}|∃(u, v) ∈ E ∧ u ∈ L} where L is the
set of nodes selected for placement and G = (V,E) is the network. That is, the
1-Hop neighbourhood is the set of nodes that are connected to a member of S



88 J. Marchant and N. Griffiths

but are not in S themselves. The 1-Hop neighbourhood offers a slightly different
measure of influence by discounting nodes that are connected to multiple mem-
bers of S (this is similar to the approach taken in the degree discount method for
influence maximisation [5]). Whilst normally tied closely to deg-sum a noticeable
disparity indicates that the selected nodes are likely to be clustered close to one
another, which is undesirable. As with deg-sum we concern ourselves with the
proportionate behaviour of 1-Hop size, P|1-Hop|.

The final metric we use to evaluate the performance is based on the Jaccard
Index which measures similarity between two sets. The Jaccard Index is defined
as J(A,B) = |A ∩ B|/|A ∪ B|. However, in our instance, one of the sets is static.
We are trying to approximate that set with the other (i.e. a one-way similarity),
whilst the Jaccard Index is looking at the two-way similarity between them.
Instead we want to measure how close the selection of PO-Place is to the
baseline, and so we define a distance measure, DBase, thus: DBase(L,Base) =
|L ∩ Base|/|Base|. That is, the fraction that elements of L make up of the
baseline set, Base. This metric enables evaluation of how close the actual node
selection of PO-Place is to that of degree placement, whilst the previous two
measure the selection’s features.

These metrics offer insight into the influence and reach of the nodes selected
by PO-Place as well as allowing a direct comparison to degree-based placement
with full observability. Thus they should be good predictors of the performance
of PO-Place in the convention emergence setting.

Varying Observations. We begin by considering the base case of the algorithm
where s = p = f = 1. This allows us to study the effect of varying the number
of observations and provides a lower bound on the expected performance of
PO-Place. With these settings, PO-Place closely resembles the algorithms
presented by Borgs et al. [1] and Mihara et al. [18].

We examine the effects of varying both the number of observations available
(o) as well as the number of locations requested (n) in all three networks. For all
networks, n was varied between 5 and 30 in increments of 5 and o was varied from
500 observations up to 3500 (for CondMat) or 5000 (for Enron and Twitter).
The results are presented in Fig. 1.

As can be seen in Fig. 1, all networks respond well, even with minimal num-
bers of observations. Even at o = 500, the degree sum of the nodes selected by
PO-Place is often a substantial proportion of the optimal one. The performance
varies across the three networks, with placement in CondMat doing best where
it varies from 90% (±5%) at n = 5 to 83% (±5%) at n = 30. The algorithm
similarly performs well in Enron, though to a lesser extent. The performance
in Twitter is noticeably worse, varying from 61% to 48% with larger standard
deviations for both. This is to be expected, as 500 observations represents a
substantially smaller proportion of the population in Twitter than it does in
CondMat or Enron (0.61%, 2.34% and 1.48% respectively) . Even with this, the
percentage achieved in Twitter with such limitations substantially outperforms
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Fig. 2. Metric performances of PO-Place for the Twitter network, n = 20.

the näıve solution of using all observations at random locations (16% (±6%) for
n = 5, o = 500, averaged over 100 runs).

Performance rapidly increases with the number of observations. For n = 30,
the worst performing value of n, in both CondMat and Twitter Pdeg-sum exceeds
90% at round 5% network observation (o = 1000 for CondMat and o = 5000
for Twitter) and Enron exceeds 90% at around 10% observation (o = 3500).
Figure 1 also shows that the relationship between Pdeg-sum and increasing o is one
of diminishing returns, with improvements in Pdeg-sum most noticeable at lower
values of o. This is to be expected, the relative increase in o is smaller at higher
values, but dictates that increasing the effectiveness of PO-Place at low values
of o will have the most benefit. Additionally, in each network, the difference in
performance across the values of n becomes less noticeable at higher o. Thus,
any increased performance from PO-Place will be most noticeable early on.

The other metrics we use to evaluate PO-Place show similar behaviour
to Pdeg-sum, increasing rapidly with the number of observations. Figure 2 shows
a representative example of the three metrics’ variation with o for the Twitter
network when requesting 20 locations. The shaded regions represent the standard
deviations. As can be seen, both the deg-sum and 1-Hop proportions increase
rapidly up until o = 2000 and then any further gains occur over longer spans.
The standard deviations for each of these decrease as well, from approximately
15% at o = 500 down to around 5% at o = 5000. This indicates that, not only is
PO-Place finding sets of nodes with higher degree, it is doing so consistently
at higher numbers of observations, a finding that is repeated across all networks
and values of n. P|1-Hop| is consistently at the same level, if not better than,
Pdeg-sum. Whilst the two should be well-correlated, this shows that PO-Place
is not simply choosing nodes close to one another and, indeed, is often choosing
nodes that have a better neighbourhood size than the deg-sum would indicate.

The performance of PO-Place when evaluated by DBase is noticeably dif-
ferent than the other two metrics and offers an interesting insight. The same
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pattern of diminishing returns is not present and DBase continues to increase
with additional observations. Note that, although both the degree sum and
neighbourhood size are comparable to that of pure degree placement, the low
values of DBase indicate that the nodes selected are not the same as the actual
highest degree nodes. Section 5.2 evaluates whether this difference has a notice-
able effect on convention emergence or if the reach and influence indicated by
high deg-sum and 1-Hop scores is the best indicator of success as hypothesised.

Varying Concurrent Searches. Having established a baseline for PO-Place
and explored the effects of limited observations we now explore the variants of
the algorithm. As noted in the prior section, at low values of o the deg-sum
performance of PO-Place is consistently lower, with performance in the Twitter
network as low as 48%. With very limited observations, making the best use
of them is paramount. In Sect. 3 we hypothesised that splitting the available
observations between multiple locations in the network and exploring them in
parallel may offer improvements over crawling from a singular location.

To test this hypothesis, we varied s from 1 to 9 to determine the effect
that these concurrent searches would have. Figure 3 shows a typical case in the
Enron network for n = 30. Shaded areas represent the errors of each plot. The
left-hand graph shows the effect on Pdeg-sum of varying the number of concur-
rent searches, splitting the observations between them. As can be seen, adding
concurrent starting points has an immediate and noticeable effect, especially at
low numbers of observations. At o = 500 the proportion achieved by deg-sum
is 10% higher when additional starting locations are introduced and this differ-
ence becomes even more noticeable as o increases. Indeed, for most values of o,
adding additional starting locations had significant benefits in both the Enron
and Twitter networks, with the benefits become less marked at high o where
Pdeg-sum approaches 1.0 unaided. Whilst there is a noticeable drop-off in effec-
tiveness after initial parallelisation (s = 5 and s = 7, not included in the results
to aid readability, offer little improvement over s = 3 for example) the effect at
low values of s is substantial as can be seen. Concurrent starting points enable
saturation of the algorithm’s effectiveness at much lower values of o and not
only increase Pdeg-sum and P|1-Hop| (not pictured) but, as shown in Fig. 3, cause
marked improvement in DBase as well, indicating that this change facilitates
much better approximation of the degree placement.

However, it should be noted that this pattern is not consistent. In the Cond-
Mat network, increasing s had little effect and in a few settings was actually
detrimental. This indicates that there is perhaps an underlying feature of the
CondMat topology that benefits from localised crawling and will be an area of
future study. The results of CondMat in Fig. 1a lend additional weight to this
hypothesis, with behaviour that is substantially different than the other two
topologies despite being of comparable size to Enron. Overall though, increasing
s by even a small amount is likely to benefit the performance of PO-Place.
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Fig. 3. Effect of varying s on Pdeg-sum and DBase. Enron network, n = 30.

Partial Neighbour Lists. In many settings, retrieving the whole of an agent’s
neighbour list may also be impossible. Whether this is due to a technical limita-
tion (only being able to retrieve a certain percentage of information) or because
such information is not publicly available and is instead reserved for ‘premium’
or ‘subscribed’ users of such a network, ensuring that PO-Place is robust to
such issues is a necessity to make it widely viable.

To simulate these restrictions, and measure their effect on the performance
of PO-Place, the parameter, p, controls the proportion of an agent’s neigh-
bours that may be explored. Results until this point have assumed that the full
neighbour list for any agent is available upon request (i.e. p = 1.0). We varied p
between 0.3 and 0.9 to determine the impact of this limitation. Representative
results are shown in Fig. 4 for the Twitter network and n = 5 but are applicable
across all networks and values of o and n.

The results in Fig. 4 show that different values of p have minimal effect on
the performance of PO-Place, indicating that PO-Place is effective at mit-
igating the impact of partial observability of neighbour lists. For all values of
p, Pdeg-sum is comparable. Performing a 95% confidence interval Welch’s t-test
against the p = 1.0 results (i.e., full observability of a node’s neighbours) at each
point, only p = 0.3 (o = 1500, 2000, 3500) and p = 0.5 (o = 1500, 3500) are sig-
nificantly worse. This pattern of minimal difference is repeated in all networks,
with none seemingly more susceptible or affected by partial neighbour lists. This
demonstrates that PO-Place is robust only having access to only partial infor-
mation of a node’s neighbour list and is largely unaffected by such limitations.
Intuitively, values of p below 0.3 are likely to have more significant impact on
performance as we asymptotically approach the case where there is no observa-
tion at all. Figure 4 shows that at p = 0.3 we are beginning to observe worse
performance than other p values, although we only see statistically significant
differences at p ≤ 0.5.
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Fig. 4. Effect of varying p on Pdeg-sum.
Twitter network, n = 5.

Fig. 5. Effect of varying f on Pdeg-sum.
Enron network, n = 30.

Breadth-First vs Depth-First Expansion. Finally, we turn our attention
to the concept of breadth-first vs depth-first expansion in PO-Place. That
is, when crawling the local area, should additional current area expansion be
performed before considering new additions (breadth-first) or purely iteratively
(depth-first). Where there is locally a clearly defined degree gradient we expect
the latter to perform better. However, depth-first expansion also risks expending
all the observations whilst exploring a suboptimal, locally maximal path.

Parameter f allows study of this by controlling how many of the current
highest degree nodes that PO-Place is aware of are expanded concurrently.
Experiments up until now have had f = 1 (depth-first). We now vary f from
1 to 9. Figure 5 presents these findings in the Enron network for n = 30. As
with the previous results, it is our finding that the patterns here are replicated
throughout the different topologies and values of n.

Similar to the findings when varying p, varying f has little absolute impact on
the capabilities of PO-Place. However, using a 95% confidence interval Welch’s
t-test, all but f = 9 are statistically significantly worse at o = 500. This is likely
due to the limited observations being focused too locally. All are significantly
better between o = 2000 and o = 3000 but there is little gain in selecting values
of f beyond 3 as the performance of PO-Place is almost identical. Overall,
PO-Place seems to gain little from considering the local area more thoroughly
before further expansion. Whether this is intrinsic in the design or a facet of the
topologies being explored is ongoing work.

5.2 Convention Emergence Under Partial Observability

Having explored the performance of PO-Place under different topologies and
types of partially observability, we now examine how PO-Place compares
to degree placement [10,11,16,17] for FS agents in convention emergence in
static networks, i.e., how close does it get given partial observability. Having
established ranges of parameters that offer the best performance improvements
for each topology, these will be utilised to compare the algorithm to degree
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placement. Additionally, basic settings (small numbers of observations, no con-
current placements) provide a baseline comparison of PO-Place.

A convention has emerged when the population has converged to have one
action as the dominant choice of agents in the network. Most work considers this
to be the case when the convention reaches 90% dominance [11,16,23]. However,
much of this work utilises synthetic networks rather than real-world topologies
and populations that are substantially smaller than those we consider. Prelimi-
nary experiments show that the topologies are relatively resistant to convention
emergence, requiring both high numbers of FS agents as well as substantial
time. As we are concerned with a comparison of the performance of PO-Place
against pure degree placement we wish to find settings that are guaranteed to
repeatably experience convention emergence. As such, we consider a convention
to have emerged when the 80% Kittock criteria is met, K80% [14]. That is, a
convention has emerged when 80% of the population, when not exploring, would
choose the same action. This indicates a high level of dominance of the desired
action and allows more robust comparisons. We find that such a threshold is
reliably reached, if it is likely to be reached at all, within 10000 iterations for
the CondMat and Twitter networks and within 15000 iterations for the Enron
network. As such, we measure the proportion of runs that have converged to the
desired strategy within these time-frames across all networks.

The results are presented in Fig. 6. We utilise PO-Place and Degree Place-
ment (with full observability of neighbours) to allocate FS agents across a range
of FS group sizes found to exhibit noticeable changes in convention emergence
rates with the parameters indicated. The values of o chosen within each topology
are such that the number of observations is, at most, approximately 5% of the
agent population. All runs are performed 50 times and the proportion of runs
that produce the desired convention (defined as the strategy chosen universally
at random at time t = 0 and assigned to all FS agents) is measured.

Figure 6a shows the results for the CondMat topology. As was expected, due
to the behaviour of CondMat in the PO-Place experimentation, all of the
chosen parameters produce comparable results to the pure degree placement
(the latter with full observability). Even at the worst performing parameters
(o = 500, s = 1) there is no discernible difference between the performance
of degree placement and PO-Place, whilst at higher number of observations
(where PO-Place was entirely approximating the highest-degree nodes as seen
in Fig. 1a) the performance is as expected. Of note is the fact that, whilst it
resulted in worse output of PO-Place in the prior section, increasing s does
not noticeably affect the performance here.

Within the other networks the difference in performance is more notice-
able but still indicates that PO-Place is generating close approximation of
the degree placement, despite only having access to a small proportion of the
edges. In both Enron and Twitter (Figures 6b and c) the minimal observation
situation performs substantially worse than degree placement, particularly in the
Twitter network. However, when given observations of 5% of the network, PO-
Place performs noticeably better. Whilst it still falls behind the performance
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Fig. 6. Comparison of PO-Place and Degree FS agent placement for convention emer-
gence in real-world topologies. The y-axis indicates the proportion of runs where the
desired strategy emerged as the convention.

of degree placement in both networks the difference is substantially smaller with
PO-Place performing around 50–70% as effectively on average as degree place-
ment in both networks (0.52 ± 0.08 in Enron, 0.69 ± 0.18 in Twitter). However,
when we increase s, as was found in Sect. 5.1, it improves this substantially to
0.82 ± 0.15 average effectiveness compared to degree placement in Enron and,
less substantially, to 0.79 ± 0.3 in the Twitter network. We quantify these val-
ues by comparing the emergence proportions of PO-Place and degree at each
value of n and calculating the ratio between them which we then average. We
discount values where either placement is achieving less than a 0.1 emergence
proportion to avoid noisy results influencing the measure. As 0.1 is the expected
emergence proportion of our desired strategy in a convention emergence we do
not influence, we believe discounting values below this allows a more accurate
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comparison between the two algorithms. In the Twitter network, we also consider
o = 2500 as the effect of increased s was more pronounced for this value during
Sect. 5.1. Whilst there is a noticeable improvement at higher n the average com-
pared effectiveness differs only marginally: 0.24 ± 0.06 for s = 1 and 0.3 ± 0.11
for s = 9. In the Twitter network, o is the dominant factor. Intuitively, for larger
graph sizes, the chosen real-world graphs enable us to see the difference across
a range of sizes and so we would expect a similar pattern to be seen for even
larger graphs. Specifically, we would see diminishing effectiveness as the number
of observations becomes a smaller percentage of the graph size but still effective
at very low percentages.

Overall, we have shown that even when only observing a small portion of
the underlying topology, and strategically using these observations to maximise
their effect, it is possible to achieve comparable performance to degree placement
with full network visibility using PO-Place.

6 Conclusion

Finding influential positions within a network topology to maximise the effec-
tiveness of fixed strategy agents is an ongoing area of research in convention
emergence. The problem has many facets and variations that make it difficult to
find an optimal yet general approach. In many cases, placing the fixed strategy
agents at high degree nodes provides effective convention emergence with little
computational overhead. Finding high-degree nodes in a network is trivial when
the network is fully observable. In many domains, this may not always be possi-
ble. Technical limitations such as memory constraints or incomplete information
and usage limitations such as finite API calls mean that often a network topol-
ogy may only be partially observable. Finding effective placement for FS agents
with these restrictions adds another level of complexity.

In this paper we presented a placement algorithm, PO-Place, that is
designed for use in partially observable topologies. It uses finite observations
to find sets of high-degree nodes and approximates the set of nodes that would
be selected given full observability.

With small proportions of the network being observable, PO-Place can
locate nodes with similar reach and influence as degree placement. We evaluate
the performance in three real-world topologies and show that the addition of
concurrent searches and splitting of observations improves the performance of
the algorithm across all metrics. With 1–10% observation the algorithm is able
to find sets of nodes with >90% of the reach and influence of degree placement.

Finally, we showed that PO-Place performs comparably to degree place-
ment when used to facilitate convention emergence using fixed strategy agents
whilst only observing 5% of a network topology. We found that the addi-
tional aspects of PO-Place benefit the placement mechanism and demonstrated
that convention emergence is easily facilitated in partially observable networks.
Future work will include investigation of dynamic network topologies, destabli-
sation of conventions, and the applicability of PO-Place to influence maximi-
sation.
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Abstract. Autonomous agents (AA) will increasingly be interacting
with us in our daily lives. While we want the benefits attached to AAs,
it is essential that their behavior is aligned with our values and norms.
Hence, an AA will need to estimate the values and norms of the humans
it interacts with, which is not a straightforward task when solely observ-
ing an agent’s behavior. This paper analyses to what extent an AA is
able to estimate the values and norms of a simulated human agent (SHA)
based on its actions in the ultimatum game. We present two methods to
reduce ambiguity in profiling the SHAs: one based on search space explo-
ration and another based on counterfactual analysis. We found that both
methods are able to increase the confidence in estimating human values
and norms, but differ in their applicability, the latter being more effi-
cient when the number of interactions with the agent is to be minimized.
These insights are useful to improve the alignment of AAs with human
values and norms.

Keywords: Autonomous agents · Values · Norms · Ultimatum game

1 Introduction

As autonomous agents (AAs) become more pervasive in our daily lives, there
is a growing need to reduce the risk of undesired impacts on our society [2,12].
Hence, we need design and engineering approaches that consider the implications
of ethically relevant decision-making by machines, understanding the AA as part
of a socio-technical system [8, p.48]. For this, we need to ensure that the decisions
and actions made by the AA are aligned with the stakeholders’ values (“what
one finds important in life” [23]) and norms (what is standard, acceptable or
permissible behavior in a group or society [10]).
c© Springer Nature Switzerland AG 2021
A. Aler Tubella et al. (Eds.): COIN 2017/COINE 2020, LNAI 12298, pp. 98–113, 2021.
https://doi.org/10.1007/978-3-030-72376-7_6

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-72376-7_6&domain=pdf
http://orcid.org/0000-0002-7531-3154
http://orcid.org/0000-0002-3956-2284
http://orcid.org/0000-0001-7409-5813
http://orcid.org/0000-0003-4780-7461
https://doi.org/10.1007/978-3-030-72376-7_6


Improving Confidence in the Estimation of Values and Norms 99

Values and norms can be seen as criteria for decision-making: values relating
to more abstract and context-independent ideals, and norms as more concrete
context-dependent rules. Furthermore, since humans use values and norms in
their explanations, the use of these concepts allows for a better explanation
of the AA [15–17]. People have a common base system of values and they are
relatively stable over the life span of a person [4], however, values and norms vary
significantly for each person and socio-cultural environment, making it difficult
or even impossible to write down precise rules describing them. One approach
to deal with this variance is to treat aligning the actions of the AA with human
values as a learning problem [13,27]. However, estimating values and norms solely
based on observed behavior may lead to ambiguous results. Different relative
preferences towards values and norms can bring about the same behavior, i.e.
there are many “reasons why” that might motivate a given observed behavior
(ambiguity problem). In case that an agent’s actions are driven by a “wrong”
set of values and norms, strong ethical consequences may befall.

This paper studies the conditions under which AAs are able to make confident
estimates of one’s preference on values and norms from observed behavior. We
studied the behavior of simulated agents driven by both values and social norms
in the Ultimatum Game (UG), specifically in the proposer role. [20] has used the
UG to study the relative importance of values across cultures. We focus on the
relative importance of values and norms that guide individual decision making,
aiming to provide useful insights to improve the alignment of AAs with human
values and norms.

The main contribution of this paper is twofold. First, we propose an agent-
based model to play the UG, expanded from [16], which uses both values and
norms for determining the actions of the agents. Second, we present a method
for estimating an agent’s relative preferences to a given set of values and, if
necessary, to improve the confidence in these estimations. This improvement
is realized by interacting with the proposer agent in the UG, either by a free
exploration of the search space or by the use of counterfactuals.

The remainder of the paper is structured as follows. The following section
presents a brief context about the UG and how we model values and norms in this
context. Section 3 presents both the method to estimate the relative preference
attributed to an agent’s values and norm, and the methods to reduce ambiguity
on the estimation. Section 4 presents the main results of this research and Sect. 5
discusses these results. Finally, Sect. 6 presents the conclusions.

2 Values and Norms in the Ultimatum Game

2.1 Scenario: The Ultimatum Game

We simulate the behavior of the agents in the UG, first introduced by [11]. In the
UG, two players negotiate over a fixed amount of money (the ‘pie’). The proposer
demands a portion of the pie, while the remainder is offered to the responder.
The responder chooses to accept or reject this proposed split. If the responder
chooses to ‘accept’, the proposed split is implemented. If the responder chooses
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to ‘reject’, both players get no money. The UG thus provides an environment
where players have to make decisions about money based on their own judgment.

The remainder of the paper uses a version of the UG with the following
specifics:

– An experiment has 32 players: 16 proposers and 16 responders.
– One experiment has 20 rounds. One round in the UG comprises one demand

for each proposer and one reply for each matched responder.
– The players are paired to a different player each round but do not change

roles.
– Players are anonymous to each other.
– The pie size P is 10001.

These specifics are chosen for pragmatic reasons: the paper uses an empirical
dataset based on these specifics [3] and builds upon a model based on these
specifics [16].

This paper models the decision-making of humans in the UG by using values
and norms, but there have been many different approaches to it since its first
appearance in [11]. One reason for its popularity is that the UG is a classical
example of where the canonical game-theoretical agent (i.e., the homo economics
that only cares about maximizing its direct own welfare) falls short. The homo
economicus only cares about its direct welfare and thus will accept any positive
offer in the UG. Humans, in contrast, reject offers as high as 40% of the pie [21].
Behavioral economics has aimed to explain humans by incorporating learning
[25], reputation [9] or other-regarding preferences. Recently, [16] used values and
norms to explain UG behavior. Using a series of agent-based simulation experi-
ments, [16] showed that the model produces aggregate behavior that falls within
the 95% confidence interval wherein human behavior lies more often than the
other tested agent models (e.g., a learning homo economicus model). Moreover,
the model uses concepts that humans use in their explanations. Thus because the
model has been shown to reproduce human behavior and uses explainable con-
cepts, the model of [16] provides a starting point to estimate preference towards
human values and norms for value alignment.

2.2 Simulated Human Agent (SHA)

The simulated human agent (SHA) represents the human in the UG whose values
and norms we aim to estimate. The model for the SHA is based on the value-
based model and norm-based model presented in [16]. These models focus on the
aggregate properties that emerge from pairing these agents in the UG. However,
this paper focuses on estimating relative preference towards values and norms
of individual agents. Therefore, we are interested in an agent model where one
agent uses both values and norms. The remainder of this section presents the
SHA model in three parts: the value-based agent (from [16]), the norm-based
agent (extension of [16]) and an agent that uses both values and norms (new).
1 For ease of presentation, we chose to present P with no monetary unit. Empirical

work [21] shows that the effect of the pie size is relatively small.
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Value-Based Agent. The value-based agent uses the importance an agent
attributes to its values to determine what an agent (based on its values) should
demand. [16] focuses on two values that are relevant in the UG: wealth and
fairness and define dia as the difference in importance an agent attributes to
wealth versus fairness. Based on research by [26] and data on the UG [3], they
then state a number of requirements for a function (see [16] for more details).
First, they assume a (perfect) negative correlation between wealth and fairness.
Second, valuing wealth is defined as wanting more money. Third, valuing fairness
is defined as wanting an equal split of the pie. Fourth, agents should differ in
how much money they demand, but not demand below 0.5P. The functions that
map dia to the demand d ∈ {0...P} ⊂ Z are given by

valueDemand(dia) = arg max
d∈{0...P}⊂Z

u(d, dia, P ) (1)

and
u(d, dia, P ) = −1.0 + 0.5dia

d
P + 0.5

− 1.0 − 0.5dia
|0.5P−d|

0.5P + 0.5
(2)

The agent thus calculates the utility for each demand d and returns the demand
with the maximum utility. [16] shows these functions fulfill the stated require-
ments. By using (1) and (2), we enable our agent to choose a demand following
theories on values [26] and [3] empirical results on the UG.

Norm-Based Agent. The norm-based agent uses the replies it observes from
the other agent to determine what an agent (based on its norms) should demand.
In [16], following theories by [5] and [10], it is stated that a norm exists for
a particular person when that person perceives what most other people do or
expect it. [16] provides a translation from this definition to a model for the UG. In
the UG, the proposer cannot see what other proposers do, because the proposer
is only paired with responders. Therefore, the proposer uses the responses of the
responder to form an idea of what is expected (i.e., the norm). [16] provides the
following function to map the observed responses (ORak) seen by agent a up to
the current round k to a demand d ∈ {0...P} ⊂ Z,

normDemand(ORak) =
min

d∈RDak

d + max
d∈ADak

d

2
(3)

where RDak ⊂ ORak is the set of demands that the proposer a has seen rejected
and ADak ⊂ ORak is the set of demands that the proposer a has seen accepted.
The function thus uses two indicators to estimate the norm: the minimum
of the rejected demands (RDak) and the maximum of the accepted demands
(ADak). The rejection of a given demand indicates that the demand is higher
than expected, thus the norm is lower than the minimum rejected demand. The
acceptance of a given demand indicates that the demand is lower than expected
(or perfect), thus the norm is higher (or equal) to the accepted demand. Equa-
tion (3) determines the norm as the average of these two indicators. By using
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(3), we enable our agent to choose a demand following [5] and [10] theories on
norms.

We extend the model provided by [16] to specify normDemand(ORak) for
three edge cases: a case where there are no observed responses (ORak = ∅),
a case with only observed rejections (RDak = ORak), and a case with only
observed accepts (ADak = ORak):

– ORak = ∅ → normDemand(ORak) is drawn from the normal distribution
N(561.8, 128.9), which is the normal distribution human demands follow in
the empirical dataset we use of [3].2

– RDak = ORak → the agent averages between the minimum reject and halve
the pie (( min

d∈RDak

d + 0.5P )/2).

– ADak = ORak → the agent averages between the maximum accept and the
full pie (( max

d∈ADak

d + P )/2)).

In [16], the agent determines a randomized demand as the norm in all these
cases. By specifying these edge cases, we improve the SHA model aiming to
better represent human behavior.

Agent with Values and Norms. This paper combines the value-based agent
and the norm-based agent to model an agent that uses both values and norms.
Values and norms are decision-making concepts the agent uses to decide what
action is good and what action is bad [17]. [6] used values as more abstract
ideals and norms as the more concrete context-dependent rules that follow from
these ideals. Norms follow from values, but when agents copy the norms (but not
values) from other agents the two can conflict. For example, one copies working
over-hours although this is in conflict with its own values. This paper presents a
model where an agent uses a weight (vwa) to combine the best action based on
values and the best action based on norms into the best action based on both
values and norms.

For a proposer an action is defined as a demand d ∈ {0...P} ⊂ Z. The demand
d for an agent a in round k is determined by

dak(dia, vwa, ORak) = vwa × valueDemand(dia)
+(1 − vwa) × normDemand(ORak), (4)

where dia stands for the difference in importance an agent attributes to wealth
versus the importance it attributes to fairness, vwa ∈ [0, 1] stands for the weight
an agent attributes to its own values (versus the weight it attributes to norms)
and ORak stands for the set of observed replies the agent has seen. Thus what
an agent demands is the result of weighting the result of two functions described
in [16]: the valueDemand(dia) (1) and the normDemand(ORak) (3).

2 The norm that is drawn from the normal distribution is not used as input for the
norm in subsequent rounds (i.e., the agent does not memorize it).
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The above focuses on the demands of the SHA-proposer (SHA-P), but to
simulate the UG we also need SHA-responders (SHA-R). The SHA-R is defined
the same way as to the proposer model except that it determines a threshold
t ∈ [0, P ] (instead of a demand d) and has to base its norms on a set of observed
demands (instead of observed responses). The SHA-R uses the same function
as the SHA-P (4) to determine the threshold. If the demand is higher than the
threshold the responder rejects it, if the demand is lower than or equal to the
threshold accepts it. The responder determines a threshold appropriate for its
values analogue to the proposer, that is, by using (1) and (2). The responder
determines the norm for the threshold by averaging over the observed demands
(instead of the observed responses). The proposed demand is thus seen as a
signal from the proposer that this is what the proposer considers ‘normal’.3 By
using a threshold t based on its values and the norm (from observed demands),
the responder uses values and norms to reject or accept the proposed demand.

Above we presented a model that uses both values and norms using two
agent-specific variables: the difference in importance (di) and the value-norm
weight (vw). The difference in importance specifies how much an agent values
wealth over fairness and is normally distributed over agents N(μdi, σdi), being
μdi the average value and σdi the standard distribution of a normal distribution
for di. The value-norm weight specifies how much an agent weighs values over
norms and is normally distributed over agents N(μvw, σvw). Both variables are
constant over the different rounds. However, the normDemand(ORak) differs
per round as the observed replies vary. To reproduce the demands and responses
humans give, the parameters μdi, σdi, μvw and σvw need to be calibrated to the
right settings.

2.3 Calibrating the SHA to Humans

We found that μdi = 0.5, σdi = 0.25, μvw = −0.6 and σvw = 1.14 produced
simulated demands and responses that are closest to the empirical data on
human demands and responses extracted from the dataset provided by [3]. This
meta-study combines the data of 6 empirical studies to create a dataset of 5950
demands and replies made by humans in the same scenario as we describe in
Sect. 2.1. We used five performance measures for which we compared the syn-
thetic data on the SHA to the empirical data on real humans: average demand μd,
standard deviation in demand σd, average acceptance rate μa, standard devia-
tion in acceptance rate σa and the standard deviation in the demand solely based
on values σvd.4 The SHA is compared to humans on both round 1 and round
10. We used the following procedure to find the optimal parameter settings:
3 To be exact, the proposed demand should be considered as what the proposer consid-

ers a ‘normal’ threshold. If it considered a higher threshold to be normal it would have
demanded less, if it considered a lower threshold normal it would have demanded
more.

4 The standard deviation in the demand solely based on values σvd was added to
ensure agents vary in what values they find important (dia). The σvd for humans is
postulated instead of extracted from empirical data.
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1. Run simulations of the UG in Repast Simphony with different parameter
settings (μdi ∈ [−1, 1] and μvw ∈ [0, 1]) and different random seeds (r ∈
[1, 30]) and obtain the resulting demands and acceptance rate (μd, σd, μa,
σa);

2. For each run: average the performance measures with the same parameter
settings, but different random seeds;

3. For each parameter setting: calculate the normalized root mean square error
(NRMSE) between the simulated results and the human results;

4. Pick the parameter setting with a minimal NRMSE.

Table 1 compares the resulting demands and responses for the SHA (when
NRMSE is minimized) and the empirical data on human results. We interpret
these results as that our SHA can produce a distribution of demands and accepts
that it is fairly close to that of humans (NRMSE = 11.0). The remainder of the
paper uses these parameter settings to simulate human behavior based on values
and norms.

Table 1. A comparison of the distribution of demands and responses between empirical
data on humans and synthetic data on simulated human agents (SHAs) given the
parameter settings with the best fit (μdi = 0.5, σdi = 0.25, μvw = −0.6 and σvw =
1.14).

Round Source Performance measures

μd σd μa σa σvd

1 Empirical (human) 561.8 128.9 0.806 0.40 128.9

Synthetic (SHA) 557.9 91.1 0.876 0.29 109.2

10 Empirical (human) 584.2 98.66 0.868 0.34 122.5

Synthetic (SHA) 646.8 90.89 0.923 0.23 109.2

3 Estimating Relative Preferences on Values and Norms

The conceptual model of the estimation process is presented in Fig. 1. The Pro-
filing Agent (PA) is responsible to estimate the relative preference of a given
SHA-P towards values and norms ([d̂ia, v̂wa]), and whenever necessary, interact
with the SHA-P to reduce ambiguity in the estimation.

The problem of estimating values and norms in the context of this work
is translated to the estimation of dia and vwa, represented as [d̂ia, v̂wa]. The
estimation of relative preferences from behavior was assessed in different ways,
such as via Inverse Reinforcement Learning (IRL) algorithms [1,12,14,18] and
learning a utility function with influence diagrams [19]. In this work, we use
the UG as a simple context (two values and one norm), aiming for clarity on
understanding the conditions necessary to properly estimate the relative value
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SHA-P
(Proposer)

SHA-R
(Responder)

PA

Data

Accept or reject proposal

Proposes demandAmbiguity reduction
(AR-SS or AR-C)

Estimation ;

Fig. 1. Conceptual model.

and norm preference from behavior and, whenever necessary, how to reduce
ambiguity.

In the context of the UG we can perform the estimation of the relative
preferences by a exhaustive search process on the estimators, according to:

[d̂ia, v̂wa] = arg min
dia∈[−0.15;1.79];vwa∈[0;1]

∑m
k=1

∣
∣
∣d̂ak(dia, vwa, ORak) − dak

∣
∣
∣

k
(5)

where ˆdak is calculated by (4), and m represents the number of rounds from
the UG analyzed in the estimation. In short, the estimators d̂ia and ˆvwa are
defined as the preference set that minimizes the deviation between the observed
demand (dak) and the demand that was calculated by an exhaustive search
process ( ˆdak). The range for dia which has an effect on the demand by the
SHA-P is [−0.15; 1.79]. With vwa ∈ [0; 1], and using a step of 0.01 to explore
both variables, 19,392 evaluations of the fitness function are necessary for each
estimation process.

3.1 Reducing Ambiguity

Ambiguity arises whenever the number of elements of d̂ia and ˆvwa is greater than
1. The PA will try to reduce this ambiguity by taking the role of the responder
on the UG. This interaction might be interpreted as an elicitation process or, in
simple, the PA will ask the SHA-P “questions”. Different ways of “asking these
questions” may produce higher or lower quality answers, and consequently a
higher or lower change in the confidence on the estimation. We will explore two
different approaches to how the PA interacts with the SHA-P. These interactions
are a “side-game”, i.e. changes in ORa will not, by definition, influence future
actions of the SHA-P.

Ambiguity Reduction by Exploring the Search Space (AR-SS). The
approach to ambiguity reduction via exploring the search space (AR−SS) poses
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the following “question” to the SHA: What would your next demand be?. Based
on the demand (“answer”) provided by the SHA-P, the PA will reject or accept
it to explore the search space (Algorithm 1). This approach increases the search
space, i.e. the distribution of ORa in the dataset, by rejecting demands lower
than rejected before and accepting demands higher than accepted before.

Algorithm 1: Ambiguity Reduction by exploring the Search Space (AR−
SS)

input : d̂ia, v̂wa, maxint,RDa,ADa,ORa, da, k
output: d̂ia, v̂wa,RDa,ADa,ORa, count

nsolutions ←number of solutions ([d̂ia, v̂wa])
k ← k + 1
Calculate ORak

count ← 0
while nsolutions > 1 AND count < maxint do

Calculate d̂ak(d̂ia, v̂wa, ORak) (4)
Include ORak and d̂ak to the data set
Estimate [d̂ia,v̂wa] (5)
nsolutions ← number of solutions ([d̂ia, v̂wa])
if dak < min(RDa) OR � RDa then

RDak ← dak

else if dak > max(ADa) OR � ADa then
ADak ← dak

k ← k + 1
Calculate ORa,k

count ← count + 1

Ambiguity Reduction via Counterfactuals (AR-C). Counterfactuals are
mental representations of alternatives to events that have already occurred [24],
frequently represented by conditional propositions related to questions in the
“what if” form. Philosophical discussion on counterfactuals has been present for
ages, including works from David Hume and John Stuart Mill [22], and it is
considered an intrinsic element of causality. People use counterfactuals often in
daily life to create alternatives to reality guided by rational principles.

Our approach to reduce ambiguity on the estimation of values and norms
via counterfactual (AR−C) poses the following “question” to the SHA-P: What
would your next demand be if your opponent had accepted instead of rejected your
proposal on round “x”? or What would your next demand be if your opponent
had rejected instead of accepting your proposal on round “x”?. As presented in
Algorithm 2, the PA will ‘ask’ the ‘question’ related to the round that will lead
to a broader search space in terms of the observed social norm (ORa).
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Algorithm 2: Ambiguity Reduction via Counterfactuals (AR-C)

input : d̂ia, v̂wa, RDa,ADa,ORa, da,k
output: d̂ia, v̂wa,RDa,ADa,ORa, count

maxint ← k
count ← 0
nsolutions ←number of solutions ([d̂ia, v̂wa])
while nsolutions > 1 AND count < maxint do

for i = 1 : k do
if ∃ ADai (Proposal was accepted in round i) then

if dai < min(RDa) OR � RDa then
RDai ← dai

else if ∃ RDai (Proposal was rejected in round i) then
if dai > max(ADa) OR � ADa then

ADai ← dai
Calculate ORai

scorei ← min(|ORai − ORa|)
k ← k + 1
ORak ← ORaz, where z is the iteration where score is maximum
Calculate d̂ak(d̂ia, v̂wa, ORak) (4)
Include ORak and dnew to the data set
Estimate [d̂ia,v̂wa] (5)
nsolutions ←number of solutions ([d̂ia, v̂wa])
count ← count + 1

4 Results

To test the methods presented in this paper we analyzed the behavior of agents
acting as proponents (SHA-P) in 100 runs of the UG (each with 20 rounds), in
terms of precision and confidence. The first will be evaluated by the root mean
squared error (RMSE) between the observed demand (d) and the estimated
demand (d̂), while the latter by the number of elements in [d̂ia, v̂wa]. A small
number of elements represent high confidence (low ambiguity), while a large
number of solutions represent low confidence (high ambiguity). It is guaranteed
the number of elements of [d̂ia, v̂wa] is greater than zero, since we perform an
exhaustive search in the complete range of dia and vwa. With these results, we
aim to analyze the conditions under which the proposed methods can estimate
preferences on values and norms in a precise and confident manner.

4.1 Estimation of Values and Norms

The precision in the estimation increased with the number of rounds used, given
that an estimation is made by observing at least four rounds (Fig. 2(a)). Using
less than four rounds the estimated values and norms ([d̂ia, v̂wa]) predicted a
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demand (d̂) that is very close to the real demand5, but most of these estimations
will not be able to generalize among other contexts (i.e. other observed response
- ORa).

Fig. 2. (a) Precision of the estimation process. (b) Percentage of unique solutions for
the estimation process.

When considering between one and four rounds the estimations were ambigu-
ous: on average 69.2 different sets of estimations led to the same demand
(Fig. 2(b)). Nevertheless, the confidence in the estimation increased with the
number of rounds used. The steep curve reaching round four appears in both
figures, showing a correlation between this initial precision in the estimation of
the demand with the ambiguity on estimating preferences toward values and
norms. Even with an increasing number of rounds observed, the percentual of
unique solutions reached an average of only ca. 60%. These different estimations
may lead to undesired properties of an agent that wants to act on behalf of the
true values and norms of a given person.

4.2 Reducing Ambiguity

Both proposed methods were able to increase confidence in the estimation of pref-
erences on values and norms ([d̂ia, v̂wa]). Comparing Fig. 3(a) with Fig. 2(a), the
RMSE between the calculated and observed demand are slightly higher, but still
may be considered adequate in absolute values, given that d ∈ {0...1000} ⊂ Z.

The methods AR − SS and AR − C did not increase confidence in the same
manner, differing in their applicability. While AR − SS was able to reach esti-
mations with less ambiguity than AR − C (Fig. 3(b)), it required in average of

5 Given the deterministic model of the SHA, it might be expected that the RMSE
should tend to zero. This is not the case because [d, valueDemand, normDemand] ∈
Z, and therefore a rounding operator is used.
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Fig. 3. Reducing ambiguity: (a) Precision; (b) Unique solutions; (c) Number of inter-
actions made for reducing ambiguity.

4.9 more interactions with the user (Fig. 3(c))6. In 33.2% of the cases where
the estimation was ambiguous, AR − SS could provide a unique solution, while
AR − C provided it for 27.2% of the cases. Considering both the confidence
and the number of interactions needed, AR − C increased the number of unique
solutions by 16.5% per interaction with the SHA-P, while AR − SS increased it
by 4.1% per interaction.

Table 2 summarizes the results when the estimation is performed using 10
rounds of observed data. We can see that precision varied only slightly, but
the confidence in the estimation increased significantly when using any of the
ambiguity reduction methods proposed. The columns related to the “Standard
deviation” on Table 2 provide parameters to understand the dispersion of the
search space7 and of the estimations ([d̂ia, v̂wa]). While the search space scatters
with the ambiguity reduction methods, there is a reduction in the dispersion for
the estimations. In other words, as the search space covered by ORa increases,
estimations become less ambiguous (and more gathered).

5 Discussion

AAs must be able to estimate human’s relative preferences towards values and
norms to align their behavior with them. This is not an easy task since a dif-
ferent set of preferences might lead to the same observed behavior (ambiguity
problem). [18] demonstrated that ‘normative assumptions’ are needed to esti-
mate an agent’s reward function (in our case, values and norms). In this work,

6 The x-axis in Fig. 3 relates to the number of rounds used during the initial estimation
process, described in Sect. 4.1. The additional number of interactions performed by
each method to improve the confidence in the estimations is not included in the
x-axis but presented in Fig. 3(c).

7 In our case ORa: given that preference to values and norms are constant, demand
is defined according to (4))
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Table 2. Summary of the results for the estimation using 10 rounds, and for the
subsequent ambiguity reduction methods.

Method Precision % Unique Rounds on AR Standard deviation

ORa d̂ia v̂wa

Estimation 0.082 57.4 – 36.1 0.021 0.008

AR-SS 0.095 86.7 8.2 42.6 0.011 0.003

AR-C 0.098 83.5 1.8 45.5 0.013 0.003

we proposed an ABM that uses both values and norms to account for these ‘nor-
mative assumptions’, and methods to estimate the SHA preferences and reduce
the ambiguity in these estimations.

The first contribution, the proposed ABM, was built on previous works
[15,17], and especially [16]. We extended the ABM works to use both values
and norms for determining the actions of the agents. The model was calibrated
to represent human behavior from empirical data. Future works can improve this
model by specifying in more detail the use of norms and values, considering other
values than wealth and fairness, constraining behavior by using deontic opera-
tors [16], and incorporating models that represent human bounded rationality.
Furthermore, different application scenarios with a more complex view on value
tensions e.g. non-zero sum game problems considering privacy and security can
be modeled.

The second contribution of this work was focused on understanding to what
extent the proposed methods were able to estimate the relative importance
attributed to values and norms by a given agent. We show that even when
considering ‘normative’ assumptions, represented by the PA’s knowledge of the
decision-making process of the SHA in a relatively simple context (the UG),
ambiguity may still be present on estimating preferences for value alignment. To
ignore this ambiguity might lead to great regret and unethical actions.

In the experiment performed we observed two general conditions under which
an estimation of the preferences was possible, namely: heterogeneity on the obser-
vations and a sufficient number of observations. When observing at least four
rounds of the UG, only 50 to 60% of the estimations were unambiguous. We pro-
posed two methods for reducing ambiguity: one via exploring the search space
(AR−SS) and one using counterfactuals (AR−C). The first approach, AR−SS,
interacts with the SHA-P considering the last observed norm (ORak), which
might be suitable for interacting with people in the real world due to the influ-
ence of short-term memory on decision making [7]. The latter approach, AR−C,
uses counterfactuals, which are a part of causal reasoning. The results presented
in the previous section show that targeting “imaginative” scenarios related to
a specific round of the UG significantly increase the efficiency of the process.
Nevertheless, it might be very demanding for a person to be able to go through
this thought imaginary process and remind the precise social norm at a spe-
cific point in time. We can conclude that the AR − SS method is more suitable
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where there are no restrictions regarding the number of interactions with the
user, while AR−C can improve confidence in situations where a limited number
of interactions is desired.

Both methods act with the assumption that the only way the PA can interact
with the SHA is by taking the role of the responder in the UG. Going beyond this
assumption, we also evaluated a different approach: the PA can directly define a
value for the social norm (ORak). If we consider ORa ∈ [0; 1000], the ambiguity
was almost eliminated: 97% of unique solutions on average, considering up to 20
interactions. If we consider a more realistic assumption ORak ∈ [500; 1000] the
results were, in terms of the percentage of unique solutions, between the levels
found by AR − SS and AR − C when using less than 6 rounds for training,
and slightly better than AR − SS when using 6 or more rounds. Future works
can evaluate this hypothesis. We suggest that such experiments be done either
considering improved models of human memory and cognition process or in
laboratory settings.

The limitations of this works include the impossibility of directly generalizing
the findings and methods to other contexts, the assumption that values are
stable, and the lack of testing of the approach with humans in realistic settings
as well as in more complex settings.

6 Conclusion

This paper aimed to investigate to what extent an AA might be able to estimate
the relative preferences attribute to human values and norms, including methods
to reduce ambiguity. Insight into the use of models to support the estimation
of values and norms was obtained during the discussions, mainly the need for
heterogeneity on the observations and also ways to reduce ambiguity. Especially
the use of counterfactuals via the AR − C approach showed it can be of great
value in terms of a trade-off between increasing efficiency and avoiding excessive
interactions/questions with humans. We showed that even in a simple context,
considering models that represent values and norms (‘normative assumptions’),
and using a exhaustive search process, ambiguity cannot be easily be avoided in
estimation of preference on values and norms. To ignore this ambiguity might
lead to great regret and misalignment between machine behavior and human
values and norms.
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11. Güth, W., Schmittberger, R., Schwarze, B.: An experimental analysis of ultimatum
bargaining. J. Econ. Behav. Organ. 3(4), 367–388 (1982)

12. Hadfield-Menell, D., Milli, S., Abbeel, P., Russell, S.J., Dragan, A.: Inverse reward
design. In: Proceeding of the 31st Conference on Neural Information Processing
Systems (NIPS), pp. 6765–6774 (2017)

13. Irving, G., Askell, A.: Ai safety needs social scientists. Distill 4(2), e14 (2019)
14. Levine, S., Popovic, Z., Koltun, V.: Nonlinear inverse reinforcement learning with

gaussian processes. In: Proceeding of the 31st Conference on Neural Information
Processing Systems (NIPS), pp. 19–27 (2011)

15. Malle, B.F.: How the Mind Explains Behavior: Folk Explanations, Meaning, and
Social Interaction. MIT Press, Cambridge (2006)

16. Mercuur, R., Dignum, V., Jonker, C.M., et al.: The value of values and norms in
social simulation. J. Artif. Soc. Soc. Simul. 22(1), 1–9 (2019)

17. Miller, T.: Explanation in artificial intelligence: insights from the social sciences.
Artif. Intell. 267, 1–38 (2018)

18. Mindermann, S., Armstrong, S.: Occam’s razor is insufficient to infer the prefer-
ences of irrational agents. In: Conference on Neural Information Processing Systems
(NIPS), pp. 5598–5609 (2018)

19. Nielsen, T.D., Jensen, F.V.: Learning a decision maker’s utility function from (pos-
sibly) inconsistent behavior. Artif. Intell. 160(1–2), 53–78 (2004)

20. Nouri, E., Georgila, K., Traum, D.: Culture-specific models of negotiation for vir-
tual characters: multi-attribute decision-making based on culture-specific values.
AI Soc. 32(1), 51–63 (2014). https://doi.org/10.1007/s00146-014-0570-7

21. Oosterbeek, H., Sloof, R., Van De Kuilen, G.: Cultural differences in ultimatum
game experiments: evidence from a meta-analysis. SSRN Electron. J. 8(1), 171–188
(2001)

22. Pearl, J.: The seven tools of causal inference, with reflections on machine learning.
Commun. ACM 62(3), 54–60 (2019)

23. Van de Poel, I., et al.: Ethics, Technology, and Engineering: An Introduction. Wiley,
Hoboken (2011)

https://doi.org/10.1007/978-3-030-30371-6
https://doi.org/10.1007/978-3-030-30371-6
https://doi.org/10.1007/s00146-014-0570-7


Improving Confidence in the Estimation of Values and Norms 113

24. Roese, N.J.: Counterfactual thinking. Psychol. Bull. 121(1), 133 (1997)
25. Roth, A.E., Erev, I.: Learning in extensive-form games: experimental data and

simple dynamic models in the intermediate term. Games Econ. Behav. 8(1), 164–
212 (1995)

26. Schwartz, S.H.: An overview of the Schwartz theory of basic values. Online Read.
Psychol. Culture 2, 1–20 (2012)

27. Soares, N., Fallenstein, B.: Agent foundations for aligning machine intelligence
with human interests: a technical research agenda. In: Callaghan, V., Miller, J.,
Yampolskiy, R., Armstrong, S. (eds.) The Technological Singularity. TFC, pp. 103–
125. Springer, Heidelberg (2017). https://doi.org/10.1007/978-3-662-54033-6 5

https://doi.org/10.1007/978-3-662-54033-6_5


Should I Tear down This Wall?
Optimizing Social Metrics by Evaluating

Novel Actions

János Kramár(B), Neil Rabinowitz, Tom Eccles, and Andrea Tacchetti

Deepmind, London, UK
{janosk,ncr,eccles,atacchet}@google.com

Abstract. One of the fundamental challenges of governance is deciding
when and how to intervene in multi-agent systems in order to impact
group-wide metrics of success. This is particularly challenging when pro-
posed interventions are novel and expensive. For example, one may wish
to modify a building’s layout to improve the efficiency of its escape route.
Evaluating such interventions would generally require access to an elabo-
rate simulator, which must be constructed ad-hoc for each environment,
and can be prohibitively costly or inaccurate. Here we examine a simple
alternative: Optimize By Observational Extrapolation (OBOE). The idea
is to use observed behavioural trajectories, without any interventions, to
learn predictive models mapping environment states to individual agent
outcomes, and then use these to evaluate and select changes. We evalu-
ate OBOE in socially complex gridworld environments and consider novel
physical interventions that our models were not trained on. We show that
neural network models trained to predict agent returns on baseline envi-
ronments are effective at selecting among the interventions. Thus, OBOE
can provide guidance for challenging questions like: “which wall should I
tear down in order to minimize the Gini index of this group?”

Keywords: Deep learning · Governance · Interventions · Social
modelling · Counterfactuals · Extrapolation

1 Introduction

A key interest in multi-agent research is to understand mechanisms that shift
group behaviour towards some desirable goals or outcomes such as using insti-
tutions, or central agents, that can modify the environment in real time.

For example, suppose there’s a traffic intersection that has inconvenienced
many road users with its lengthy wait times and poor visibility, and we’re advis-
ing a municipal government about whether to intervene, e.g. by installing a
roundabout. There can be several desiderata, e.g. we may wish to reduce acci-
dents and congestion.

One way to answer the question is to install the roundabout and measure
the metrics of interest. This is scientifically simplest but practically prohibitive.
Alternatively, one could simulate the change using a detailed traffic model. The
c© Springer Nature Switzerland AG 2021
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model may need to make substantial assumptions that might be broken by unan-
ticipated circumstances, such as weather conditions, or unusual road users like
electric scooters, etc. Further, designing and adjusting the simulator is a signif-
icant up-front research cost. Instead, the strategy we propose is to exploit the
abundance of observational data (such as traffic patterns across a set of urban
environments) and avoid relying on expensive experimental data (in which the
intervention is tried, in either reality or simulation).

Our contribution is a method, which we call OBOE (Optimize By Obser-
vational Extrapolation), for building a central agent tasked with altering the
physical environment where a group of agents interact, in pursuit of a group-
level outcome. We construct this central agent by training a model to predict
forward outcomes for each agent (e.g. forward returns) from environment states
using purely observational data. Our central agent then uses these models to
evaluate candidate interventions in real-time by modifying a snapshot of the
environment, and selecting the intervention that produces the best result as
estimated by the predictive model, and in terms of the desired outcome metric.

We evaluate our method on two socially complex grid-world environments, a
variety of candidate interventions, and consider various model architectures. Our
results show that predictive models trained on observational data can identify
interventions that lead to desirable outcomes, and are thus well suited to build
the central agent we set out to design. In some cases, we find that the resulting
OBOE central agent is more effective than a simulation-based central agent that
selects an intervention using multiple perfect (but stochastic) simulations of the
environment.

2 Related Work

Multi-agent reinforcement learning has received considerable attention in recent
years, both as a training paradigm to construct powerful individual agents [2,3,
35], and as a tool to study the role and emergence of human pro-social inductive
biases and institutions in complex environments [20,25,26,32]. In this context, the
idea of “opponent shaping”, that is, constructing agents that actively influence the
learning and behavior of others through conditional cooperation, or assuming the
role of a central mechanism, has emerged as a key challenge to investigate [3,6,15,
22,27,30]. Unlike past work in this area, we investigate how to train such a central
mechanism by generalizing entirely from observational data.

The recent advances of multi-agent reinforcement learning, and the challenges
posed by agents that interact with other non/stationary, adaptive learners has
sparked interest in “machine theory of mind” [33], as well as in the development
of sophisticated behavioral models of multi-agent systems, often based on rela-
tional architectures [5,19,24,36]. We build on this work, adapting it for use as a
central agent to achieve social goals.

The idea of changing elements of multi-agent environments so as to shepherd
the behavior of groups towards outcomes that are desirable for the designer is
a well-studied problem in economics. In particular, the sub-field of mechanism
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design has focused on analyzing the effects of changing payoff structures and
reward signals, especially in the context of auction design [9,29,38]. Our work
addresses these questions in the case where the mechanism is physical and where
the agent behaviours are learned rather than perfectly rational – however it does
not address how learning agents might change their policies in response to the
central agent, which is a limitation.

In recent years there has been work on learning to simulate physical systems
[34], make counterfactual physical predictions [4], and learn physical controllers
[17]. Our work builds on this line of thought, targeting the challenges posed by
a multiagent setting.

Finally, a number of researchers have investigated the effects of modifying
the physical environment so as to promote or dissuade certain group behavior,
especially in the context of pedestrian modeling and sheep herding [8,10,23,28].
We address this question in a broader context where the behavioural models
must be learned rather than hand-coded.

3 Method and Experimental Set-Up

We introduce OBOE, a new method to construct a central agent that can opti-
mize social metrics by intervening in the physical environment. Importantly, we
assume that it is either hard or impossible to simulate the effects of these inter-
ventions, and therefore it is desirable to learn to estimate their efficacy based
solely on an observational dataset, i.e. from trajectories of agents interacting in
the environment, without any intervention whatsoever.

The OBOE method will proceed in 2 stages. In Sect. 3.1 we describe the
dataset; then in Sect. 3.2 we describe the construction of the central agent. Fol-
lowing those subsections we’ll describe the evaluation procedure. In Sect. 3.3 we
describe how we generate a complete evaluation dataset of all possible interven-
tions, and in Sect. 3.4 we describe how we use this dataset to identify which tasks
are most suitable for evaluating the central agent.

Note that the training of the central agent in Sects. 3.1–3.2 and its evaluation
in Sects. 3.3–3.4 are separate procedures. Evaluation requires counterfactual data
for all possible interventions, which are not generally available in practice. For the
purposes of this paper, we provide the ground truth counterfactual data (from
additional simulations) for estimating the maximum achievable effect by a central
agent. It’s possible to validate our central agent itself much more economically,
by only gathering data according to its prescribed interventions.

In our experiments we simplify the task for the central agent by only con-
sidering single interventions at a fixed timestep; this already pushes OBOE into
new territory and gives a good indication of its promise, while still making it
easy to generate a full evaluation dataset. The same central agents could also be
used to intervene at multiple timesteps per episode.
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3.1 Collect Observational Dataset

We first need to select environments and collect a dataset of many episodes, with
no central agent nor interventions. Our environments and players are described
in Sect. 4 and detailed further in Appendix B; in brief, we trained players with
multi-agent reinforcement learning [25] on some Markov social dilemma games.

3.2 Construct a Central Agent

We consider a central agent whose objective is to optimise an episode social met-
ric of interest M , which is computed per-episode as a function of individual agent’
outcomes aggregated across the episode. In our environments these outcomes are
the total returns across the episode: for agent i, we write this as Ri =

∑T
t=1 rti ,

where rti is reward. We can then write the metric as M(R1, . . . , Rk). For example,
the collective return is M(R1, . . . , Rk) =

∑
i Ri. We also need the representation

of environment states s to let us construct intervention functions s′
a(s) for each

possible intervention a (e.g., build a wall) in the central agent’s action space
(Fig. 1).

Central agent 
model architecture

Observational Data

Physical 
Environment

Participants’ 
Policies Train Forward Return 

Predictor

Modify Env. State 
Representation 

according to

Construct Forward Return Predictor from Observational Data

Construct Central Agent’s Q-function using Forward Return Predictor

... ...

Use Forward Return Predictor 
to construct 

Use Forward Return Predictor 
to construct 

: move waste 
down

    : move waste 
to center

Fig. 1. An illustration of the OBOE method, with an example “move waste” interven-
tion on the Cleanup game.

We use the observational dataset from Sect. 3.1 to train a forward return pre-
dictor1 (or in general, forward aggregated outcome predictor) R̂>t(st; i) (where
1 This requires a model; we discuss model choices in Sect. 6.
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the environment state st includes the timestep t, as well as the returns R≤t
i (st)

so far for agent i). Now, we can combine this with the intervention functions to
estimate the central agent’s action-value function Q(s, a), i.e. the metric value
that would result from the intervention a, as Q̂(st, a) = M(R̂>t(s′

a(st); 1) +
R≤t

1 (st), . . . , R̂>t(s′
a(st); k) + R≤t

k (st)). We propose a central agent policy that
selects actions greedily according to this Q̂.

3.3 Collect Evaluation Dataset

In order to evaluate the central agent, we collect an evaluation dataset. We
record new trajectories of game play using, as before, our trained policies for
participant agents. Importantly, however, here we do modify the environment
state according to all possible interventions, and collect the various outcomes.
With this data, we can compare the intervention selected via Q̂(s, a) to other
possible actions, and evaluate the central agent.

3.4 Task Filtering

Finally, we use this second dataset to detect intervention families that result in
no effect on social outcomes, or where the same intervention is always best. In
applications it would be appropriate to detect such tasks and handle them more
straightforwardly than OBOE; for example, it may not require a detailed model
to predict that adding speed bumps will decrease average vehicular speed. We
remove these tasks from our analysis as well, since they would not be informative.
This procedure is outlined in detail in Sect. 5.

4 Tasks

In order to test the OBOE method, we need suitable tasks, where:

– The agents interact nontrivially, so it’s not obvious how an intervention will
affect social outcomes.

– The environment state is fully observed, as in a Markov game.
– The observed environment state is easily represented in a structured form,

so we can intervene on the structured representation and get predicted inter-
vention effects from the model.

– We can simulate the ground truth with the interventions (for evaluation).

We use two spatiotemporal social dilemma games which meet the above crite-
ria: Cleanup, and Harvest. [12,20,22,31,40] In particular, the social outcomes are
nontrivial to predict, both because the games pose social dilemmas to the play-
ers, and because the players are trained via deep RL. These games allowed us to
construct several qualitatively different sorts of interventions, which was another
desired criterion. The way the players were trained is detailed in Appendix B.
While these games and players were adequate for our purposes, they’re not spe-
cial; OBOE is equally applicable in settings quite unlike them.



Should I Tear Down This Wall? 119

(a) before (b) after

Fig. 2. A “move waste” interven-
tion for the Cleanup game.

(a) before (b) after

Fig. 3. An “add wall” intervention for the
Harvest game.

Cleanup: Cleanup (Fig. 2) is a public goods game in which 5 players collect
apples from a field (right side), which grow only if the players collectively keep
the waste accumulating in the aquifer (left side) at a low enough level, by cleaning
it up. The simple primary objective of players in Cleanup is to collect as many
apples as they can. However, the mechanics of the environment place players in
a socially complex world: if the waste level is low, it’s in each player’s individual
interest to remain in the field collecting apples. This neglect causes waste to
accumulate, which negatively impacts the future apple spawn rate. This intricate
dependency poses a dilemma between free-riding (collecting apples) and looking
after the public good (cleaning the aquifer), which the players need to navigate.

Interventions: We consider three types of intervention for a central agent to
make partway through a Cleanup game, at time 325 (out of 1000): 1) moving
players (to one of 7 predefined locations2, 2) moving waste (falling up, down,
left, right, or towards the vertical center, among the aquifer map locations), and
3) moving apples (similarly to moving waste, but among the field locations). A
“move waste” intervention is illustrated in Fig. 2.

Harvest: Harvest (Fig. 3) is a common pool resource game. As in Cleanup, the
players collect apples from fields; but in Harvest, the apples only respawn if there
are other intact apples nearby. The fields are located in corner rooms of the map,
which is procedurally generated; and players can guard their rooms by firing a
punishment beam at each other. In Harvest, players face a dilemma between
their short- and long-term interests: if they don’t distribute their harvesting
across space or time, they deplete the apple stock, which may not recover; if
they move around too much, other players will collect most apples.

Interventions: We considered two types of intervention in Harvest: adding walls,
and removing walls, both at time 303 (out of 1000). Since the underlying map

2 (1, 1), (1, 23), (16, 1), (16, 23), (9, 1), (9, 9), and (9, 23) on the 18 × 25 map.
3 The timestep was chosen to be early so that apple areas would not yet be depleted

(making the interventions more relevant), but not at the very start when player
locations would be less typical.
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is variable, we couldn’t use a fixed set of interventions lest we tear down a
nonexistent wall or build a wall atop a player, so we instead queried the central
agent on 15 valid, procedurally generated candidates. An “add wall” intervention
is illustrated in Fig. 3.

More details about the games are provided in Appendix B.

4.1 Metrics

To construct tasks for the central agent, we combine each of these 5 classes of
intervention with 4 social outcomes, based on maximizing or minimizing. Two
metrics are taken across each episode: the collective return, and the Gini index
[16] (an inequality measure).4 This gives a total of 20 intervention tasks for the
central agent. Table 1 shows the mean metric values among the observational
data; equivalently, these give the absolute performance of a “no-op” central
agent.

Table 1. A summary of the interventions on the 2 games.

Cleanup Harvest

Maps Standard Procedural (rooms)

Baseline mean metrics Collective return 1570.2
Gini index 0.1966

Collective return 584.6
Gini index 0.3139

Interventions at t = 325 of 1000:
– move players (each of the 5 play-
ers, to 7 fixed locationsa)
– move waste (up, down, left, right,
center)
– move apples (similarly)

at t = 30 of 1000:
– add walls (15 random
options provided)
– remove walls (15 random
options provided)

a (1, 1), (1, 23), (16, 1), (16, 23), (9, 1), (9, 9), and (9, 23) on the 18 × 25 map.

5 Task Analysis and Filtering

In this section we outline a brief analysis of the 20 intervention tasks just
described. Our main goal here is to filter out tasks that do not probe the central
agent’s ability to consider and evaluate modifications to the physical environ-
ment in pursuit of an effect on some social outcome. In particular, we seek to
select out tasks that fail to meet two intuitive standards:

1. It should be possible, by modifying the physical environment in the ways
prescribed (e.g. by moving agents or adding walls), to affect the social outcome
of interest (e.g. to maximize the welfare of our agents). In other words, we
wish to prune out those tasks for which even an “ideal” central agent cannot
help the situation better than by selecting a random action.

4 Because the Gini index is nonlinear, strictly speaking the method of Sect. 3.2 will
produce a biased result even if the forward return predictors are unbiased. We dis-
regard this issue.
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2. We are only interested in tasks where the optimal action depends on the
environment state; for example, if we found that for a specific metric, no
matter the state of the game, it’s always best to move agents to the top left
corner, we would filter out this task.

Here we describe the selection process, and the details of how we constructed
three baseline central agents: an “ideal” one, a “random” one and a “con-
stant action” one. These are constructed using an evaluation dataset with game
episodes for both environments we consider (4 × 250 for Cleanup5, 5000 for
Harvest), in which every possible intervention was tried.

The “Random” Central Agent: We measured the average outcome of all possible
interventions in each scenario.

The “Constant Action” Central Agent: We measured the performance of each
intervention across all recorded episodes, and selected the intervention whose
average was best6. We highlight that in Cleanup the interventions are defined
across episodes (e.g. “move waste up”), whereas in Harvest the only consistent
constant intervention is “do nothing”, because the “add wall” and “remove wall”
locations are procedurally generated.

The “Ideal”, or “CV” Central Agent: As in OBOE, this central agent was con-
structed to select the candidate intervention based on its predicted effect on
social outcomes. However, instead of extrapolating using a model, we used the
true environment simulator : that is, we selected the best intervention according
to the actual environment trajectories we recorded. Since both games and par-
ticipants’ policies are stochastic, doing this näıvely results in a selection bias;
we eliminated this bias by using cross-validation. For every intervention we con-
sidered, we generated 5 different post-intervention completions of the episode
by altering a random seed that’s used for sampling from the players’ stochastic
policies. One of the 5 trajectories was used for evaluation, and the other 4 were
used to produce an unbiased estimate of the social outcome (by averaging).

The CV central agent provides an interesting benchmark. It reflects the per-
formance we’d expect if we had access to a perfect simulator of the interventions,
and a reasonable (if näıve) budget to run such simulations. This allows us to
select out tasks for which even an “ideal” agent cannot do better than random,
or better than a “constant action” agent, and to put other central agents’ per-
formance into context. In Table 2 we present the achieved effect for each task7

(relative to choosing no intervention) of selecting using the CV central agent,
versus these other baselines. To conduct the task filtering, the table indicates
for each task whether the CV central agent outperformed the baselines with
statistical significance (at level α = 0.05).

5 Corresponding to the different player populations; see Appendix B.1.
6 This creates a small selection bias.
7 The “move apples” tasks in Cleanup were excluded because even the CV central

agent could not produce any significant effect.
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Table 2. Filtering intervention tasks. Each intervention task is determined by a game,
a class of interventions (which always includes the null intervention), a social metric,
and a direction to optimize the metric. For each task, we compare the mean effect of the
CV central agent with two baselines. Where we have statistically significant evidence
that CV outperforms both (at level α = 0.05), we highlight the CV result; where we
don’t, we highlight the baseline(s) it didn’t significantly outperform, with red for the
random baseline (suggesting the intervention may have no effect at all) and yellow for
the constant baseline (suggesting it may not be possible to do better than selecting the
same intervention every time).

Cleanupa move players (36 choices) move waste (6 choices)

collective Gini index collective Gini index

min max min max min max min max

Random −4.5 −4.5 0.0026 0.0026 6.8 6.8 0.0001 0.0001

Best constant −54.6 11.3 −0.0023 0.0295 −5.2 29.1 −0.0004 0.0015

CV −71.8 12.6 −0.0039 0.0481 −14.1 23.6 −0.0004 0.0005

Harvest add walls (16 choices) remove walls (16 choices)

collective Gini index collective Gini index

min max min max min max min max

Random −1.5 −1.5 0.0152 0.0152 12.9 12.9 −0.0007 −0.0007

Null 0 0 0 0 0 0 0 0

CV −99.1 71.2 −0.0219 0.0993 3.1 37.8 −0.0093 0.0092
a The “move apples” tasks in Cleanup were excluded because even the CV
central agent could not produce any significant effect.

6 Models

As described in Sect. 3.2, we construct the central agent using models that predict
the forward returns of each player, given a time step observation of the games.
We use three architectures: two ubiquitous ones (a convolutional neural network
(CNN) and a multi-layer perceptron (MLP)), and a Relational Forward Model
(RFM) [36], chosen because it captures multi-agent interactions well and its
structured input representation makes it easy to construct interventions. Details
about model hyperparameters and training are provided in Appendix A. The
three architectures call for slightly different input representations.

– For the RFM, we use a graph representation whose nodes are the individ-
ual agents as well as the potentially active map locations (all locations for
Harvest, apple and waste locations for Cleanup). The node features are: x
and y position, a one-hot for the non-agent content of the map location (for
Cleanup: clean water, dirty water, empty field, apple; for Harvest: empty field,
apple, wall, empty space), the player’s identity (for Cleanup, i.e. prosocial or
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antisocial; see Appendix B.1), the last action and reward, and the player
orientation. The graph contains edges from every node to every agent node,
and no input edge features are provided. Further, there is a single global fea-
ture: the timestep. All features are whitened to have mean zero and standard
deviation 1.

– For the MLP, we use an input representation that contains all of the nodes’
features, and the global feature, encoded as a concatenated vector.

– For the CNN, we provide separate channels for the agent node features, the
non-agent node features, the global feature (timestep), and a channel that
indicates which agent to predict forward return for.

7 Results

In Sect. 7.1 we describe the outcome of the task filtering we laid out in Sect. 5. In
Sect. 7.2 we briefly compare the models in terms of their predictive performance
on the validation subset of the observational data. In Sect. 7.3 we’ll combine
these tasks and models, establishing the resulting OBOE central agents’ success
on the filtered tasks.

It’s useful to note that while the task filtering is useful here (because we
don’t know a priori what to expect from these interventions), we are only using
the CV agent as a source of additional validation. The CV agent allows us
to measure performance relative to an estimated optimum, but measuring the
OBOE agents’ performance in absolute terms would only require data for their
selected interventions, rather than for all candidate interventions (as CV does).

7.1 Tasks

Before turning our attention to the trained models and resulting central agents,
we review Table 2, in which we probe tasks by comparing the CV central agent
with näıve baseline agents. On one of the tasks (5 including the “move apple”
interventions8), the CV agent doesn’t significantly beat a random baseline, so
it may not be possible to achieve the desired social outcome using the available
interventions. For an additional 4 tasks, there was a constant-intervention base-
line that the CV agent couldn’t significantly beat. This leaves 11 tasks (4 in
Cleanup, and 7 of the 8 in Harvest) where we have evidence that the task meets
the standards laid out in Sect. 5; we call these the significant tasks.

8 The “move apples” tasks in Cleanup were excluded because even the CV central
agent could not produce any significant effect.
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7.2 Models

Table 3. Best validation loss for
each architecture in Sect. 6.

MLP RFM CNN

Cleanup 775 757 748

Harvest 1485 1291 1205

Following, we focus on the performance of
the central agent design we propose. We
trained models as described in Sect. 6, select-
ing the ones for each architecture that
achieve lowest validation MSE on forward
returns; the validation losses are displayed
in Table 3.

All models achieved comparable validation loss on the no-intervention
datasets. For each dataset, the convolutional model achieved lowest loss, fol-
lowed by the relational model.

Table 4. Mean performance of the OBOE central agents on each task, with the random
baseline and CV benchmark. The RFM OBOE agent always outperformed the random
baseline – the other OBOE agents were worse than random on 2 tasks each.

Intervention class Task Mean intervention effect

Game Type Random CV OBOE

MLP RFM CNN

Cleanup Move players Min Collective return −4.5 −71.8 −60.6 −96.7 −95.0

Min Gini index 0.0026 −0.0039 −0.0002 −0.0034 −0.0050

Max Gini index 0.0026 0.0481 0.0198 0.0464 0.0485

Move waste Min Collective return 6.8 −14.1 −8.5 −7.8 −19.8

Harvest Add wall Min Collective return −1.5 −99.1 −12.1 −26.0 −26.3

Max Collective return −1.5 71.2 6.5 13.4 0.0

Min Gini index 0.0152 −0.0219 0.0156 0.0028 0.0185

Max Gini index 0.0152 0.0993 0.0240 0.0433 0.0262

Remove wall Max Collective return 12.9 37.8 31.2 44.4 42.3

Min Gini index −0.0007 −0.0093 −0.0138 −0.0054 −0.0032

Max Gini index −0.0007 0.0092 −0.0025 0.0041 −0.0036

7.3 Central Agents

Finally, we evaluate the OBOE central agents constructed using these models,
on each of the significant tasks. In order to normalize the performance across
the tasks, we compute a normalized score as:

effectiveness =
M̄CA − M̄random

M̄CV − M̄random
,

where M̄CA is the sample mean of the metric M achieved by a central agent
CA for a specific task. Figure 4 shows the mean cross-task effectiveness of each
model; Table 4 shows a full breakdown of the mean effects.
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Fig. 4. Average percent effectiveness rel-
ative to CV, across significant tasks. The
error bars indicate standard error.

Note that this is a very limited set
of games and settings, so we can’t gen-
eralise any conclusions from compar-
ing the model architectures. Instead
the main comparison of interest is
between CV (which uses simulations
to make an unbiased estimate of each
intervention’s effect) and the OBOE
central agents (which use a learned
model to extrapolate from observa-
tional data); the striking result is that
the OBOE agents are able to do 56%
as well on average as the CV central agent, even though the former are being
applied outside their training distributions, and the latter has access to targeted
ground-truth simulations.

8 Discussion and Future Work

We introduced OBOE, a novel, widely applicable method for constructing a
central agent that selects modifications to a physical environment with multiple
interacting agents, to maximize social metrics. In environments where it’s pro-
hibitively expensive to test out modifications, or run high-quality simulations
of them, OBOE learns from observational data (i.e., recordings of the environ-
ment in which no intervention has been made), and constructs a state-action
Q-function that predicts the effects of physical interventions on the social met-
ric of interest.

We validated OBOE on a range of tasks consisting of different social metrics
and games, using different candidate interventions and predictive architectures.
Averaging across all of these, OBOE was 56% as effective as an estimated ideal
central agent that was able to perfectly test each modification multiple times.

Notably, our constructed Q-function is a causal effect estimate based on
correlations in the training set. It’s worth discussing why this can work. The main
principle is: if the environment (including players) is Markov then causal effects
on future outcomes are equal to conditional expectations of those outcomes
on the intervention timestep, and if the interventions are within the training
distribution then a well-trained model will have low prediction error on them.

In our experiments we relied on two environments, using four families of
candidate interventions which were effective in shifting the metrics. The envi-
ronments were approximately Markov (with the only non-stationarity being the
players’ recurrent neural network states). However, the interventions were out-
side the training distribution to varying degrees (e.g. there are no free-floating
walls in the training distribution), so the models needed to extrapolate using
their inductive biases.

It is worth briefly discussing how actions picked using our model can some-
times lead to a better outcome than actions selected using cross-validation (i.e.
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constructed using the true simulator as a model). In the high-variance settings
we consider, where the inherent stochasticity of individual agents’ policies has
large effects on social outcomes, a model trained on large and diverse datasets
might be better than unbiased simulators that only consider a few realizations.

While we presented OBOE as a replacement for a simulator, it could also
be used in conjunction with a simulator that’s accurate but expensive to run
or design; OBOE could identify promising interventions quickly using a neu-
ral network forward pass, permitting better use of the simulation budget. The
advantage would be increased if the environment had substantial stochasticity or
if there was a larger action space to search through, requiring more simulations.

A requirement for OBOE is that the observational dataset contain the social
outcomes of interest. This may be a limitation in settings where these outcomes
are not measurable. This limitation could be addressed by learning agent reward
functions or other designer preferences; however, this falls outside the scope of
the current work.

Another limitation is that because OBOE extrapolates from existing agent
behaviours, agents may strategically adapt their behaviours in response to the
central agent in a way that violates OBOE’s assumptions. This may be mitigated
if similarly adapted behaviours can be incorporated in the observational dataset.

In the broader context of multi-agent research and simulation, OBOE con-
stitutes an important tool to evaluate the effects planned modifications to the
environment might have on complex social metrics.

Appendix A Model Details

Here we describe hyperparameters and training for the models in Sect. 3.
The RFM is constituted of an “edge block” ReLU MLP that computes a

representation for each edge given the global and adjacent node features, feeding
into a “node block” ReLU MLP that computes a representation for each node
given the existing node features, global features, and incoming edge features. In
the case of Cleanup, we used batch size 640; edge MLP layer sizes 64, 32, 32;
and node MLP layer sizes 64, 32, 32, 1. In the case of Harvest, we used batch
size 160; edge MLP layer sizes 5 × 128; and node MLP layer sizes 5 × 128, 1.9

For the MLP models, we again used batch size 640 for Cleanup and 160 for
Harvest. The layer sizes for Cleanup were 64, 32, 32, 5, while for Harvest they
were 128, 128, 128, 128, 5. (The final 5 corresponds to the 5 players.)

For the CNN models, we used batch size 160 and kernel sizes 3 × 3. For
Cleanup, we used 8 layers, with channel counts 2 × 64, 3 × 128, 3 × 256, with
strides 1, 1, 2×(2, 1, 1). For Harvest, we used 5 layers, with channel counts 2×64,
3× 128, with strides 1, 1, 2, 1, 1. Each layer was followed by a batch normalizer
and a ReLU activation, and the final layer was followed by an average pooling
layer and a linear layer.

9 The final 1 indicates that there is only one scalar prediction for each node; predictions
for non-player nodes are ignored.
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For learning the model parameters we used an RMSProp [37] optimizer with
learning rate 10−4, for 2.5 ·106 steps, or until convergence. Approximately 2 ·105

episodes of data were in the training set for each game; the validation set for
each was 1000 episodes. The optimization criterion in every case was the mean
squared error relative to the true forward returns of the players in the given
episodes.

Appendix B Tasks

B.1 Cleanup: Game and Agents

Cleanup is a played on an 18 × 25 map, in which 5 players collect apples (each
worth +1 reward) from a field. The field is sustained by a connected aquifer on
which waste appears at a constant rate. The apple spawn rate falls linearly with
the amount of waste in the aquifer, up to a saturation point where apples do not
spawn. At the start of each game episode, no apples are present, and the waste
level is just beyond saturation.

Each game episode runs for 1000 time steps. At each timestep, players observe
a 15 × 15 RGB window centered at their position and orientation. Agents can
move around or fire a “fining beam” or “cleanup beam”, both of which have
limited range. The fining beam gives −50 reward to a player that’s within range
if there is one, and −1 reward to the player using it. The cleanup beam removes
waste within its range.

Standard RL algorithms for this task don’t find a policy that responds effec-
tively to the dilemma between collecting apples and tending to the public good
[20]. Since this particular issue is outside the scope of this work, we side-stepped
it by letting some agents be intrinsically motivated to clean the aquifer. Specif-
ically, we trained 2 policies with additional reward per unit of waste cleaned: a
“prosocial” policy that would receive +1, and an “antisocial” policy that would
receive −1. These were co-trained using episodes in which players were randomly
assigned them in a 1:4, 2:3, 3:2, or 4:1 proportion, using A2C [14]. After conver-
gence, these populations behave in a sensible way in the environment and, as a
group, collect close to the optimal number of apples in each episode.

B.2 Harvest: Game, Procedural Generation, and Agents

Harvest is a common pool resource game on a 35 × 23 map. In Harvest, the
apple spawn rate in each field location depends on the number of nearby apples,
and falls to zero once there are no apples within a certain radius. Each player’s
observations and actions are as in Cleanup, except there is no cleanup beam,
the fining beam gives a reward of −30 to the target agent, and agents are not
visually distinguishable (i.e. all agents appear red to other agents, and blue to
themselves).

The maps were procedurally generated to have corner rooms of varying size
enclosed by walls, sometimes perforated or absent. The exact procedure is as
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follows. Each corner of the map has a room, randomly assigned height 6 or 9
and width 12 or 15. For each room, we generate walls; 20% of the time, the wall
will be “perforated” by letting each wall location remain as a hole with 10%
probability. Next we add an entrance corridor to each room, as in Fig. 3; the
location of the entrance must be a wall location that isn’t in a corner or adjacent
to a hole. (If no such locations exist, we don’t add an entrance.) We then generate
apple locations: we randomly choose 6% of eligible locations (rounded down),
and add apples at those locations plus their immediate neighbours. All in-room
locations are eligible apart from walls, holes, and entrance corridors. Finally,
with 30% probability we randomly sample 1 or 2 (depending on whether height
is 6 or 9) eligible locations as player spawn locations, and remove all of the
walls. After this has been done for each room, we adjust the number of player
spawn locations to 5, by either subsampling, or sampling from the non-room
map locations.

In all other respects, the Cleanup and Harvest games are as published at [39].
In Harvest, we considered two types of intervention: adding walls, and remov-

ing walls, at time 30. As discussed in Sect. 4, these were procedurally generated
to ensure they are valid. This was done by starting from a random suitable map
location (wall for removing, non-wall non-player for adding), randomly choos-
ing whether to extend horizontally or vertically, and then randomly choosing
how far to extend in that direction. For removing, the length to extend in each
direction was chosen uniformly between 0 and the maximum reachable amount
of wall. For adding, the maximum length was broken into 3 partitions using a
Dirichlet-multinomial distribution with parameters (12 , 2, 1

2 ), and the middle one
was used as the wall segment.

As with Cleanup, standard RL algorithms can’t find a sustainable policy for
Harvest [20] so we modified the environment slightly: in our agent training, if a
player moves to collect an apple with k < 3 apples within distance 2, collection
would fail with probability 2−k.
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Abstract. This paper presents a conceptual refinement of agent cogni-
tive architecture inspired from the beliefs-desires-intentions (BDI) and
the theory of planned behaviour (TPB) models, with an emphasis on
different belief facets. This enables us to investigate the impact of per-
sonality and the way that an agent weights its internal beliefs and social
sanctions on an agent’s actions. The study also uses the concept of cogni-
tive dissonance associated with the fairness of institutions to investigate
the agents’ behaviour. To showcase our model, we simulate two histori-
cal long-distance trading societies, namely Armenian merchants of New-
Julfa and the English East India Company. The results demonstrate the
importance of internal beliefs of agents as a pivotal aspect for following
institutional rules.

Keywords: Institutions · BDI · Agent-based simulation · Facets of
belief · Cognitive dissonance

1 Introduction

This paper extends a mental architecture to model dynamics in an agent’s cog-
nition. In other words, this paper presents a cognitive architecture inspired from
the belief-desire-intention model (BDI) [10] and the theory of planned behaviour
(TPB) [20] to investigate agents’ interactions with institutions.

In this study, we use agents to divide a complex social system into smaller
action components. Also, an agent impacts the system through its decisions.
A challenge in agent-based simulation is modelling the agents’ decision-making
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process (i.e. action deliberation) [7]. A class of studies addresses this challenge by
employing the beliefs-desires-intentions (BDI) cognitive architecture. Some well-
known extensions of the BDI cognitive architecture include the BOID [11], EBDI
[36] and the BRIDGE [18]. Also, a formalisation of BDI (n-BDI) was presented to
take into consideration the norms and their internalisation [17]. Some researchers
employed the BDI architecture to model agents’ cooperation in institutionalised
multi-agent systems [6,8]. In some studies, different components of information
are considered in modelling agent architecture [13]. However, the stated study
distinguishes the stored information based on their types and does not address
the agents’ interpretations given their enforcing meta-roles.

To our knowledge, none of the works in the area have taken into account a
multi-faceted characterisation of beliefs as behavioural moderators, so as to pro-
duce nuanced behavioural outcomes that respond to the context and embedding
of the agents therein. In this study, we are thus inspired from the BDI cognitive
architecture and different belief facets of TPB. Also, we model the impact of dif-
ferent belief facets on agent decisions by drawing on extant social-psychological
theories. More precisely, we model how institutional characteristics, including
the fairness of institutions, impact agents’ decisions. The impact of fairness on
agents’ decisions was studied by several researchers [28,29,35], in terms of fair
behaviour of agents. In the stated studies the fairness concerned how individual
agents punish each other, not the organisation (i.e. the focus of this paper).

Before providing the paper’s organisation, we need to clarify that the nature
of simulation and case studies contain some specification. Therefore, the sim-
ulation section cannot use the agent architecture as one may expect. The rest
of this paper is organised as follows. Section 2 discusses our cognitive architec-
ture. Section 3 discusses operationalisation of the central aspects of the model.
Section 4 sketches a comparative overview of two historical cases, along with a
simulation model for those societies that incorporates the proposed architecture.
Section 5 presents the simulation results for the two societies. Section 6 discusses
the findings and provides concluding remarks.

2 An Overview of the Cognitive Architecture

Our cognitive model inspired by the BDI and TPB models is depicted in Fig. 1.
It includes a decision-making module that is expanded in the same figure in
grey. What follows discusses different modules and their connections with one
another. The architecture separates inputs, here referred to as “Events” that
are external to the reasoning process from the actual cognitive architecture that
operates on these inputs. The Cognitive architecture block represents an agent’s
cognitive decision-making components. Any action performed by an agent in a
given iteration will be an input event for the agent itself and other agents in its
social environment in the next iteration. For instance, an agent’s cheating action
in time t will be an action recognised by associated agents for the next period
(t+1). In the following, we will discuss the internal components and underlying
assumptions of the architecture in more detail.
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Fig. 1. A schematic diagram of the proposed cognitive architecture. The inten-
tion/decision module of the cognitive architecture is expanded in the dashed box (bot-
tom block). The relationships between the modules of the cognitive architecture and
the sub-modules of the “intention/decision module” is given by dashed-lines.

What follows discusses different modules and their connections with one
another. As can be seen, there are two separate blocks, namely a left block
called ‘Events’ and a right block called ‘Cognitive architecture’. The Events
block represents the events from an outside environment. The Cognitive archi-
tecture block represents an agent’s cognitive decision-making components. Note
that when an action is performed by an agent, it will be an event for agents in
the next iteration. What follows discusses the modules of cognitive architecture.

– Roles: An agent has a set of roles in society that indicate how a given rule
impacts it [37].
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– Beliefs: To model beliefs, we are inspired by idea of different belief facets [20],
such as Fishbein and Ajzen’s Reasoned Action/Planned Behaviour approach,
but propose a variation of the belief facets. We consider three different puni-
tive/rewarding components (for brevity we discuss them in terms of costs),
based on the agent’s internal acceptance of the rule (internal belief), its per-
ception of societal support for the rule (perceived norms), and its belief about
the purpose of the rule (rule-understanding). We use the example of an agent
called Alex crossing an intersection when the light is red which is in violation
of a traffic light abidance law when he takes a critically ill person to hospital:

• Internal beliefs (B): This indicates an agent’s subjective preference for
rule interpretation (or rule’s objective/purpose). Breaking this imposes
mental costs on an agent, whether or not others observe the action
(inspired by behavioural beliefs [20]). Examples of such beliefs of Alex
include B.1: all rules must be followed and B.2: this rule is because of
the new mayor’s non-sensical policies.

• The perceived norms (N): This component indicates an agent’s per-
ception of societal support for the rule (e.g. possible sanctions such as
rebukes). Breaking these perceived norms imposes costs on an agent if
other agents identify and sanction the violation (inspired by normative
beliefs [20]). Alex may make different decisions under different situations
based on his perceived norms, such as N.1: when no one is around, and
N.2: when there are some of his neighbours all waiting for the light to
turn green.

• Rule-understanding (C): This component represents the rule as an
agent understands it. This may differ from the real intention of the rule-
maker. This is enforced by agents who have the duty of monitoring,
reporting, and punishing the violators. This component has the most rigid
punishments, such as dismissal, repaying the costs, and jailing. For exe-
cuting this component, the system needs some official reports about the
agents’ behaviour (a formalised version of control beliefs [20]). Examples
of theses include C.1: there is no police around, C.2: there is a working
traffic control camera, and C.3: Alex may think he is allowed to cross the
intersection the way that ambulances do (i.e. he thinks he would not be
punished by the police).

– Desires: Agents have different desires with respect to the environment, their
personalities, and the context, such as goals and ideal preferences.

– Personality: Personality of an agent impacts different aspects, such as its
learning method and the way it weights its beliefs. We use MBTI (Myers-
Briggs Type Indicator) [34] personality types. MBTI categorises personal-
ity types based on four dimensions: Introverted-Extraverted (I-E), Sensing-
iNtuitive (S-N), Feeling-Thinking (F-T), and Judging-Perceiving (J-P). These
dimensions are defined as follows:

• Introverted versus Extraverted (I-E): This indicates where energy is ori-
ented, or attitudes come from.

• Sensing versus iNtuitive (S-N): This differentiates agents based on their
Perceiving methods (i.e. collecting objective or abstract information).
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• Feeling versus Thinking (F-T): This indicates how an agent makes deci-
sions and judges (i.e. decisions are based on the demonstrable rationality
or personal and social values).

• Judging versus Perceiving (J-P): This indicates how fast a person wants to
reach a conclusion and ‘achieve closure’. Also, “it describes the orientation
to the extraverted world for every type” [34].

These dimensions indicate the extreme points (i.e. a person who is more
Introverted is considered to be I).1

Another method used for the same purpose, i.e. to classify personalities, is
called the Big Five personality factors [22]. The aspects (which are called
traits by the designers) are measured by the model and its revised versions
are: Agreeableness (the tendency to be cooperative or likeable), Conscien-
tiousness (the extent to which an agent is achievement-oriented, dependable,
and organised), Extraversion (how far an agent is socially-oriented, ambitious,
and active), Openness (an agent’s openness to experience and being uncon-
ventional), and Neuroticism (the inability of an agent to adjust to positive
psychological states) [16].

– Skills and capabilities: Some determinants of an agent’s behaviour and the
impacts of such behaviours are its skills and capabilities.

– Intention and decision: An agent’s intention to take an action and its
decision about the final action is formed in this module (coloured in grey).
The decision process includes normalising inputs based on aspects such as
learnt parameters, personality, and roles, which results in an action. This
action can be a modification of beliefs and roles or only performing a task.
This module is at the core of the architecture and discussed in depth in the
following section.

2.1 Intention and Decisions Module

This module is at the core of the architecture and indicated by grey and dashed
box in Fig. 1. The dashed lines in Fig. 1 indicate all the relationships with the
components now external to the decision module, including the visually con-
flated tripartite belief structure with its differentiated enforcement mechanisms
explored previously. The components and moderators that integrate these in an
agent’s final decision are discussed below:

– Monitoring: This block indicates an agent’s belief about the chances of being
punished by each of the three belief facets for a given violation. Note that the
internal belief component does not need external monitoring mechanisms to
work.

– Punishments/rewards: As discussed earlier, the punishments/rewards
associated with internal beliefs and perceived norms depend on the agent’s

1 In our model agents may have different values associated with different dimensions
and this weight impacts their behaviour. Note that the weights are complementary
(i.e. 10% Introverted means 90% Extraverted).
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beliefs. However, the rules generally have explicit and less ambiguous conse-
quences than social norms in terms of punishment and rewards.

– Modifiers: As discussed earlier, an agent may decide about modifying its
internal beliefs, role, and beliefs about the system for reasons such as cogni-
tive dissonance (incurred costs for inconsistent internal beliefs [4]) and new
information. This block thus functions as a moderator across the different
influence factors.

– Learning: This block indicates an agent’s interpretation of its observations,
suggestions, and past information. Furthermore, the agent can increase its
skills (including general skills) by observation or by practising over time.

– Intentions and action decisions: This block coordinates the decisions with
cognitive or organisational consequences in terms of performing modifications
or turning an intention into an action.

To have a better understanding of the way these modules work, let us explore
those from a process perspective. First, an agent accounts for the consequences
of an action with respect to monitoring and punishment/rewards. It also learns
and updates its learning of the system’s characteristics with respect to its obser-
vations, and experience. Then given an agent’s intention, it assesses and revises
its cognition to take an action. If the agent decides to modify the beliefs and
roles, it uses the modifier for doing so. The agent also improves its cognition
about system characteristics by employing a learning procedure to improve and
modify its understanding.

In the following, we attempt to draw general links between weighing of beliefs
and empirical data, so as to replicate diverse compliance behaviour as found in
real-world settings.

2.2 Impact of Personality

As depicted in Fig. 1, personality influences the decision module (i.e. an agent’s
personality impacts its decision). Furthermore, the decision module is a mediator
for modifying different cognitive aspects (e.g. to resolve cognitive dissonance). In
the following we discuss the impact of personality on an agent’s utility function.

Weighting Perceived Norms and Internal Beliefs: To model the impacts
of personality on norm conformance, we use the result of correlations between
behavioural tendencies as measured by the California Psychological Inventory
(CPI) [23,32]. The measured aspect of interest for us is the classification of
agents into the norm following vs. -questioning groups. The correlations between
the CPI scales and the MBTI scores indicated that Sensing and Judging (S-J)
in the MBTI personality types are correlated to norm-favouring personalities
[21]. Conversely, iNtuitive-Perceiving agents (N-P) appear to have the strongest
tendency to question norms (i.e. weigh their internal beliefs higher than the
perceived norms).

Dynamics in Internal Beliefs: Perceived fairness of the system has disparate
impacts on the agents’ behaviour in terms of rule-following. The Thinking-
Feeling (agreeableness for Big Five [22]) aspect significantly influences agents’
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behaviour [12,40]. The impact of perceived fairness on “organisational retalia-
tory behaviour” that was measured by several studies [1,12,40] indicate that an
agent deliberately changes its behaviour as a reaction to an unjust situation.

Mobility Versus Residency: Residency in a place gradually leads to formation
of friendship among agents; also, friendships have certain impacts on the agent’s
behaviour [3]. The Feeling types, weight keeping harmony in the society more
[34]. In our model, this effort can be modelled, based on the weights of the
connections.

Having provided a high-level overview of the agent’s cognition and decision-
making modules, we describe an agent decision-making procedure using an exam-
ple. For this purpose, we consider the condition under which an agent (A)
observes that another agent (B) uses the company’s properties for self-interest.
First, we state how the Cognitive architecture impacts agent A’s decisions. Given
the architecture presented in Fig. 1, the agent A’s role impacts its decision. For
example, if agent A is a manager of agent B reporting the action might be con-
sidered as a part of its responsibilities, while if it is a peer of agent B the same
behaviour (i.e. reporting agent B) might be considered as whistle-blowing. Such
a change in role impacts agent A’s beliefs about its actions—i.e. agent A may
consider whistle-blowing the same as a betrayal to its friendship with agent B.

Also, agent A has different beliefs (i.e. facets of belief) regarding whistle-
blowing. For example, it may consider the rules too strict and considers the action
a mild violation (internal belief)—e.g. agent B used company’s copy machine
to make copies of its own documents and the rule dictates firing of employees
for such an action. Furthermore, agent A may have learnt that most of his
colleagues consider whistle-blowing as a taboo (perceived norm). Finally, agent
A interpretation of the rule may differ from the real intention of the company—
e.g. company does not consider using a copy machine for making copies of a
document as a violation.

Agent A’s desires, personality, and skills and capabilities impact its decision.
In the example stated earlier, maybe the agent A has certain desires for whistle-
blowing [9], such as hatred of agent B. Agent A’s personality impacts its desires,
skills [27], and weighting its different belief facets [21] (see Subsect. 2.2 for a
clarification). Agent A’s normalises its inputs in the intention and decisions
resulting in the final action.

We use the stated example to describe an example to clarify how intention
and decisions module impacts an agent’s final action. As indicated in Fig. 1,
agent A’s decisions are impacted by some external factors, including monitoring
and punishment means. For instance, if agent A decides to report agent B’s
behaviour, it may change its mind to avoid social sanctions when the rest of it
colleagues are present in the manager’s room (i.e. punishment and monitoring for
perceived norm). Under the same circumstances, agent A may decide to report
agent B, because its manager identified agent B’s behaviour and there are strict
punishments for collusion among agents (i.e. punishment and monitoring for
rules).
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To explain the learning and modifiers modules consider the earlier situation.
Agent A learns the organisation’s intentions of rules, its peers’ expectations,
and the punishments and rewards associated with a behaviour and modifies its
earlier beliefs based on collected information and its observations. Also, there
are situations such as agent A’s loyalty to the organisation which bring it into
the conflict between its peers’ expectations. Therefore, agent A is afflicted with
the cognitive dissonance that needs to be resolved by modifying its beliefs. This
is exemplified by showing how smokers who were aware of the harms ranked
their smoking habit milder than their counterparts [43] (i.e. changed their beliefs
about their smoking behaviour). Note that this modification of beliefs impacts
agents’ future behaviours.

The stated example clarifies how different modules interact. However, there
are instances such as the agency problem (known as the principal-agent problem)
where the monitoring cannot be performed easily [38]. The principal-agent prob-
lem concerns the dilemma where the self-interested decisions of a party (agent)
impact the benefits of the other person on whose behalf these decisions are made
(principal) [33]. Note that we consider utilitarian decisions made by agents who
play an incomplete information game.2 In such games, agents learn the system’s
characteristics over time and use a utility function to make a decision. In the
following section, we describe how we operationalise an agent’s decision-making
process by defining its utility function.

3 Operationalisation

In this section, we concisely explain how an agent makes its decisions. We briefly
describe an agent’s utility function and the way it forms and updates its per-
ception of norms. Note that an agent learns system’s characteristics based on its
personality.

3.1 Agent’s Decision Utility Function

Agent A takes an action (x) that maximises its utility function presented in
Eq. 1 (UA(x)). The utility function has four parts. The first part indicates the
revenue that agent A earns for an action (R(x)). The second part shows how the
agent is mentally punished for such an action (IBPA(x)), given its personality(
(NA + PA)/2

)
.

UA(x) =R(x) −
(
IBPA(x) × NA + PA

2

)
−

(
(PNA(x) × NMA) × (

1 − NA + PA

2
)
)

− (
RP (x) × RM(x)

) (1)

The third term shows the agent’s perception of the punishment by its con-
nections (social sanctions). Agent A estimates this, based on its perception of
2 This approach was used for modelling agency problems [39].
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punishment for such an action (PNA(x)), and it is moderated based on its
estimation of its connections’ monitoring strength (NMA) and its personal-
ity

(
1 − (NA + PA)/2

)
. Finally, it takes account of organisational punishment

regarding violation (RP (x)) and moderates its impact, based on its estimation
of organisational monitoring (RM(x)). The next subsection discusses how agent
A estimates monitoring strength associated with norms.

3.2 Perception of Norms

The perception of norms differs from that of the rule by the vagueness of pun-
ishments associated with norms. To model an agent’s perception of norms, we
should note that a person expresses his/her beliefs, based on the weight he/she
allocates to people’s expectations. To consider this effect, we consider the impact
of personality on an agent’s norm conformance (i.e. expectations with undefined
consequences).

PN t
A = wi × (

∑
i∈CA,N

EN t
i

KA
+

(KA − KA,N ) × PN t−1
i

KA

)
+ (1 − wi) × PN t−1

A

(2)
Equation 2 shows how agent A (agent of interest) collects its associated

agents’ opinions about the norm (they may express their opinions different than
their real internal beliefs), and updates the society’s expectations from itself at
time t

(
PN t

A

)
(in former formula we skipped t for simplicity). The agent asso-

ciates some weights with the recent information (i.e. wi). Furthermore, the agent
averages the recommended scores by its connections with whom it has strong
relationships (i.e. the associated wi ≥ 0.5). From those connections, it takes
account of the ones who have at least the same experience as itself; we call the
subset of such members from CA (i.e. the whole connections of A) as CA,N . Also,
KA and KA,N indicate the number of members of CA and CA,N , respectively.
This procedure states that an agent would not ask for less experienced agents’
recommendations because of the feeling that it knows better. Furthermore, an
agent does not criticise people’s expectations unless it knows the audience well
(i.e. the ones who have a higher wiA). In addition, agent A assumes that the
rest of the connections (i.e. KA − KA,N ) realise the norm the same as himself(
PN t−1

i

)
. Then the agent associates the rest of the weights (i.e. 1−wi) with its

past perception about expectations (i.e. PN t−1
A ).

Now we discuss how other agents express their beliefs to agent A. Agent i
does it through a weighting of its perception of social expectations (PNi) and
its beliefs (IBi). Equation 3 shows how weighting the outer world impacts an
agent’s expression of beliefs. As discussed earlier, the personality of agent i (a
friend of agent A) impacts its expression of its beliefs about the outer world’s
expectations. EN t

i indicates agent i’s expression of what people do and what
they should do at time t. As discussed earlier, the iNtuitive and Perceiving
aspect of an agent decreases weights given to other people’s expectations; hence,
agent i straightforwardly expresses its own beliefs and expectations at that time
(i.e. IBt

i , the first term on the right of Eq. 3). The second term on the right shows
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the opposite—i.e. how personality of agent i impacts its expression of ideas, based
on the value it associates with other agent’s expectations (i.e. PN t

i ).

EN t
i =

(
IBt

i × Ni + Pi

2
)

+
(
PN t

i × (1 − Ni + Pi

2
)
)

(3)

4 Simulation, Algorithms, and Parameters

In this section, first, we discuss the underlying assumptions of the simulation.
Then we provide an overview of two historical societies studied for simulation,
namely the English East India Company (EIC) and Armenian merchants of
New-Julfa (Julfa). Then we briefly discuss their aspects of interest for us and
the simulation procedures used to represent agents’ behaviour in these societies.

4.1 Assumptions

This paper is inspired by empirical studies on the importance and effects of
cognitive dissonance—tensions formed by conflicts between different cognitions
[4]—on agents’ behaviour. This leads to creating some justification for taking one
of the conflicting actions. Empirical studies attributed workers’ productivity to
cognitive dissonance formed by fairness of institutions [2]. Studies showed that
procedural justice (having fair dispute resolution mechanisms) [42], and payment
schemes (e.g. underpaying or overpaying) [1] impact agents’ behaviour. Also, as
discussed earlier, the impact of fairness of institutions on agents’ behaviour varies
based on their personalities.

4.2 Societies

Armenian Merchants of New-Julfa (Julfa): Armenian merchants of New-
Julfa were originally from old Julfa in Armenia. They re-established a trader
society in New-Julfa (near Isfahan, Iran) after their forced displacement in the
early 17th century [26]. They used commenda contracts (profit-sharing contracts)
in the society and also used courts to resolve disputes. The mercantile agents
were responsible for buying and selling items and moved among different nodes
of the trading network expanded from Tibet (China) and Manila (Philippines)
to Marseille (France) and Venice (Italy) [5].

The English East India Company (EIC): During the same time, the English
contemporaneous counterpart of Julfa (i.e. the English East India Company
(EIC, AD 1600s-1850s)) had a totally different perspective on managing the
society. They built settlements for their mercantile agents to stay in India [24].
Also, they paid their employees fixed wages and fired agents based on their beliefs
about their trading behaviour [25].

Note that the EIC’s trading period covers two events, namely a) granting
permission for private trade (1665–1669) and b) a significant budget deficit on
part of employees (around 1700). The EIC reduced its employees wages when
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granted the permission for private trade (i.e. fairness of the system had decreased
because agents’ already performed private trade without such a permission).
Furthermore, agents were desperate for their living costs because of the budget
deficit3. In the simulation model, we regenerate those events in iterations 70 and
100.

Fairness: Another difference between the two historical long-distance trading
societies is associated with their payment schemes and adjudication processes.
The EIC rarely employed an adjudication process, and they paid low wages to
their employees [25]. However, in Julfa a mercantile agent was paid based on his
performance [5]. Julfans had adjudication processes to resolve disputes consider-
ing available evidence [5]. However, the Julfa society had certain characteristics
that questioned its complete fairness—for instance, in the Julfa society, the cap-
ital of the family was managed by the elder brother4 [26]. This rule deprived
younger brothers of managing their own capital.

Agent’s Mobility: Another difference in the policy of the two historical long-
distance trading societies concerns whether or not the mercantile agents stayed in
a certain place to perform trades. In the EIC, the company built its own factories
and mercantile agents (but not sailors) resided there [24]. This introduces issues
such as forming an informal community within the company that could have
operated based on the norms of friendship [14].

Note that the events of years 70 and 100 are regenerated for unfair societies.5

Note that once private trade is permitted, the fairness of the society decreases
(because of a decrease in wages).

4.3 Algorithms

In this section, we discuss the procedures employed to use the above-described
model to simulate the two aforementioned societies. The simulation model is
split into four distinctive procedures and one sub-procedure. The first procedure
is the meta-algorithm that executes other algorithms in an appropriate sequence
and updates parameters required for them. The second procedure models the
societal level activities of the simulation, including creating an initial popula-
tion and staffing (hiring new recruits) to create a stable population. The fourth
procedure models mercantile agents’ decision-making and learning the system’s
parameters. The fourth procedure also includes a sub-procedure for defining new
parameters associated with hired mercantile agents. The fourth procedure covers
the decision-making and learning procedure associated with managers (i.e. mon-
itoring agents).

3 This deficit was because of lower wages and profits and higher living costs due to an
increase in the number of private traders as a consequence of formation of the New
East India Company (see p. 17 of [31]).

4 This rule helped the families to work like a firm.
5 Some discussions suggest that agents tend to break bureaucratic rules that seemed

to be harmless for organisation [19].
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Algorithm 1: Meta-algorithm
/* Intialise the system starting with iteration ← 0. */

1 Create 500 new agents with status ← new, random personality aspects, and
random parameters

2 Assign appropriate roles (i.e. mercantile, managers, and directors) to created
agents
/* Call algorithms in an appropriate sequence. */

3 repeat
4 Run Algorithm 2
5 Run Algorithm 4
6 Run Algorithm 5
7 if Private trade is legalised and iteration = 100 then Mercantile agents

feel desperate for basic living costs
8 iteration ← iteration + 1

9 until iteration = 250

Algorithm 1 shows how the simulation is initialised, other procedures are
executed, and the system’s characteristics are modified. In iteration 0, the system
is initialised by creating 500 new agents with random parameters (line 1). The
roles are assigned to created agents (about 2% directors, 5% managers, and the
rest mercantile agents)6, and they have 0 years of experience (line 2). The rest
of the algorithm is repeated until the termination condition is met (lines 4–9).

Algorithm 2: Societal level set-up
/* n equals deceased and fired agents (mercantile agents and

managers) in the former iteration. */

1 The most experienced mercantile agents get promoted to a managerial role to
keep the number of managers constant.

2 Create n new agents status ← new, Experiene ← 0, randomly initialise
personality aspects and other parameters (discussed in Table 1)

In each iteration, the simulation begins with the societal algorithm (i.e. Algo-
rithm 2, line 4). Then the algorithm associated with the mercantile agents is run
(i.e. Algorithm 4). Note that the Algorithm 3 associated with the newly recruited
mercantile agents is called inside Algorithm 4. After 100 years, in unfair system,
private trades are legalised and the mercantile agents face financial issues and
feel financially desperate. This phenomenon was observed in the EIC after a
decrease in wages, coupled with fewer opportunities for private trade because
of the establishment of the New East India Company. Note that for simplicity,
when we modelled the phenomenon, we did not consider a gradual decrease (line

6 These numbers are inspired from the numbers in the EIC [24].
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6). Finally, the simulation iteration increases by one, and the stop condition is
checked (line 8).

Algorithm 2 shows how the societal level of the system is simulated. The
organisation hires and promotes agents to sustain the number of agents per
role—i.e. by replacing deceased agents (lines 1–2).

Algorithm 3: Initialising the mercantile agent’s algorithm
1 Fair ← RandomUniform(0, 1)

/* Rule-understanding and the internal belief about rules. */

2 Agent has a random perception of norms and rules
3 Status ← Experienced

Algorithm 3 shows how the parameters of newly introduced mercantile agents
(i.e. new agents) are initialised. This algorithm is executed only for inexperienced
agents (i.e. new recruits). An agent has a completely random understanding of
the system’s characteristics (lines 1–2). After initialisation, the agent updates
its status to experienced so that the system can identify it (line 3).

Algorithm 4: Mercantile agent’s algorithm
/* Upadate parameters for new recruits. */

1 if Status = New then Set agent’s parameter using Algorithm 3
2 if Experience > 3 then

/* Make a decision on cheating using Equation 1. */

3 Cheat ← 0
/* Viol is a set of random violations. */

4 foreach viol ∈ Viol do
5 util ← Utility(viol)
6 if Util > Utility(Cheat) then Cheat ← viol

7 if Desperate then
8 foreach Violation level do

/* Punishment of internal beliefs decreases significantly */

9 Change the costs of internal belief violations

/* Agent (I) increases the weight of fellows. */

10 WIj ← WIj × (1 + #Rnd(FriendIncrease)) ∀j∈frinds

11 if Moving to a new place then
/* Most of the former fellows are replaced with new fellows */

12 Replace Mob% of fellows with new fellows.

13 Learn system parameters and modify your internal belief and perceived norm
/* Agent may die */

14 Experience ← Experience + 1
15 if Rand(1) ≤ MortalityProbability(Experience + 15) then Die
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Algorithm 4 shows the procedures associated with mercantile agents’ cogni-
tion and decision-making processes. Note that in this algorithm #Rnd(x) indi-
cates a random number generated in the interval (0, x). As stated earlier, if the
status of the mercantile agent is new, he goes through an initialisation algorithm
(i.e. Algorithm 3, line 1). Experienced mercantile agents decide whether to cheat
based on a set of potential violations (lines 2–6). Lines 7–9 model the scenario
when mercantile agents faced a decrease in wages and a drop in private trade’s
revenue such that they were desperate to pay for their living costs. As a conse-
quence, costs associated with violating the internal beliefs decrease (lines 7–9).
Also, the mercantile agent increases the weight of social bonds with his associ-
ated agents (line 10). And when moving to a new place, the majority of a mobile
mercantile agent’s work fellows (e.g. Julfans) are replaced (lines 11–12). Finally,
the mercantile agent learns system parameters, modifies his beliefs, increases his
experience, and dies with an estimated probability (lines 13–14).

Algorithm 5: Manager’s algorithm
/* Manager reports (and eventually punishes) a number of employees

who violate the rules of the organisation beyond its tolerance

level. */

1 PotPunish ← employees with violations more than TolPunish
2 if The number of members of PotPunish > MaxPunish then

/* The manager has a limit for the number of agents he can punish

called MaxPunish. */

3 Punish MaxPunish out of PotPunish that have the most violation

4 else
5 Punish all PotPunish members.
6 Experience ← Experience + 1
7 if Rand(1) ≤ MortalityProbability(Experience + 15) then Die

Algorithm 5 shows the procedures associated with managers. A manager
creates a set that consists of violators with unacceptable violations (i.e. it toler-
ates violations to some extent, see line 1). Note that the manager reports about
the violators and punishes a certain number. If the number of violators exceeds
a certain threshold, it punishes the worst violators (lines 2–3). Otherwise, all
the violators are punished (lines 4–5). Finally, the agent’s experience and age
increase, and the agent may die (lines 6–7).

4.4 Simulation Parameters

In this subsection, we discuss the important parameters employed in the simu-
lation (see Table 1), along with the justification for the parameterisation. Note
that we used 250 iterations to reflect the longevity of the EIC (it was active with
some interruptions and changes in power from 1600 to 1850). Each iteration thus
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models one year of activity in these systems. In Table 1, column ‘Name’ indi-
cates the name of parameters, column ‘Comment’ shows additional information
if required, column ‘Distribution’ indicates the probability distribution of these
parameters, and column ‘Values’ indicates the values of parameters estimated
for the two historical long-distance trading societies. Note that these parameters
can be easily revised to reflect other societies.

Table 1. Parameters associated with the model

Name Comment Distribution Values

Fairness Unfair: Fair Constant −0.4 : 0.6

Perception of fairness of system Uniform (−1, 1)

Rule monitoring The lower bound (lb)
The learnt probabilities

Uniform (0, 1)
(lb, 1)

Norm monitoring strength Uniform (0, 1)

Minor violation punishment Probability Uniform (0, 1)

Weight of the connections Fellows Uniform (0, 1)

Modifier for mental costs Cognitive dissonance Uniform (0, 0.3)

Modifier for connections Friendship Uniform (0, 0.2)

Fairness: Note that as stated earlier, Julfa had fairer institutions than the EIC
due to profit sharing and using adjudication processes. We set system fairness for
fair and unfair societies as 0.6 and −0.4, respectively. We believe that neither of
these two societies was completely fair or unfair (e.g. EIC managers justified the
firing of agents in their letters, which indicates some efforts towards interactional
fairness [25]).

Perception of Fairness: An inexperienced agent has a completely random
understanding of system characteristics.

Rule and Norm Monitoring: The agents believe the more serious violations
are more likely to be punished. They use a Uniform probability distribution that
is identified by its lower and upper bounds. For the upper bound, they use 1
(i.e. completely violating the rule such as stealing all the money). However, they
are unsure about the lower bound for tolerance of peers and managers; hence,
a continuous Uniform probability distribution in (0,1) is used. For the strength
of the norm monitoring (i.e. how often agents punish each other), agents have a
random understanding. However, these parameters are updated by continuous
learning.

Minor Violation Punishment: In the model, we assume the agents have
doubts about being fired for minor violations. This doubt is modelled by using
uniform random numbers.

Weight of the Connections: To model all the possibilities for new links, such
as knowing one another in advance, we used a random number (0,1) for new
friendship links and links between mercantile agents and middle managers.
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Modifier for Mental Costs: When an agent violates a rule, it randomly dis-
counts the costs associated with such an action by a maximum of 10% of its
initial point and on average the initial costs decreases by 5% of its initial point.

Modifier for Weights of Connections: For changes in weights of connec-
tions, we increase the connection’s weight as a proportion of the current weight
(i.e. weight × x). Due to the ongoing interactions, the weight of friendships
increases randomly between (0, 0.2).

Learning: Furthermore, we parametrise the agents’ learning as follows. Agents
discount past information using a weight of 30% (i.e. a weight of 70% for recent
information). This reflects the importance of recent information for agents,
because they are not sure about the stability of the system’s behaviour in the
long run. Also, we use entrepreneurs’ personalities as a representative of person-
ality of these trading agents [46] (see Table 2).

Table 2. Tendency of personalities to be entrepreneurs and the impact of them on an
organisation’s performance

Big fivea MBTIb Intentionc Performanced

E E 0.11 0.05

O N 0.22 0.21

A F −0.09 −0.06

C J 0.18 0.19
aE: extraversion, O: openness to experience, A:
agreeableness, C: conscientiousness.
bE-I: Extravert-Introvert dimensions, S-N:
Sensing-iNtuitive dimensions, T-F: Thinking-
Feeling dimensions, J-P: Judging-Perceiving
dimensions. Note that initials show the aspect
used—for instance, E is the degree to which the
person has the Extravert aspect. Note that as
with their earlier study, we assume that results of
different tests are interchangeable (see Appendix
of [45]).
cIt shows the correlation between personality and
the intention of the person to be an entrepreneur.
dIt shows the correlation between personality and
the performance of the person as an entrepreneur.

5 Results

In this section, we discuss the simulation results considering four different com-
binations of two characteristics, namely a) mobility of agents and b) fairness of
institutions.
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We utilised NetLogo [44] to perform our simulation. We also used 30 dif-
ferent runs for each set-up and then averaged their results. Table 3 indicates
the characteristics for the four simulated societies and societies they represent.
The set-ups (i.e. societies) are identified by the first letter of the characteris-
tics, namely M and F that are representatives of the mobility of agents across
trading nodes (M) and fairness of the institutions (F), respectively. We used a
Boolean index to indicate whether such an attribute is included (i.e. 1) or not
(i.e. 0). Likewise, in the table, a tick indicates that the society possesses such an
attribute, and a cross indicates the society does not possess such an attribute.
In the absence of detailed knowledge, we assume an explorative approach that
starts off with a prototypical EIC configuration, and incrementally approximates
the Julfa configuration by hypothesised intermittent society configurations. This
approach allows for a nuanced analysis of the individual influence factors, so as
to isolate their respective influence on the simulation outcome. Table 3 reflects
this by gradually modifying individual characteristics of the EIC (M0F0) society
towards the Julfa (M1F1). In the following figures, we use two vertical dashed-
lines that indicate the year that permissions for private trade was granted and
the year that agents face issues with their living costs (i.e. year 70 and 100,
respectively).

Table 3. System specification based on different characteristics

Characteristics M0F0 (EIC) M0F1 M1F0 M1F1 (Julfa)

Mobility ✗ ✗ ✓ ✓

Fairness ✗ ✓ ✗ ✓

Certain characteristics of societies impact agents’ tendencies to violate rules.
Figures 2a–2d present the percentage of mercantile agents who violated the rules
(i.e. cheaters) in a year. In these plots, the y-axis represents the percentage of
cheaters. As can be seen, the most influential characteristic is the fairness of
institutions (Fig. 2c versus 2d) that reduces the number of cheaters significantly.
Also, mobility of agents (Fig. 2a versus 2b) reduces the number of cheaters mod-
erately. Note that as shown in Fig. 2d, even in fair societies some cheaters are
available; however, this number is not noticeable because of high percentages
of cheaters in other configurations. Also changes in fairness of institutions (first
dashed-line) and financial issues that lead to an increase in the percentage of
cheaters.

Another important issue regarding cheating is the seriousness of a violation.
Figures 3a–3d present results for this phenomenon. In these plots the y-axis
indicates the average of the seriousness of violations of cheaters. As can be seen,
societies with fair institutions and the mobility of the agents had less serious
violations in the long-run. In other words, Figs. 3a–3d indicate relatively the
same patterns with respect to the percentage of cheaters shown in Figs. 2a–2d.
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Fig. 2. Cheating frequency

Note that the combination of these results indicates that, in a society with
unfair institutions where the agents reside in a node (e.g. the EIC), a higher per-
centage of agents cheat and the cheaters commit more severe frauds (i.e. frauds
with more costs for the company). Our model mirrors the results what was
observed in the EIC. For instance, the real EIC situation was much worse than
that of our simulation results. The following case is an example that indicates
another popular cheating mechanism (i.e. embezzlement) and its extent in the
system:

“The most common practice of partial defraudment in the Indies was to
enter large sums of money in the name of fictitious Asian merchants as
advance payment for goods and use the money to finance the private trade
of the servants. ” [15, p. 466]

As Aslanian points out, the “cases of cheating and dishonesty are rarely
mentioned in Julfan correspondence” [5, p. 249]. Furthermore, based on the
historical evidence, he notes that blacklisting in Julfa was extended to cases
such as refusing to pay the share of taxes [5, p. 249, footnote 66]. This indicates
the honesty of Julfan traders that made it possible to boycott society members
for reasons other than violating trade rules.

Another instance concerns the historical evidence from the chartered compa-
nies (e.g. EIC) and Julfa to evaluate the patterns suggested by our simulation
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Fig. 3. The seriousness of violations

results. The evidence is presented in the form of quotations from historians. The
passage below belongs to the EIC:

“There were even fraudulent attempts to charge the Company [EIC] a higher
price by buying it [pepper] during the cheap season and then entering in
the books the later price which had been raised by the demand from pri-
vate traders arriving late on the coast. In fact, the Court of Directors felt so
strongly about the expenses incurred at Tellicherry [sic] under the manage-
ment of Robert Adams that they were prepared to abandon the settlement
altogether unless the charges were drastically reduced.” [15, p. 325]

Chaudhuri notes that the reason for the court’s decision was a downswing in the
pepper market inside Europe [15]. However, this argument not only suggests the
cheating behaviour and acceptance of it, but it also points to the beliefs about
some coalitions.

6 Discussion, Concluding Remarks, and Future
Directions

This study has presented a conceptual agent cognitive architecture inspired from
the BDI [10] and TPB [20] models to investigate the interactions of different
belief facets with institutions. More precisely, in this study we have used the
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idea of different belief facets [20], along with their monitoring characteristics, to
model an agent’s decision-making process. Finally, in this study, we have used
the evidence from empirical studies to apply the cognitive architecture to the
context in a comparative simulation model of two historical long-distance trading
societies, namely Armenian merchants of new Julfa (Julfa) and the English East
India Company (EIC).

For simulating the aforementioned historical cases, we have considered two
characteristics of these systems, namely mobility of agents and fairness of insti-
tutions, which are central features for cooperation in long-distance trading. The
simulation results mirror the historical evidence for these two societies. The
results show that the fairness of institutions is a pivotal characteristic to deter
agents from cheating. Moreover, in a fair institutional setting, non-compliant
agents cheated with less severity (i.e. imposed lower costs on the system). Also,
the increase in living costs (in iteration 100—second vertical line), that led to an
increase in percentage of cheaters and the seriousness of cheats was because of a
decrease in costs associated with breaking internal beliefs (see Sect. 4.2, footnote
3 and Algorithm 4, lines 7–9). This result emphasised the importance of this
aspect of agents’ cognition (i.e. internal beliefs) in following the rules.

Finally, as shown in Figs. 2 and 3 (M1F0), mobility of agents helps the organ-
isation by lowering the inclination of agents to break rules. This is caused by
higher mobility, and thus fewer opportunities for agents to form strong friend-
ship bonds and express their real beliefs to each other; leading to overall higher
levels of compliance. The impact of fairness of institutions on agents’ behaviour
translates well in modern settings; in organisational studies it is referred to as
organisational citizenship (i.e. cooperative working environment) and counter-
productive work behaviour (i.e. agents deliberately decrease their cooperation)
[41]. The impact of internal beliefs (e.g. religions) on agents’ behaviour has also
been observed by political philosophers such as Machiavelli.7

As a future extension of the current study, detailed interactions between
other modules of the cognitive architecture presented in Fig. 1 deserves more
attention. The societal model can be extended to take account of a wider range
of characteristics such as apprenticeship programmes, and considering the impact
of those on organisational profitability so as to sketch a more realistic picture of
these historical trading societies.
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Abstract. Norm emergence is typically studied in the context of multia-
gent systems (MAS) where norms are implicit, and participating agents
use simplistic decision-making mechanisms. These implicit norms are
usually unconsciously shared and adopted through agent interaction. A
norm is deemed to have emerged when a threshold or predetermined
percentage of agents follow the “norm”. Conversely, in normative MAS,
norms are typically explicit and agents deliberately share norms through
communication or are informed about norms by an authority, following
which an agent decides whether to adopt the norm or not. The decision
to adopt a norm by the agent can happen immediately after recogni-
tion or when an applicable situation arises. In this paper, we make the
case that, similarly, a norm has emerged in a normative MAS when a
percentage of agents adopt the norm. Furthermore, we posit that agents
themselves can and should be involved in norm synthesis, and hence
influence the norms governing the MAS, in line with Ostrom’s eight
principles. Consequently, we put forward a framework for the emergence
of norms within a normative MAS, that allows participating agents to
propose/request changes to the normative system, while special-purpose
synthesizer agents formulate new norms or revisions in response to these
requests. Synthesizers must collectively agree that the new norm or norm
revision should proceed, and then finally be approved by an “Oracle”.
The normative system is then modified to incorporate the norm.

Keywords: Norm synthesis · Synthesizer agents · Normative MAS ·
Normative system

1 Introduction

Multiagent systems (MAS) enable participating agents to interact with each
other and their environment to accomplish individual goals and collective goals.
MAS utilise norms to encourage coordination and cooperation, and to avoid the
occurrence of undesirable states. Hollander and Wu [17] define a normative MAS
as a system which combines concepts of norms with explicit representations of
normative information in order to provide a solution to problems relating to
openness in MAS. In contrast, in some MAS norms may not be considered at
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all or the concept of norms is present but only as implicit representations of
normative information.

The normative system, the set of norms in the MAS, is normally created as
a result of the process of norm synthesis. Norm synthesis is the creation and
updating of norms to avoid conflict situations – unwanted states in the MAS.
Norm synthesis can be offline, which occurs mostly during design time [22] or
as a separate process outside the system governed by the norms [30], where
norms are determined by the designer or other stakeholders. A normative system
resulting from offline synthesis is typically fixed for the lifetime of the system.
But, over time, with changing environments, the norms can become partly or
wholly irrelevant. Consequently, it becomes necessary to update the normative
system leading to the introduction of online norm synthesis.

Online norm synthesis occurs while the system is live, and (new/revised)
norms are typically determined by a centralised mechanism with global knowl-
edge and without any input from the participants [1,25]. There exists a subset
of decentralised online norm synthesis mechanisms [14,15], that allow agents to
submit their personal strategies, then the most popular strategy is incorporated
into the normative system; a similar approach is undertaken in [36]. Addition-
ally runtime norm revision approaches [10,11] and dynamic normative systems
[18,20,21] present other avenues where normative systems can be changed while
the system is live.

On the other hand, the introduction of norms into a MAS without an explicit
normative system, is orchestrated by participating agents in simulation models of
norm emergence [32,41,44] , where the norms are defined as the preferred action
from a set of actions, and the norm is usually learnt through agent interactions.
However these norms do not become part of an explicit normative system as
with work by [14,15,36] that also involve individual agent strategies as norms.

In this paper, we introduce a framework that allows participating agents to
affect the online norm synthesis process. During runtime, participating agents
can identify the norms or situations that require normative regulation, as long
as there are the necessary affordances [33] for participating agents to propose or
request changes to the normative system. We propose synthesizer agents which,
upon request from participating agents, synthesise norms for the MAS to meet
the identified need. We believe that after we encode the synthesised norm into
the normative system, and it is adopted by a sufficient number of agents, we
may ultimately observe the emergence of synthesised norm(s).

The rest of the paper is structured as follows. Section 2 which situates the
proposed framework by discussing the gap identified in the literature. Section 3
gives a high level description of the framework, after which we discuss the stages
of the framework in more detail: Section 4 highlights the main contribution
which defines the norm creation stage, Sect. 5 discusses norm propagation, then
norm adoption in Sect. 6, finishing in Sect. 7, with norm emergence. The paper
concludes in Sect. 8, where we briefly discuss how the framework can facilitate
the emergence of norms in open normative MAS and allow for the normative
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component to be changed in response to issues affecting agents participating in
the MAS.

2 Research Context

Norms in the (MAS) literature are looked at from two distinct perspectives:
norms as deontic concepts and norms as a preference behaviour. Each perspec-
tive implements the life cycle of norms differently, but can broadly be seen to
follow similar stages. The norm life cycle defines the stages a norm goes through
in its lifetime. The widely accepted norm life cycle [40], based on simulation stud-
ies has a three stage process: norm formation/creation, norm propagation and
norm emergence. The literature also provides variations to the norm life cycle for
example: Hollander and Wu [17] present a ten stage process which is encapsulated
into three super-processes, and Savarimuthu and Cranefield [40] and Mahmoud
et al. [24] present separate five stage processes. Frantz and Pigozzi [12], after an
analysis of existing life cycle models present a refined evolutionary, rather than
end to end model, with five stages namely: Creation, Transmission, Identifica-
tion, Internalization and Forgetting. They consider Evolution and Emergence as
phenomena rather than explicit stages in the model [12].

A closer look at the norm life cycle enables us to better understand the
different perspectives on norms. We consider the widely accepted three stage
process in our analysis.

2.1 The Prescriptive Perspective and the Norm Life Cycle

The first perspective, norms as deontic concepts, views norms as permissions
or prohibitions and obligations, or commitments and is referred to as norms as
prescriptions [7], or the prescriptive approach [39]. Here we refer to it as the
prescriptive perspective. Its literature uses an explicit representation of norms,
typically internal as agent beliefs, but can also be external and referenceable.

The norm life cycle in a society with explicit norm representation exhibits the
following stages: (i) creation: a norm is introduced into the society, source often
unknown, (ii) identification: agents become aware of the norm and update their
beliefs, (iii) adoption: agents reason about adopting the norm, (iv) propagation:
agents deliberately, or possibly unintentionally, inform others of the norm, (v)
emergence: not usually considered, but inferrable when a predetermined thresh-
old of agents have adopted the norm.

The prescriptive perspective branch of the literature presents the norm life
cycle with a focus on norm identification and adoption. It also considers the
synthesis of norms as an alternative to the norm creation stage, as it defines
the norms that will regulate the behaviour of the agents within the MAS. Norm
synthesis is geared towards creating norms to avoid conflicts and can occur
both online and offline. Recently in normative MAS, online norm synthesis is
becoming a popular topic, as it allows for the introduction of norms into the
MAS at runtime to meet changing circumstances. Another benefit of online
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norm synthesis is that it can cater for observed states, or agent capabilities that
had not been conceived at the time the MAS was designed [16]. The online
norm synthesis mechanisms cited [1,6,25–28] here operate by monitoring the
state of the environment and proposing norms to resolve conflicts, that can or
have occurred, to prevent their occurrence in the future. For example, [26–28]
do so by prohibiting the action of an agent in the timestep before the conflict.
The majority of online methods cited above utilise a centralised mechanism with
global knowledge, and to the best of our knowledge only AOCMAS [6] employs
a decentralised mechanism.

AOCMAS is a two-level distributed MAS architecture that equips an organ-
isation with adaptive capabilities. At one level there are domain agents who are
concerned with their individual goals, and above them are assistant agents who
are concerned with the organisation’s goals and help to facilitate the adaption.
Assistants are responsible for or oversee a cluster of domain agents. Assistant
agents partially observe the state of the organisation at runtime and propose
regulations, rules or legal norms, for problems identified. Before proposing new
solutions, assistants check if an existing stored solution is applicable using case-
based reasoning (CBR). If none is found, they propose a set of regulations, and
each regulation in the set is voted on by all assistants. The regulations with the
majority vote become the new set of regulations, that over time are evaluated
for effectiveness and may be updated or removed.

Another branch of online norm synthesis mechanisms [14,15,36] incorporates
the strategies of individual agents into the normative system through voting, util-
ising a decentralised mechanism. In [14,15] the most popular strategy becomes
part of the normative system, whereas in [36] the most popular strategy and
associated sanction is selected, then put to a vote, before it can become part of
the normative system. The norms derived here are geared at providing agents
with a consistent strategy from among alternatives, presumably operationalised
as obligations rather than prohibitions.

We note that the literature on norm synthesis, which is applicable to the
norm creation stage of the norm life cycle, fails to investigate the impact of
the remainder of the norm life cycle. Instead the focus is on determining an
appropriate set of norms, after which it is assumed that either these norms will
be adopted by agents or that the norms will be regimented. It is surprising
that a disconnect exists within a single perspective of the norm literature, but
research in different sections of the literature investigate various processes of the
norm life cycle independently, with little attempt to combine or sequence the
activities together. This gap, we believe, can readily be filled, by using norm
synthesis in lieu of norm creation, while the other stages continue as normal in
the prescriptive approach.

2.2 The Emergence Perspective and the Norm Life Cycle

The second perspective of norms is as a preference behaviour. This views norms
as a predetermined or computed preference behaviour to execute from among a
set of behaviours in a given situation. The preference behaviour perspective is
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referred to as norms as conventions [7] or the emergence approach [39], here we
refer to it as the emergence perspective. Its literature typically uses an implicit
norm representation. However it is imperative to note that the deliberate com-
munication of an agent’s strategy to another agent would necessitate an explicit
representation of the norm. Additionally [8,42] for example, enable agents to
make explicit representations of social norms that have been identified via obser-
vation.

The norm life cycle in a society with implicit norms usually has these stages:
(i) creation: the initial or predetermined strategy for an agent from a set of
available actions, (ii) propagation: the sharing of an agent’s strategy either unin-
tentionally or deliberately, (iii) emergence: a percentage of agents follow this
strategy for every instance of the triggering situation. The norm life cycle with
implicit norms is usually seen in simulation models of norm emergence.

The emergence perspective literature is focused primarily on the study of
norm emergence. Norm emergence is normally defined as the point in a MAS
when a threshold or predetermined percentage of agents adopt a norm. There
is generally no discussion of the activities that precede or follow this point in
the state of the MAS. In [31] we present the notion that a refinement of norm
emergence is needed, as it is difficult to fully understand the emergence of a
norm without taking into account the preceding activities of norm creation and
propagation. Therefore norm emergence is henceforward what is normally the
norm life cycle, but including norm creation and propagation.

Utilising the interactions of agents at runtime as a basis for the creation
of norms, as in norm emergence, is another potential solution for the source
of norms in the prescriptive perspective, this is similar to the discussion from
[12] of a second entry point to the life cycle model. Using norm emergence as
a basis for norm creation is not an automatic fix however, as there are disad-
vantages to using norm emergence alone. Morales et al. [30] suggest that norm
emergence is inappropriate to synthesise norms for MAS where there are numer-
ous inter-dependent conflict situations. Additionally, norm emergence does not
usually allow for the explicit representations of norms. This can be problem-
atic, because when norms are implicit, there can be confusion among the agents
about the prevailing norm, because different subsets of agents may adopt dif-
ferent norms. Additionally agents can have different interpretations about the
prevailing norm(s) based on their beliefs [17], whereas [12] consider these differ-
ent interpretations of norms as a form of norm change.

2.3 Research Opportunity

As we have alluded to earlier, norm emergence in its traditional sense is com-
parable to online norm synthesis, since both involve the creation of norms at
runtime. In norm synthesis the creation of the norms is motivated by a single
external entity: external in the sense that it does not involve participating agents,
while in norm emergence it is achieved internally by the participating agents’
behaviour. The creation of norms in norm emergence is naturally distributed
and online, while norm synthesis is usually centralised and often times offline.
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We submit that it can be beneficial to use participating agents within the
MAS in the norm synthesis process, thereby taking the benefits of the distributed
and online approach of norm emergence and adopting it into the norm synthe-
sis process, to produce explicitly represented norms. The final product is an
approach that facilitates the emergence of norms in a normative MAS system.
Building on the concept of distributed agents having the ability to create norms,
we put forward a framework that allows participating agents to request the inclu-
sion/modification of norms in the normative system, based on their experiences
within the MAS.

We situate this notion of participating agents contributing to the norms on
two of Ostrom’s [34] eight principles for governing the commons. Foremost, the
need to allow participatory decision making, especially from those who are likely
to be affected by the rules/decisions, and secondly the need to ensure the rules
in place meet the needs of the local context, that is the participant’s needs.
We believe these two principles, which are intended to aid proper governance of
the commons, are applicable to defining rules for normative MAS with different
contexts.

Haynes et al. [16] examine how emergent behaviours in a system can be ben-
eficial to the system and should be encouraged and spread, while non-beneficial
emergent behaviour should be discouraged. We suggest that beneficial emergent
behaviour can further be encoded explicitly as legal norms within the normative
MAS. Therefore beneficial emergent behaviours can give rise to the emergence
of obligation norms, permission norms and prohibition norms for alternative
behaviours. Likewise, non-beneficial emergent behaviours could give rise to the
emergence of prohibition norms, obligation norms to avoid certain states and
revocation of permission norms.

Frantz et al. [13] examine how agents can derive normative information from
their observations and present them as explicit prescriptions with a focus on
social norms. In addition, [8,42] show how agents can identify the prevailing
norms based on their observations and experiences. The preceding allow us to
see the usefulness in equipping agents with the capacity to identify and formulate
norms based on their interactions with the system. Therefore the inclusion of
agents capable of identifying and formulating norms in a MAS supports the
notion of agents that can synthesise different types of norms (for the MAS), a
concept we believe presents an opportunity for future research. This is different
from the approaches presented in [14,15,36], which allow the synthesis of norms
for an action selection strategy from among existing options.

Note however that we do not expect participating agents to be able to prop-
erly synthesise norms for the MAS in our approach, because they would need
access to domain knowledge and history of the MAS, which a participating
agent would not normally have. Additionally, there is a need for higher mini-
mum requirements on the cognitive abilities of participating agents that may
make the MAS inaccessible to some agent types. Therefore, we propose agents
communicate requests to synthesizer agents, who are responsible for a subset of
agents within the MAS. Each synthesizer agent is capable of synthesising norms,
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based on the request from the participating agents, and their (partial) knowl-
edge of the domain and the environment. We contend that the request for norm
change from a participating agent aligns with triggering the initiation of norm
synthesis from the bottom up.

Text
Ideation 

Norm Creation 

 Decision Norm Synthesis

Proposal

Synthesis

Discussion/
Deliberation

Agreement

 Norm 
Adoption

 Norm
Emergence

 Norm
Propagation

Fig. 1. A conceptualisation of norm emergence for normative MAS

3 Norm Emergence Framework

Agents operating in a MAS, like in human societies, could potentially determine
the norms that would better regulate the society. In the emergence perspective
literature, it is accepted that agents learn their behaviour from interacting with
other agents. This means that the strategy of one agent or a set of agents can
become the norm in the society. The usefulness of employing the concept of the
agents determining the norm, as a potential answer to the source of the norm in
the prescriptive perspective, is worth investigating, thereby allowing the norms
of a system to be determined by the agents that participate in the system. [13]
show how agents can prescribe social norms based on their observations, but
this focuses on an agent’s individual norms, rather than incorporating these into
the normative system, on the other hand [14,15,36] demonstrate mechanisms
to embed the social norm/strategies of agents into the normative system for
governing the entire MAS.

The goal of our approach is to explore techniques for developing self-governing
systems, in which agents participate in the revision of the norms that affect them.
This would preclude the need for direct human intervention to synthesise norms
for changing environments, or at the least, require minimal human intervention.
The removal of human involvement though useful in this context unearths risks
that must be considered in developing MAS. We provide a brief explanation in
Sect. 4.3. Decision Stage.
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We conceptualise a model that pulls together three research strands, namely:
(i) the life cycle of norms in the prescriptive perspective (ii) the life cycle of
norms in the emergence perspective, and (iii) the norm synthesis process, in
order to construct a framework that facilitates the emergence of norms in a
normative MAS. Thereby, we aim to identify the complementary activities –
norm creation in emergence and norm identification and adoption in normative
MAS and explicitly represented norms from norm synthesis, remove duplicate
and unnecessary activities, and sequence them in a way that a new model is
revealed. The resulting model enables us to define a norm emergence framework
for normative MAS which we sketch in Fig. 2.

The model details the process of norms being synthesised, which begins with
the initial recognition of the need for a new norm in the MAS by a participating
agent. We conceive of two types of agents operating within the MAS: participant
agents and synthesizer agents. The topology of the agents within the MAS will
not be considered as we do not consider interactions within the MAS to be
influenced by social distance or connections between participating agents. We
will however aim for there to be a uniform distribution of agents to synthesizers
based on the number of synthesizer agents in use.

Participating Agents. We put forward some assumptions about the agents
that may participate in such a MAS, specifically: (i) the agent has an explicit
internal representation of norms and some non-trivial cognitive or reasoning
abilities, (ii) the agent considers norms in their action-selection and planning
processes, and (iii) the agent is capable of perceiving a need for a norm change,
either as a new or revised norm.

The agent’s perception of the need for a norm change is predicated on agents
considering norms when acting, and being able to observe the effect of their
actions on the environment via action feedback. The participating agents in our
model are inherently normative agents and rather naive because they assume
that the norm(s) they enact are solely responsible for the feedback they receive.

Synthesizer Agents. The framework calls for a distinguished set of agents with
partial perception of the MAS, that we refer to as synthesizers. Participating
agents are assigned a synthesizer agent upon entry to the MAS. Synthesizer
agents are agents designed with knowledge of the domain context: goals, actions,
conflicting states, norms. They are capable of perceiving all the actions of the
agents for which they are responsible and the environment state at any given
time. Synthesizer agents in this model are inspired by the assistant agents in [6],
which compute regulations utilising a partial perspective of the MAS, but do
so after observing a problem, whereas synthesizer agents here await requests
from participating agents. Additionally, assistants [6] vote on the regulations
determining which shall be included, and similarly synthesizer agents must vote
to decide whether or not to include all the norms proposed after discussions.

We note that synthesizer agents in our model can potentially be proactive as
well. They can be proactive by examining traces and identifying when conflicting
states occur, then proposing norms to avoid them in the future, without waiting
on instruction from the agent to do so. Such an approach echoes elements of [26,
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28–30]. Synthesizer agents could also have other functions within a MAS, such
as being responsible for the enforcement of sanctions if violation occurs. We have
however decided to limit the functions of the synthesizers in this framework to
participating in the process of synthesising norms for the normative system only
upon receipt of requests from agents. This we believe allows us to demonstrate
norm synthesis initiated from the bottom-up which is different from existing
research on norm synthesis.

Components of the Framework. The stages of the conceptual model of our
framework are: (i) norm creation, (ii) norm propagation, (iii) norm adoption,
and (iv) norm emergence as shown in Fig. 1 and Fig. 2.

Of the existing life cycle models, the stages of our conceptual framework are
most closely aligned with the life cycle model of norm emergence in [12], with
respect to the sequencing of stages but with some differences. Our norm creation
stage encapsulates the norm creation activities of [12] that are shown as two
entry points to their model at norm creation and identification. Our decision for
one entry point is premised on utilising special-purpose synthesizer agents which
encode the norms based on requests from individual agents. Therefore, though
agent’s experiences form the basis for changes to the normative system, these
changes are managed by a group of domain agents, synthesizers, and changes
must be approved before the rules/norms of the system are changed.

The activities of norm propagation are similar to that of transmission and
norm adoption with identification, however norm emergence is represented as a
specific stage in our model, while it is viewed as a phenomenon in [12]. Emergence
is a specific stage in our framework because we consider it to be an activity that
will be realised when a number of agents acting in a particular way exceeds a
threshold.

We do not consider the forgetting of norms in our model. Our assumption is
that modifications to the normative system could result in additions, modifica-
tions or deletions to the norms, which can be viewed as similar to the concept
of forgetting being a byproduct of evolving norms in [12], though their lifecycle
provides a specific stage to represent it. Additionally [12] discuss evolution as
another phenomenon and though we do not consider it in our framework, it can
be considered to exist in a similar way in our model, through the actions of the
synthesizer agents on the set of norms.

The key difference we claim between our framework and the existing life
cycle models, is that it builds a bridge from a theoretical understanding of the
norm life cycle to a framework that operationalises the stages to bring about the
emergence of norms in a normative MAS, utilising synthesizer agents. We discuss
each of the stages of our conceptual model: norm creation, norm propagation,
norm adoption, and norm emergence, in the remaining sections of the paper.

4 Norm Creation Stage

The creation stage comprises three sub-processes (i) ideation (ii) norm synthesis,
and (iii) decision, depicted in Fig. 2, component 1. In the ideal scenario, at the



A Norm Emergence Framework for Normative MAS - Position Paper 165

A
ge

nt
 r

ea
so

ns
ab

ou
t t

he
 n

ew
no

rm

R
eq

ue
st

 fo
r

ne
w

 n
or

m
 o

r
no

rm
ch

an
ge

S
en

ds
 a

no
tifi

ca
tio

n
fo

r 
a

di
sc

us
si

on
 to

ot
he

r 
si

m
ila

r
ag

en
t t

yp
es

N
ew

 n
or

m
pr

op
os

al
 o

r
no

rm
 r

ev
is

io
n

se
nt

 to
 b

la
ck

bo
x

N
ew

 n
or

m
 p

ro
po

sa
l o

r
no

rm
 r

ev
is

io
n 

no
t

ac
ce

pt
ed

, a
ge

nt
 is

in
fo

rm
ed

O
R

A
C

LE
 

D
ec

is
io

n
S

ys
te

m

N
ew

 N
or

m
 o

r
no

rm
 r

ev
is

io
n

to
 b

e
im

pl
em

en
te

d

A
ge

nt
 d

ec
id

es
w

he
th

er
 to

ad
op

t o
r

ig
no

re
 n

or
m

A
ge

nt
in

te
rn

al
is

es
th

e 
ne

w
 n

or
m

A
ge

nt
re

co
gn

is
es

 th
at

a 
ne

w
 n

or
m

 o
r

no
rm

 r
ev

is
io

n 
is

ne
ed

ed

A
ge

nt
 s

en
ds

re
qu

es
t f

or
 n

ew
no

rm
 o

r 
no

rm
re

vi
si

on
 o

f c
ur

re
nt

no
rm

at
iv

e 
sy

st
em

In
fo

rm
s 

ot
he

r
S

yn
th

es
is

er
s

ab
ou

t n
ew

re
qu

es
t

R
ec

ei
ve

 r
eq

ue
st

fo
r 

ne
w

 n
or

m
 o

r
no

rm
 r

ev
is

io
n 

of
cu

rr
en

t n
or

m
at

iv
e

sy
st

em
s

S
ol

ic
it

D
is

cu
ss

io
n

A
gr

ee
m

en
t

S
yn

th
es

is
e 

ne
w

no
rm

S
yn

th
es

is
er

s
se

nd
s 

ne
w

no
rm

 o
r 

no
rm

re
vi

si
on

 to
O

ra
cl

e 
fo

r
ap

pr
ov

al

S
yn

th
es

is
er

se
nd

s 
re

je
ct

io
n

of
 n

ew
 o

r
re

vi
si

on
 n

or
m

pr
op

os
al

 to
A

ge
nt

N
ew

 N
or

m
 o

r
no

rm
 r

ev
is

io
n 

no
t

ap
pr

ov
ed

A
ge

nt
 is

 in
fo

rm
ed

of
 p

ro
po

sa
l

re
je

ct
io

n

Id
ea

ti
o

n
 S

ta
g

e
D

ec
is

io
n

 S
ta

g
e

N
o

rm
 E

m
er

g
en

ce
 S

ta
g

e 
II

 1
(a

) 
- 

Id
ea

ti
o

n
 

1(
b

) 
- 

 N
o

rm
 S

yn
th

es
is

 1
(c

) 
- 

D
ec

is
io

n
 

3 
- 

N
o

rm
 A

d
o

p
ti

o
n

Id
ea

ti
o

n
 S

ta
g

e

 2
 -

  N
o

rm
 P

ro
p

ag
at

io
n

 S
ta

g
e 

 1
 -

  N
o

rm
 C

re
at

io
n

 S
ta

g
e 

A
ge

nt
s 

ar
e

in
fo

rm
ed

 o
f

ch
an

ge
s 

to
 th

e
no

rm
at

iv
e

sy
st

em
S

yn
th

es
is

er
s

in
fo

rm
ed

 o
f

de
ci

si
on

 to
im

pl
em

en
t n

or
m

S
yn

th
es

is
er

s
br

oa
dc

as
t n

ew
no

rm
 to

 a
ge

nt
s

it 
su

pe
rv

is
es

S
yn

th
es

is
er

s
in

fo
rm

ed
 o

f
de

ci
si

on
 to

 N
O

T
im

pl
em

en
t n

or
m

S
yn

th
es

is
er

 s
en

ds
re

je
ct

io
n 

of
 n

ew
 o

r
re

vi
si

on
 n

or
m

pr
op

os
al

 to
 A

ge
nt

w
ho

 m
ad

e 
in

iti
al

pr
op

os
al

A
 p

re
de

te
rm

in
ed

pe
rc

en
ta

ge
 o

f a
ge

nt
s

ob
se

rv
ed

 a
do

pt
in

g
th

e 
ne

w
 n

or
m

4 
- 

N
o

rm
 E

m
er

g
en

ce

N
ew

 N
or

m
 

or
 n

or
m

re
vi

si
on

 A
pp

ro
ve

d/
N

ot
 A

pp
ro

ve
d

Fig. 2. Conceptual Model for norm emergence in normative MAS
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end of creation, there is a norm that must be incorporated into the normative
system. If not, the request would not have been approved, and thereafter the
synthesizers and the initial requesting agent must be informed.

4.1 Ideation

The ideation process models the norm creation stage of agents in the emergence
perspective, Fig. 2, component 1(a), by enabling the agent to request changes
based on feedback from its interaction with the environment and other agents,
similar to how an agent would learn a norm in the emergence perspective. The
difference here is that the agent itself is not capable of making changes to the
normative system, but can communicate with a synthesizer agent to initiate that
change on their behalf.

A participating agent in a society may determine there is a need for a norm
change: a new norm or the revision of an existing norm governing the MAS.
Norm change requests are typically predicated on the following circumstances:
(i) conflict situation/state arising from compliance with prevailing norms, (ii)
reasoning that repeatedly determines that violation of current norms is a rational
choice, (ii) a new norm or norm revision that can potentially bring about a
better outcome for the agent or a better state in the MAS; we refer to this as
an innovation norm, (iv) dissatisfaction with the current norms, e.g. prohibition
of actions that can help agents achieve goals more efficiently.

An agent operating within the society may likely recognise one of the above
situations developing long before an external observer can do so. The agent
then informs their assigned synthesizer agent of their perceived need for a norm
change. Each request must specify the context of the request, the reason for the
request and the actual norm proposed, if the agent is capable of synthesising the
norm. It may be useful to provide a template to the agents which specifies what
needs to be included in the request.

Agents similar to those described in [13] are capable of encoding their obser-
vations as norm prescriptions, which would make them suitable to suggest actual
norm revisions in a request to a synthesizer. This could be specifically useful for
agents suggesting an innovation norm based on observations or experiences with
the system.

Individual agents may or may not be able to determine what the new norm
can be, since they have limited knowledge of the system. We could put more
responsibility on the participating agents to be able to perform norm synthesis
themselves, but this would require us to set minimum capabilities, such as their
having high cognitive ability and providing them access to knowledge of activities
within the MAS. The framework is intended to be accessible for most normative
agents so we prefer an approach which does not impose significant requirements.

4.2 Norm Synthesis Stage

The norm synthesis process, as depicted in Fig. 2, component 1(b), enables the
encoding of the agents’ request, which would have been influenced by their
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behaviour, into an explicit legal norm that can address the issue within the
request. Synthesizer agents, upon receipt of a proposal, begin the process of
synthesising a new norm to address the proposal, but additionally, the synthe-
sizer agents engage in discussion and the establishment of a consensus about the
request. The sub-processes of the norm synthesis stage are: proposal, synthesis,
discussion/deliberation, and agreement, each of which we now discuss in more
detail.

Proposal. After receiving a proposal, synthesiser agents must parse the request
in preparation for synthesising one or more norms. Agents utilise a provided
template to make proposals and the synthesizer will be equipped to interpret it.
Synthesizers will normally address requests chronologically and will only handle
one request at a time; if multiple requests occur over a short space of time, they
are queued. It is at this point that synthesisers have to decide which requests
warrant action, by applying a filtering mechanism. Synthesizers could employ
an automated rejection process, which returns a message to participating agents
when their norm requests have been deemed to not warrant action. We note
however that a filtering service could potentially be made available to partic-
ipating agents, whereby an intermediate mechanism processes the complaint,
provides feedback and then the agent decides whether to make a request of the
synthesizer agent.

Synthesis. The act of synthesising or encoding the norm occurs here. This pro-
cess utilises the originating agent’s request, information about the environment
that it can perceive and the domain context. Alternatively, if the participating
agent is able to synthesise a norm that will meet the identified need and include
it in the request, then this process entails the synthesizer agent determining the
validity of the norm.

During synthesis, the synthesizer agent must reason whether the synthesised
norm(s) is capable of addressing the need identified by the agent. For example,
for a conflict situation, the norm should ensure that once followed, that conflict
situation is no longer observed, or for an innovation norm, the norm once adopted
ensures that the agents are more efficient in accomplishing their goals, and those
of the MAS, or the observation of more acceptable states in the MAS.

Existing literature employs different mechanisms for synthesising norms.
SENSE [30] considers the context of the interacting agents in the time-step before
the conflict situation and the actions taken by the agents in that time-step. It
then synthesises a norm by prohibiting the action of any one of the participating
agents. This is similar to IRON [26,28]. Another technique, utilised in [2,23], is
built on inductive logic programming and uses the following inputs: a normative
system (which could be an empty set), the observation traces and the normative
conditions that must hold in the final states. It utilises the proceeding to revise
the normative system producing norms (rules) that are compatible with the
supplied trace and the condition. Both [2,23] and [30] are offline mechanisms,
but can potentially be replicated for online use.

Finally, the proposed new norm is put forward to the other synthesizer agents
for discussion and agreement.
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Discussion/Deliberation. The synthesising agent informs other synthesizer
agents about the new norm and solicits a discussion via a discussion mechanism,
which we will call a discussion board, that is visible and accessible only to syn-
thesizer agents. There is potential to have the agents in the system be able to
view this discussion board. We considered the possibility of providing read-only
access to participating agents, but this would require them to have the ability
to parse and understand the discussions on the board, erecting further technical
barriers to access.

Synthesizers are alerted when there is a new activity on the discussion board
and they can engage in the discussion when ready. The presenting synthesizer
agent may be required to defend their proposed norm. An argumentation or
negotiation scheme may be appropriate here and can be developed based on
existing argumentation frameworks such as [3–5,37]. Synthesiser agents will be
required to defend the validity of the proposed norm under scrutiny to other
synthesizers, not unlike the agents in [3], who have to defend their preferred
action or abort.

The resolution of internal norm conflicts and modifications, based on new
perspectives highlighted by the other synthesizers, can result in the revision of
the proposed norm. It is the responsibility of the synthesizer that proposes the
norm to ensure that after any changes made during this process, the modified
norm can still meet the needs of the initial request. Therefore, it is possible
that the initial proposed norm may be revised, and the actual outcome is a
consequence of modifications made as part of this stage.

Agreement. To proceed to the next stage, there needs to be agreement, where,
say, a predetermined percentage of synthesisers must agree that the new norm
should be introduced into the normative system. Synthesizers can come to agree-
ment using several methods: (i) a clear direction forward can be established based
on the outcome(s) of the previous discussion phase, (ii) synthesizers can attempt
to reach a consensus on the norm proposal for or against it proceeding, or (iii)
synthesizers can utilise a voting mechanism (agreed in advance).

If a decision to allow the norm proposal to proceed cannot be reached, the
presenting synthesizer must inform the proposing agent that the norm change
was rejected. The synthesizer can provide reasons for the rejection so that the
proposing agent can possibly refine and submit a new request/proposal. Once a
decision is reached, the agreed norm change is passed on to the decision stage
for a final decision on its inclusion in the normative system of the MAS.

4.3 Decision Stage

The decision about whether a norm change will be made is done by a decision
making mechanism, which we will refer to as the “Oracle” as depicted in Fig. 2,
component 1(c). The Oracle is assumed to have access to the entire state of
the MAS. The context and domain of the MAS may require that this decision
incorporates human input [35,46]. Human input might be necessary to preclude
the risk of destabilisation of the MAS due to repeated norm synthesis or the
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synthesis of norms that are potentially detrimental to the purpose of the MAS.
The domain of the MAS being modelled will determine whether the Oracle’s
final decision to modify the normative system requires human input, or if an
automated decision only can be allowed. For example, in a MAS interacting
directly with humans or whose impact can be catastrophic, it may be preferred
if a human(s) authorises the changes to the normative system.

A possible solution would be for the mechanism to make a recommendation
that needs to be accepted by a human oversight process before implementa-
tion. We note that though including a human at this stage can provide human
accountability, it raises the challenge of ensuring that the human and the sys-
tem have the same understanding of the goals of the system. Otherwise we risk
a situation where both human and system may need to prove which party is cor-
rect. This could necessitate further arbitration mechanisms to avoid stagnation
within the MAS.

Though norm conflicts would have been considered in discussions with other
synthesizers, there may still be norm conflicts arising from external interaction.
This can occur when the MAS may be itself governed by a higher level MAS [19]
and the norms of this MAS must not conflict with the norms of the governing
MAS. These conflicts, if they exist must be resolved, and this can be achieved
utilising techniques similar to [19]. The stability of the normative system within
the MAS must also be considered and should be incorporated into the final
decision on the modification of the normative system. At the end of this process,
the decision to include or reject the norm proposed is communicated to the
synthesizer agents.

5 Norm Propagation

At the end of the norm creation stage, a norm has either been accepted for inclu-
sion into the normative system or been rejected. The preceding decision must be
communicated to the synthesizer agents by the Oracle. The norm propagation
activities are depicted in Fig. 2, component 2. In the case of a modification to
the normative system, synthesiser agents are tasked with spreading this infor-
mation to the agents they are responsible for as it is necessary that all partic-
ipating agents in the MAS be aware of any changes to the normative system.
Synthesizers can choose an appropriate norm propagation mechanism to com-
municate with their assigned participating agents. Broadcasting is one solution,
a common knowledge source, as used in [43] is another, which advises agents
when new information is available, or synthesizers can use a distributed sharing
mechanism, where they inform some agents, who then inform other agents they
are connected to. This latter approach could possibly affect whether all agents
become aware of the modifications to the normative system in a timely manner.
Alternatively, if the norm change proposal was rejected, the synthesizer needs
to communicate this to the agent that made the initial proposal.
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6 Norm Adoption

The adoption of the norm requires the agent to internalise and reason about
adopting the norm. The norm adoption activities are depicted in Fig. 2, com-
ponent 3. Internalising the norm means making an internal representation of
the norm, while the adoption of the norm is the decision whether to adopt the
norm after reasoning about it. The internalisation of the norm is initiated when
agents are made aware of modifications to the normative system. As agents are
assumed to have an explicit internal representation of norms, see Sect. 3, this
internalisation of the norm means agents will have to incorporate the norm as
part of their beliefs. We note the potential for misinterpretations and changes
to the norms as a result of this internalisation process [12,17], however we con-
sider the inclusion of a centralised, externally referenceable normative system as
helping to minimise the effects of this.

Once internalised, agents can reason about the validity and applicability of
the norm and decide whether it is useful to adopt it. Some agents will do this
once and adopt the norm in every situation that it is applicable going forward,
as with the normative agents in [9]. Other agents will reason about it every
time a decision to act needs to be made, similar to agents in [4,38] and graded
normative agents in [9].

7 Norm Emergence

The norm emergence activities are depicted in Fig. 2, component 4. Once an
agent has adopted the norm and complies with it, the percentage of agents doing
so may reach the threshold for emergence. At this point it can be said that the
norm has emerged within the MAS. If the percentage of agents adopting the
norm never reaches the threshold for emergence, it may be useful to see if the
opposite prevails. That is, where a large percentage of agents violate the norm.
If this is the case then it may be necessary to reevaluate the norm’s place within
the normative system, which could ultimately lead to its removal.

8 Conclusions

In this paper we present a framework for norm emergence in normative MAS
premised on utilising the experiences of participating agents to trigger changes
in the normative system. We describe a distinguished population of synthesizer
agents, who accept requests from participating agents and synthesise norms in
response to these requests. We believe that this is a useful approach for open
MAS as there is no need to impose any requirements on the participating agents
but can instead provide a set of synthesizer agents that have the requisite capa-
bilities to perform the role. The introduction of synthesisers, that can propose
changes to the normative system, provides participating agents with recourse
when they are not satisfied with their experience in the MAS. Instead of leaving
the MAS, they can potentially initiate changes within the MAS that will not
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only improve the experience for themselves, but perhaps for other agents. Par-
ticipating agents will only need to know who their synthesizer agent is and what
information should be provided.

We posit that the use of special-purpose synthesizer agents that address the
needs of participating agents, equips the MAS to modify its normative system at
runtime, thereby facilitating decentralised runtime norm synthesis in the MAS.
Furthermore we posit that the inclusion of discussion and agreement phases for
synthesizer agents to agree on the inclusion of norms is an important addition to
the framework. A synthesizer will synthesise norms based on a partial context,
and as a result it could synthesise norms that, though capable of resolving the
proposed issue, are not useful for the collective MAS.

The remaining synthesiser agents will be able to assess the proposed norm
and determine how it will affect their own view of the MAS. The intention is
that only norms that are beneficial to a majority or all agents of the MAS shall
achieve consensus to proceed to the final stage of verification in the MAS: the
decision stage. The goal is that this additional layer will aid the MAS by helping
to maintain the stability of the normative system and preventing agents from
introducing norms that are detrimental to it. It is also the stage where norms can
be checked for compliance with governing external MASs, if they exist and/or
non-negotiable MAS norms/rules. This stage can also allow for human input
depending on the domain of the MAS.

The normative system is modified if the norm is approved by the Oracle
mechanism in the decision stage, and agents within the MAS need to be informed
of changes to the normative MAS. Participating agents will then reason about
adopting the norm and over time a threshold of agents may choose to adopt the
norm. Ultimately we may observe the emergence of the norm in the MAS that
was synthesised based on a request by a participating agent.
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Abstract. When creating (open) agent systems it has become common
practice to use social concepts such as social practices, norms and con-
ventions to model the way the interactions between the agents are regu-
lated. However, in the literature most papers concentrate on only one of
these aspects at the time. Therefore there is hardly any research on how
these social concepts relate. It is also unclear whether something like a
norm evolves from a social practice or convention or whether they are
complete independent entities. In this paper we investigate some of the
conceptual differences between these concepts. Whether they are fun-
damentally stemming from a single social object or should be seen as
different types of objects altogether. And finally, when one should which
type of concept in an implementation or a combination of them.

1 Introduction

In the last twenty years several social rules such as conventions, norms and
recently also social practices, rituals and habits have been used to model agent
behaviour in multi-agent systems. The main intuition behind the use of these
rules is that agents are at least partially autonomous and thus their behaviour
cannot just be constrained through some hard constraints. Moreover, the social
rules have not only a constraining character, but also have a motivational com-
ponent in that they are part of the deliberation process. E.g. a norm to keep
to the traffic rules as a bicyclist can lead to a plan to leave home early for a
meeting in order to have enough time to navigate the traffic in a legal manner.
The fact that the social rules have different aspects and consequences makes
them difficult to implement in a uniform way as that implementation depends
on what kind of internal mechanisms are available in the agents as well as in the
environment. Thus different applications have concentrated on different aspects
of the social rules, while most applications only use one of the social rule types.

In this paper we will discuss the different types of social rules. In particular
we will look at social practices, conventions, social norms, moral norms, legal
norms, rituals and habits. In a later stage we will also include the more complex
social concepts such as institutions and organizations that are built in top of
these social rules. See e.g. [12]. We will give a short overview of all the selected
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social rules in Sect. 2. These social rules are then compared in Sect. 3. In Sect. 4,
we will go over some implications for implementation and in the last section we
give some preliminary conclusions.

A more detailed version of this article can be found at: https://arxiv.org/
abs/2004.12797.

2 Social Rules

In this section we briefly discuss the different social rule types and indicate their
main characteristics.

Social Practices come from social practice theory [3,4,9–11], which claims that
human life is best understood as constellations of interacting persons. Within this
theory, social practices are a kind of interaction pattern that can be triggered in
certain contexts. As mentioned in [9,11], a social practice consists of three parts:

– resources: the time, place, objects, and actors used in the practice
– activities: the (type of) actions involved and their ordering
– meaning : the social interpretations that are linked with the social practice,

such as kinship and familiarity

In [8] we have shown how a formal definition of social practices can be given
geared towards its use in computer science. E.g. for activities we defined ways
to specify plan patterns and actions that will fit in them and can be used by
the participants in the practice. We have insufficient space to give the complete
formal description, but it is important to mention that social practices exist
only through their regular execution by individuals in physical contexts. Good
examples are handshakes as greetings or soccer games as played in a park by a
group of friends.

Conventions are patterns of behaviour that are not connected to an intrinsic
value by themselves, but that aid coordination since most people know about
and follow them. The standard formalization for conventions comes from [7] and
are formulated in game theory, as an equilibrium in a so called cooperation game.
The utility of conventions comes from the fact that following a convention gives
a simple rule to act in an interaction situation which otherwise would give no
clue what to do. E.g. if a Skype or Zoom connection breaks the convention is
that the host of the meeting will try to reconnect. As one can see this rule does
not promote a specific value and thus cannot be seen as a norm. It just is a
functional way to smooth the coordination.

Norms have been studied for a long time, but so far, no unique definition or
classification has been given that all people agree upon. We view norms as rules
that prohibit or oblige certain situations or actions, where violation of these rules
can lead to sanctions by other people or institutions. For our purposes, we use
the following simplified classification:

https://arxiv.org/abs/2004.12797
https://arxiv.org/abs/2004.12797
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– Social norms describe standard patterns of behaviour within a group of peo-
ple, deviation of which is seen as wrong because it is different from what is
normal.

– Moral norms are more individual based rules based on what people value,
but do not have to be bound to specific behaviour.

– Formal (or legal) norms are institutionalized rules that are not enforced by
the society directly, but by an appointed authority.

Norms are tied to values such as conformity, environment and safety.

Rituals, similar to social practices, describe interactions between people. How-
ever, unlike social practices, these interactions put little focus on the actual
effect [5], but more on the social meaning. They tend to be characterized by
formalism, tradition, invariance, rule-governance, (sacred) symbolism, and per-
formance [2]. Examples are the wedding ritual, baptism and initiation for soror-
ities.

Habits are individual behavioral rules. In fact, they are “a more or less fixed way
of thinking, willing or feeling acquired through previous repetition of a mental
experience” [1]. While they are individual, they can be used to anticipate others’
behaviour, and can in that way aid in planning for coordination.

3 Comparison of Social Rules

Social practices can be seen as the basis of the other social rules. They are emerg-
ing patterns of interactions that are attached to the specific people practicing
them. From social practices, other rules can emerge such as norms, conventions,
rituals and even habits.

Conventions and habits do not have any specific social meaning associated
with them. Rituals do have a specific meaning, but there the functional effect is
not very important. Thus the actual actions performed in a ritual are there to
recognize that the ritual is performed and the social effect is achieved. In that
sense a ritual can be seen as a degenerated social practice where only a social
meaning is left and no practical effect, while the plan pattern is solidified to a
strict protocol. Habits can be seen as social practices that are tied to just one
person.

Beside the above points, social practices are more situated and bound to spe-
cific situations and contexts than the other rules. Whereas a social practice can
be between two people, both conventions and norms only work if they are applied
within societies, and rituals are specific to groups of people. The exception to
this rule are habits, who are completely personal, and require no interaction at
all.

The different social rules also have different effects. There is little social effect
from conventions and habits. This is different for norms, where someone who
consistently follows the norms will be seen as an upstanding member of society.
This effect is even stronger for social practices and rituals, where someone that
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follows them is seen as promoting the attached meaning. For rituals it is even
stronger, since they can make someone part of the in-group.

Violations of the various social rules also have different effects. Here, the
norms tend to be a bit different from the other social rules, in that violation of a
norm normally leads to sanctions, whereas for all the other social rules, violation
normally either leads to discontinuation of the behaviour (habits, rituals) or to
a change in the interaction (practices, conventions). The latter case is the main
driver behind change in social practices.

Figure 1 visualizes the general relations between the different social rules
along the two dimensions of functional/social effects and based on whether indi-
viduals can uphold the rule or groups are needed. We place habits as purely
individual and social practices as group interactions. While social practices have
a slightly more social meaning, habits are usually more functional. On the other
axis we can see rituals and conventions, they are both less individual. However
they differ in the sense that rituals are very social meaning focused, while con-
ventions are very functionally driven. Norms are for the most part in the social
meaning realm, with social norms being the most social. The moral norms are
more individual and legal norms are very individual. They are indeed created
by a society, however upholding these norms does not depend on the group but
is up to each individual. Following these norms is very individual as well as one
does not need people around to abide to the law.

Functional

Social

Individual action Group interaction
Habits

Ritual

Social practice

Convention

Social normsMoral normsLegal norms

Fig. 1. Representation of relation between the discussed social rules.

4 Implementing Social Rules

While social practices can be seen as the basis for all social rules, this does not
make them the easiest to implement. In fact, their generality makes them one
of the hardest to implement, since there are hardly any constraints on them.
It is mainly a repeating behaviour affecting two or more parties, meaning their
usefulness depends on their frequency. This points in the direction that some
learning mechanism is needed. However, if the social practice is supposed to be
readily available to all agents, then they could also be included as plan patterns
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for all agents. Another aspect of social practices that is important is that they are
context dependent, so this would also require a system for recognising contexts.

Conventions are normally formalized in game theory, so for an implemen-
tation it is easiest to also work with preferences over actions. However, when
doing so it is important to keep in mind that what makes a convention is not
necessarily the behaviour itself, but the fact that everyone does the same. So, for
example, whether or not all agents walk on the right or the left is not relevant,
as long as they all stick to the same side.

Norms can be implemented in various ways, from simple to complex. In
the simple case, they can be used as constraints on the behaviour, disallowing
agents to take certain actions. In the more complex implementations there are
two things to keep in mind: who does the sanctioning, and how the norms are
taken into account in the deliberation. For the former, a centeralized system is
easiest to implement. This is because in a decentralized system the agents also
have to take into account who punishes violating agents. For the latter, it is
important that the agents are aware of the norm, and what effect it would have
to follow or break it.

Habits can be implemented as plans for an agent, without a need to consider
the actions of others. However, it is also known that as actions are repeated,
they become more habitual [6]. Therefore, also habits can benefit from a learning
component.

Similarly to habits, rituals can be implemented as plans. While there is inter-
action in rituals, this interaction can be implemented as preconditions on the
next step in the plan. Rituals are also more static than habits, so they would
not necessarily require a learning mechanism.

5 Conclusion

We discussed a number of types of social rules and compared them on a con-
ceptual level. We created some meta theories on how the social rules could be
related. Comparing their properties in terms of what is alike and what is dif-
ferent sharpens the initial definitions of the social rules. For example comparing
social practices with habits forced us to think about whether a social practice
is only social or could also be individual. We do not claim that these definitions
are set in stone, this is rather a starting point for comparison and will be further
defined in the future.

This work will be used as foundation for a methodology, to analyze and
formalize the social rules, and for an implementation of a framework to be used
for social simulations, social robotics and socially aware AI. Following up on this
work, our next focus will be the context in which the rules are used, as it seems
to be very important for habits, social practices and rituals to allow agents to
know the context they are situated in, which allows for proper action selection.
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