
Fluid Mechanics and Its Applications

Michael Schlüter
Dieter Bothe
Sonja Herres-Pawlis
Ulrich Nieken   Editors

Reactive 
Bubbly 
Flows
Final Report of the DFG Priority Program 
1740



Fluid Mechanics and Its Applications
Founding Editor

René Moreau

Volume 128

Series Editor

André Thess, German Aerospace Center, Institute of Engineering
Thermodynamics, Stuttgart, Germany



The purpose of this series is to focus on subjects in which fluid mechanics plays
a fundamental role. As well as the more traditional applications of aeronautics,
hydraulics, heat and mass transfer etc., books will be published dealing with topics,
which are currently in a state of rapid development, such as turbulence, suspen-
sions and multiphase fluids, super and hypersonic flows and numerical modelling
techniques. It is a widely held view that it is the interdisciplinary subjects that will
receive intense scientific attention, bringing them to the forefront of technological
advancement. Fluids have the ability to transport matter and its properties as well
as transmit force, therefore fluid mechanics is a subject that is particulary open to
cross fertilisation with other sciences and disciplines of engineering. The subject of
fluid mechanics will be highly relevant in such domains as chemical, metallurgical,
biological and ecological engineering. This series is particularly open to such new
multidisciplinary domains. The median level of presentation is the first year graduate
student. Some texts are monographs defining the current state of a field; others are
accessible to final year undergraduates; but essentially the emphasis is on readability
and clarity.

Springer and Professor Thess welcome book ideas from authors. Potential
authors who wish to submit a book proposal should contact Dr. Mayra Castro,
Senior Editor, Springer Heidelberg, e-mail: mayra.castro@springer.com

Indexed by SCOPUS, EBSCO Discovery Service, OCLC, ProQuest Summon,
Google Scholar and SpringerLink

More information about this series at http://www.springer.com/series/5980

mailto:mayra.castro@springer.com
http://www.springer.com/series/5980


Michael Schlüter · Dieter Bothe ·
Sonja Herres-Pawlis · Ulrich Nieken
Editors

Reactive Bubbly Flows
Final Report of the DFG Priority Program
1740



Editors
Michael Schlüter
Institute of Multiphase Flows
Hamburg University of Technology
Hamburg, Germany

Sonja Herres-Pawlis
Institute for Inorganic Chemistry
RWTH Aachen University
Aachen, Germany

Dieter Bothe
Mathematical Modeling and Analysis
Technical University of Darmstadt
Darmstadt, Germany

Ulrich Nieken
Institute of Chemical Process Engineering
University of Stuttgart
Stuttgart, Germany

ISSN 0926-5112 ISSN 2215-0056 (electronic)
Fluid Mechanics and Its Applications
ISBN 978-3-030-72360-6 ISBN 978-3-030-72361-3 (eBook)
https://doi.org/10.1007/978-3-030-72361-3

© The Editor(s) (if applicable) and The Author(s), under exclusive license to Springer Nature
Switzerland AG 2021
This work is subject to copyright. All rights are solely and exclusively licensed by the Publisher, whether
the whole or part of the material is concerned, specifically the rights of translation, reprinting, reuse
of illustrations, recitation, broadcasting, reproduction on microfilms or in any other physical way, and
transmission or information storage and retrieval, electronic adaptation, computer software, or by similar
or dissimilar methodology now known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this book
are believed to be true and accurate at the date of publication. Neither the publisher nor the authors or
the editors give a warranty, expressed or implied, with respect to the material contained herein or for any
errors or omissions that may have been made. The publisher remains neutral with regard to jurisdictional
claims in published maps and institutional affiliations.

This Springer imprint is published by the registered company Springer Nature Switzerland AG
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland

https://orcid.org/0000-0001-5969-2150
https://orcid.org/0000-0002-4354-4353
https://orcid.org/0000-0003-1691-8257
https://doi.org/10.1007/978-3-030-72361-3


Contents

Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
Michael Schlüter

Reactive Bubbly Flows—An Interdisciplinary Approach . . . . . . . . . . . . . . 3
Michael Schlüter

Control of the Formation and Reaction of Copper-Oxygen Adduct
Complexes in Multiphase Streams . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
Larissa Laurini, Melanie Paul, Alexander Hoffmann,
and Sonja Herres-Pawlis

In Situ Characterizable High-Spin Nitrosyl–Iron Complexes
with Controllable Reactivity in Multiphase Reaction Media . . . . . . . . . . . 39
Martin Oßberger and Peter Klüfers

Formation, Reactivity Tuning and Kinetic Investigations
of Iron “Dioxygen” Intermediate Complexes and Derivatives
in Multiphase Flow Reactions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
Andreas Miska, Pascal Specht, Markus Lerch, and Siegfried Schindler

Analysis of Turbulent Mixing Und Mass Transport Processes
in Bubble Swarms Under the Influence of Bubble-Induced
Turbulence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
Katharina Haase and Christian J. Kähler

Experimental Studies on the Hydrodynamics, Mass Transfer
and Reaction in Bubble Swarms with Ultrafast X-ray Tomography
and Local Probes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
Ragna Kipping, Holger Kryk, and Uwe Hampel

Experimental Investigation of Local Hydrodynamics and Chemical
Reactions in Taylor Flows Using Magnetic Resonance Imaging . . . . . . . . 137
Philip Kemper, Ekkehard Küstermann, Wolfgang Dreher,
and Jorg Thöming

v



vi Contents

Investigation of the Influence of Transport Processes on Chemical
Reactions in Bubbly Flows Using Space-Resolved In Situ
Analytics and Simultaneous Characterization of Bubble Dynamics
in Real-Time . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
Jajnabalkya Guhathakurta, Daniela Schurr, Günter Rinke,
Daniel Grottke, Manfred Kraut, Roland Dittmeyer, and Sven Simon

Determination of Intrinsic Gas-Liquid Reaction Kinetics
in Homogeneous Liquid Phase and the Impact of the Bubble Wake
on Effective Reaction Rates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 197
Sebastian Gast, Ute Tuttlies, and Ulrich Nieken

Mass Transfer Around Gas Bubbles in Reacting Liquids . . . . . . . . . . . . . . 231
David Merker, Lutz Böhm, and Matthias Kraume

Experimental Investigation of Reactive Bubbly Flows—Influence
of Boundary Layer Dynamics on Mass Transfer and Chemical
Reactions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 267
Felix Kexel, Sven Kastens, Jens Timmermann,
Alexandra von Kameke, and Michael Schlüter

Experimental Characterization of Gas–Liquid Mass Transfer
in a Reaction Bubble Column Using a Neutralization Reaction . . . . . . . . . 309
Katharina Zähringer and Péter Kováts

Modeling and Simulation of Convection-Dominated Species
Transport in the Vicinity of Rising Bubbles . . . . . . . . . . . . . . . . . . . . . . . . . . 329
Andre Weiner and Dieter Bothe

Development and Application of Direct Numerical Simulations
for Reactive Transport Processes at Single Bubbles . . . . . . . . . . . . . . . . . . . 355
Holger Marschall and Dennis Hillenbrand

Modelling the Influence of Bubble Dynamics on Motion, Mass
Transfer and Chemical Reaction in LES-Euler/Lagrange
Computations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 379
Manuel A. Taborda and Martin Sommerfeld

Numerical Simulation Techniques for the Efficient and Accurate
Treatment of Local Fluidic Transport Processes Together
with Chemical Reactions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 413
Otto Mierka and Stefan Turek

Euler-Euler Modeling of Reactive Flows in Bubble Columns . . . . . . . . . . . 441
Roland Rzehak



Contents vii

Multi-scale Investigations of Reactive Bubbly Flows . . . . . . . . . . . . . . . . . . 459
Mark Hlawitschka

Determination of Kinetics for Reactive Bubbly Flows Using
SuperFocus Mixers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 479
Otto Mierka, Stefan Turek, Günter Rinke, Sven Simon,
Siegfried Schindler, Alexander Hoffmann, Marko Hoffmann,
Michael Schlüter, and Sonja Herres-Pawlis

Visualization and Quantitative Analysis of Consecutive Reactions
in Taylor Bubble Flows . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 507
Michael Schlüter, Felix Kexel, Alexandra von Kameke,
Marko Hoffmann, Sonja Herres-Pawlis, Peter Klüfers,
Martin Oßberger, Stefan Turek, Otto Mierka, Norbert Kockmann,
and Waldemar Krieger

Chemical Reactions at Freely Ascending Single Bubbles . . . . . . . . . . . . . . 545
Lutz Böhm, David Merker, Florian Strassl, Sonja Herres-Pawlis,
Martin Oßberger, Peter Klüfers, Siegfried Schindler,
Jajnabalkya Guhathakurta, Daniel Grottke, Sven Simon,
Günter Rinke, Mark Hlawitschka, Alexandra von Kameke,
Felix Kexel, Michael Schlüter, Sebastian Gast, Ute Tuttlies,
Ulrich Nieken, Dennis Hillenbrand, Holger Marschall, Andre Weiner,
Dieter Bothe, and Matthias Kraume

Chemical Reactions in Bubbly Flows . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 583
Uwe Hampel, Ragna Kipping, Katharina Zähringer, Péter Kováts,
Martin Sommerfeld, Manuel A. Taborda, Roland Rzehak,
Mark Hlawitschka, Peter Klüfers, and Martin Oßberger

Investigation of Reactive Bubbly Flows in Technical Apparatuses . . . . . . 621
Sebastian Gast, Ute Tuttlies, Larissa Laurini, Felix Kexel,
David Merker, Lutz Böhm, Manuel A. Taborda, Martin Sommerfeld,
Matthias Kraume, Michael Schlüter, Sonja Herres-Pawlis,
and Ulrich Nieken

Further Demand in Fundamental Research . . . . . . . . . . . . . . . . . . . . . . . . . . 643
Michael Schlüter



Introduction

Michael Schlüter

Abstract Research groups throughout Germany have closely worked together in
the DFG Priority Program 1740 “Reactive Bubbly Flows” in the fields of process
engineering, chemistry, mathematics and fluid mechanics to develop new chem-
ical reaction systems, measurement methods, mathematical models and numerical
simulations. Individual results from the different projects as well as interdisciplinary
research is presented that have enabled to shed light on the complex interplay between
fluid dynamics and chemical reactions and demonstrated the opportunity of tailoring
bubbly flows to achieve higher yields and selectivities.

Performing a chemical reaction with high yield and selectivity is one of the main
tasks in chemical engineering. For the synthesis of many bulk chemicals such as
polymers, coatings, flavours, cosmetics or pharmaceuticals, a gaseous reactant from
a bubble must be transferred through a fluidic interface to be intensively mixed with
a continuous liquid phase, e.g. in oxidation, hydrogenation or chlorination reactions.
Many of these reactions are competitive and the yield and selectivity depend on
the contact between reactive and catalytic molecules facilitated by mass transfer,
diffusion and mixing. If the reaction is fast, as in many industrial applications, the
transport processes in the immediate vicinity of a gas bubble are crucial. With a deep
understanding of the interplay between such fluid dynamic time scales and the time
scales of competitive reactions, the targeted tailoring of bubbly flows could become
possible in order to significantly reduce the formation of undesired by-products and
thus save resources, purification steps and waste production.

To gain such fundamental insights into gas–liquid reactions is the topic of this
book. It summarises the research work carried out under the priority programme
“Reactive Bubbly Flows” funded by the German Research Foundation (DFG) in
the years 2014–2020. Twenty research groups throughout Germany have closely
worked together in the fields of process engineering, chemistry, mathematics and
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2 M. Schlüter

fluid mechanics to develop new chemical reaction systems, measurement methods,
mathematical models and numerical simulations to pave the way for tailor-made
reactive bubbly flows.

Within this book, a survey of the individual results from the different projects
are presented. The last four chapters are dedicated to survey the results from the
interdisciplinary research that have enabled to shed light on the complex interplay
between fluid dynamics and chemical reactions and demonstrated the opportunity
of tailoring a bubbly flow to achieve higher yields and selectivities. A chapter to
demonstrate the importance of the results for industrial applications completes the
whole work.



Reactive Bubbly Flows—An
Interdisciplinary Approach

Michael Schlüter

Abstract The research on reactive bubbly flows requires interdisciplinary collabo-
ration among process engineers, chemists, physicists, andmathematicians. However,
collaboration between these disciplines is often difficult due to differences in under-
standing of terminology and requirements in safety, accuracy, as well as spatial and
temporal resolution. To overcome these difficulties and to support the scientists in
their collaboration, fourmain research areaswith guidingmeasures have been defined
in the Priority Program “Reactive Bubble Flows” which are organized in a collabo-
ration matrix. This collaboration matrix guides the reader through this book and is
intended to provide some orientation.

To get deep insights into reactive bubbly flows, several disciplines have to work
closely together. First, process engineers are involved to define thematerial properties
and process conditions relevant for industrial bubbly flows. Secondly, experimental-
ists need to develop experimental methods and setups to investigate local transport
processes and the interplay with chemical reactions. Crucial is the additional exper-
tise of chemists to create and modify chemical reaction systems with appropriate
kinetics of competitive reaction steps as well as systems whose reactants concen-
trations can be detected easily and that can be handled without expensive safety
equipment in the laboratory. Finally, mathematicians are indispensable to accurately
describe in detail all transport and reaction processes with analytical and numerical
methods achieving reliable and transferable models.

All these complementary expertises have beenbundledwithin the priority program
1740 “Reactive Bubbly Flows”. To create a platform for intense collaboration, a
matrix has been defined and used during the whole program (see Fig. 1).

This matrix should help the reader to navigate within this book and to understand
the interdependencies and cross-references more easily.
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Fig. 1 Collaboration matrix of the different research groups with assignment of the different
chapters in this book

This matrix helps to organize the research program from lower to higher
complexity and forces the interdisciplinary collaboration between different research
groups by means of guiding measures. The levels of complexity regarding fluid
dynamics, mass transfer and chemical reactions reach from single phase mixing and
reaction on the micro scale in SuperFocus mixers via confined gas–liquid Taylor
bubbles and Taylor-flows to free rising single bubbles and bubble swarms up to
bubbly flows. All complexity levels need to be investigated in an interdisciplinary
effort and fromdifferent aspects like experiments, simulation and modeling, chem-
istry reaction networks and transfer to industrial reactions in bubbly flows. To
motivate and strengthen the interdisciplinary research, two guiding measures—the
SuperFocus mixer setup and the Taylor bubble setup have been developed and
intensively used for the development of chemical reaction systems, the development
and improvement of experimental methods and the validation of numerical simula-
tions. In Chapters 3 to 19 of this book, the individual projects within the funding
period from 2014 to 2020 of the DFG priority program 1740 “Reactive Bubbly
Flows” are presented as a project report. The interdisciplinary research that has been
done on the four levels of complexity—“SuperFocus mixer”, “Taylor bubble”, “free
rising single bubbles” and “bubbly flows” are summarized in the last four chapters.
These final chapters contain contributions from various research groups dealing with
chemical reaction networks, experiments and numerical simulation and underline the
great benefit of close interdisciplinary collaborationwithin this priority program.This
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culminates in a joint chapter identifying opportunities for applying the fundamental
results of this research to industrial applications and, finally, a chapter focusing
on further research needed to push chemical industry towards more sustainable
processes.



Control of the Formation and Reaction
of Copper-Oxygen Adduct Complexes
in Multiphase Streams

Larissa Laurini, Melanie Paul, Alexander Hoffmann,
and Sonja Herres-Pawlis

Abstract Bioinorganic copper complexes can activate dioxygen and transfer it to
substrates under very mild reaction conditions. By the choice of ligand, the rate of
oxygen activation, stability of the Cu/O2 species and rate of subsequent reaction
can be tuned. Moreover, the spectroscopic response for spatially and temporarily
resolved investigations can be tailored to the demands within the SPP1740. Based
on the guanidine donor function, we developed several generations of guanidine
systems for O2 transfer in the SPP1740, starting with the classic btmgp bisguanidine
over fluorescent bisguanidines (based on the toluene backbone) to highly efficient
catalytically active aromatic hybrid guanidine systems. These systems allow the
efficient transformation of a plethora of phenolic substrates to the corresponding
quinones. To trap the highly reactive quinones, we used 1,2-phenylenediamine for
the transformation into phenazines which can be isolated. In parallel, we investigated
simple ammonia and bisamine systems for their utilization in Taylor bubbles and
reaction apparatuses in the SPP. Selected systems have also been studied by stopped
flow spectroscopy and in the SuperFocusmixer, as well as theoretical methods for the
details of the oxygen activation process. This chapter lays the chemical foundation for
the application ofCu/O2 systems inChapters “Determination ofKinetics forReactive
Bubbly Flows Using SuperFocus Mixers”–“Investigation of Reactive Bubbly Flows
in Technical Apparatuses”.

1 Introduction

Already in the planning phase of the SPP1740, we were fascinated by the natural
versatility to use dioxygen for a plethora of tasks in biology and chemistry. Espe-
cially, copper enzymes are key for biological oxidation reactions.Very often, this goes
alongwith color changes and prominent spectroscopic features detectable by fluores-
cence, UV/VIS or Raman spectroscopy useful for online monitoring (see Chapters

L. Laurini · M. Paul · A. Hoffmann · S. Herres-Pawlis (B)
Institute of Inorganic Chemistry, RWTH Aachen University, Landoltweg 1a, 52074 Aachen,
Germany
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8 L. Laurini et al.

“Determination of Kinetics for Reactive Bubbly Flows Using SuperFocus Mixers”–
“Investigation of Reactive Bubbly Flows in Technical Apparatuses”). For efficient
use in the SPP1740, a chemical reaction system must fulfill several requirements:

• it should have tunable kinetics for oxygen activation and transfer,
• these steps should be traceable by characteristic spectroscopic features in order

to obtain detailed mechanistic information,
• the mechanism should comprise consecutive and/or parallel reactions with

competition for the gaseous component,
• the reaction system should be available in scale from 1 L to 1 m3,
• the system should be not too expensive or toxic,
• the manipulation should be easy and not require a chemical hood.

Our Cu enzyme models fulfill several of these requirements (not all to the same
extent). The biologically used reaction by our Cu enzyme models is the catalytic
conversion of phenols to catechols and finally to quinones (Fig. 1) which are then
submitted to further oligomerization to melanin [1]. The reaction of phenols to cate-
chols is a C–H activation and oxygenation whereas the reaction to the quinone is
simply an oxidation (with water as by-product). Quinones are difficult to isolate
owing to their high reactivity [2]. Hence, we followed the strategy of condensation
of quinones with 1,2-phenylenediamine to obtain the corresponding phenazines (see
Sects. 2.3, 3.1, 3.2 and 3.3).

After pre-SPP studies on guanidine-stabilized Cu/O2 complexes, it was known
that bisguanidines such as btmgp (see Sect. 1.2.1) do not exhibit bioinorganic hydrox-
ylation reactivity whereas guanidine-amine-stabilized species show stoichiometric
hydroxylation of phenols [3]. However, spatially and temporarily resolved detection
of the oxygen uptake and substrate oxygenation in flow systems is not possible with
these systems. Hence, new developments within the SPP studies comprise fluores-
cence intensive bisguanidine complexes (see Sect. 2) which—at first sight—did not
convince with their hydroxylation activity [4]. More recent studies revealed their
catalytic activity which are summarized in Sect. 2.3. The combination of sterically
encumbering strong guanidine donors with rather slim amine donors was already
successful to yield a tyrosinase-analogue system in preceeding studies [3]. Hence, we
followed this strategy to combine guanidines with amines and a fluorescent backbone
(so-called hybrid guanidines) to obtain a superior catalytic hydroxylation system
(described in Sect. 3) with unprecedented substrate versatility [5].

OH OH
HO

O
O

QuinoneCatecholPhenol

Cu2O2 

species

Cu2O2 

species

Fig. 1 Tyrosinase-like reaction of phenols to catechols to quinones mediated by Cu2O2 species
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1.1 Basics of Cu/O2 Chemistry

Copper dioxygen species are playing an important role for selective oxidation reac-
tions in nature, for example for browning processes of fruits, hair and feathers
[6–11]. In the active sites of copper enzymes Cu/O2 species are formed during
their reaction with dioxygen prior to the oxidation of organic substrates. Thus in
the monooxygenase tyrosinase [12–16], a binuclear μ-η2:η2-peroxido copper(II)-
adduct (P) is formed. During their work on tyrosinase model complexes Tolman and
co-workers discovered the alternative formation of a related binuclear Cu(III)-bis-
μ-oxido complex (O) and the possibility of a chemical equilibrium between these
two species [6, 16, 17]. Historically, a trans-μ-peroxido (TP) has been synthesized
earlier by Karlin et al. but it has not been observed in biological systems [18, 19].
Recently, it was shown that this species is in an equilibrium with the O core [20].
Figure 2 shows these equilibria and generalizes some of the possible reactions that
can occur when a mononuclear copper(I) complex reacts with dioxygen. Further
details of Cu/O2 chemistry have been summarized in several reviews [21, 22].

The reaction pathway startingwith Cu(I) complexes and oxygen to the final bis(μ-
oxido) species can be investigated by stopped-flow spectroscopic kinetic measure-
ments [20] but a theoretical understanding is key to comprehension of the detailed
kinetics. For a long time, real-life systems were too large for full density functional
theory (DFT) simulation, but meanwhile, the general comparability of kinetic studies
and DFT calculations was proven even for larger systems, e.g. consisting of hybrid
guanidine and bisguanidine ligands [23]. The authors investigated the formation
of the Cu2O2 species of both real-life systems with low-temperature stopped-flow
UV/vis spectroscopy and determined the activation enthalpies and entropies. In the
experiment, no superoxido species as intermediate was observed. Furthermore, they
had a closer look at the mechanism of the formation of the Cu2O2 species with DFT.
The formation of the Cu2O2 species can be divided into two individual reactions: in
the first reaction, one Cu(I) complex reacts with dioxygen to a superoxido species. In
the following reaction, a further Cu(I) complex reacts with this superoxido species to

LCuI + O2

CuII
O

OL
+LCuI

CuII O
OL

IICuL

LCuII
O

O LCuII
O
O

IICuL LCuIII
O

O
IIICuL

P O

+LCuI

TP

Fig. 2 Known reaction pathways for the formation of copper “dioxygen adduct” complexes (P =
side-on peroxido, O = bis-μ-oxido and TP = trans-μ-peroxido complex) during the reaction of
copper(I) compounds with dioxygen (charges are omitted for clarity)
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Fig. 3 Reaction pathway of superoxido formation (red: triplet; black: singlet) [23]

the Cu2O2 core. These reaction pathways were calculated with DFT (TPSSh/def2-
TZVP, PCM, GD3BJ) and are depicted in Figs. 3 and 4. In the calculations of the
first reaction, the Cu…O distance of the Cu(I)-acetonitrile precursor and dioxygen
were shortened starting with 4 Å distance. The reaction pathway has two possible
spin states: the singlet or the triplet state. The resulting energy profiles show a low-
lying triplet state of the superoxido species and a low-lying transition state (Fig. 3).
The theoretical values of the activation enthalpy and entropy agree with the experi-
mental values. In the second reaction, the Cu…Cu distance was varied starting with
5.8 Å. The formation of the finalO species (global minimum) goes downhill for both
possible spin states without a further transition state (Fig. 4). The singlet P species
is less stabilized than the O core and the triplet O core is clearly disfavored. A final
stabilization of the singlet O species can be estimated by 100 kJ/mol which is in
accordance with published data for the protein by Metz and Solomon [24]. The DFT
calculated reaction pathways support the experimental kinetic data: the superoxido
formation is rate-determining and the following reaction steps are extremely down-
hill without any relevant transition state, so the reaction is very fast: the superoxido
species is not detectable due to the extreme rapid formation of the O species.
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Fig. 4 Reaction pathway of the O core formation (red: triplet; black: singlet) [23]

1.2 Classical Systems

Historically, many N-donor ligand classes have been used in Cu/O2 chemistry [21,
22]. In the following subchapters, we shed light on those ligand systems which have
been found useful in the past for the desired SPP applications.

1.2.1 Btmgp—The First Bisguanidine for Many Applications

A classical ligand system for Cu2O2 species is the bisguanidine system btmgp [25].
It proved to be highly useful for luminescence reaction monitoring [26] and also for
the application in the SuperFocus Mixer (see Chapter “Determination of Kinetics
for Reactive Bubbly Flows Using SuperFocus Mixers”) [27]. Two Cu(I) complexes
and O2 form in acetonitrile a bis(μ-oxido)dicopper(III) species (Fig. 5, top). This
species possesses an intense orange-red color (depending on the concentration)which
makes it useful to colorimetricmonitoring. Afterwards the bis(μ-oxido)dicopper(III)
species reacts concomitantly to the greenish bis(μ-hydroxido)dicopper(II) complex
and the bis(μ-alkoxido)(μ-iodido)-bridged binuclear copper(II) complex in equal
amounts [25]. The decay of the Cu(III) complex proceeds as first-order reaction with
respect to the Cu(III) complex. In collaboration with the FERMAT consortium, we
have examined its colorimetric response in a Hele Shaw cell (Fig. 5, bottom) [28].

In a collaboration with the Küppers group, we have studied the oxygenation
of [Cu(btmgp)I] by NMR spectroscopy, namely relaxometry (Fig. 5c) [29]. Here,
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Fig. 5 (a) Reaction of a Cu(I) btmgp complex to the bis(μ-oxido) species and subsequent decay
reaction; (b) colorimetric monitoring of the reaction in a Hele-Shaw cell [28] and (c) NMR
relaxometry measurements of the formation of Cu(II) at oxygenation of [Cu(btmgp)I] [29]

[Cu(btmgp)I] is well suited since the Cu(I) species is diamagnetic and the final
Cu(II) species paramagnetic. The unpaired spin of the Cu(II) ion speeds up the spin
relaxation of the direct environment which enables a spatially resolved detection of
the oxygenation reaction.

1.2.2 Bispyrazolylmethanes—Steps Towards Catalysis

In parallel, we investigated bis(pyrazolyl)methane copper complexes for oxygen acti-
vation and transfer. These tridentate N-donor ligands allow to selectively address
peroxido species (in contrast to the guanidines which mostly stabilize O core
complexes).

In 2013, we reported distinguished hydroxylation activity with the
bis(pyrazolyl)methane ligand HC(3-tBuPz)2(Py) (Fig. 6) [30]. After formation
of the μ-η2:η2-peroxidodicopper(II) complex at T = −78 °C in dichloromethane
(characterized by UV/vis and resonance Raman spectroscopy, cryo-ESI mass
spectrometry and EXAFS), addition of different para-substituted sodium phenolates
(substituted with OMe, Me, F, H, Cl, CO2Me, and CN) resulted in the corresponding
ortho-catecholates with > 95% yields. Substrates like estrone, N-acetyltyrosine
ethyl ester and 8-hydroxyquinoline were also effectively converted (yields > 90%).
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Fig. 6 Bis(pyrazolyl)methane-stabilized peroxido complexes with stoichiometric and catalytic
tyrosinase activity

These reactions show a flexibility of this peroxido system toward electron-rich,
electron-poor and sterically demanding substrates. The kinetic data for stoichio-
metric conversions displayed a pseudo-first-order process. The use of higher
phenolate concentrations results in a phenolate-independent reaction rate. During
hydroxylation, the oxidation is the rate-limiting step since C–H cleavage could
be excluded as rate-limiting concerning the experiment with deuterated phenolate
[intramolecular competitive kinetic isotope effect of 1.2(2)]. Further kinetic studies
showed that electron-poor phenolates were hydroxylated slower (CO2Me: kox =
0.36 s−1) than electron-rich ones (OMe: kox = 1.33 s−1), with a Hammett corre-
lation parameter of − 0.99, which indicates an electrophilic aromatic substitution
mechanism. This complex system promotes efficient hydroxylation catalysis with
biological and non-biological phenols. With para-methoxyphenol, we obtained
10 eq. of the corresponding ortho-quinone after 1 h, whereas after 24 h, the turnover
number (TON) increased to 15 eq. quinone (Table 2). TONs of four after 6 h for
estrone, eight after 16 h for 8-hydroxyquinoline (HOqu) and 15 after 16 h for
N-acetyltyrosine ethyl ester show slightly less reactivity for these more complicated
phenolic substrates.

By introducing an ester substituent at the pyridinyl moiety (HC(3-tBuPz)2(4-
CO2MePy), Fig. 7), we succeeded in a more stable Cu2O2 species (t1/2 = 50 min
at 20 °C vs. 25 min of the parent peroxide complex without CO2Me group). More-
over, this species showed faster substrate hydroxylation toward para-X-phenolates
(X = OMe, Me, and CO2Me) [31]. With sodium 4-methoxyphenolate, a kox value of
2.87 s−1 was obtained, which is twice as fast as the parent system without the ester
substituent (kox = 1.33 s−1). We related the faster hydroxylation reaction with the
weaker donor strength of the pyridinyl moiety because of the electron-withdrawing
ester substituent. The Hammett correlation parameter for this phenolate hydroxy-
lation was calculated to −1.2 and confirmed the electrophilic aromatic substitution
mechanism. The catalytic conversion of 8-HOquwith this peroxido complex resulted
in the formation of the quinone product (λ = 413 nm), which was monitored via
UV/vis spectroscopy. The maximal conversion was achieved within 7.5 min and the
TONwas calculated to 20.When forming the peroxido complex at room temperature,
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Fig. 7 (a) Copper tetraammine complex in an Erlenmeyer flask with septum; (b) scheme of the
synthesis in a canister with elemental copper; (c) Taylor bubble with this system [33]

the substrate reaction is even faster, and maximal product formation was obtained in
less than 10 s. Thus, this tyrosinase model was reported to be the fasted and most
efficient system published until then. The peroxido complex of a related ligandHC(3-
tBuPz)2(1-MeIm) (Fig. 6) with an imidazole moiety instead of the pyridine promotes
in stoichiometric reactions the rapid hydroxylation of phenolic substrates [32]. The
stoichiometric hydroxylation is faster thanwith the CO2Me-decorated system but the
catalysis is slower. However, for SPP applications, these systems were too expensive
for utilization in large scales and too fast in O2 activation at room temperature.

1.2.3 Ammonia—The Simpliest Ligand for Large Scales

Since the bis(pyrazolyl)methane ligands are very expensive to produce and their
peroxido complexes difficult to obtain in large scales, we targeted in the first SPP
phase an inexpensive and simple reaction system which exhibits a fast color change
upon oxygenation. Herefor, we utilize copper(I) chloride which forms in aqueous
ammonia-containing solution a tetraamminecopper complex. This changes its color
from colorless in oxidation state +I (when prepared under exclusion of O2) to deep
blue in oxidation state +II upon oxygenation (Eq. 1).

[Cu|(NH3)4]+(colorless)
O2−→ [Cu||(NH3)4]2+(dark blue) (1)

The starting chemicals are easily and low priced available. The CuCl is sensitive
to moisture and can be produced from CuCl2 or by purification of commercially
available CuCl. Dry CuCl is relatively stable at dry air. This chemical system can
be easily synthesized in large scales, e.g. in a 10 L canister (examples in Fig. 7a, b)
and a detailed description for the production under simplistic laboratory conditions
was developed (e.g. no Schlenk technique available). The rapid color change upon
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O2 contact serves as direct indicator for O2 in the system as could be observed in a
Taylor bubble (Fig. 7c) [33].

The utilization of the ammonia containing solution showed to be a disadvan-
tage since this solution possesses a fluorescence background traced back to produc-
tion impurities. This prevents the application for Laser Induced Fluorescence (LIF)
measurements. Moreover, a well running hood is always needed owing to the
corrosive properties of ammonia.

1.2.4 DBED—Simple Ligand Enabling Catalysis

There was a lively discussion about the catalytically active species in tyrosinase
since different options are possible including the crystallographically characterized
μ-η2: η2-peroxido-dicopper(II) core [13], the isomeric bis(μ-oxido)dicopper(III)
species and the trans-μ-η1:η1-peroxidodicopper(II) complex (Fig. 2). Solomon and
Stack et al. reported that they observed no bis(μ-oxido)dicopper(III) species when
adding the substrate 2,4-di-tert-butylphenol (DTBP) to a solution of the peroxi-
dodicopper(II) species supported by the ligand N,N′-di-tert-butylethylenediamine
(DBED) at −80 °C. However, when going down to −120 °C, an intermediate
phenolate-bound bis(μ-oxido)dicopper(III) species was proven by UV/vis, reso-
nance Raman and X-ray absorption spectroscopy [34]. They investigated the oxida-
tion of DTBP through Cu2O2 species with DBED (Fig. 8) [34]. Furthermore, they
intensively analyzed the copper-oxygen species with bound phenolate, catecholate
and semiquinone at−120 and−80 °C and upon addition of acid [35]. In the presence
of protons, the colorless Cu(II)-μ-catecholato-μ-OH species turned into a mononu-
clear Cu(II)-semiquinone species [36]. The phenol hydroxylation with this system
proceeded after an electrophilic aromatic substitutionmechanism (Hammett constant
ρ = −2.2) [34]. However, after these groundbreaking studies, they did not discover
the catalytic abilities of the DBED system.
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This task was solved by the Lumb group which examined the chemo- and regios-
elective oxygenation of phenols [37, 38]. In 2014, they found the influence of addi-
tional ligand as auxiliary base for the catalytic hydroxylation of para-tert-butyl-
phenol to the corresponding quinone and the subsequent coupling with another
molecule phenol to the coupled product (Fig. 9a) [39]. In 2016, Lumb et al. reported
on the synthesis of oxindoles by performing C–N bond formations, bio-inspired by
the melanogenesis [38]. The use of para-substituted phenols, where the substituent
possesses an ethylene-bridged amine function (e. g. an acetanilide) led to the forma-
tion of indole derivatives as it is known from the cyclization of l-dopaquinone within
the melanin biosynthesis. The reaction of the acetanilide-substituted phenol (Fig. 9b)
resulted in the presence of [Cu(CH3CN)4]PF6, DBED and O2 in the C−O coupled
quinone. Subsequently, a substitution reaction at the aromatic ring exchanged the
phenoxy substituent to the N-atom of the acetanilide substituent. With this cycliza-
tion, the oxindoloquinone is formed as end product. Hence, DBED qualifies as
exciting system for oxygenation reactions and following oxidation and coupling
reactions.

2 Novel Bisguanidine Copper Systems for O2 Activation
and Transfer

2.1 Bisguanidine Toluene Systems for O2 Activation

In search of a ligand system to achieve a wide range of applications from small-
scale to industrial-scale, bisguanidine ligands offer a time-efficient and cost-effective
synthesis, guaranteeing a facile access to large amounts of ligand, necessary for large
scale applications like bubbly flows. Bisguanidine ligands consist of two strong basic
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guanidine N-donor units linked by a spacer group. Variation of guanidine unit or
spacer group affects donor properties, steric demands and functionality of the ligand
[40]. Thereby simple, linear spacers as well as larger, electron-rich aromatic groups
can be used. N-donor units can be divided into peralkylated guanidine groups such as
tetramethyl guanidine and cyclic guanidinemoieties such as dimethylethylene guani-
dine, inwhich the guanidine is bridged by an ethylene unit. The functional groups can
be controlled by the choice of the reactants. The standard bisguanidine synthesis is a
one-step reaction between a diamine, directing the design of the spacer group, and a
Vilsmeier salt, defining the form of the guanidine units [41]. Until now, the fluores-
cence properties of bisguanidine systems have only been studied to a limited extent
[26] but for the SPP, fluorescence serves as spatial-resolved monitoring method.
Hence, the newly designed tol-system consists of two guanidine units bridged by a
toluene spacer. Tol-systems can be synthesized using any kind of Vilsmeier salt in
combination with 2-aminobenzylamine in the standard guanidine synthesis [4, 42].
2-Aminobenzylamine is inexpensive (2.50e/g) and purchasable by various suppliers
[43–45]. The electron-rich π-system of the toluene bridge extends the spectrum of
analytical methods from UV/VIS, Raman and IR by fluorescence spectroscopy [42].
Thus, the desired goal of an easy and cost-effective accessibility in combination with
a variety of spectroscopically methods could be achieved as will be described in the
following sections.

2.2 Synthesis of Bisguanidine Toluene Systems for O2
Activation

The suitability of tol-systems for dioxygen activation was investigated by the use of
two different types of tol-ligands with the TMG-Vilsmeier salt (IUPAC: N,N,N ′,N ′-
tetramethylchloroformamidinium chloride) and DMEG-Vilsmeier salt (IUPAC:
N,N ′-ethylene-N,N ′-dimethylchloroformamidinium chloride). The resulting ligands
TMG2tol (IUPAC: 2-(2-(((Bis(dimethylamino)methylene)amino)methyl)phenyl)-
1,1,3,3-tetramethylguanidine) and DMEG2tol (IUPAC: N-(2-((1,3-
dimethylimidazolidin-2-ylidene)amino)benzyl)-1, 3-dimethylimidazolidine-2-
imine) were diluted in acetonitrile under nitrogen atmosphere in a glovebox.
Addition of the ligand solution to an equimolar solution of Cu(I) salt in acetonitrile
at room temperature led to a colorless, moisture- and air-sensitive solution of the
related Cu(I) complex (A, Fig. 10). Thereby three different copper(I) salts with
coordinating anion (iodide) as well as non-coordinating ones (hexafluorophosphate
and triflate) were used. When the colorless Cu(I) complex solution was added to an
oxygen saturated tetrahydrofuran solution at −80 °C, the reaction mixture changes
its color to orange-red within 5 min. The generated bis(μ-oxido) dicopper(III)
complex C showed typical ligand-to-metal charge transfer (LMCT) absorption
bands in the UV/VIS spectrum at 290 and 395 nm (ε395nm = 12,000 M cm−1)
(C1–C3) [42]. An exchange of the guanidine units from TMG with four methylene
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Fig. 10 Synthesis of various bis(μ-oxido) complexes C with coordinating and non-coordinating
anions

groups to slightly more rigid DMEG units resulted in a shift of the characteristic
absorption bands to 275 and 365 nm (C4) and 275 and 375 nm (C5, C6) [4].
Additionally, the bis(μ-oxido) species becomes less stable. The TMG-based oxido
species C1–C3 were stable at −80 °C for more than 1.5 h while C4–C6, containing
DMEG units, displayed an incomplete formation (58%) due to a faster decay rate
compared to the formation rate.

2.3 Bisguanidine Toluene Systems for O2 Transfer

As shown in the last chapter the copper(I) complexes A1–A6 can activate oxygen
forming the bis(μ-oxido) species C1–C6 (Fig. 10). To examine the oxidation
capability of the bis(μ-oxido) complexes, complex C1 was exemplarily used for
hydroxylation experiments with para-methoxyphenol. The UV/VIS spectrum of
the reaction mixture displayed the characteristic bands for the desired product 4-
methoxycyclohexa-3,5-diene-1,2-dione at 418 nm. Via nuclear magnetic resonance
(NMR) spectroscopy no resulting quinone could be detected [46]. A second study
with bis(μ-oxido) complex C4 and the more complicated aromatic substrate 8-
quinolinol showed the formation of the expected product 7,8-quinolinedione with
UV/VIS spectroscopy. However, product formation could not be proven by NMR
spectroscopy. Since no evidence for the synthesis of an oxygenation product could
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Fig. 11 Catalytic hydroxylation of a substrate S with bis(μ-oxido) complex C3 followed by an
oxidation to the unstable quinone P1. Subsequent condensation with 1,2-phenylenediamine results
in a stable phenazine product P2

be provided beyond UV spectroscopy, no tests with other substrates or bis(μ-oxido)
complexes were performed then [4].

A hydroxylation study with a hybrid guanidine stabilized bis(μ-oxido) complex
under improved reaction conditions was able to prove the oxidation and hydroxy-
lation capability of the bis(μ-oxido) species [5]. Most quinones are either highly
reactive or unstable [47]. To stabilize the quinone product the hydroxylation reaction
was coupledwith a condensation reaction using 1,2-phenylenediamine (Fig. 11). The
resulting phenazine product is stable and can be analyzed byUV/VIS andNMR spec-
troscopy or X-ray diffraction. With this ‘phenazine’ method, introduced by Tuczek
et al. [1] and optimised by us (see Sect. 3) several aromatic alcohols like naph-
thols, quinolinols and indolols were tested using bis(μ-oxido) complex C3 [48].
This reaction can also be regarded as competitive consecutive reaction.

During the oxygenation study 1- and 2-naphthol were found to react to
naphthalene-1,2-dione which was condensed to benzo[a]phenazine (Table 1, P2a,
1/31%), afterwards. Reaction of complex C3 with 3-quinolinol led to quinolino[3,4-
b]quinoxaline (Table 1, P2b) in 5% yield whereas with 4-quinolinol no phenazine
product could be obtained. Catalytic examination using 6-quinolinol generated 16%
of pyrido[3,2-a]phenazine (Table 1, P2c). Although some quinolinol substrates
described before could be transformed in the subsequent condensation of the
quinone intermediate to a stable phenazine product, no phenazine formation could
be found for 8-quinolinol and 2-methyl-8-quinolinol. However, oxygenation to the
related quinones 7,8-quinolinedione (Table 1, P1a) and 2-methyl 7,8-quinolinedione
(Table 1, P1b) was monitored with UV/VIS spectroscopy showing the characteristic
absorption band at 416 nm.

Another interesting contradiction was observed using indolols as substrates.
While 5-indolol was successfully converted to pyrrolo[3,2-a]phenazine (Table 1,
P2d, 4%), complex C3 was unable to generate a phenazine starting from 4-indolol.
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Table 1 Catalytic oxidation and subsequent hydroxylation of a phenolic substrate S catalyzed by
complex C3 with weakly coordinating anions PF6− in tetrahydrofuran at −80 °Ca and consecutive
condensation of the quinone (P1) by using 1,2-phenylenediamine to generate phenazines (P2)b

Entry Substrate Conv. [%] Product
quinone (P1)/phenazine (P2)

Yield
[%]

TONd

1 15f (P2a) 1 0.5

2 57 (P2a) 31 8

3 70 (P2b) 5 1

4 54f - -

5 100 (P2c) 16 4

6 32 (P1a) – 16e

7 21 (P1b) – 11e

8 0f – – –

9 31 (P2d) 4 1

(continued)
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Table 1 (continued)

Entry Substrate Conv. [%] Product
quinone (P1)/phenazine (P2)

Yield
[%]

TONd

10 29 (P2e) 3 1

11 18f - - -

aConditions: THF, −80 °C, 8 h
bConditions: THF, −80 °C, then rt, overnight
cIsolated yield after column chromatography
dBased on isolated yield in correlation with concentration of complex C
eDetermined after reaction (a) via UV/Vis spectra and based on the concentration of complex C
fIncalculable due to inconclusive crude NMR spectra

A similiar inconsistency could be found using 6- and 7-indolol, whereby with 6-
indolol pyrrolo[2,3-a]phenazine (Table 1 P2e, 4%) was formed while 7-indolol did
not lead to a phenazine product.

2.4 Fluorescence Studies with Bisguanidine Toluene Systems
for O2 Transfer

Due to the electron-rich aromatic toluene spacer, the tol-systemoffers a high potential
for fluorescence activity. To study its applicability for spatially and time-resolved
fluorescence measurements, the hydroxylation and subsequent oxidation of several
phenolic substrates was investigated as one-pot reaction with the TMG2tol based
bis(μ-oxido) complex C3 (Fig. 12).

The precursor complex [Cu(TMG2tol)]PF6 (A3) shows a high fluorescence
activity with a broad emission signal around 440 nm, even at a low complex concen-
tration (0.01 mM). The emission varied between 1000 a.u. (excitation at 250 nm)
and > 10,000 a.u. (excitation at 375 nm) (Fig. 13).

The tested substrate solutions with 8-quinolinol, 2-methyl-8-quinolinol, 3-
quinolinol, 6-quinolinol, 6-indolol and 7-indolol display broad signals around 400–
500nm(excitation: dependingon the quinolinol: 360–380nm; indolols: 230nm).The
reaction of the substrate with oxygen catalyzed by the bis(μ-oxido) species quenched
the fluorescence (exemplary shown for 2-methyl-8-quinolinol (2-Me-8-OH-Qu) and
6-indolol (6-OH-Indol) in Fig. 14).

Test reactions with variation of the solvent indicated a dependency of the fluo-
rescence intensity on the substrates and on the used solvents. Thus, the compet-
itive consecutive reaction was performed using three different types of solvents
(dichloromethane (DCM), tetrahydrofuran (THF) and acetonitrile (MeCN)) as
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Table 2 Investigation of solvent dependent fluorescence in the competitive consecutive reaction
from Fig. 12 with six different substrates und three varied solvents

Substrate Solvent Clear
solution

Excitation
[nm]

Emission
substrate (S), O2
free [nm]/[a.u.]

Reaction
mixture, O2
flushed
[nm]/[a.u.]

8-quinolinol THF ✔ 370 420/700
500/500

500/700

8-quinolinol MeCN ✖ 370 420/800*
450/700*

470/6700*

8-quinolinol DCM ✔ 370 450/600 500/200

2-methyl-8-quinolinol THF ✔ 380 430/2600
520/3100

–

2-methyl-8-quinolinol MeCN ✔ 360 400/1400 –

2-methyl-8-quinolinol DCM ✔ 360 450/1400 –

3-quinolinol THF ✔ 380 400/ >10,000 470/500

3-quinolinol MeCN ✖ 380 470/ >10,000* 470/6500*

6-quinolinol THF ✖ 370 440/ >10,000* –

6-quinolinol MeCN ✖ 370 510/6300* 520/700*

6-quinolinol DCM ✖ 370 460/ >10,000* 530/100*

6-indolol THF ✖ 230 330/2000*
420/2200*

330/300
460/200

6-indolol MeCN ✖ 230 330/100
460/300

330/200
460/400

6-indolol DCM ✖ 230 470/3500* 460/200*

7-indolol THF ✔ 230 370/2200 –

7-indolol MeCN ✖ 230 400/1300* –

7-indolol DCM ✖ 230 380/900* –

*Intensity approximated due to turbid solution

well as six different substrates (8-quinolinol, 2-methyl-8-quinolinol, 3-quinolinol,
6-quinolinol, 6-indolol and 7-indolol) (Table 2).

For fluorescence investigations at liquid gas interfaces with spectroscopic
methods, a clear solution is necessary. Reactions with the substrates 6-indolol and
6-quinolinol are not useful under these circumstances, because the product precipi-
tated and resulted in a turbid solution unsuitable for fluorescence analysis. Experi-
ments with 8-quinolinol and 2-methyl-8-quinolinol generate clear solutions. With
3-quinolinol and 7-indolol only tetrahydrofuran-based experiments lead to clear
solutions (Table 2).

Because the catalytic reaction should take place as a one-pot reaction, the whole
reaction mixture consisting of the copper(I) complex, the substrate and triethylamine
diluted in tetrahydrofuran needed to be fluorescence active. Thus, all substrates
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Fig. 12 Formation of bis(μ-oxido) complex C3 (catalyst) by the reaction of precursor A3 with
dioxygen followed by a competitive consecutive reaction with a substrate S to give quinone P1
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Fig. 13 Fluorescence spectra of precursor species [Cu(TMG2tol)]PF6 (A3, 0.01 mM) at 25 °C in
THF with different excitation wavelength varying from λ = 250–325 nm and λ = 350–400 nm

displaying a clear solution were tested in a second study measuring the fluores-
cence of the one-pot reaction mixture before the conversion with oxygen. As many
substrate solutions were highly fluorescence active most of the intensity maxima
were outside the measurement area of the spectrometer. To generate fluorescence
spectra with detectable fluorescence maxima, the concentrations of the reactants and
the substrate to copper complex ratio were decreased from 0.5 mM and 50:1 to
0.25 mM and 10:1. Within the second study the one-pot solutions of 8-quinolinol
and 2-methyl-8-quinolinol displayed a very low fluorescence intensity (<1000). The
emission of the copper(I) complex and the substrate solution eliminated each other
(due to unclear reasons). Therefore, the intensity difference to the oxygen-flushed
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Fig. 14 Fluorescence spectra of the substrate solutions and of the reaction mixture after conversion
of substrate S with catalyst C3 and dioxygen to give product P1 after 1 min and 30 min (c(C3) =
0.5 mM, C3: S = 1: 50, THF, 25 °C)

solution was too small to monitor changes via fluorescence spectroscopy. One-pot
solutionswith 3-quinolinol showed a high intensity (~10,000 a.u.) at excitationwave-
lengths between 350 and 375 nm before the conversion with dioxygen. Afterwards
the intensity remained relatively high around 6,000 a.u. Variation of the excitation
wavelength to 275–325 nm resulted in a very low fluorescence intensity (<2000)
as observed with 8-quinolinol and 2-methyl-8-quinolinol before (Fig. 15). Hence,
3-quinolinol is not a suitable substrate for the online fluorescencemonitoring as well.
In contrast to the experiments with quinolinols as substrates, the oxygen-free one-
pot mixture with 7-indolol showed an intensive fluorescence which was quenched
by oxygenation to quinone P1 completely (Fig. 17).

To evaluate the suitability of a substrate for an application also price and avail-
ability of the reactants should be regarded. 7-Indolol is very expensive (56 e/g) and
only purchasable in small amounts [49, 50], thus decreasing the demand of substrate
is necessary for cost-effective experiment design.
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Fig. 15 Fluorescence spectra of the reaction mixture before and after the oxygenation using the
substrate 3-quinolinol (S: C3 = 10:1) and catalyst C3 (c = 0.25 mM) in THF at T = 25 °C with
varied excitation wavelength (λ = 300–375 nm)
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Consequently, the third fluorescence study focused on the substrate 7-indolol
varying the concentration of the one-pot solution and the complex to substrate ratio
to minimize the amount of substrate needed. The concentration of catalyst C3 was
halved from 0.5 to 0.25 mM, then lowered to 0.1 and 0.05 mM. The substrate ratio
remained constant at 50:1. The fluorescence intensity decreased with diminishing
catalyst concentration (Fig. 16, left). However, the intensity remained at a high
level (4000 a.u.), even at a ten times lower concentration (0.05 mM). The same
phenomenon occurred by the variation of the substrate to catalyst ratio. A lowering
of the amount of substrate led to a decrease in the fluorescence intensity. As seen
before, the fluorescence intensity remained on a high level (4000 a.u.) even at low
concentrations and substrate to catalyst ratios (Fig. 16, right).
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Fig. 16 Fluorescence spectra of the reaction mixture before and after the oxygenation using the
substrate 7-indolol and catalyst C3 in THF at T = 25 °C using an excitation wavelength of λ =
400 nm with varied catalyst concentration (S: C3 = 50: 1; left) and varied substrate to catalyst ratio
(right)
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Fig. 17 Fluorescence spectra of the reaction mixture before and after the oxygenation using the
substrate 7-indolol (S: C3, 5:1) and catalyst C3 (c = 0.1 mM) in THF at T = 25 °C with varied
excitation wavelength (λ = 275–400 nm)
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The high fluorescence intensity of 7-indolol even at low concentrations (0.1 mM)
and substrate to catalyst ratios (5:1) could be maximized with a change in the excita-
tion wavelength. An excitation at 325 nm as well as an excitation at 375 resulted in
an intensity over 10,000 a.u. (Fig. 17). Additionally, the reaction mixture undergoes
a strong color change starting with a slightly reddish solution which turned to dark
black during the oxygenation. Thus, 7-indolol turned out to be the substrate most
suitable for reaction monitoring by fluorescence spectroscopy, displaying a highly
intensive fluorescence even at low concentration which is quenched by the reaction
with oxygen and accompanied by a strong color change.

3 Novel Hybrid Guanidine Copper Systems for O2
Activation and Transfer

3.1 Hybrid Guanidine Copper Systems for O2 Activation
with Non-coordinating Anions

Besides bis(guanidine) ligands, hybrid guanidine ligands were used to stabilize the
reactive Cu2O2 core [3, 5, 51, 52]. Usually, a hybrid guanidine ligand consists of
a guanidine unit and a second N-donor unit, such as an amine or a pyridine [3,
5, 51, 52]. By variation of the N-donor function of the ligand, donor strength and
steric effects of the ligand system are controlled, enabling a beneficial interplay of
electronic and steric factors regarding the accessibility of exogenous substrates to
the Cu2O2 core.

The synthesis of the hybrid guanidine ligand system TMGbenza (IUPAC: 2-
{2-((dimethylamino)methyl)phenyl]-1,1,3,3-tetramethylguanidine), which is struc-
turally related to bis(guanidine) ligand TMG2tol (see Sect. 2), followed a protocol
consisting of three reaction steps [5]. Synthesis of the colorless, air- and moisture-
sensitive Cu(I) complex A was achieved by dissolving equimolar amounts of
TMGbenza and copper salt [Cu(MeCN)4]PF6 in acetonitrile at room temperature in
a glovebox with nitrogen atmosphere. Oxygenation of Cu(I) complex A in a tetrahy-
drofuran/acetonitrilemixture at−90 °C resulted in the formation of the khaki-colored
bis(μ-oxido) species C within 3 min, which was stable for at least one hour at that
temperature (Fig. 18).

Complex C exhibited ligand-to-metal-charge transfer features at λ = 392 nm (ε
= 21,000 M−1 cm−1) and λ = 280 nm (ε = 40,000 M−1 cm−1) in the UV/VIS
spectrum. Those characteristic UV/VIS features were also observed in the presence
of different weakly coordinating anions, such as BF4−, OTf− and ClO4

−. Resonance
Raman measurements with an excitation at λ = 420 nm revealed a specific vibration
at 620 cm−1, which is characteristic for the symmetrical expansion of the Cu2O2

core (breathing mode). A shift to 591 cm−1 was achieved by 16O2/18O2 isotope
exchange measurements in a tetrahydrofuran/acetonitrile mixture, which was also
supported by theoretical studies. Calculations showed a favored bis(μ-oxido) species
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Fig. 18 Synthesis of bis(μ-oxido) complex C with weakly coordinating anions

by c = 10 kcal/mol over its related side-on peroxido species due to their small
isomerization barrier. Cu K-edge EXAFS measurements confirmed an edge position
with the assignment as Cu(III). The Cu–O2 stoichiometry was determined by cryo-
UHR-ESI mass spectrometry, revealing an isotopic pattern and m/z values of the
monocationic species with a Cu–O2 ratio of 2:1—{[Cu2(TMGbenza)2O2]PF6}+.
Thermal decomposition experiments of complex C exhibited a pseudo-first-order
decay at low temperatures. At T = −80 °C, a half-life time of complex C of one
hour was determined, whereas the half-life time at T = −74 °C only amounted to
5min, underlining the temperature sensitivity of complex C. Thermal decay products
of complex C were analyzed by single crystal X-ray diffraction and reported as a
dicationic μ-alkoxido-μ-hydroxido Cu(II) complex.

Catalytic hydroxylation activity of complex C was tested initially towards an
extended scope of challenging aromatic alcohols (including pyridinols, naphthols,
quinolinols and indolols), in order to expand the commonly used substrate scope
of simple (substituted) phenols and to achieve a competitive consecutive reac-
tion (Fig. 19 and Table 3). Phenolic substrates S (for example 6-quinolinol), were
oxygenated by complex C to generate a reactive quinone product P1 (quinoline-5,6-
dione),whichwas captured by using 1,2-phenylenediamine to form stable phenazines
as product P2.

3- and 4-pyridinol were found to react quickly to 3,4-pyridoquinone (Table 3,
P1a), which is highly reactive, leading to C–O-coupled dimers instead of forming
a phenazine. 1- and 2-naphthol were oxygenated to the corresponding quinone,
which was selectively transformed into benzo[a]phenazine (Table 3, P2a) in 22–
31% yield. 3- and 4-quinolinol were both converted in 87–95% via its quinone
form into quinolino[3,4-b]quinoxaline (Table 3, P2b). 6-Quinolinol was oxidized
quantitatively and captured as pyrido[3,2-a]phenazine (Table 3, P2c) in 30% yield.
Surprisingly, even though 8-quinolinol and 2-methyl-8-quinolinol were converted
into 7,8-quinolinedione (Table 3, P1b) and 2-methyl-7,8-quinolinedione (Table 3,
P1c), which were characterized by its characteristic absorption band at 416 nm in the
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Fig. 19 Catalytic oxygenation of a phenolic substrate S mediated by bis(μ-oxido) complex
C at low temperatures and subsequent condensation of the quinone product P1 by using
1,2-phenylenediamine D to generate the phenazine product P2

UV/VIS spectrum, phenazine formation was found in neither case. Related indolols
were also found to form the bent phenazines. 4- and 5-indolol were transformed into
pyrrolo[3,2-a]phenazine (Table 3, P2d), whereas 6- and 7-indolol were found to form
pyrrolo[2,3-a]phenazine (Table 3, P2e).

The observed reactivity is interesting due to the versatility of substrates but not
very high. Since the bisguanidines are sterically crowded, we have already learned
earlier that they can hinder the accessibility of substrates to the Cu2O2 core [3]. In
the following section, we focus on hybrid guanidine systems which offer a better
accessibility.

3.2 Hybrid Guanidine Copper Systems for O2 Activation
with Coordinating Anions

The hybrid guanidine ligand TMGbenza was also complexed with copper halides
CuX (X = I, Br, Cl) to form colorless, air- and moisture-sensitive Cu(I) complexes
of type A. In contrast to weakly coordinating anions such as PF6− (see Sect. 3.1),
copper halides contain coordinating anions which directly bond to the copper
center of the resulting complex. Complex A was generated by dissolving equimolar
amounts of TMGbenza and copper salt in acetonitrile at room temperature in a
glovebox with nitrogen atmosphere. Oxygenation of Cu(I) complex A in a tetrahy-
drofuran/acetonitrile mixture resulted in the formation of bis(μ-oxido) species C
either at −100 °C or at room temperature (Fig. 20) [52].

Complex C with bromide and chloride was formed within seconds at
T = −100 °C and subsequently decayed very quickly due to its high reactivity.
Both complexes featured a green color. While complex C with bromide exhibited
absorption bands at λ = 399 nm (21,000 M−1 cm−1) and λ = 270 nm (50,000 M−1
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Table 3 Catalytic oxygenation of a phenolic substrate S mediated by complex C with weakly
coordinating anionsPF6− in tetrahydrofuran at−90 °Ca and subsequent condensation of the quinone
(P1) by using 1,2-phenylenediamine to generate phenazines (P2)b

Entry Substrate Conv.
[%]

Product
quinone (P1)/Phenazine (P2)

Yield
[%]

TONd

1 >99 (P1a) e f

2 >99 (P1a) e f

3 80 (P2a) 22 11

4 89 (P2a) 31 16

5 95 (P2b) 32 16

6 87 (P2b) 22 11

7 >99 (P2c) 30 15

8 28 (P1b) – 14g

9 24 (P1c) – 12g

10 81 (P2d) 19 10

11 88 (P2d) 26 13

(continued)
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Table 3 (continued)

Entry Substrate Conv.
[%]

Product
quinone (P1)/Phenazine (P2)

Yield
[%]

TONd

12 92 (P2e) 27 14

13 84 (P2e) 31 16

aConditions: THF, −90 °C, 1 h
bConditions: THF, −90 °C, then rt, overnight
cIsolated yield after column chromatography
dBased on isolated yield in correlation with concentration of complex C
eQuinone too reactive to be isolated
fNo extinction coefficient of the quinone reported
gDetermined after reaction (a) via UV/Vis spectra and based on the concentration of complex C

Fig. 20 Synthesis of bis(μ-oxido) complex C with coordinating anions

cm−1), complexCwith chloride showed bands atλ= 386 nm (21,000M−1 cm−1) and
λ = 270 nm (50,000M−1 cm−1). Surprisingly, oxygenation of complexAwith iodide
was successfully achieved at both low temperatures and room temperature, under-
lining its tremendous stability. The resulting reddish-brown bis(μ-oxido) species C
showed absorption features at λ = 290 nm (50,000 M−1 cm−1) and λ = 370 nm
(22,000 M−1 cm−1) within two hours at room temperature. For quantitative forma-
tion two additional equivalents of copper iodide were necessary due to the formation
of iodocuprate anions [52]. This complex C showed a remarkable stability of at
least several days. Cryo-UHR-ESI measurements revealed the isotopic pattern of the
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complex cation with one iodide as well as the isotopic pattern of the complex cation
with one iodocuprate in the positive mode.

The bis(μ-oxido) complex [Cu2(TMGbenza)2O2I](CuI2) with iodocuprate anions
exhibited a remarkable stability at room temperature, whereas the related bis(μ-
oxido) complex [Cu2(TMGbenza)2O2](PF6)2 with weakly coordinating anions was
only stable at T = −90 °C (see Sect. 3.1). Since there is a huge difference in stability
of these two complexes C with respect to the present anion, titration experiments
were conducted to interconvert these two species C. Starting from the less stable
bis(μ-oxido) species [Cu2(TMGbenza)2O2](PF6)2 with weakly coordinating anions
in tetrahydrofuran at T = −90 °C, addition of two equivalents of an iodide source
resulted in a salt metathesis and therefore in the formation of the room temperature
stable bis(μ-oxido) complex [Cu2(TMGbenza)2O2I](CuI2). The salt metathesis is
accompanied by a color change from khaki to reddish-brown and a shift of the
absorption band from λ = 390–370 nm.

When two copper(I) complexes A, [Cu(TMGbenza)(MeCN)]PF6 with weakly
coordinating anions PF6− and [Cu(TMGbenza)I] with coordinating anions, are
oxygenated simultaneously at low temperatures, the competitive formation of the
resulting bis(μ-oxido) complex C can be investigated because both complexes A
compete for the present dioxygen. Initial formation of [Cu2(TMGbenza)2O2](PF6)2
with weakly coordinating anions PF6− was observed within 3 min as expected. The
absorption bands at λ = 390 nm shifted towards λ = 370 nm within t = 40 min
due to the formation of the more stable complex [Cu2(TMGbenza)2O2I](CuI2) with
bridging iodido anion in the bis(μ-oxido) species and iodocuprate anions. This
competitive reaction highlights the significantly different time scale of the formation
of complex C in dependence of the present anions and its corresponding stability.

The TMGbenza-stabilized system demonstrated its versatility regarding its spec-
troscopic properties, formation time and stability at different temperatures. The
room temperature stable bis(μ-oxido) complex [Cu2(TMGbenza)2O2I](CuI2) with
bridging iodido anion in the bis(μ-oxido) species and coordinating iodocuprate
anions was also tested in catalytic oxygenation reactions of phenolic substrates S
(Fig. 19 and Table 4).

2-Naphthol was converted in over 80% within two hours to give
benzo[a]phenazine (Table 4, P2a) in 42% isolated yield. 3- and 6-quinolinol were
fully transformed within three hours at room temperature, leading to quinolino[3,4-
b]quinoxaline (Table 4, P2b) and pyrido[3,2-a]phenazine (Table 4, P2c) in 56–61%
yield. A longer reaction time of 12 h was tested by using 5-indolol, showing no influ-
ence on the selectivity of the oxygenation reaction since pyrrolo[3,2-a]phenazine
(Table 4, P2d) was observed as the only reaction product. Conversion of 7-indolol
was achieved quantitatively after three hours and resulted in the formation of the
pyrrolo[2,3-a]phenazine (Table 4, P2e). All evaluated substrates were successfully
converted by complex C under ambient conditions, leading to bent phenazines and
thus demonstrating a reaction system suitable for a competitive consecutive reaction
at room temperature.
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Table 4 Catalytic oxygenation of a phenolic substrate mediated by complex C with coordinating
anions in tetrahydrofuran at room temperature and subsequent condensation of the quinone (P1) by
using 1,2-phenylenediamine to generate phenazines (P2)

Entry Cat. Substrate t* [h] Conv.a [%] Product P Yieldb [%]

1 C 2-naphthol 2 83 (P2a) 42

2 C 3-quinolinol 3 >99 (P2b) 56

3 C 6-quinolinol 3 >99 (P2c) 61

4 C 5-indolol 12 79 (P2d) 41

5 C 7-indolol 3 >99 (P2e) 58

aDetermined by 1H NMR spectroscopy
bIsoloated yield after column chromatography and/or sublimation

Compared to the preceeding section, the hybrid guanidine systems fulfill their
promise of better substrate accessibility to the Cu2O2 core and enable considerably
better yields.

3.3 Variations of the Amine Moiety in Hybrid Guanidine
Ligands

In analogy to the hybrid guanidine ligand TMGbenza (see Sect. 3.1), a modified
version of the ligand was created by variation of the amine donor function to inves-
tigate the influence on the donor strength and steric effects. Whereas TMGbenza
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contains a permethylated amine donor function, the two new ligands possess a diethy-
lamino donor function (R = ethyl) and a di-iso-propylamino donor function (R =
iso-propyl), respectively [53].

Hybrid guanidine ligands TMGbenzNEt2 (IUPAC: 2-{2-
((diethylamino)methyl)phenyl]-1,1,3,3-tetramethylguanidine) and TMGbenzNiPr2
(IUPAC: 2-{2-((di-iso-propylamino)methyl)phenyl]-1,1,3,3-tetramethylguanidine)
were synthesized according to a modified protocol established previously [5].
Synthesis of the colorless, air- and moisture-sensitive Cu(I) complex A was
achieved by dissolving equimolar amounts of the hybrid guanidine ligand and a
copper salt ([Cu(MeCN)4]PF6, [Cu(MeCN)4]BF4 or [Cu(MeCN)4]OTf in acetoni-
trile at room temperature in a glovebox with nitrogen atmosphere. The oxygenation
process of Cu(I) complex A in a tetrahydrofuran/acetonitrile mixture at −100 °C
led to the formation of bis(μ-oxido) species C within 15–40 min depending on the
ligand system and the present anion (Fig. 21).

TMGbenzNEt2-stabilized bis(μ-oxido) complexes C1 with weakly coordinating
anions PF6−, BF4− and OTf− showed a green color and ligand-to-metal charge
transfer absorption bands at λ = 400 nm (ε = 20,000 M−1 cm−1) and λ = 280 nm
(ε = 40,000 M−1 cm−1) in the UV/VIS spectrum. All complexes C were stable for
at least t = 90 min. at T = −100 °C and decayed quickly within minutes upon
warming to higher temperatures, which was accompanied by discoloration of the
reaction solution to yellow.

The orange bis(μ-oxido) species C2 supported by hybrid guanidine ligand
TMGbenzNiPr2 were formedwithin t = 25min atT =−100 °C and stable for at least
t = 60min. Characteristic absorption features at λ = 420 nm (ε = 17,000M−1 cm−1)
and λ = 280 nm (ε = 38,000 M−1 cm−1) were observed in the UV/VIS spectrum
independent of the present weakly coordinating anion. Comparing the absorption

Fig. 21 Synthesis of bis(μ-oxido) complex C with varied amine donor units in the presence of
weakly coordinating anions
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features of bis(μ-oxido) species C in dependence of the varied amine donor func-
tion, a wavelength shift of the characteristic absorption band at around λ = 400 nm
for bis(μ-oxido) species was observed whereas the LMCT band at 280 nm remained
constant. Weakening of the amine donor group NMe2 > NEt2 > NiPr2 correlates to
a red-shift of the LMCT band from λ = 390 nm to 400–420 nm and results in a
decreasing stability of the bis(μ-oxido) complex C.

Cryo-UHR-ESI measurements revealed the isotopic pattern and m/z value of the
monocationic species – {[Cu2(TMGbenzNiPr2)2O2]PF6}+, confirming a Cu-O2 stoi-
chiometry of 2:1. Same observations were made by using other weakly coordinating
anions BF4− and OTf− as well as hybrid guanidine ligand TMGbenzNEt2.

Bis(μ-oxido) complexes C with TMGbenzNEt2 and TMGbenziPr2 ligation were
evaluated in catalytic hydroxylation reactions of aromatic alcohols S to achieve a
competitive consecutive reaction (Fig. 19 and Table 5) [53].

2-Naphtholwas transformed by bis(μ-oxido) speciesC1 andC2with coordinating
anions PF6− within two hours at 78–82% to afford benzo[a]phenazine (Table 5, P2a)
in 23–28% isolated yield. 6-Quinolinol was converted in over 95% by both catalysts

Table 5 Catalytic oxygenation of a phenolic substrate S mediated by complex C1 and C2 with
weakly coordinating anions PF6− in tetrahydrofuran at T = −100 °Ca and subsequent condensation
of the quinone (P1) by using 1,2-phenylenediamine to generate phenazines (P2)b

Entry Cat. Substrate t* [h] Conv.a [%] Product P2 Yieldb [%]

1 C1 2-naphthol 2 82 (P2a) 28

2 C2 2-naphthol 2 78 (P2a) 23

3 C1 6-quinolinol 3 95 (P2c) 31

4 C2 6-quinolinol 3 >99 (P2c) 28

aConditions: THF, −100 °C, t*
bConditions: THF, −100 °C, then rt, overnight
cDetermined by 1H NMR spectroscopy
disolated yield after column chromatography
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within three hours. Pyrido[3,2-a]phenazine (Table 5, P2c) was isolated in 28–31%
yield. Catalytic conversions of these substrate classes were successfully achieved by
bis(μ-oxido) complexes C independent of the amine donor unit. Despite the higher
steric demand of the NEt2- and NiPr2-donor group compared to the NMe2-group of
ligand TMGbenza, the Cu2O2 core of the bis(μ-oxido) species C was accessible to
challenging substrate classes like naphthols and quinolinols. However, the increased
temperature sensitivity makes these complexes less facile too handle.

4 Conclusion and Outlook

In summary, we have demonstrated that tyrosinase model complexes offer a large
versatility to tune the stability, reactivity, substrate scope and spectroscopic patterns
in UV/VIS and fluorescence spectroscopy.Within the SPP, the fastest catalytic model
complexes known so far have been provided and robust systems for the collaboration
partners have been provided (see Chapters “Determination of Kinetics for Reactive
Bubbly Flows Using SuperFocus Mixers; Visualization and Quantitative Analysis
of Consecutive Reactions in Taylor Bubble Flows; Chemical Reactions at Freely
Ascending Single Bubbles; and Investigation of Reactive Bubbly Flows in Tech-
nical Apparatuses”). Moreover, fascinating insights into the interplay between donor
strength, steric demand and backbone type and its influence on the stability and
reactivity have been obtained.

We studied guanidine, bis(pyrazolyl)methane and amine systems in parallel and
learned that bis(pyrazolyl)methane copper complexes provide with a fascinating
tyrosinasemodel chemistrywith fast catalytic processes of their peroxido complexes.
However, the systems are too delicate and too sensitive to be up-scaled for the SPP
partners. The rather simple ammonia system allowed real upscaling into canister
amounts but the ammonia is corrosive which limits its broad utilization.

The guanidine ligand family convinced by application of the simple bisguanidine
btmgp and its bis(μ-oxido) species in the SuperFocus mixer, Taylor bubbles and
NMR relaxometry, but no oxygen transfer could be observed here. Moreover, the
fluorescence behavior was not in a suited range for the SPP partners. In the next
generation, aromatic bisguanidine copper complexes provide with strong fluores-
cence signals and catalytic hydroxylation abilities. The catalytic activity is inter-
esting due to the substrate versatility (e.g. bicyclic substrates) but not very high.
Owing to the exceptional fluorescence features, future application in Taylor bubbles
is planned.

Aromatic hybrid guanidines were the next logical step giving better access to
the Cu2O2 core: the catalytic abilities of their bis(μ-oxido) complexes convinced by
a superior versatility enabling the fast catalytic oxidative transformation of a large
array of phenols (including bicyclic derivatives). This is in accordance with earlier
studies comparing aliphatic bisguanidines and hybrid guanidines where the substrate
accessibility was key to reactivity of the bis(μ-oxido) cores [3]. Moreover, we found
a challenging anion influence but also a distinct influence of the amine substituents
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on the stability of the bis(μ-oxido) species. Large scale application, however, is here
again limited.

To this end, we studied the bisamine DBED and developed a procedure to turn it
useful for technical apparatuses and competitive consecutive reactions as is detailed
in Chap. “Investigation of Reactive Bubbly Flows in Technical Apparatuses”.

For future work, we envision the transfer of the most promising systems into large
scale applications for sustainable oxidation reactions.
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In Situ Characterizable High-Spin
Nitrosyl–Iron Complexes
with Controllable Reactivity
in Multiphase Reaction Media

Martin Oßberger and Peter Klüfers

Abstract The chemistry of non-heme iron centres with the ‘non-innocent’ NO
ligand has experienced a renaissance in the last decades because of findings of their
biochemical significance. Our work concentrates on high-spin {FeNO}7 complexes
which show an S = 3/2 ground state, and their related {Fe(NO)2}9 species. Crys-
talline complexes were prepared from the reaction of NO with FeII and thoroughly
characterized. Bonding, spin situation and oxidation states of the Fe–NO moiety
are described. Using quantum-chemical calculations like DFT, CASSCF and EOS,
frontier orbitals and spin populations of selected complexes are given. The results
are leading to the interpretation of a largely covalent nature of the nitrosyl–iron
bond. The investigation of the [Fe(H2O)5(NO)]2+ ion, an enduring issue in Inorganic
Chemistry since the nineteenth century, lead to the isolation of a gallate or ferrate
salt of the general formula [Fe(H2O)5(NO)][MIII(fpin)2(H2O)]2·xH2O (M = Fe, Ga;
x ≈ 8.3). Crystal structure analyses of halogenido-mononitrosyliron compounds
(MNICs) and their dinitrosyl analogues (DNICs) are presented. The reaction process
is analysed by in situ-UV–vis and in situ-IR measurements. Their application as a
competitive-consecutive reaction pattern for engineer partners is introduced. Crystal-
structure analyses and the calculation of the electronic properties for nitrosyl-iron
compounds with different aminecarboxylato co-ligands like imino- and oxodiacetate
as well as ethylenediaminetetraacetate (edta) enable a closer insight towards their
structure-properties relationship.

1 Introduction

In the field of chemical engineering, the transformation of substances with high yield
and high selectivity is one of the most important tasks. For the synthesis of many
bulk chemicals, gaseous starting compounds have to be brought in close contact with
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a continuous liquid phase. Since the hydrodynamic behaviour is not yet well under-
stood, engineers were seeking to apply chemical systems which can be investigated
in their experimental bubble columns to understand mass transfer from bubble to
liquid. For this purpose, one needs chemical reactive model systems, which meet a
variety of conditions: the chemicals must be readily available; the reaction should
be performed in manageable and harmless solvents, with reasonable stability of the
products. Kinetic properties should be tuneable by varying the components, and secu-
rity issues must be controlled to allow for upscaling of the reaction system. Further
constraints include the in situ traceability of the reaction progress, thus it should
exhibit colour and spectroscopic resonance. Detection is feasible with shadowgraphy
and measurements such as UV/VIS, IR or Raman spectroscopy.

All these specifications are met for a reaction system from the subdiscipline of
coordination chemistry, the two-phase systems of a dissolved ferrous complex and
gaseous nitric oxide. These systems offer bulk chemicals and easy disposal of product
solutions, water or alcohols as the reaction media, an intense colour of the products
with reasonable to high stabilities, and a fast intrinsic reaction of NO which offers
characterization within milliseconds. Furthermore, they exhibit a distinct and well-
resolved NO-valence-stretch frequency in IR spectra, and kinetics can be controlled
by the variation of ligands. NO, being a rather unpolar molecule, shows a retarded
gas-to-liquid mass transfer (Henry constant: 1.9× 10−5 mol m−3 Pa−1 [1]) and, thus,
offers advantageous diffusion characteristics.

A period of particularly intense research on NO started when NO was recognized
a hormone three decades ago (Science rated NO as the “molecule of the year” [2]).
With iron(II) as the NO-binding centre in the physiological NO-receptors, the early
focus lay on low-spin heme–NO interactions, responsible for biochemical signal
transduction. It was demonstrated in recent years that high-spin non-heme Fe–NO
complexes are of biological relevance as well [3]. Since the triplett-NO− ligand
and O2 in its ground state are isoelectronic, both species show similarities in their
interaction with the active site of an iron-enzyme–substrate complex. Due to the
higher stability of a Fe–NO linkage compared to its O2 analogue, the investigation
of nitrosyl adducts is a frequent approach to obtain more insight into O2 activation.

In nature, there are several examples of mononuclear non-heme iron proteins that
are able to bind nitric oxide, e.g., soy-bean lipoxygenase [4], protocatechuate-4,5-
dioxygenase [5] or a ferric uptake regulator protein (Fur) [6]. The reactivity of these
centres towards NO has been modelled by several mononuclear ferrous complexes
[7, 8].

The assignment of an oxidation state to the metal in a nitrosyliron compound is
impeded by the small energy difference between the metal-d orbitals and the two
NO-π* orbitals. Therefore, Enemark and Feltham introduced a notation for nitrosyl–
metal complexes by summarizing the metal-d and the NO-π* electrons [9]. Nitric
oxide binds reversibly to a ferrous active site stabilised by chelate ligands. According
to Enemark and Feltham, those nitrosyliron species are {FeNO}7 complexes which
may be interpreted as FeI(NO+) [d7 + (π*)0], FeII(NO) [d6 + (π*)1] or FeIII(NO–)
[d5 + (π*)2]. These {FeNO}7 species show an S = 3/2 ground state by the anti-
ferromagnetic coupling of the single NO spin with the S = 2 state of a high-spin
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Fig. 1 The so-called ‘brown
ring’ which forms between
the top layer containing
ferrous sulfate and nitrate
and the bottom layer of
concentrated sulfuric acid.
The colour stems from
{FeNO}7 species that form
after the reduction of nitrate
(3Fe2+ + NO3− + 4H+ →
3Fe3+ + NO + 2H2O) from
NO and excess Fe2+

Copyright Wiley–VCH
Verlag GmbH & Co. KGaA.
Reproduced with permission
from [26]

ferrous educt [8, 10]. A common interpretation of the total S = 3/2 spin assembles
a high-spin iron(III) (S = 5/2) central atom and a triplet-NO− ligand (S = 1) in
antiferromagnetic coupling [8, 11–13] resulting in a quartet ground state.

Our work concentrates on these iron species, the S = 3/2 subclass of {FeNO}7-
complexes. Their biochemical issue can be studied in following references [14–19].

The underlying chemistry of this class of compounds has been known for more
than a century, since the parent species forms in the course of the qualitative analyt-
ical nitrate detection—the so-called”brown ring test”. It should be noted that the
ultimate validation of this species by crystal-structure analysis succeeded in the
project described here.

This parent species as well as other nitrosyl complexes of this class are formed in
a simple reaction:

FeII(sln) + NO(g) ⇔ [Fe(NO)]2+(sln)

where FeII(sln) stands for the solution of a high-spin ferrous species.
This article starts with the description of the brown-ring parent species, followed

by halogenido and aminecarboxylato co-ligands, and ending up with perfluorpina-
colato species. In particular the latter have been shown to clarify the ambiguous
oxidation-state assignment.
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2 [Fe(H2O)5(NO)]2+, the ‘Brown-Ring’ Chromophore

The investigation of the [Fe(H2O)5(NO)]2+ (1) ion, the coloured component of the
‘brown ring’ of the positive analytical nitrate test (Fig. 1), has been an enduring issue
in Inorganic Chemistry since the nineteenth century.

The first period of intensive research dates back to the first decade of the twentieth
century, where the competing groups ofManchot and Kohlschütter demonstrated the
cationic nature of 1 as well as the equimolar amount of iron and nitric oxide in this
species, which they obtained by the reaction of ferrous salts and nitric oxide gas in
acidic aqueous solution [20, 21].

In the following years, actually up to now, synthetic and theoretical groups strug-
gled with the correct formula, spin state and oxidation state of this Fe(NO) species
[14, 22–25]. All these works were lacking a profound investigation of this cationic
complex in the solid state. One reason is the low stability of this coordination
entity. Prepared from a ferrous salt and NO gas in water, 1 rapidly releases NO
on a purge of inert gas through the solution. The isolation of a salt of this brown
chromophore succeeded with large gallate or ferrate anions, following the general
formula [Fe(H2O)5(NO)][MIII(fpin)2(H2O)]2·xH2O (M= Fe, Ga; x ≈ 8.3) [26]. The
dianionic ligand fpin is the bidentate perfluoropinacolato-κ2O,O′ chelator which
we and others have used to prepare tetracoordinate high-spin ferrates(II) with the
[Fe(fpin)2]2− anion [27, 28]. Solutions containing this latter anion absorb NO to
yield the five-coordinate [Fe(fpin)2(NO)]2− ion, which is a topic of the final section.
Since the ferrate route is challenged by the formation of N2O due to oxidation of
the ferrous precursor to a ferrate(III), we modified the preparation by using gallium
as the anion’s central atom in the overall acidic solution. The structure of 1 in the
brown gallate crystals is shown in Fig. 2.

The structure analysis matches most of the predictions, e.g., the brown chro-
mophore of the solids in fact is the pentaaquanitrosyliron(2+) ion. However, the

Fig. 2 The molecular
structure of 1 in crystals of
the gallate (50% ellipsoid
probability). Monoclinic, P
21/n. Distances in Å: Fe–O
(a,b,c,d) 2.067,
Fe–O(e) 2.121(3), Fe–N
1.786(4), N–O 1.143(5).
Angle: Fe–N–O 160.6(4)°.
N–O stretch in the solid:
1843 cm−1 Copyright
Wiley–VCH Verlag GmbH
& Co. KGaA. Reproduced
with permission from [26]



In Situ Characterizable High-Spin Nitrosyl–Iron Complexes … 43

C1-symmetry of 1 as well as distances and angles are at variance with the theoretical
predictions. In particular, the claimed linearity of the Fe–N–O unit is not observed.

The result of a correlated analysis by means of a CASSCF approach using various
active configurational spaces is depicted in Fig. 3 and explains the general instability
of the compound in terms of markedly occupied antibonds (0.28) attributing to a
destabilised Fe–NO bond.

MO42 and MO43 show the dominant π-bonding interaction of N–O-π* orbitals
with Fe-d(xz) and -d(yz) orbitals with their occupation clearly below two (1.72). Due
to the higher share of the atomic orbitals of the Fe atom over the NO contribution,

Fig. 3 Frontier orbitals of the [Fe(H2O)5(NO)]2+ ion [CASSCF(9,13)/def2-TZVP; isovalue 0.06
a.u.]. Orbital numbering and occupation (in parentheses). The 22211100 occupation pattern indi-
cated by the arrows refers to the ground state’s leading configuration (62% contribution. Copyright
Wiley–VCH Verlag GmbH & Co. KGaA. Reproduced with permission from [26]
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Fig. 4 The spin population
of 1 (BP86/def2-TZVP;
positive spin values blue,
negative values yellow;
isovalue in a.u.: 0.1)
Copyright Wiley–VCH
Verlag GmbH & Co. KGaA.
Reproduced with permission
from [26]

these interactions are π-backbonds from the central atom into the N–O-π* orbitals.
It should be noted that the three excess spins are clearly metal-centred (MOs 44–46).

Due to the occupied Fe–NO antibonds, the leading configuration (arrows in Fig. 3)
contributes only 62% to the species’ ground state. This indicates a significant stretch
of the Fe–NO-π-interactions and a weakend bond.

As one physical origin of this stretch, we see enhanced Pauli repulsion in the
nitrosyl species in question, as a special aspect of quartet-{FeNO}7 species. The
obviously repulsive Fe-d(z2)–NO-σ-contact (MO41 and MO44) appears provoking
the typical Fe–N–Obending. Comparing these findingswith the chromium analogue,
where repulsive metal-d(z2) electron is missing, one finds the M–NO bond length in
[Cr(H2O)5(NO)]2+ approx. 0.1Å shorter than that in 1 (1.697 vs. 1.786Å).Moreover,
the Cr–N–O angle is close to 180° [29].

The spin-population analysis of 1 (Fig. 4) shows spin polarisation within the Fe–
NO π-bonds due to their orthogonal interaction with the metal-centred major spin.
Hence, both Fe–NOπ-interactions accumulate α-spin density at the metal centre and
thus leave β-spin density on the ligand.

The result, the Fe–NO-binding through two stretched, spin-polarized interactions,
is a challenge of the concept of the oxidation state. This somewhat delicate issue is
addressed in the last chapter of this publication.

3 Syntheses, Structure and Bonding of {FeNO}7-
and {Fe(NO)2}9-type Halogenido Nitrosyl Ferrates

Tetrahedral halogenido-mononitrosyliron compounds (halogenido-MNICs) are
related to the [Fe(H2O)5(NO)]2+ cation for some reasons. Both exhibit a {FeNO}7(S
= 3/2) ground state due to the weak field aqua and halogenido co-ligands. Since
the brown ring cation was prepared originally from ferrous salts and NO in sulfuric
acid, a chloride variant of the latter species, the green [FeCl3(NO)]− ion, was first
prepared analogously by using hydrochloric instead of sulfuric acid [30].
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Halogenido-MNICs as well as halogenido-DNICs such as the {Fe(NO)2}9-
type dinitrosyliron species [FeCl2(NO)2]−, both are simple prototypes of sulfur-
bonded iron compounds of biological significance with cysteinate or ferredoxin-
bound sulfide [31–34]. Though being investigated for more than a century, including
many biomimetic synthetic routes [35], neither clean preparative routes nor reliable
structural parameters were available for both chlorido anions.

In fact, crystals of MNIC’s can be obtained with a bulky counterion by care-
fully balancing educt and product solubilities [36]. Crystalline trichlorido- as well as
tribromidonitrosylferrates of various, more or less bulky cations were prepared by a
facile procedure at ambient conditions which uses inexpensive educts, like ferrous
chloride tetrahydrate or ferrous triflate, the chloride or bromide of the desired coun-
terion, degassed methanol as the solvent, and an excess of purified, i.e. NO2-free,
nitric oxide. The procedure follows the equation (for the chloride):

A+Cl− + FeCl2 + NO → A+[FeCl3(NO)]−

The reaction’s progresswas easilymonitoredby thedeepeningof the characteristic
green colour. The yield of isolated crystalline product reached 90% for the larger
counterions PPh4+, AsPh4+, and PPN+. All solids were stable to air for months,
thus no special care had to be taken for investigating them. This property should be
mentioned since purging the solutions with a stream of inert gas will destroy the
nitrosyl complex rapidly by reversing its formation reaction. Seeding and growing
crystals thus had to be performed under a NO atmosphere (Fig. 5).

Attempts to synthesise salts of an unknown [FeF3(NO)]− or [FeI3(NO)]− anion
failed. Nitrosylation of iodide-containing solutions always yielded the respective
DNIC [FeI2(NO)2]−. Replacing the ferrous chloride component with ferric chloride
in methanol, the [FeCl3(NO)]− ion could be achieved as well.

Fig. 5 Left: The molecular structure of the anion in crystals of AsPh4[FeCl3(NO)] (50% ellip-
soid probability). Monoclinic, P21/n. Distances (in Å): Fe1–Cl1 2.232(1), Fe1–N1 1.730(4);
N1–O1 1.142(5). Angle: Fe1–N1–O1 171.6(4)°. Right: The structure of the anion in crystals
of PPN[FeBr3(NO)] (50% ellipsoid probability). Monoclinic, C2/c. Distances (in Å): Fe1–Br1
2.3657(5), Fe1–N1 1.729(3), N1–O1 1.150(3). CopyrightWiley–VCHVerlag GmbH&Co. KGaA.
Reproduced with permission from [36]
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NO(g) works as the reductant according to the equation:

A+Cl− + FeCl3 + 2NO + MeOH → A+[FeCl3(NO)]− + MeONO + HCl

The formation of methyl nitrite is best monitored by UV–vis spectroscopy where
a characteristic ‘five-finger’ motif indicated MeONO formation. However, this route
becomes unattractive from a practical viewpoint. Yields were low, and a long crys-
tallisation time resulted, and, as a more serious drawback, structure determination of
NEt4[FeCl3(NO)] revealed a contamination with about 15% [FeCl4]− content. From
this observation we conclude that the contaminant NEt4[FeCl4] was not homoge-
nously distributed in the NO-containing bulk but had served as a seed due to its
lower solubility and thus gave rise to the epitaxial growth of the bulk. Crystallisation
occurs within two weeks instead of the normal prolonged period of time (more than
half a year). No Cl/NO disorder was detected although chloride and nitrosyl moieties
on the point positions occupied by the ligands are exchangeable.

DFT investigation of the [FeCl3(NO)]− ion produces a good agreement (Table 1)
between experimental and calculated ν(N–O) values.

The frontier orbitals of a CASSCF approach are shown in Fig. 6. The most typical
featurewhich shares the [FeCl3(NO)]− ionwith other nitrosyls, is themarked popula-
tion of the Fe–NOπ* antibonds and the corresponding depopulation of the Fe–NOπ

bonds (compare the 0.27:1.73 antibond:bond population of this ion with a 0.28:1.71
ratio of the brown-ring aqua species). Accordingly, the leading 22,211,100 configu-
ration (second shell omitted) depicted in Fig. 6 contributed only 65% to the ground

Table 1 Distances, (mean) angles, and energy of the N–O stretching vibration for six reliably
analysed solids from the standard ferrous route, and the [FeCl3(NO)]− ion in DFT calculations for
the given method and the def2-TZVP basis set (Grimme’s van-der-Waals correction; environment
modelledby aCOSMO[Orca3] orCPCM[Orca4] approach at practically infinite dielectric constant;
uncorrected wave numbers tabulated)

Fe–Cl/Å Fe–N/Å N–O/Å Fe–N–O/° Cl–Fe–Cl/° ṽ(N–O)/cm−1

mean 6
× Xray

2.236 ± 0.006a 1.726 1.149 173.5 110.1 ± 1.2a 1797

BP86 2.249 1.705 1.167 177.5 108.7 1786

BP86b 2.248 1.702 1.165 179.9 108.7 1791

TPSSc 2.251 1.712 1.163 176.9 109.2 1792

B97-D 2.275 1.745 1.161 178.3 109.4 1799

B97-D
+ zora

2.268 1.733 1.163 178.4 109.0 1794

Copyright Wiley–VCH Verlag GmbH & Co. KGaA. Reproduced with permission from [36]
aThe given standard deviation of the mean exceeds the tenfold of the mean standard deviation of
the X-ray refinement, taken as indicating a ‘soft’ variable in a crystalline environment
bOrca4 with CPCM (water) instead of Orca3.03 with COSMO (water)
cThe same values were obtained with the def2-aug-TZVPP basis set except 1790 cm−1 for the
valence vibration
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Fig. 6 Frontier orbitals of the [FeCl3(NO)]− ion [CASSCF(9,13)/def2-TZVP; isovalue 0.06 a.u.].
Orbital labels refer toCartesian axes: z up, y to the right, x to the viewer; orbital numbering startswith
“1” (= Orca numbering + 1). The 22211100 occupation pattern indicated by the arrows refers to
the ground state’s leading configuration (65% contribution). Copyright Wiley–VCH Verlag GmbH
& Co. KGaA. Reproduced with permission from [36]

state, leaving the rest to single and double excitations from the Fe–NO bonds to
the antibonds. The reason for this hindered overlap of the metal–ligand orbitals in
[FeCl3(NO)]− is a twofold Pauli repulsion (see [36] for details).

The high-spin character of the [FeCl3(NO)]− ion goes along with the singly occu-
pied MOs 46–48. There is spin polarisation along the Fe–NO fragment, and spin
populations of − 0.50 for NO and 3.40 for the Fe atom are similar to the related
[Fe(H2O)5(NO)]2+ ion (see Radoń’s study [37]).

A broken-symmetry approach offers an alternative perspective on the antiferro-
magnetic character of the Fe–NO interaction. As a result, the considerable overlap of
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the α and β part of the Fe–NO π bonds in terms of a corresponding-orbital transfor-
mation resulted in S = 0.84 (TPSSh/def2-TZVP level). The value close to 1 indicates
the largely covalent character of the Fe–NO interaction [38].

The bonding description of the Fe–NO moiety derived so far focuses on two
Fe–NO π bonds formed by the interaction of Fe-d(xz) and Fe-d(yz) atom orbitals
and the N–O-π*(x) and N–O-π*(y) molecular orbitals. Assuming a purely covalent
interaction, the four electrons involved in these two bonds are shared equally between
the metal and the ligand, leaving the nitrosyl ligand with the doubly occupied π*
MOs as NO−, the iron centre as FeIII. A mere inspection of the MOs in Fig. 6 tackles
the perfect-covalence assumption.MOs 44/45 compared toMOs 49/50 show a higher
contribution of themetal d orbital to the bond and a lower one to the antibond. Hence,
we should end up with a smaller absolute value than −1 for the ligand. Thus we see
a, more or less, covalent nitrosyl–iron interaction through two π bonds which are
polarised towards the metal.

The computational analysis of the MNIC spectra reveals the origin of the major
absorption bands in the visible region (see Fig. 8). β-Spin transitions should occur
from the degenerate Fe–NO bonds (MOs 44 and 45) (1) to the degenerate metal-
centred MOs of the xy-plane (MOs 46 and 47), (2) to the mainly metal-d(z2)-centred
MO 48. (1) can be assigned to the band at λ = 595 nm, (2) to the band at λ = 472 nm.
In very diluted solutions a strong band at λ = 354 nm can be observed, which refers
to an α-spin transition into the degenerate Fe–NO antibonds as the only acceptor
orbitals starting from the degenerate xy-plane (MOs 46 and 47).

The coincidence of both spectra, the computationally analysed and the experi-
mental one, in solution and as a BaSO4-diluted powder sample were satisfactory.

In the presence of a base, a consecutive MNIC-to-DNIC transformation is
possible. Publications from the second half of the last century reported the formation
of DNICs if base was added [39, 40] according to:

FeCl2 + 3NO + MeOH + B → [FeCl2(NO)2]
−

+ MeONO + BH+ (
B = NEt3,F

−)

A two-stage procedure of this two-step reaction sequence thus accelerated the
formation of the final product. An UV–vis (Fig. 8) and an in situ IR study (Fig. 9)
were used to demonstrate this: first, ferrous chloride tetrahydrate was reacted rapidly
in methanol with NO to the respective greenish MNIC and small amounts of DNIC
only. In the second step, the addition of base resulted in the immediate increase of the
reddish DNIC solutions and its signals with a decrease of the MNIC peak (Fig. 7).

To support the development of the MNIC intermediate, chloride or bromide salt
was introduced. In the latter case aqueous solution of hydrobromic acid (ca. half a
mole per mol iron) was added.

The isolation of pure material succeeded and crystallisation of chlorido- and
bromido-DNIC yielded reliable X-ray data sets (Fig. 10). The bonding and
spin situation in the [FeCl2(NO)2]− ion resembles the results for the MNIC.
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Fig. 7 Transformation from ferrous educt to MNIC and DNIC

Fig. 8 UV–vis: c(Fe2+) = 5 mM, d = 1 cm; transformation from MNIC to DNIC after addition
of base

Fig. 9 In situ-IR: c(Fe2+) = 20 mM; transformation from MNIC to DNIC after addition of base
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Fig. 10 Left: The molecular structure of the anion in crystals of NMe4[FeCl2(NO)2] (50% ellip-
soid probability). Orthorhombic, Pbcm. Distances (in Å): Fe1–N1 1.709(2), N1–O1 1.146(2),
Fe1–C1 2.2797(8), Fe1–Cl2 2.2751(7). Angles (in degrees): Fe1–N1–O1 160.8(2), N1–Fe–N1i

108.30(8), C1–Fe1–Cl2 107.41(3). Right: The structure of the anion in red-brown crystals of
PPN[FeBr2(NO)2] (50% ellipsoid probability). Triclinic, P1. Distances in Å: Fe1–Br1 2.4108(4),
Fe1–Br2 2.4173(4), Fe1–N1 1.707(2), Fe1–N2 1.723(2), N1–O1 1.145(2), N2–2 1.099(3). Angles
(in degrees): Fe1–N1–O1 162.73(18), Fe1–N2–O2 166.34(18), N1–Fe1–N2 112.26(9), Br1–Fe1–
Br2 109.12(1). Copyright Wiley–VCH Verlag GmbH & Co. KGaA. Reproduced with permission
from [36]

The MNIC/DNIC reaction system was selected by our engineer partners for a
closer inspection since the competitive-consecutive reaction pattern allows the detec-
tion of two different complexes in the NO bubble wake. One important prerequisite
is the formation velocity of the two products, MNIC and DNIC, which shouldn‘t
differ too much. In a detailed kinetic study based on absorbance maxima of MNIC
and DNIC (Fig. 8), in collaboration with the Schindler group, stopped-flow methods
were applied and activation parameters could be obtained. It was observed that the
rate constants for formation ofMNIC, kobs = 5.0 · 105 s−1 andDNIC, kobs = 6.5 · 10−4

s−1 atT =20 °Cdiffer by a factor of 109.[41]. Thus, the reaction rates differ by a factor
of 109. This huge difference is most likely caused by the required electron transfer
during the reaction of MNIC to DNIC (Fig. 7). The mononitrosyl iron complex of
{FeNO}7 type turns into a {Fe(NO)2}9 species, where the latter had received two
electrons. Two NO, one as a ligand and one as a reducing agent, contribute one elec-
tron each. The resulting NO+ binds to methanolate forming methylnitrite. However,
the slow ‘second’ reaction to DNIC makes it impossible to detect this product within
the wake of a NO bubble. Furthermore, the concentrations are limited to 5mM, when
adding the base at the start of an attempted DNIC formation.

An acceleration of the DNIC formation was achieved when the reducing agent
NO was substituted by iodide salt. With ferrous chloride as a starting material and
tetraethylammoniumiodide as an iodide source, first experiments showed that the
reaction in methanol produces DNIC on a faster scale with kobs = 0.04 s−1 (T = −
20 °C) [42] according to the proposed reaction mechanism:

MNIC Formation:

FeCl2 + MeOH + NO → [FeCl2(MeOH)(NO)]
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DNIC Formation:

[FeCl2(MeOH)(NO)] + 3/2NEt4I →
NEt4[FeCl2(MeOH)(NO)] + 1/2NEt4I3

NEt4[FeCl2(MeOH)(NO)] + NO →
NEt4[FeCl2(NO)2] + MeOH

Total:

FeCl2 + 2NO + 3/2NEt4I → NEt4[FeCl2(NO)2] + 1/2NEt4I3

A fourfold amount of the iodide salt was found to be adequate in terms of velocity.
The formation of the triiodide ion seems to support the reaction. Further analytical
and kinetical measurements are currently underway.

No chloride salt was added to decrease the share of the stable [FeCl3(NO)]−
ion. Instead, [FeCl2(MeOH)(NO)] might develop. We tested the addition of ascorbic
acid, since it reduces triiodide to iodide and clears the UV–vis spectra in the near UV
region. But as a potential ligand it might complicate the reaction process, thus we
abstained from using it. The reaction process can bemonitored by in situ IR (Fig. 11),
since we could raise the starting concentrations to a maximum of 75 mM. The result
shows the initial formation of MNIC which transforms rapidly into DNIC.

1719 1779

MNIC 
1791 

DNIC 
Addition of NO

Fig. 11 In situ-IR 3D spectra of reaction: c(FeCl2) = 29 mM, 4Äq NEt4I in MeOH, T = -20 °C
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4 Structure and Bonding of Nitrosyl–iron(II) Compounds
with Aminecarboxylato Co-Ligands in Aqueous Solution

In the 1980s, aminecarboxylates were introduced into the field of {FeNO}7(S =
3/2) complexes, motivated by the idea of using the enhanced FeII–NO binding by
aminecarboxylato co-ligands for the development of agents suitable for the removal
of NO from power-plant flue-gas streams [43].

The data collected in this period indicated that the stability of the FeII–NO bond
highly depends on the chelate used in the complex.

Later, the body of spectroscopic, kinetic and thermodynamic data on aqueous
solutions of aminecarboxylate-supported ferrous nitrosyls was completed compre-
hensively in a series of publications by the van Eldik group [44–46]. The authors
state that a higher stability of the Fe–NO linkage in the presence of multidentate
aminecarboxylate co-ligands is correlated with a higher trivalent character of the
central atom.

The lack of information in solid state may lead to many unproven suggestions. No
species had been crystallised from an aqueous solution so far. Accordingly, no crystal
structure was available that showed aqua co-ligands. We highlight the significance
of both aspects—the isolation of hydrolytically stable quartet-{FeNO}7 species, and
the accompanying presence of aqua and nitrosyl ligands.

The importance may become clearer when confronting with published attempts
to model the so-called facial triad (two histidine and one carboxylate ligand) of
mononuclear non-heme iron oxygenases by aminecarboxylate ligands. Due to lack
of structural data advanced EPR technology need to be used to elucidate the structure
of the aminecarboxylate-aqua-{FeNO}7 model compounds [17].

4.1 First Part: Less Stable Compounds

The aim of this section is to increase the knowledge of the structural chemistry of
octahedrally coordinated quartet-{FeNO}7 centres [47].We use the stability criterion
to organise the results. The first part is restricted to co-ligands which lead to aqueous
solutions of limited NO-binding capability as detected by simply bubbling an inert
gas such as argon through the respective solution. All solutions described in this
first part lose nitric oxide during this procedure. Hence, the dark greenish {FeNO}7

centres turn to almost colourless co-ligand–iron(II) complexes in the course of the
experiment. With respect to this test, stable solutions are the focus of the second part.

Figure 12 illustrates the different co-ligands and where crystallization was
successful. In their dianionic form they all serve as tridentate chelators.

Figure 13 displays the synthetic route employed for the preparation of the quartet-
{FeNO}7 compounds: FeSO4 reacts in aqueous solution with nitric oxide and one
equivalent of iminodiacetic acid (H2ida) or its derivatives to yield dark green solutions
of 2. Under inert gas conditions these solutions are stable for several months at room
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Fig. 12 The dibasic parent acids of chelating ligands used for the synthesis of the quartet-{FeNO}7

compounds of this work

Fig. 13 Procedure for the synthesis of the quartet-{FeNO}7 compounds 2

temperature. In contact with air they show their instability and decompose within
several hours. By the diffusion of acetone into the solutions, we obtained black-green
crystals of 2, suitable for X-Ray diffraction analyses. The dried solid compounds are
stable against oxygen and moisture.

Crystal-structure determination revealed the octahedral coordination of the iron
central atom for all compounds 2 (Fig. 14). They are unique as they are the first
crystalline {FeNO}7 compounds with aqua ligands. The chelating ligands coordinate
either facially (2a) or meridionally (2b). Nitric oxide coordinates in a slightly bent
fashion trans to the central hetero atom of the chelate ligand.The remaining positions
are occupied by aqua ligands which support a three-dimensional hydrogen-bond
network that connects the complex units. With Fe–NNO distances between 1.76 and
1.80 Å, N–O distances between 1.09 and 1.17 Å and Fe–N–O angles between 148°
and 171°, the compounds 2match the crystalline quartet-{FeNO}7 compounds with
octahedral coordination, known to literature [48–51].

Compounds 2 feature slightly bent nitrosyliron moieties with Fe–N–O angles
between 148° and 171°. IR and UV–vis spectroscopy show the vibration/absorption
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Fig. 14 Left: Themolecular structure in crystals of [Fe(H2O)2(ida)(NO)] (2a) (50% ellipsoid prob-
ability). Orthorhombic,Cmc21. Right: The molecular structure in crystals of [Fe(H2O)2(NO)(oda)]
(2b). Orthorhombic, Aba2. O1 is disordered. Copyright Wiley–VCH Verlag GmbH & Co. KGaA.
Reproduced with permission from [47]

Table 2 IR- and UV-vis data of compounds 2a and 2b

Compound ν(NO)/cm−1 λ/nm

2a 1772 340 414 459 618 692

2b 1799 340 407 459 571 693

bands collected in Table 2 which also match the widely published results for
octahedrally coordinated quartet-{FeNO}7 compounds [47].

The magnetism of 2a was determined by SQUID magnetometry. Using Eq. (1),
the magnetic moment μeff was calculated for μeff = 3.95 μB. This value lay in the
expected range for quartet compounds with the spin-only value of μs.o. = 3.88μB.

μeff =
√

3kBχmT

μ0NAμ2
B

(1)

μs.o. = 2
√
S(S + 1) (2)

We carried out quantum-chemical calculations, based on DFT and CASSCF
methods to gain insight into the electronic properties of compounds 2. In partic-
ular, we attempted to evaluate the oxidation state of the iron central atom and the
nitrosyl ligand. Various theoretical and spectroscopic studies have been published
on this issue. Most of them describe either a high-spin FeIII/3NO– or a high-spin
FeII/2NO [47] couple with antiferromagnetic Fe–NO coupling in both cases.
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Fig. 15 HOMO of 2a
Copyright Wiley–VCH
Verlag GmbH & Co. KGaA.
Reproduced with permission
from [47]

In terms of theX-ray-derived data for 2, the best agreement between calculated and
experimental data was achieved using the def2-TZVP basis set [52], the dispersion-
corrected functional B97-D [53] and the D-COSMO-RS solvation model [54] to
account for the hydrogen-bondnetwork in the crystal structures.All calculationswere
performed using spin-unrestricted open-shell systems with three unpaired electrons.

The electronic description of the Fe(NO) moiety is the same for all compounds 2
and is influenced minimally by the different chelating ligands. Figure 15 illustrates
the HOMO between Fe and NO of 2a. The Fe–NO interaction is again dominated
by the coupling of two spin-down NO-π* orbitals with the symmetrically matching
Fe-dxz and Fe-dyz spin-up orbitals. The orbitals possess a 30–40% Fe-d character, up
to a 2% Fe–p character and a 50–60% NO-π* character.

A broken-symmetry approach supports the view of a largely covalent Fe–NO
bond. Using the Yamaguchi formula, coupling constants in the range of 2205–
2318 cm−1 and overlap integrals Sαβ between 0.82 and 0.84 were obtained for the
compounds 2. Both parameters indicating with a high probability normal bonds in
terms of bond energies and α/β overlap. [55].

Focussing on charges on the iron atom and the nitrosyl ligand, we performed a
Mulliken population analysis (MPA) and a natural population analysis (NPA) using
the fragments NO and FeIIL (L = all ligands but NO) resulting in Fe-to-NO charge
transfer of −0.04 and −0.03 for the α and the β regime, respectively. In agreement
with these small numbers, the population analyses resulted in an approximately
neutral nitrosyl ligand and a spin density close to unity (Table 3).

CASSCF calculations for 2a with an active space of 9 electrons in 13 orbitals
were performed also, corresponding to the DFT results. The bonding interactions
of the NO-π* orbitals with Fe-d orbitals are occupied each with two electrons and
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Table 3 MPA and NPA analysis on 2

Charge Spin

Fe NO Fe NO

MPA 0.57 0.07 3.57 − 0.93

NPA 1.35 − 0.06 3.51 − 0.91

All values are elementary charges

Table 4 Mulliken population
analysis on the CASSCF
calculations of 2a. All values
are elementary charges

Fe NO

Charge 1.12 −0.03

Spin 3.49 −0.55

the remaining Fe-d orbitals are occupied each with one unpaired electron. A strong
contribution of excited states is also reflected in the occupation numbers: the Fe–NO
π bonding orbitals are occupied by 1.71 electrons, their antibonding counterparts by
0.28 electrons.

As shown in Table 4, a Mullikan analysis on the CASSCF calculations assigns a
more positive charge to the iron atom than the DFT calculations do (compare Table
3), but leaving the charge on the nitrosyl ligand as 0. The spin densities on the nitrosyl
ligand (β spin) and the iron atom (α spin) are reduced.

In a different approach to analyse the results of the CASSCF calculations, the
orbitals of the active space were localised to yield 10 iron orbitals and 3 NO orbitals.
The oxidation state of each configuration-state function was taken as the sum of the
occupied localised orbitals [37]. The interpretation shows, in terms of the Radon
methodology: at 66% the dominant oxidation state of the iron atom is + II. The
oxidation state+ III accounts for 25%, the remaining 9% correspond to the oxidation
state + I. However, note the more stringent oxidation-state treatment in the last
section.

Comparing the experimental iron-ligand atomic distances of compounds of 2
with their nitrosyl-free FeII and FeIII analogues shows the parameters of the nitrosyl
complexes are close to those of FeII.

4.2 Second Part: Stable Compounds

Using ligands with a denticity four and higher produces stable {FeNO}7 species. By
bubbling argon through complex solution, the dark browncolour stays dark indicating
that the complex keeps nitric oxide; they even resist vacuum.

Dark green quartet-{FeNO}7 compounds with ligands (Fig. 16) were synthesised
from ferrous sulfate heptahydrate and sodium or potassium hydroxide with the free
acid of the aminecarboxylato co-ligand and nitric oxide gas in aqueous solution. [56].
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Fig. 16 Aminecarboxylato co-ligands: ethylenediamine-N,N ′-diacetate (edda), nitrilotriac-
etate (nta),N,N ′-bis-(2-hydroxyethyl)-ethylene-diamine-N,N ′-diacetate (bhedda), ethylenediamine
tetraacetate (edta) and N-hydroxyethyl-ethylenediamine-triacetate (hedtra)

Crystallisation succeeded by the diffusion of acetone or ethanol into the aqueous
solutions.

In this ligand row edta seems to be the most important co-ligand. On a technologi-
cally applicable level,manymost recently published investigations on theBioDeNOx
process, a flue gas process, including the CABR method (chemical absorption—
biological reduction) rely on edta [57–60]. In the field of basic research it should
be noted that the molecular structure of the tentative [Fe(edta)(NO)]2− species was
merely assumed when starting computational approaches, mostly on the basis of the
heptacoordinate [Fe(edta)(H2O)]2− parent species prior to NO bonding [61]. The
potentially hexacoordinate edta ligand formed {FeNO}7 solutions of pronounced
stability towards NO loss on stripping with argon. Starting with an equimolar solu-
tion of ferrous salt and approximately half-neutralised ethylenediaminetetraacetic
acid, a coordination polymer with higher Fe:edta molar ratio than supplied formed
over a prolonged period of time.

Figure 17 shows the structure of the nitrosyl-containing monoanions (3) in crys-
tals of [Fe(H2O)2{Fe(NO)(Hedta)}2]n/n. A carboxymethyl function is dangling and
results in a pentadentate Hedta ligand, leaving a coordination site for nitric oxide,
which is bonded trans to an edta-nitrogen atom.

It should be noted that, in the crystalline state, the NO-free precursor complex
[FeII(edta)(H2O)]2− is hepta-coordinate as is the FeIII analogue [62]. This shows
the sterical demand of NO. The distance of Fe–NO is 1.76 Å, forcing a carboxyl
entity being uncoordinated, whereas the distance of Fe–OH2 is 2.27 Å allowing
heptacoordination.

The edta complex crystallises as a coordination polymer. Two-dimensional
building blocksmade up by diaquairon(II) cations instead of the attempted potassium
counterions and anions 3 form layers along [001]. Within the 2D-blocks, a square
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Fig. 17 The molecular
structure of
[Fe(edtaH)(NO)]− (3)
monoanions in crystals of
[Fe(H2O)2(3)2]n/n (50%
ellipsoid probability).
Monoclinic, P21/a.
Distances (in Å): Fe1–N1
1.763(2), Fe1– O2 2.055(2),
Fe1– N3 2.241(2), Fe1– 2
2.196(2), Fe1– O3 2.069(2),
Fe1– O4 1.999(2), N1−O1
1.158(2). Angles (in
degrees): Fe1−N1−O1
148.8(2), N1−Fe1−N2
168.53(7) Copyright
Wiley–VCH Verlag GmbH
& Co. KGaA. Reproduced
with permission from [56]

net of [Fe(H2O)2]2+ building units was connected via iron–carboxylate contacts to
a square anion assembly above and a square anion assembly below, resulting in the
AB2-type stoichiometry of the compound.

The mother liquor of the [Fe(H2O)2(3)2]n/n species should exhibit fairly acidic
conditions to support the dangling non-deprotonated carboxymethyl function. As
the pH-range before NO absorption lay between 3 and 6, pH values of about 4–6
were measured after the reaction with NO. As a matter of fact, all solutions showed
slightly acidic conditions. The use of buffers is avoided in our experiments due to the
pronounced tendency of buffer components to crystallise and its potential tendency
to act as a ligand.

The formation of the {FeNO}7(S = 3/2) compounds in solution was traced by IR
andUV/vis spectroscopy. The obtained solution data agreedwith those data collected
on the crystalline compounds. As in the case of the less stable aminecarboxylate
complexes, the IR and UV–vis data (Table 5) match published results for octahedral
{FeNO}7(S = 3/2) complexes. Similar results were achieved for the {FeNO}7(S =
3/2) complexes with the ligands edda, nta and bhedda.

Table 5 IR- and UV-vis-spectroscopic data of 3; sol: the mother liquors; cry: solid-state
measurements on crystals

ν(NO)/cm−1 (sol) ν(NO)/cm−1 (cry) λ/nm (sol) λ/nm (cry)

3 1777 1781 342, 435, 634 432, 623

The absorption maxima given in the cry columnwere determined fromKubelka–Munk transformed
reflectance spectra [63]
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4.3 Stability of the Fe–NO Linkage in Aqueous Solution

The molecular structures reveal a short Fe–NO σ/π interaction (compare the typical
1.78 Å Fe–N distance with the 2.27 Å Fe–Oaq distance in the heptacoordinate educt
complex) leading to a considerable sterical demand of NO. Thus, the reaction of
the [FeII(edta)(H2O)]2− educt to the anion [Fe(edtaH)(NO)]− of the product goes
along with a decrease of the coordination number from seven to six despite the fact
that one of the chelating ligand’s functional groups dangles. Obviously, an aqua
ligand is sterically less demanding than a nitrosyl ligand. Accordingly, the molecular
structures depicted in this section show the nitrosyl ligand in an environment of
co-ligating atoms that are bent away from the NO group. In agreement with these
rules, six-membered chelate rings which push the equatorial atoms towards the NO
hemisphere result in unstable FeNO moieties [44].

What are the reasons for the different stabilities observed for the FeNOcompounds
with five-membered chelate rings? One aspect, that has to be considered, deals with
the aqueous equilibria.With co-ligands of small denticity, the higher residual concen-
tration of the less stable [Fe(H2O)5(NO)]2+ species (see Sect. 2) in solutions of less
stable co-ligand–iron(II) complexes seems responsible for the loss of NO from solu-
tions exposed to an inert-gas stream, merely by the decomposition of the aquated
species followed by equilibrium readjustment.

Figure 18 summarises the relevant equilibria for the edta co-ligand. The edta
containing species are rather stable (lgβML = 14.94 at 0.1 mol L−1 ionic strength
[64]), hence the dominant left-hand side of Fig. 18 allows for onlyminor quantities of
both aqua species. Replacing the multidentate edta ligand by the tridentate ida as an
example of a less supportive ligand results in a lower stability of the amincarboxylate
complex by ten orders (lgβML = 5.45 at 1mol L−1 ionic strength [65]). In this ligand’s
solutions, the less stable complex causes higher amounts of residual aqua complex
and after NO absorption, and on continuous readjustment of the solution equilibria
a higher amount of the markedly instable aqua ion [Fe(H2O)5(NO)]2+ results.

The second aspect deals with structural parameters. They support the suggestion
that the Fe–NO stability is correlated to the higher weight of the trivalent state of
the central metal atom. It was found, that the mean metal–co-ligand distance with
and without bonded nitric oxide mirrors the central atoms’ valence state [47]. In

Fig. 18 Equilibria in aqueous FeII/edta/NO solutions
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terms of Radon’s methodology, the stable complex with anion [Fe(edtaH)(NO)]−
show a one half contribution of the ferric state FeIII(NO−), whereas the metal–co-
ligand distances of [Fe(H2O)5(NO)]2+ ion indicating a pure ferrous state FeII(NO0)
for this least stable nitrosyl derivative [37, 56]. These results seemed to be typical
for the class of aminecarboxylate-supported and, generally, anion-supported quartet-
{FeNO}7 centres.

For stable FeNO complexes both criteria have to be met at the same time, well-
suited aqueous equilibria in the sense of Fig. 18 and a considerable weight of the
ferric state.

In terms of stability it is interesting to compare the FeNO compounds with ligands
edta and hedtra. As the crystal structure shows, NO-binding required one edta func-
tion to dangle. NO was thus the competitor to a reliably ligating function which,
moreover, was part of a chelate. Obviously, a hemilabile function would perform
better in terms of stable NO coordination. Hedtra proves this assumption, since this
ligand was derived from edta by replacing one carboxymethyl by a hydroxyethyl
function, supported NO binding best in van Eldik’s survey.

5 The ‘Non-Innocent’ Nitrosyl Ligand and the Challenge
of IUPAC’s Oxidation-State Assignment

The nitrosyl ligand is the prototypic example of a so-called ‘non-innocent’ ligand—a
subject that was dealt with by Jørgensen who attributed innocence to a ligand if it
allowed the unambiguous assignment of the central metal’s oxidation state (OS) [66].
According to IUPAC the OS is the charge of an atom or a molecular fragment after
the ionic approximation (IA) of its heteronuclear bonds. The IA may be extracted
from the mixing coefficients of molecular orbitals by assigning the electron pair in
question to the atom with the major contribution to the bond and the minor to the
antibond [67]. In the case of a nitrosyl–metal fragment, the focus lies on the two
interactions of the M–(NO-π*) bonds, the M → NO+ backbond and the M ← NO−
donor-bond scenario.

In order to get more insight into the examination of the OS, we report
three isostructural nitrosylmetallates yielding from the interaction of nitric oxide
and a special class of low-coordinate bis(diolato)metallates, the tetracoordinate
bis(perfluoropinacolato)metallates [M(fpin)2]2− of chromium(II), cobalt(II) and
iron(II), with the focus on the latter (Fig. 19).

The reaction proceeded through the coupling of the NO’s unpaired spin to one of
the spins of the high-spinmetal centres (in the iron case: d6-FeII).After crystallisation,
the S = 3/2 compound (NHEt3)2[Fe(fpin)2(NO)], a quartet-{FeNO}7 species, is
obtained. For the other structures see reference [68].

The reddish brown iron compound 4 (Fig. 20) exhibits with its O-only coordi-
nation in the co-ligand part a relation to the [Fe(H2O)5(NO)]2+ parent aqua species.
Accordingly, 4 shares propertieswith the aqua ion such as the repulsion of the nitrosyl
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Fig. 19 The reaction of tetracoordinate perfluoropinacolatometallates with nitric oxide (M = Cr,
Co, Fe)

Fig. 20 Ortep plot of the [Fe(fpin)2(NO)]2− anion (4), 50% ellipsoid probability. Monoclinic,
P21/c. Distances in Å and angles in °: from Fe1 to: N1 1.757(2), O2 1.943(1), O3 2.042(1), O4
1.953(1), O5 2.058(1); N–O 1.149(2); Fe–N–O 168.5 (2)

ligand’s N-centred lone pair and the singly populated Fe-d(z2) orbital (Fig. 3) which
makes the Fe–N bond about 0.1 Å longer than the Cr–N distance of the isostructural
chromium product, and gives the nitrosyl ligand its typical tilt.

As in the FeNO-adducts presented in this article, the analysis of frontier orbitals
of 3 show a largely covalent nature. In order to perform the IA reliably, a vali-
dated method instead of the mere inspection of MOs was required. For this task, the
effective-oxidation-state (EOS) method was applied [69] showing the impact of spin
polarisation onto the OS. The EOS method results that the α-part of each bond pair
falls to the metal, and the β-part to the ligand. In total, the IA of the individual spins
allocates both β spins of the two π-bonds to NO+ which, thus, turns into NO−.

Figure 21 gives the results of the IA procedures for 4 and 1. The sketch shows the
electron allocations in thewinner-take-all scenario of anOS assignment. The quartet-
{FeNO}7 compounds show a distinct α/β spread which is driven by three excess
spins with the result that only the minority spin is found in covalent interaction—be
it ligand- or metal-centred—with the majority spin at the metal (‘β-covalence’).
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Fig. 21 A sketch of the
various scenarios to find an
electron right of the M–NO
bond’s 50%-NO-character
threshold, thus falling to NO
on IA. All electron pairs are
part of M–NO-π-bonds

Despite the close similarity between 4 and the parent aqua species 1, the EOS
analysis end up with a FeIII(NO−) case for 4 but for the aqua species with FeI(NO+).

In conclusion, the nitrosyl ligand’s ‘non-innocence’ stems from a property of the
two occupied Fe–NO bonds of the frontier-orbital region, which always imposes a
problem in the OS framework: they are largely covalent. Thus, small shifts in the
actual charge distribution within a bond close to the 50% threshold make the OSs
jump up to four units (for more examples see [68]).
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Formation, Reactivity Tuning
and Kinetic Investigations of Iron
“Dioxygen” Intermediate Complexes
and Derivatives in Multiphase Flow
Reactions

Andreas Miska, Pascal Specht, Markus Lerch, and Siegfried Schindler

Abstract A dinuclear iron complex system had been developed that is capable to
activate dioxygen in the protic solvent methanol forming a peroxido complex that is
stable for a few seconds at room temperature. A full kinetic analysis of this reaction
could be performed using stopped-flow techniques and furthermore by applying a
SuperFocus mixer. Formation of the peroxido complex could be followed either by
UV/VIS absorbance or by fluorescence. A reaction kit was developed that allowed
to start with an air stable iron(III) complex that could be activated by reducing it
with ascorbic acid prior to the reaction with dioxygen several times without decom-
position of the complex. This reaction could be furthermore observed in bubbly flow
columns. However, so far, the reaction rates were not in the necessary timewindow to
perform accurate measurements. Ligand modification allowed to increase the solu-
bility of the starting material to such an extent that it was possible to react it in
water. Unfortunately, under these conditions the peroxido complex was not detected
anymore. Still, from the results of this work, it seems likely that the iron system
described herein can be further optimized to make it work as an oxygenation catalyst
in aqueous solutions.

1 Introduction

Selective catalytic oxygenations of organic substrates are very important in chemical
industry (e.g. oxidation of cyclohexane to so called KA oil, a mixture of cyclohex-
anol/cyclohexanone, for the synthesis of adipic acid, a precursor for the production of
nylon) [1, 2]. Furthermore, these reactions are of high interest in the field of bioinor-
ganic/coordination chemistry [3, 4]. Oxidants such as hydrogen peroxide usually are
not selective and follow a radical pathway (e.g. Fenton type chemistry), often leading
to a mixture of products [5]. Reactions with dioxygen on the other side can cause
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Fig. 1 Reaction of dioxygen
with methane

complete combustion once the oxidation process has been started. For example, it
is easy to burn methane, ending up with carbon dioxide and water: CH4 + 2 O2 →
CO2 + 2 H2O. However, it seems to be sheer impossible to stop this reaction right at
the stage of a formed intermediate, such as methanol (due to needing less activation
energy for each oxidation step; a downhill reaction in the energy profile), according
to Fig. 1. This is unfortunate in so far because methanol has a much higher value
in comparison with methane and could be used in many ways (liquid fuel for direct
combustion or in fuel cells etc.) [6].

In contrast the metalloenzyme methane monooxygenase (MMO) with either iron
or copper ions in the active site is accomplishing this perfectly well under ambient
conditions [7, 8]. In that regard it is promising to model the active site of metalloen-
zymes using low molecular weight (iron or copper) complexes to perform similar
chemistry in the lab but especially in industry [9, 10]. Similar to the natural systems it
would be preferable to perform oxygenation reactions in aqueous solutions using air
as the sole oxidant. Working with air/dioxygen as an oxidant in organic solvents on
an industrial scale always carries the danger of fire or explosions. Therefore, based
on previous experience efforts were undertaken to develop a complex system that
could be handled easily and be optimized for selective oxidations in protic solvents
using air as the only oxidant.

2 O2 Activation

Dioxygen needs to be activated to react with an organic substrate (due to different
spin states: triplet dioxygen and singlet organic molecule) [11]. Different metal
“dioxygen adduct” complexes can form as active species when low valent metal ions
are reacted with dioxygen (see also Chapter “Control of the Formation and Reaction
of Copper-Oxygen Adduct Complexes in Multiphase Streams” on dioxygen activa-
tion with copper complexes by Herres-Pawlis and co-workers). The first complex in
this series is a so called, end-on superoxido complex that in consecutive reactions can
form further active complexes such as e. g. an end-on or a side-on peroxido complex
(Fig. 2, M here stands for either iron or copper).

An end-on superoxido complex usually is extremely labile and can only be “cap-
tured” briefly (detected spectroscopically) at low temperatures. However, providing
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Fig. 2 Reaction of metal
complexes with dioxygen
(ligands and charges are
omitted)

Fig. 3 Abbreviations of ligands (M = Cu or Fe)

an optimized ligand environment (sterically demanding ligand to avoid consec-
utive reactions and electronically stabilizing the whole system) it was possible
previously to structurally characterize an end-on superoxido copper complex [12].
Furthermore, it was observed that this complex, [Cu(TMG3tren)]+ (TMG3tren =
tris(tetramethylguanidino)tren, Fig. 3), can react reversibly with dioxygen without
decomposition.

Applying the sterically less demanding tripodal ligands Me6tren (= tris (2-
dimethylaminoethyl)amine) or tmpa (= tris (2-pyridylmethyl)amine), Fig. 3, the
corresponding copper superoxido complexes could be observed only briefly spec-
troscopically (as discussed above) using low temperature stopped-flow methods.
Investigations using low temperature stopped-flow methods are extremely useful for
detecting such short-lived intermediates because they allow to follow their formation
down to temperatures of T = –90.0 °Cwith UV/VIS spectroscopy and reaction times
of milliseconds [3, 13, 14]. Usually iron or copper “dioxygen adduct” complexes are
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intensively colored (characteristic charge transfer bands) and (often in combination
with Raman and/or IR spectroscopy) can be easily assigned with a molecular struc-
ture description. Furthermore, with these measurements detailed kinetic data can be
obtained that allow to propose a reaction mechanism for the interaction of low valent
metal complexes and dioxygen [15].With both ligands (L=Me6tren or tmpa, Fig. 3)
the dinuclear copper peroxido complexes [LCu-O–O-CuL]2+ were prepared at low
temperatures and could be structurally characterized [16, 17].

The tripodal ligand tmpa was applied in iron chemistry as well (here it is abbre-
viated as tpa) and an iron(III)-bis-μ-oxido complex had been investigated in detail
in the past [18–20]. This diamond core system had been suggested to take part in
methane oxidation in the active site in iron-based MMO [21, 22]. More recent work
proposes a likely mechanism for the full reaction cycle [23]. In contrast to copper,
so far no end-on iron superoxido complex (non-heme systems) could be stabilized
enough to allow crystallographic characterization. On the other side iron(IV) oxido
complexes by now can be obtained quite easily [3, 24–27] while it is still unclear if
a mononuclear copper(III) oxido complex can exist at all.

Quite surprisingly, a few copper complexes with tripodal ligands, including the
copper tmpa complex could be stabilized as solid copper peroxido complexes that
proved to be capable to catalytically oxidize toluene to benzaldehyde [17]. However,
so far efforts to take this system from the lab bench to a larger industrial setup did
not work out. Currently work is in progress to immobilize these complexes (e.g.
on silica) to use them as heterogeneous catalysts. Furthermore, investigations in the
past on the reaction of some copper amine complexes with dioxygen in water did
not allow the observation of any “oxygen” adduct complexes at all [28].

The iron complex [Fe(bztpen)Cl](ClO4)2 (bztpen = N-benzyl-N,N ′,N ′-tris(2-
pyridylmethyl)-1,2-ethylenediamine, Fig. 3) can be reacted with hydrogen peroxide
to form a hydroperoxido or side-on peroxido complex (addition of base is necessary)
[29] and furthermore an iron(IV) oxido complexwith iodosobenzene [30]. In contrast
to our expectations we did not find a way to use dioxygen for the oxidation of the
iron(II) bztpen system that excluded it from further study in that regard. In contrast it
undergoes a clean reaction with nitrogen oxide, NO, and the product complex could
be characterized structurally [31]. NO is related to dioxygen (one electron less with
NO being a mono radical, dioxygen a diradical) and has been used previously as a
“substitute” for dioxygen to learn more about the binding situation if reactions with
dioxygen are not well suited for the investigation [32]. Recently we performed a
kinetic study on the reaction of [Fe(bztpen)(CH3CN)](OTf)2 with NO in methanol
[33]. The reaction turned out to be first order in complex as well as in NO concentra-
tion and from the activation parameters of �H‡ = +17.8 ± 0.8 kJ mol−1 and �S‡

= −181 ± 3 J K−1 mol−1 an associative mechanism has been postulated.
Stabilization and crystallographic characterization of iron “dioxygen adduct”

complexes has been a challenge for a long time. So far, still only a few crystal
structures have been reported. An interesting ligand system (Fig. 3) had been devel-
oped in the past to provide alkoxy bridged dinuclear iron complexes that are reac-
tive towards dioxygen. These complexes can be regarded as model compounds for
hemerythrin, an oxygen carrier protein that is found in some worms. As it turned out
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these complexes proved to be quite useful in test reactions for bubbly flow columns
and will be described in detail below.

3 The Iron HPTB System

3.1 General Aspects

It is definitely not easy to find/develop a chemical reaction system that can be applied
for the investigation of the reaction with a gas, here dioxygen, in an industrial setup
of bubbly flow columns. Some of the challenges are summarized here:

• Effective synthesis of the starting material in larger amounts, good yields and
inexpensive chemicals

• Application of the compounds should be easy and should not require handling by
an expert

• Recycling/regaining of the active species should be possible, decomposition
should be minimal

• The reaction has to take place in a correct time window (kinetics needs to fit here)
to allow observation of the progress of the reaction using different techniques for
detection (UV/VIS spectroscopy, fluorescence measurements etc.)

• Mixing dioxygen with volatile solvents presents a high risk of fire and/or explo-
sions. Therefore, it would be desirable to perform the oxygenation reactions in
aqueous solutions.

In Sect. 2 some of efforts are described to deal with these challenges to find a
suitable copper or iron complex system. While these were not successful (in regard
to these requirements) we learned from our own research and in combination with
results reported in the literature that the iron HPTB system (Fig. 3) seemed to be
suitable to at least partially fulfill the requirements.

3.2 Previous Investigations on the Iron HPTB System

Dinuclear iron complexes with the general ligand type shown in Fig. 3 have
been investigated in great detail with regard to modeling metalloproteins such
as e. g. the oxygen carrier hemerythrin [34–36]. Especially the dinuclear iron(II)
complex [Fe2(R-HPTB)(X)2Y]n+ (Fig. 4) with the ligand Et-HPTB (R = Et;
Et-HPTB = N,N,N ′,N ′-tetrakis(2-(1-ethylbenzimidazolyl)methyl)-2-hydroxy-1,3-
diaminopropane) proved to be quite useful in this aspect. It reacts with dioxygen
to form a dinuclear iron peroxido complex that could be structurally characterized
[37].
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Fig. 4 The iron(II) R-HPTB complex (Fe2(R-HPTB)(X)2Y]) with R = H or Et, X = NO or Cl−,
Y = benzoate or Cl−

Kinetic studies were performed on this reaction in nitrile solvents by using low
temperature and high pressure stopped-flow techniques [34]. Simple first order
behavior was observed for both complex as well as for dioxygen concentration (rate
law: d[Fe(II) complex]/dt = k × [Fe(II) complex] × [O2]) and activation parameters
were calculated to �H# ≈ 16 kJ mol−1 and �S# ≈ −120 J mol−1 K−1. Together
with the measured activation volume of�V# = –12± 0.9 cm3 mol−1 (at T = 20 °C)
an associative mechanism could be proposed. No intermediates could be detected
spectroscopically. The peroxido complex is labile and decomposes quite rapidly after
its formation at room temperature (in less than a few seconds).

Alternatively, the same peroxido complex could be obtained by reacting corre-
sponding iron(III) complexeswith hydrogen peroxide inmethanol [38]. Furthermore,
it was possible using the iron(III) complex [Fe2(H-HPTB)(NO3)2(µ–OH)](NO3)2
together with hydrogen peroxide to oxidize alkanes (in the presence of certain amino
acids), however, in bad yields [39].

3.3 Investigations on the Iron HPTB System

3.3.1 Stopped-Flow and SuperFocus Mixer Measurements

As described above it is usually not possible to investigate dioxygen binding to
copper or iron complexes in protic solvents (such as methanol) due to the formation
of hydrogen peroxide (or decomposition reactions). This is a less interesting reaction
because then it is unlikely to observe “dioxygen adduct” complexes as intermediates.
Furthermore, it would suggest that hydrogen peroxide could be used from the begin-
ning for any kind of oxidation/oxygenation reaction. However, it should be noted that
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it might be possible to use such a reaction to synthesize hydrogen peroxide directly
in solution from dioxygen/air for special applications.

The observation, as described above, that the iron peroxido complexes with the
HPTB ligand system could form in methanol when iron(III) complexes were reacted
with hydrogen peroxide suggested that it also should be possible to observe formation
of these complexes starting from corresponding iron(II) complexes and dioxygen
[38]. This was confirmed first in benchtop experiments followed by a detailed kinetic
study using low temperature stopped-flow methods [40]. Due to solubility problems
the ligand H-HPTB was applied instead of Et-HPTB. Reacting the complex [Fe2(H-
HPTB)Cl3] (Fig. 4, X=Y=Cl−) at T = 22.0 °C allowed to observe the formation of
the peroxide complex with characteristic absorbance maxima at (color change from
nearly colorless to a blueish color). Time resolved UV/VIS spectra of this reaction
are presented in Fig. 5.

Our apprehension that the anion chloride might interfere in a negative way (due
to strong binding as a ligand) were not confirmed and kinetic data (�H# = 15.0 ±
0.4 kJ mol−1 and �S# = −146 ± 3 J mol−1 K−1) were identical (in the range of
error) with the previous study on the iron Et-HPTB system described above [34, 40].

However, different to our stopped-flow measurements, oxygenation reactions in
industry can be performed within large bubble columns. Contact with the oxidizing
agent, here dioxygen/air in the solvent easily takes place and together with large
liquid holdups and long liquid phase residence makes them quite suitable for these
applications. So far, overall kinetics, hydrodynamic and mass transport mechanisms
are still not well understood. Furthermore, many of the previous investigations only
allowed some insight into the hydrodynamics because they were performed with
gases in a non-reactive mode [41]. Hence, for studies on the reaction kinetics of
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dioxygen in methanol. c(complex) = 0.1 mmol/L, c(O2) = 4.2 mmol/L, T = 22.0 °C, d = 10 mm.
Inlay: absorbance versus time at 600 nm, experimental data and fit



74 A. Miska et al.

the formation of the dinuclear peroxido complex a lab scale reactor with defined
hydrodynamic conditions andwithoutmass transport limitations is preferred. For this
work, a homebuilt so called SuperFocusmixer was used (see Chapter “Determination
of Kinetics for Reactive Bubbly FlowsUsing SuperFocusMixers” for further details)
for continuous flow measurements that are based on the principle of reducing the
diffusional path length to speed up the mixing process [42]. Really helpful was the
observation that kinetic data derived from these measurements (for the reaction of
[Fe2(H-HPTB)Cl3] with O2) did fit perfectly well (in the range of error) the results of
our stopped-flow measurements [40]. This furthermore confirmed that stopped-flow
measurements can be used as well to obtain kinetic data for continuous flow setups.

That this went so well was not self-evident because kinetic parameters have to be
in the correct range to allow the analysis using a SuperFocus mixer. We observed this
problem previously during our efforts to find a suitable complex system for dioxygen
activation that would meet at least some of the requirements described under 5.3.1
General Aspects. Similar to the iron HPTB system we had been investigating a
mononuclear copper(I) complex, [Cu(PimiPr2)(CH3CN)]CF3SO3 (PimiPr2 = tris[2-
(1,4-diisopropylimidazolyl)]phosphine) that formed a quite stable dinuclear side-
on peroxido complex in methanol. However, while here it was possible to gain a
full understanding of the reaction mechanism from kinetic measurements using our
stopped-flow equipment, all efforts to apply the SuperFocus mixer as well failed
[43] (see Chapter “Determination of Kinetics for Reactive Bubbly Flows Using
SuperFocus Mixers” for further details).

3.3.2 NO in Comparison with O2

With regard to the mechanism of the reaction of [Fe2(H-HPTB)Cl3] with O2 only
the reaction in Fig. 4 could be observed in our time resolved UV–vis spectra (Fig. 5).
However,most likely (and at least known fromrelated copper chemistry) a superoxido
iron intermediate complex should form according to Fig. 6, prior to the peroxido
product.

That the superoxido complex cannot be detected can be easily explained with a
steady state approximation: the formation of the superoxido complex is rate deter-
mining and all consecutive reactions are much faster so no other compound besides
the product complex can be observed. This approach has been described in the
general literature on inorganic reaction mechanisms and most recently by us in
great detail for the reaction of the copper complex [Cu(PimiPr2)(CH3CN)]CF3SO3

Fig. 6 Postulated formation of an iron superoxido complex (b) as intermediate
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with O2 mentioned above [43]. These findings furthermore were supported by DFT
calculations [44].

As described above NO sometimes can be used instead of O2 to gain a clearer
picture about the reactivity of copper or iron complexes. When the iron(II) Et-HPTB
complex (Fig. 4, R = Et, X = acetonitrile, Y = benzoate and BF4−-anions) was
reacted with NO each iron ion was coordinated by one NO molecule. More recently
an iron HTPB complex with only one NO ligand coordinated to one iron in the
dinuclear center has been reported. So far, no kinetic studies were reported on this
system and therefore, we thought that the reaction of [Fe2(H-HPTB)Cl3] with NO
might help to give further insight into the fast formation of the superoxido complex.
However,whilewewere able to successfully investigate this reaction, again using low
temperature stopped-flowmethods, the overall reaction was quite different compared
with the reaction with dioxygen and in that regard it did not provide further insight
[33].

It would have been interesting to have NO and O2 react with [Fe2(H-HPTB)Cl3]
at the same time to distinguish their different reaction behavior. However, mixing
NO with O2 would immediately lead to the formation of NO2 and therefore was not
possible.

3.3.3 Reaction Behavior in Aqueous Solutions

Due to the fact that the reaction of [Fe2(H-HPTB)Cl3] proceeded smoothly in
methanol it was also attempted to transfer the system in an aqueous solution [45].
In contrast to water, methanol has the big advantage that kinetic measurements are
possible at lower temperatures to decrease the reaction rates and furthermore, to
get a better chance to detect labile intermediates. In aqueous solutions pH plays an
important role and the complex system was tested in that regard. It turned out that
while still an oxidation of the complex was observed, it was much slower and the
decomposition reaction was too fast to allow observation of the formation of the
peroxido complex. The rate could be increased slightly by adding benzoate as a
bridging co-ligand, known to stabilize the peroxide unit. Due to solubility problems
of the starting complex in water the ligand was synthetically modified and sulfonate
groups were introduced, substituting R = H (Fig. 7).

Fig. 7 Derivative of HPTB, the water soluble ligand N-C3H6SO3K-HPTB
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The new ligand derivative as well as the complex turned out to be very soluble
in water, however, quite unfortunately it did not help to tune the reaction (rates) in
a way to allow detection and stabilization of the peroxido complex. Important other
factors for kinetic investigations in aqueous solutions such as influence of anions
and ionic strength were not studied because so far, the complex system could not be
applied in water at the current state. Still, mixtures of methanol/water can be used,
however the main goal would be a complete transfer into water without an organic
solvent.

3.3.4 Fluorescence Measurements

Detection of fluorescence is an excellent method to follow the consumption of
dioxygen bubbles and has been used in Taylor flow systems [46]. Iron complexes
are not known for excellent fluorescence properties but it also should be possible to
use them together with a fluorescence indicator such as a ruthenium bipyridine or
phenantroline complex, compounds that have their emission quenched in the pres-
ence of dioxygen (thus allowing to use them as chemical sensors for dioxygen).
Fluorescence measurements of this type have been tried with our reaction system but
failed. However, probablymore interesting, it had been reported previously that using
a reaction mixture of the iron complex [Fe2(Et-HPTB)(X)2Y](ClO4)4 (X, Y = H2O,
CH3OH, CH3O−) together with [Ru(bipy)3](PF6)2 (in acetonitrile) the formation of
the peroxido complex could be reestablished photochemically after decomposition to
the corresponding iron(III) complexwith light [47]. This allowed complete oxidation
of triphenylphospine as a substrate.

With the knowledge of the influence of carboxylate ion on the iron HPTB system
(benzoate, stabilizing peroxido complex and increase of rate, see above) it was
assumed that other carboxylate groups might be used for fluorescence detection.
Fluorescein as well as rhodamine B (Fig. 8), well known for their strong fluorescence
contain a carboxyl group and were tested in that regard.

Fluorescein turned out to be a better reaction partner and as expected, it was
observed by UV/VIS spectroscopy that binding to the [Fe2(H-HPTB)Cl3] complex
occurred. During the reaction with dioxygen (Fig. 4 with Y = anion of fluorescein),
a large increase of the intensity of the emission at 550 nm occurred. This is quite

Fig. 8 Rhodamine B and Fluorescein
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surprising in so far that usually, as described above, dioxygen is more likely an
emission quencher.

A preliminary kinetic study using stopped-flow equipment, with fluorescence
detection, showed that the kinetic data for the formation of the peroxido complex fit
verywell our previous results from absorbance versus timemeasurements. A detailed
analysis of this reaction is in progress.

3.3.5 Reaction Kit

One of the big problems in regard to apply most of the complexes for dioxygen
activation is that they need to be handled under inert conditions. This is a problem in
regard to transportation, handling and inserting this material into larger setups. The
same holds true for the iron complex [Fe2(H-HPTB)Cl3] that will react/decompose
once in contact with air. To overcome this huge problem it would be much better to
start with a stable compound that will be activated prior to the oxidation reaction. In
that regard a stable iron(III) complex should be used to turn it into the active iron(II)
complex either photochemically (see above), electrochemically or chemically. After
quite some time of “playing around” with the [Fe2(H-HPTB)Cl3] complex it was
found that ascorbic acid could do the trick [40, 45]. Other tested reductants such as
e. g. sulfur dioxide or oxalic acid did not work out.

Synthesis of the iron(III) complex [Fe2(H-HPTB)Cl4]Cl was easily accomplished
and could be prepared in larger amounts without any problems. The complex is abso-
lutely stable and can be stored, transported and handled under ambient normal condi-
tions. After an inert gas, such as nitrogen or argon, is bubbled through a solution of
this complex in methanol, ascorbic acid can be used to reduce it to the corresponding
iron(II) complex that now is reactive towards dioxygen. The complete reaction cycle
is shown in Fig. 9 [40].

Kinetic studies (stopped-flowaswell as SuperFocusmixermeasurements) showed
that the activated complex derived from the iron(III) compound reacted in the same
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Fig. 10 Activation of the iron complex by reducing the iron(III) complex [Fe2(H-HPTB)Cl4]Cl
(picture on the right) to the iron(II) complex [Fe2(H-HPTB)Cl3] (picture on the left) in a bubbly
flow column (ascorbic acid added, picture in the middle)

way as the iron(II) complex as startingmaterial did [40]. Furthermore, it was possible
to reactivate the complex again for many times without any sign of decomposition.

These positive results allowed to perform tests in bubbly flow columns on a large
scale. In Fig. 10 the reduction from the orange brown colored solution of the iron(III)
complex to the nearly colorless solution of the iron(II) complex is shown. The green
color of the solution indicates formation of an intermediate during the reduction that
could not be analyzed so far.

4 Conclusion and Outlook

An iron complex systemhas beendeveloped that allows to study irreversible dioxygen
binding of this complex in the protic solvent methanol. The goal to perform such
a reaction in aqueous solutions/water so far was only partially achieved. Synthetic
modification of the ligand R-HPTB (Fig. 1) by introducing water soluble groups
(Fig. 7) allowed excellent solubility of the starting dinuclear iron(II) complex,
however, stability of the formed peroxido complex was not sufficient to allow its
observation at room temperature. Still, the development of a reaction kit that allowed
“recycling” of the reactive species (Fig. 10) in a protic solvent indicated the potential
of the complex system for future applications in catalytic oxidation setups. Reac-
tion rates still need to be furthermore tuned to allow detailed studies in bubbly flow
setups. The chemicals used in the facile (improved) synthesis for the iron complex
are inexpensive and allow to prepare the complex on a large scale. Additionally, it
is important to point out that chloride anions do not cause problems during these
reactions. This could be a real advantage in an industrial setup because chloride ions
are likely to be present in aqueous solutions as an impurity.
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While the iron HPTB peroxido complex cannot be used for selective oxidation
reactions it should be possible to either use it for (a) indirectly providing hydrogen
peroxide or (b) to apply it (in an aprotic solvent) as a water free peroxide shuttle
according to the following equations:

[Fe2(H − HPTB)Cl3]
O2−→

CH3OH
H2O2 + [

Fe2(H − HPTB)(OCH3)2Cl3
]

(a)

[Fe2(H − HPTB)Cl3]
O2−→[Fe2(H − HPTB)(O2)Cl3] (b)

Either hydrogen peroxide or the water free peroxide then can activate another
complex that actually performs the catalytic oxidation, a reaction that we call a
tandem oxygenation. The goal would be to use regular air for these oxidations.

The reduction of the formed iron(III) complexes could be performed chemically
as discussed above with ascorbic acid. Attempts should be made to find a cheaper
reducing agent. However, depending on the oxygenation reaction the substrate
might already do the job by itself. Options are furthermore to reduce the complex
photochemically (as described above) or electrochemically.

Overall the iron HPTB system proved to be quite useful in these studies and will
be further optimized in the future.
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Analysis of Turbulent Mixing Und Mass
Transport Processes in Bubble Swarms
Under the Influence of Bubble-Induced
Turbulence

Katharina Haase and Christian J. Kähler

Abstract In a newly build counterflowwater channel multiphase flows can be inves-
tigatedwith andwithout emulated background fluctuations. These fluctuations create
a model swarm that allows to investigate single bubbles as if they are moving in a
bubbleswarm without the visual obscuration of a real swarm. The fluctuations are
created with specially designed particle grids that are mounted on-top of the channel
and excited by the counterflow. These girds consist of small plastic beads in the
size of the to be investigated bubble. Each bead is solely attached to the element in
vertical direction, which allows the string of beads to move with the flow, creating a
more truthful swarm agitation. Several grids, varying in design and volume fraction
were characterized and the grid with a volume fraction of 10% and 5 mm beads
showed the best accordance with real bubble swarms. With these grids it is possible
to use optical methods like PIV (particle image velocimetry) to measure the flow
statistics behind and around a single bubble. With a newly introduced 3D recon-
struction the timeresolved shape of the bubble can be measured simultaneously with
the flow around it. Investigation of the shape revealed that it is necessary even for
small bubbles to apply a full 3D evaluation, for example with the surface-to-volume
ratio. With this the shape oscillations can be described and shown the oscillations
are hindered by the external fluctuations but not fully suppressed. In addition, it was
shown that the movement of the bubble in an emulated swarm is mainly driven by
the pressure gradients in the flow.

1 Introduction

Multiphase flows are the combination of two different phases, e.g. water and solid
particles, air in liquid or even liquids with different density. One very prominent
example is gas bubbles in liquid that can occur in various places in everyday life, for
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example in soft drinks, water vapor in boiling water or in sea foam. But they also find
use in various industrial, scientific and energy sectors. Examples are bioreactors, steel
melts or nuclear power plants. Bubbles are often used as punctiform mass sources to
supply a liquid with substances at the right time, but also for mixing purposes, since
the bubble-induced turbulence leads to a gentler blending compared to mechanical
stirring tools. Most often mixing processes are needed to improve chemical reactions
or the heat transfer to enable certain processes or increase the selectivity of reactions.
In most applications, bubbles up to dB = 10 mm in size are used in swarms with
around 18%volume fraction [1]. The experimental and numerical analysis of the flow
statistics and the mass transport processes in such swarms of bubbles still represents
an enormous methodical challenge.

In particular, the influence of swarm turbulence on the dynamics of the individual
bubbles and the mass transfer across the phase boundary into the fluid are of funda-
mental importance for the designing of reactors. Until today, mechanical probes are
usually used to characterize the physical processes in bubble swarms, e.g. for local
measurement of the enriched substance. But intrusive probes always interfere with
the flows within the plants and thus influence the measurement results. Therefore,
the use of contactless optical methods is desirable in order to gain more detailed
and precise knowledge about the processes. Unfortunately, optical methods do not
provide reliable results in bubbly flows with large volume fraction due to the shad-
owing by the bubbles. However, bymeans of special techniques developedwithin this
project is it possible to examine at least some processes using high resolution 2D and
3D optical techniques. In this chapter these approaches will be outlined, which allow
to investigate specific aspects of the flow dynamics of bubbles and the surrounding
flow. The essential idea is to use optical methods in combination with an apparatus
that allows creating artificial swarm like turbulence. In this case the behavior of a
single bubble in a swarm like turbulence can be investigated with none-intrusive
optical method. Only bubble–bubble interactions do not take place, but at moderate
bubble concentrations as typical in a swarm these interactions are not essential. The
main scientific question is how to generate a bubble swarm like turbulence artificially
so that a single bubble in a swarm like turbulence can be examined. To answer this
question the following sub questions need to be answered:

• What are the characteristics of swarm turbulence? How can a swarm like turbu-
lence be emulated? How does the emulated turbulence, compare to real bubble
agitations?

• How can the trajectory and velocity of a single bubble moving in a 3D space
be measured with optical techniques? How can the geometry of a single bubble
be accurately described and the surface reconstructed with computer vision tech-
niques? Can the flow around the bubble be measured simultaneously with the
bubble geometry and what are the interference effects when both measurements
are performed simultaneously?
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• How do bubbles behave in emulated swarm turbulence compared to free rising
bubbles? What is the difference compared to a free rising bubble? Which turbu-
lence level is required to make a transition from a deterministic natural bubble
motion to a stochastic turbulence driven motion of the bubble?

To answer these fundamental research questions a newly designed experimental
facility was setup. In the following this channel is described and characterized.

2 Counterflow Water Channel

To emulate the flow structures and measure the bubbles in a swarm-like turbulence
a new facility was constructed and built up. The general idea of this facility is to
trap a bubble in the plane of a desired turbulence background level. This is achieved
by creating a counter flow in which the velocity of the rising bubbles due to the lift
force is compensated by a counterflow generated by the flow channel. By setting
the velocity to the terminal rise velocity of the bubble it can either be slowed down,
stopped or pushed downwards. In this way it is possible to move the bubble at a
specific location in streamwise direction were the turbulence level is appropriate for
the scientific analysis.

The channel is sketched Fig. 1. It has a height of four meter and is built out of
stainless steel to avoid corrosion and to allow the usage of chemicals. The fluidmoves
from the basin (450mm× 450mm and 500mmhigh) at the top of the channel trough
the nozzle into the test section. The nozzle is designed to amplify the intensity and
anisotropy of the generated turbulence as well as to increase the turbulent length
scales. Due to the contraction of the nozzle the generated eddies are elongated while
the strength and rotation is preserved.

The 80mm× 80mmand 1000mm longmeasurement section is optical accessible
through borosilicate glass (SCHOTT Technical Glass Solutions GmbH) from all four
sides. On one side three 150 mm × 80 mm plastic windows are mounted that allow
inserting for example a calibration target, chemicals or bubble generators. At the end
an electrical valve (Bürkert Fluid Control Systems Typ 2300) is installed to regulate
the flow in the channel. After passing through the channel the fluid is collected and
pumped up by a rotary pump (GRUNDFOS—CME25) into the basin. To ensure a
minimal error induced by the channel itself, it is important to generate the flow
with little to no initial fluctuations or turbulence. Therefore a specially designed rain
shower like distributor was manufactured as an inlet. It consists of over 7000 outlets,
which distribute the fluid over the whole basin. The electronics are regulated by a
in house LabView Program (National Instruments) and a NI-USB6002/PCIe-6321
(National Instruments).

Since the material properties of water are highly dependent on the temperature a
sensor is mounted on the bottom of the channel to monitor and note the temperature
during a measurement. It is common that the temperature is rising by roughly 5–10
°C during one measurement session. The water initially when it’s filled from the tap
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Fig. 1 Schematic drawing
of the channel
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to the channel has a temperature of 16–18 degree Celsius, during the measurement
this rises up to 23–25 °C. To prevent the temperature to influence the measurement
the channel was running to heat up the water to a constant temperature of 25 °C.

3 Characterization of the Counter-Flow Channel

In order to generate a turbulent flow with similar properties as swarm turbulence,
the homogeneity of the inflow and the turbulence level of the channel itself needs
to be known. As described earlier the best inflow conditions were achieved with a
rain shower like distributor mounted a few centimeters above the water surface. The
following chart Fig. 2 shows the mean velocity and the turbulence distribution in the
free stream part of the measurement section.

The characterizations were performed with a planar PIV-System. Convergence
studies showed that 1000 images are sufficient for calculate the mean value. The PIV
measurements are performed with sCMOS cameras from LaVision in combination
with a Nd:YAG—Laser (Innolas Spitlight 4000, λ = 532 nm) and the measurements
are evaluated using the commercial software DaVis (LaVision). The light sheet is
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Fig. 2 Profile characterization across the channel. Left shows the mean velocity profile along
the channel normal for three different velocities set in the program. On the right image is the
corresponding turbulence level plotted

placed perpendicular to the channel walls in the middle of the channel with an esti-
mated thickness of d = 0.5 mm. The measurement is performed with a double pulse
(Δt = 700μs) and a repetition rate of f = 10Hz. An interrogationwindow of 16 px×
16 px is achieved after an iterative multi-grid evaluation with interrogation window
refinement. In the following, the coordinate system is defined as �z in flow direction,
�x and �y normal to that, where �x is horizontal in the field of view. Systematic errors,
resulting from the calibration or light sheet alignment are smaller than the uncertainty
of the measurements, since special care is drawn to aligning both the target and light
sheet with an error of less than 1°. Random uncertainties are affected bymany param-
eters including particle image size, particle image density, turbulent fluctuations and
interrogation window size [2]. With a mean pixel displacement between 10 and 12
pixels in the particle images and a particle images sizes of 3–4 pixels as well as a
particle per image ratio of 0.1 the random uncertainties can be estimated to ~ 1%.
From the PIV data the homogeneity, isotropy and statistical values, like the mean
velocity field u(x, z), the corresponding fluctuations u′(x, z, t) = u(x, z, t)u(x, z)
with a good local resolution are calculated. To determine the turbulent intensity Tu
[%] the root-mean-square (rms) of the fluctuations is normalized by themean velocity

at that point resulting in Tu(x, z, t) = u(x, z, t)′rms · u(x, z)
−1 · 100.

As depicted in Fig. 2 the velocity profile across the channel is homogeneous over a
wide part in the middle and develops a boundary layer with a thickens of ~ 3–5 mm.
The thickness of a boundary layer is defined for unaffected flows from the wall
perpendicular to the point where U99 (99% of the free stream velocity) is reached.

Even up to a velocity greater than v = 0.3 m/s the inflow is constant with time
and shows a flat profile with a slight increase in the middle section. The turbulent
profile shows a similar behavior. For higher flow velocities the turbulence starts to
show an increase in the middle of the channel due to the flow not being able to evolve
in this short distance. For the interesting velocity ranges (v = 0.2–0.25 m/s) needed
for these experiments however the turbulent profile is sufficiently homogeneous and
boundary layer effects do not disturb the flow in the center. One thing to note here is
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that the velocity close to the wall cannot be truthfully recorded or measured due to
the steel beams holding the channel walls.

4 Emulation of Bubble Induced Turbulence

To better understand the mechanics of the mixing at high volume fraction, it is
necessary to investigate the interaction between bubbles, their motion in a swarm,
as well as their interaction with the induced wake turbulence. Attention must be
placed on characteristic variables like the bubble size, gas volume fraction and liquid
agitation to better understand their influence on aspects like the mass transport from
the bubbles in the surrounding fluid. Since it is impossible due to the shadowing of the
swarm, especially high-density swarms to study individual bubbles the one aim of the
research project is to find a model swarm that creates agitations similar to real bubble
swarms and study single bubbles in this flow. The bubble is supposed to experiences
flow conditions as if it was moving a bubble swarm but can be recorded without the
obstructions. Of course, bubble–bubble interactions cannot be considered using this
approach but in a swarm this effect is of minor importance as the bubble density is
moderate. In various publications, it is common to generate turbulence, similar to
bubble dynamics by arranging spheres in a random 3D array [3, 4]. However, those
neglect the motion of the bubbles.

This chapter introduces and characterizes this method to emulate these swarm
statistics and compares them to real bubble swarms. The following results have been
published in [5, 6].

4.1 Free Moving Particle Grids

In the literature [7, 8] small spheres in the size of the desired bubble, arranged in a
random 3D space, are often used. Thus, a new extension of these grids was designed.
The grids consist of free moving particles that also emulate the movement of the
bubbles. While the first two layers of particle elements are fixed in xyz-direction, the
lower elements (arranged in five layers) are only attached to the one above and can
thus move freely in the xy-plane (Fig. 3).
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Fig. 3 Foto of the free
moving particle grid

The grids have been designed and manufactured with different sizes and volume
fractions. Before making measurements with bubbles however, the flow turbulence
that are created by those grids need to be characterized in regards to their flow
statistics and compared to real bubble swarms. With this, a detailed investigation
of single bubbles regarding their shape, movement and induced flow as well as the
resulting mass transport, would contribute to the better understanding of physical
phenomena in a bubble swarm of high-volume fraction. In the work presented herein,
the characterization of the particle grid generated turbulence was performed with
planar particle image velocimetry (PIV) as well as electro diffusion measurement
technique (EDM) and compared to turbulent statistics of real two-phase flows. The
EDM measurements were performed at the University of Bremen.

The same 2D planar PIV setup as before was used again for the grid
characterization. The light sheet was placed close to the grids so that the last element
of the grid was still visible in the recorded images. This resulted in a measurement
window of at least 5 particle diameters and spanned over the whole channel cross
section minus the framing. This was about 10 mm on the left and right side that was
obscured, which is the boundary layer of the channel. Comparative measurements
using EDM are performed at a comparable experimental setup with similar grids at
the University of Bremen. The EDM measurement principle is described in [5] The
EDM measurements only resolves data at a single point (no spatial resolution), but
with high temporal resolution. The EDM provides localized velocity data which is
used to calculate frequency-dependent spectral energy density. By combining the
results of both measurement techniques, temporally and spatially resolved data can
be obtained.

In Table 1 the specifications of the measured grids are listed. The grids have
different particle shapes e.g. spheres or ellipses in two sizes dB = 5 mm and 10 mm
as well as particle volume fractions α ranging from 3.97 to 9.83 vol%. Each grid
consists of at least five layers of beads with different spacing according to the desired
volume fraction (ranging between 5 and 10 mm). While the first two layers are fixed,
the following individual particles are only tethered to the one above to secure the
vertical distance. All elements in the bottom layers can move randomly in, �x and
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Table 1 Overview of the grid
shapes, diameters and volume
fraction

Grid particle shape Particle size in mm Particle volume
fraction in vol%

1 Spheres 10 9.83

2 Spheres 10 3.97

3 Spheres 5 9.83

4 Spheres 5 3.97

5 Ellipsoids 3.91 × 5.65 3.97

6 Eellipsoids 8 × 12 9.83

�y plane. The setup can be seen as a swarm of bubbles held in place above the
measurement plane, so that the wake and induced liquid fluctuations behind this
three-dimensional grid can be measured. In addition to the free moving particle grids
a rigid grid with the threefold length (~15 layers) is characterized as well. This will
give insight in the contribution of the particle motion to the turbulence, since the
bubble-induced turbulence is a collective effect induced by the bubbles wake and the
motion of the bubbles.

4.2 Characterization of the Particle Grids and Turbulence
Analysis

As described in [8] a good model to generate swarm-like turbulence is achieved by
using small spheres with the size of the desired bubble, arranged in a random pattern
at fixed places in space. So it can be expected that the turbulence properties are even
more realistic is moving particles are used. Since the turbulence created in bubbly
flows results from a combination of the bubble motion, wake and the agitated liquid
phase, it is important to take all these factors into account for emulating bubbly flow.
With the proposed model of the free moving particle grids, these factors are included
and can be modified freely. For this assessment, the mean velocity in the main and
perpendicular flow direction are evaluated followed by the analysis of the fluctua-
tions, turbulence levels, and energy spectra. To verify the validity of the particle-
induced turbulence a comparison to the real bubbly flow of each characteristic will
be given after each paragraph.

4.2.1 Velocity Profile

It is well known that in a bubbly flow with low gas volume fractions α a laminar
velocity profile is present, but with increasing volume fraction α a transition from
the laminar to the turbulent flow state takes place. In bubbly flows the velocity of
the liquid phase is mainly determined by the void fraction of the swarm. At low to
moderate volume fractions the bubbles are distributed statistically which results in
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Fig. 4 A comparison of the flow velocities behind the free moving particle grids. Left image:
comparison of the velocity profile in spanwise direction at ~3 dp behind the last layer of grid
elements. Right image: vertical velocity component uz in flow direction under a grid element
against the distance in particle diameters of the grid. The flow behind grids with big elements decays
proportional to ~exp (–1.12), while the flow behind smaller elements decays slower, proportional
to exp (–0.46)

the velocity profile of the liquid resembling a turbulent flow [7, 10]. With increasing
α the shape deviates from the flat profile and the mean velocity lowers at the core
and rises near the wall [11].

In Fig. 4 the velocity components in span wise direction �x and flow direction �z
behind the grids, three particle diameters dp behind the last layer of grid elements
respectively, the velocity underneath a particle element is plotted against the distance
normalized with the particle diameter dp. For better evaluation velocities are normal-
ized by the bulk velocity u(x, z). The field of view was placed to have the last row of
particles in the top of the picture. As can be seen (Fig. 4) themean velocity behind the
grid takes roughly four particle diameters to become homogeneous since the wake
of each individual particle is still present in the vicinity behind the particle grid but
subsides within the range of ~ 4 particle diameters and a homogenous velocity distri-
bution is present. The horizontal velocity ux(x,z) is small in comparison to uz(x,z). In
Fig. 4 the decay of the flow behind the grids is compared between each other and to
real bubbly flows. Further, the wake interactions are described as responsible for a
faster dissipation [3]. Thus, three regions are defined in [12]:

• A strong decay near the bubble where the flow is similar to that behind a single
bubble

• a region where only the wakes interaction is significant and decays much faster
and

• a region where the velocity fluctuations reach an asymptotic state.

It is noted that the velocity agitation settles after roughly five bubble diameters and
decays exponential behind a small bubble swarm. For all the particle grids a constant
exponential decay is observed, which declines in a similar fashion as described in
[22] with the best agreement behind the elliptical 5 mm and 4 vol% grids. While
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the velocity gradient behind the grids with bigger elements is enhanced more than
the smaller ones, the decay is also faster (~exp (–1.1) for the big elements and ~exp
(–0.46) for small grid elements). In comparison, the rigid grid shows a much thinner
wake region and it takes roughly 6–7 sphere diameters until the profile becomes
homogeneous. With increasing velocity, the oscillation frequency around the initial
position, hence the entrainment intensifies but the wake is a result of the amplitude
of this oscillation, thus it takes roughly the same distance for all velocities to decay
back to the same level. Due to the particles motion in a random pattern the free
stream between two grid elements can flow freely until it gets entrained and thus
enhanced. Because of the random movement of the grid elements the free stream
gets continuously altered in its velocity, which creates different sheer stresses on the
particles and thus generates different turbulent length scales. So, the movement of
the particle enhances the development of the homogeneity of the flow profile.

4.2.2 Turbulence and Isotropy

In Fig. 5 the turbulence level Tu is plotted. The left image shows the profile normal to
the channel direction �z as a comparison for the different grids and the right the decay
in flow direction �z. Again, the influence of the individual spheres is measurable but
with increasing distance from the grid the profile becomes flatter and the influence
of each individual row tails off until it becomes similar in shape to the undisturbed
channel flow but with increased magnitude about 10%.

Due to the vortex shedding around the moving spheres the turbulence is enhanced
underneath a rowof obstacles, which is the same behavior for real two-phase flows. In
the core regions,where the bubbles are concentrated, the induced turbulence becomes
larger. The lateral motion/rotation of the spheres has an influence on the turbulence
level, thus grids with a high-volume fraction induce a greater turbulence, as well

Fig. 5 Comparison of the introduced turbulence by the different grids. Left image: comparison of
the turbulence profile in spanwise direction at ~ 3 dp behind the last layer of grid elements. Right
image: vertical decay of the turbulence TU under a grid element against the distance in particle
diameters of the grid
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as bigger spheres due to their greater blockage effect in downstream direction. Both
fluctuations in flowdirection and spanwise direction are in the sameorder, considered
for all sphere distances. Due to the random particle’s movement, different turbulent
length scales can be generated. The free stream between two grid element strings
gets entrained and thus continuously altered which results in different sheer stress
on the particles and thus generates different turbulent length scales. Again, do the
grids with 10 mm particle diameter introduce a higher agitation after the last layer
of spheres, which decays rapidly in comparison to the small spheres. Both again
decay exponentially. After two sphere diameters for the small and big spheres, the
turbulence decreases in the same way. The flow velocity influences the magnitude
of the enhancement while the volume fraction and size determine the shape and
decay. Taken from [13] the turbulence level for swarms with 2% is ~6%, which
would, by extrapolating lead to a turbulence of 30% for swarms with 10% volume
fraction. In [13, 14] is the turbulence described with the fluctuations u′(x, z, t)rms and√
u′2/u. The fluctuations in vertical and horizontal directions for real bubbly flows are

comparable to each other due to the oscillating path of bubbles, even though the main
flow direction is vertical [10]. Again, using the grids shows, that the bubble motion
has a significant influence on the turbulence level as well. As shown in Fig. 5 the
overall turbulent intensity is lower by 5–10% under a rigid grid element. In addition,
it takes almost double the length downstream until the inhomogeneity decays and a
homogeneous flow profile is present.

4.2.3 Liquid Fluctuations and PDF

Gas bubbles induce a characteristic kind of turbulence, that is also called pseudo-
turbulence or bubble-induced turbulence. In contrast to shear-induced turbulence,
the probability density function (p.d.f.s) show a non-Gaussian behavior [12]. When
trying to emulate this specific bubble turbulence the design of the grids must be
take these into account, since the shear-induced turbulence is increased and shifts
the p.d.f. more and more to a Gaussian profile. In [12] a detailed description of
the p.d.f.s behavior is given. Measurements with a homogeneous swarm at a wide
variety of Reynolds numbers were evaluated and normalized by an empirical factor
ub · α/α0.4

0 , with ub being the bubble rise velocity, α the gas volume fraction and α0

a reference volume fraction of 0.01.
Thefluctuationprofile u′(x, z, t) = u(x, z, t)−u(x, z) in the single-phaseflowhas

a convex hull in themiddle and peaks near thewall (Fig. 6). Due to the bubble induced
turbulence, the plateau widens and the peaks disappear. In the core region, the shear
induced turbulence is not dominant and the bubbles and wakes are responsible for
the creation of fluctuations. The shear induced turbulence becomes more influential
at the wall regions with increasing liquid velocity. While

∣
∣u′

x

∣
∣ and

∣
∣u′

y

∣
∣ (span wise

directions) are in the same order and thus isotropic,
∣
∣u′

z

∣
∣ (flow direction) reaches

larger values [11]. The turbulent profile is evenly distributed over the whole channel
and shows no preferences in a peak development, neither at the center nor near



94 K. Haase and C. J. Kähler

Fig. 6 Comparison of the normalized p.d.f. of horizontal (top image) and vertical fluctuations
(bottom image) for all grids. Both are normalized and scaled with the volume fraction. (α0 = 0.001
and U0 is the mean bulk velocity)

the wall [15, 16]. This can be also seen in the p.d.f. While the horizontal ones are
axisymmetric, the vertical p.d.f. has a tail pointing to greater fluctuations [8, 17].

In real bubbly flows the velocity fluctuation u’ is mainly determined by the gas
hold up α [18]. At moderate gas volume fractions the liquid is entrained by a random
bubble accumulation. In the core region the bubble wakes are more influential, while
the bubbles in the near wall region reduce the fluctuations significantly.
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In Fig. 8 the normalized p.d.f.s of the axial and radial velocity fluctuations for
the various particle grids are shown. The horizontal fluctuations for all grids are
symmetric, while the fluctuations in flow direction show a non-isotropic behavior
with strongupwardfluctuations. In bothplots, a comparisonwith the results published
in [8] is made. Also, a scaling factor u = U0 · α0.4 for the velocity fluctuations is
provided so that the p.d.f.s become self-similar. This scaling was first proposed by
[7]. For this experiment, the bulk velocityU0 was chosen as the bubble rise velocity.
For the different grids, the overall shape is similar to the one in real bubbly flows,
but some of the grids compare better to the data taken from real bubbly flows. As
stated, the vertical fluctuations decay exponentially. All the grids show this behavior.
However, in comparison to the real bubbly flows show differences in the horizontal
fluctuations. Due to the strong wake, the p.d.f. shows a trail to higher fluctuations
that can only be seen in some of the grids. For example, as can be seen in Fig. 7, the
spherical 10 mm–10 vol% and elliptical 5 mm–3 vol% shows a developed shifted
p.d.f. For the other grids, the p.d.f. are almost symmetric in the vertical direction, like
the 5 mm–10 vol% or the rigid grid. Therefore, a detailed comparison with the data
published in [12] is shown in Figs. 6 and 7 for the horizontal fluctuations and for the
vertical fluctuations. Risso describes the turbulence is comprised of three different
effects, the wakes, the turbulence in the liquid and the potential flow generated by the
bubble rising while assuming the bubbles move independently of each other. For the
grids, these different agitations can be explained by the following. The wake effect
is mainly introduced by the sphere/bubble size which for the grids is fixed and set by
the grid element diameter. For the dB = 10 mm spheres the wakes are brought and
induce constantly strong fluctuations, which results in an overall shift of the p.d.f.
shape to higher fluctuations. With the elliptical shape of the small elements mainly
fluctuation in the size of the particle are induced, but due to the tumbling motion
and thus changing of the effective radius, a broad range of fluctuation scales are
generated. This phenomenon gives the p.d.f. also a shift to higher fluctuations but
with a slower decline. The second portion is due to the particle movement. Thus, the
volume fraction and space the particle strings can move in. While the grids with a
high volume fraction do not allow the elements to move with large amplitude, the
p.d.f. becomes thinner and the volume fraction is overall responsible for the width
of the p.d.f. The potential flow in this setup is provided by the counter flow since
this emulates the bubble rise velocity. This effect is responsible for the height of the
p.d.f. However, since the data is normalized with both the volume fraction and the
mean bulk velocity the shape is only dictated by the induced wake and freestream
entrainment, and following from that the fluctuations. One can conclude that the grid
induced turbulence, resulting from the spherical dB = 10mm– 10 vol% and elliptical
5 mm – 4 vol% shows the best accordance with the p.d.f. and generated by a real
bubble swarm the best agreement with real bubble swarms [12].
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Fig. 7 First image Shows the normalized p.d.f. of liquid velocity fluctuations in span wise direction
and the second in the flow direction in comparison with measurements published in [8] that were
performed for different bubbles sizes and volume fractions
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Fig. 8 Energy spectra measured with EDM at the facility at the University of Bremen. The −5/3
and −8/3 slopes are added. The range of frequencies that are responsible for the bubble deformation
are marked

4.2.4 Liquid Energy Spectra

Various experimental and numerical publications report a specific behavior of the
energy spectra in pseudo turbulences such as the bubble-induced one [3, 9]. The
energy spectra of bubble induced turbulence are independent of dB and α [3]. Here
the energy spectra of a bubble swarm, after it passed the measurement section, are
calculated from PIV with a spatial fast Fourier transformation (FFT) in flow direc-
tion. In addition, [19] measured the spectra with constant temperature anemometry.
Divided into three sections the spectra can be described as follows: Below 102 Hz the
spectra showaλ−5/3 slope,which describes the classicKolmogorov inertial subrange.
Above 102 Hz till approximately 103 Hz the spectral energy density follows a λ−3

law. These regions are both independent of dB , the bubble diameter and α, but scale
with the integral length scale �. In [8] a value of � = 15 mm for the spectra in flow
direction is given. The integral length scale � can be calculated as the first value in
the spectra normalized by the mean velocity and indicate the biggest possible fluc-
tuation. The –5/3 law describes in isotropic turbulence the eddy cascade resulting
purely from shear flows. In [5], hot film anemometry is presented that revealed a
–8/3 power law. This adjustment of the exponent can be used as an indication to
distinguish between purely isotropic turbulence and turbulence induced by bubbles.
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To characterize the time-resolved energy spectra of particle grids, EDM is used to
measure the power spectral density. These measurements are performed utilizing the
flow channel at the University of Bremen. Comparable grids are used and the results
evaluated with the measurements in a real bubble column. [5] compare the energy
spectra taken in real high dense bubble swarms with that under the elliptical particle
grids (dp = 4.6 mm, 4 and 10 vol%). Both, a real bubble column in co-flow (u =
80mm/s) with a volume fractionα = 4.24 vol% and the freemoving particle grids are
characterized with the time-resolved EDM. The mean counter flow is set to v = 0.15
and v = 0.30 ms−1. In Fig. 8 the –5/3 slope derived from Kolmogorov’s law as well
as the –8/3 to indicate the energy cascade slope of bubble-induced swarm turbulence
is inserted. The transition is between the initial turbulent energy, and the onset of the
energy cascade can serve as a reference length L since the wake structures of swarm
turbulence arise in the bubble dimension (dB ~5 mm). In [9, 20] a deduction of this
scaling is provided. The largest eddies that need to be considered for the bubble
motion and deformation are in the order of three times the diameter. Larger ones
result in a lateral movement of the bubble. Thus, the appropriate frequencies to this
range of bubble diameter are between 15 < f < 50 Hz, which are highlighted in Fig. 8.
In the energy dissipation range, different zones with characteristics comparable to
Kolmogorov’s law can be recognized. The slope of the spectra for real bubbly flows,
and the particle grid is in good agreement with each other as can be seen in the
highlighted area in Fig. 8. Thus, a good comparison between the particle induced
and real bubbly flow turbulence can be observed for the given conditions.

To further describe the flow, the integral time and length scales for the dominant
largest structures can be derived from this time resolved signal and its auto-correlation
function. The similar time scale describes the longest periodic flow structure that can
in turn be used to describe the length scales by applying the Taylor’s-hypothesis.
In [5] a detailed analysis regarding the length scale and turbulence level is given.
Mießner describes that the particles introduce turbulence with the initial length scale
of swarm turbulence. As well as stated by Mießner the devices generate a variety
of length scales. While on the lower half of the considered range the grids produce
smaller values while in the higher frequency ranges larger scales.

4.3 Conclusion

In the presentwork, the flow statistics behind freemoving particle gridswith different
characteristics were evaluated by using PIV. Also, EDM was used to measure the
spectral density of selected particle grids with elliptical elements and a volume frac-
tion of 4% aswell as in comparison to a bubble swarmwith properties likemultiphase
flows in industrial reactors. The aim of this chapter is to characterize the specially
designed particle grids and evaluate the induced turbulence to clarify whether they
mimic the flow and turbulence introduced by real bubble swarms or not.

From the PIV data, the spatial distribution of the velocity, turbulence, and the
velocity fluctuations are calculated. It is shown that the turbulence characteristics can
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be controlled over a broad parameter range by varying the size, shape and volume
fraction of the particles and by selecting the suitable location measurement position.
It can be stated that the larger the particles and the higher the volume fraction, the
larger the turbulence level behind the particle grid becomes. While grids with 10 mm
particles introduce greater velocity fluctuations than the small 5 mm spheres, for
all grids it takes ~5 particle diameters for the disturbed flow to relax back to the
bulk velocity and generate a flow with homogeneous turbulence. By comparing the
particle form, the elliptical particles introduce a greater turbulence level than the
spherical one. Regarding the velocity and turbulence decay with increasing distance,
the grid with small elliptical elements shows an exponential decay that is in the same
order as the real bubble induced turbulence [3]. By comparing the p.d.f.s for the
velocity fluctuations behind the different grids, not only the small elliptical grid, but
also the spherical grid with 10 mm and 10 vol% show good agreement. This in turn
is also comparable to real bubble swarms with 2.5 mm and 4–8 vol%, as shown by
comparing to the p.d.f.s taken from Risso’s publication [12].

The EDM measurements further give insight into the integral length scales and
scale distribution. For this, a real bubble swarm with a gas hold-up of 4.24 vol%
was measured as a reference. By comparing the respective energy spectra in the
relevant frequency range, a good agreement can be found for the grid with 5 mm
elliptical elements and a volume fraction of 4 vol%. To find the right condition for
designing an experiment, it has to be considered that the influence of the individual
grid elements is still measurable in the vicinity of the grids. It can be solved by
conducting experiments roughly 3–4 particle diameters further downstream from the
grid this leads to a homogeneous flow profile several particle diameters downstream.

The rigid particle grids produce much lower turbulence levels due to the missing
random motion of the particles. Due to the random movement of the particles in
different particle layers, the turbulence varies strongly, as typical for real bubbly
flows. Furthermore, different length scales are generated by the randomly moving
particles and constantly changing entrainment of the free stream between the particle
strings. These length scales were measured and characterized by EDM and discussed
in detail in [9]. The devices induce a range of length scale, while on the lower half of
the considered range the grids produce smaller values while in the higher frequency
ranges larger scales. Taking all these factors into account, we can conclude that these
flexible grids generate a good, but not perfect model swarm-turbulence. Hence, it
allows conducting experiments with small bubble swarms or even single bubbles in
a swarm like background turbulence with optical measurement techniques without
introducing disturbances with probes.
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5 Behavior of a Single Bubble in Swarm like Background
Turbulence

It is obvious that the transfer of chemicals from the bubbles in the liquid depends
strongly on the flow state of the surrounding media (laminar/turbulent). But also,
the size of the bubble is an important parameter since larger bubbles deform which
results in a variation of the surface area and thus changes the transfer of chemicals
through the interface. In order to better understand the procedure and its effects and
individual mechanics, it is necessary to investigate the interaction between bubbles
as well as their interaction with the induced wake turbulence. Special value has to
be placed on characteristic variables like the bubble size, gas volume fraction and
liquid agitation and their influence on the mass transport from the bubbles in the
surrounding fluid.

The introduced turbulence generating grids, were used to perform experiments to
gain further insight in the movement and behavior of individual bubbles in a swarm.
As a comparison and reference, free rising bubbles have been studied. This allows
for a correlation between the bubble shape, the wake’s shape and the overall flow
structures to be made. In the following, the experimental setup is outlined with an
explanation of the camera setup and a detailed description of the evaluation and
reconstruction.

5.1 Experimental Setup

The oscillation and 3D shape were measured with a four-camera tomographic setup.
With the algorithm, that is described in the following the volume and surface of
bubbles can be accurately measured and are evaluated here. For the free rising case
two bubble sizes, ranging from dB = 4 and 4.5 mm with several individual bubbles
are recorded and evaluated. For the bubbles in the turbulent background. Bubbles
between dB = 2 and 7 mm were recorded and reconstructed.

To understand the motion of the bubble and how it is influenced by the grid, both
the path of the bubble and the grid needs to be reconstructed. To record themovement
of the bubbles in the turbulence the 3D path was recorded with a stereoscopic two
camera setup. Different bubble sizes, one smaller than the grid element one in the size
of the grid element and one bigger were released in the counter-flow and recorded
until the bubbles move either out of the camera view or get transported into the
channel wall boundary layers. Thus between 1000 and 6000 images were recorded,
which correlates to a recording times between t = 1 and 15 s that the bubble moves
in the turbulence. To binarize the images a simple threshold could be used due to the
homogeneous background lighting. For the grid elements an additional circle finder
was used to determine the position, since at times the spheres overlap and thus a
threshold is not sufficient anymore. From the binarized images of both cameras the
position of the bubbles as well as the lowest grid elements are triangulated. From
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which the 3D position of the bubble relative to the grid can be determined. In Fig. 9
an example of the evaluation result is shown.

To measure the time dependent wake structures and shape oscillations, a four-
camera setup was used, in addition to the background LEDs a green laser with a
wavelength of 532 nm excited fluorescent (~566 nm) rhodamine PIV tracer particles.
These particles prevent a strong reflection of the laser light from the bubble shines
on the camera. Due to the different refractive index of the water and the air in the
bubble, the laser gets strongly diffused and the cameras would record a bright glare.
With corresponding filters on the cameras, the green laser light is filtered so only the

Fig. 9 a Schematic representation of the camera setup with controlled background lighting. White
LEDs are used as backlight for better contrast in the shadows. b Example of a path and sphere
position evaluation. Both the position of the 2 lowest grid layers as well as the bubble path is
reconstructed. The path of the bubble over the whole measurement is printed in blue. The coloring
denotes the distance to the grid. The red marker shows the current position in relation to the grid.
c Timestep of a reconstructed Bubble (red) in the surrounding fluid, indicated by the particle tracks.
The color of the particles indicates the velocity. d Example reconstruction. Each line represents one
fit in the z plane. The color only visualizes the heights to make it easier to see the shape
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fluorescent rhodamineB is visible to the cameras. To simultaneously record the shape
and the wake structures the particle images and the shadow images were separated by
a phase shift. The setupwas triggered that alternatingly one image of the particles and
one image of the shadow images were recorded. A rather big measurement volume
(3 × 3 × 3 mm3) was chosen, because the bubble position varies over the channel
cross section.

For the bubble shapes, a novel 3D reconstruction method was introduced that
allows describing bigger bubbles as long as they don’t show concave surface
elements. The 3D-surface of the bubble was reconstructed based on the shadow
images of four high speed cameras with a MLOS algorithm [21], as it is imple-
mented in the commercial software DaVis. The algorithm needs binarized images to
calculate the 3D shape. The images were only processed by removing a background
image followed by a binarizationwith a threshold. Those images are then unfolded by
the MLOS algorithm parallel to the calibration plate in different distances for every
camera. The images are then multiplied with each other and the remaining image
represent the slice of the bubble in a certain distance to the calibration plate. In this
case the calibration plate was placed horizontally in the middle of the measurement
volume. So, the algorithm calculates the bubble shape in a certainxy-plane (parallel
to the calibration plate) with a certain z value (distance to the to the calibration plate)
and stacks them on top of each other. This can be imagined as the bubbles are built
up stack wise from pole to pole. With a Matlab-Code, splines were fitted to the data
of each slice to measure the shape and finally calculate the surface area. In Fig. 9d an
example of a reconstructed bubble is shown. Each ring represents one reconstructed
z-plane. For a better visualization only, a few rings are plotted. Due to the camera
arrangement the pole areas of the bubble still show artifacts. These could be removed
by adding additional cameras.

To estimate the error introduced by the 3D reconstruction first the error that are
made with the 2D approach shall be discussed. To simplify the first case a perfect
circle or sphere is assumed. In various publications e.g. [22] the volume or shape of
the bubble was estimated from two 2D images. This can be visualized similar to the
here described algorithm, just with 2 cameras, from the first image a cut through the
bubble is made, that is then projected in the second image. From the length of both
lines a bounding box can bemade.With a circular fit in this bounding box, the bubble
is then similarly stacked up. Is the bubble or the bubble slice a perfect circles the fit
yields an errorless result. However, to make an accurate allocation between the two
images, the bubble images in both cameras need to have the same resolution to have
a nearly identical number of pixels rows, otherwise a unknown error is introduced. In
addition, this approach has another disadvantage. The correct bubble form can only
be reconstructed, when the bubble is rising perpendicular to the camera planes, if it
is tilted or angled to the camera the 2D approach reconstructs a false image. This is
easily avoided with the 3D reconstruction.

The error can be estimated with some assumptions, first, that the calibration is
without error, the bubble is perfectly circular or spherical.

Is the approach taken by [22] an error of roughly 27% can be estimated. This
was calculated by comparing the volume that the intersection of two Line-of-sight
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cylinders are encasing and the real volume of a sphere. If the estimation is done in
a three-dimensional space the calculation gets more complicated. The analysis was
done for the four-camera reconstruction. The reconstruction was simulated with a
perfect sphere. By comparing the two volumes an error of 11% was calculated.

Since real bubbles are not perfectly spherical but rather elliptical, the error is
smaller, since the circle is the extreme form of the ellipses. But then again, the errors
that are made by the mask, the calibration and the reconstruction add up to the final
error. Like stated above the errormadewith themask can be neglected or be estimated
to be less than 1%. The error of the calibration or rms value of the calibration can
be recursively improved to a value below 0.01, so also below 1%. Thus, the biggest
error that is made is a systematical error by the nature of the reconstruction. However,
with the 3D reconstruction bubble shapes can be reconstructed that would otherwise
with the 2D approach not be possible or only if the bubble is oriented correctly.

6 Movement in Emulated Turbulence

At first the bubbles are slowly rising towards the grids. After reaching the right
distance to the grids was the desired turbulence level exists the bubbles are slowed
down by the counter flow. It is noticeable that the bubbles still follow their orig-
inal path pattern, even though it is sometimes contracted in z-direction, so that the
distance between the spirals gets shorter until they experience a certain turbulence
level. With a certain threshold of background turbulence, the bubbles start either to
contract their path even further in z-direction or the bubble starts to be moved by
the surrounding turbulence, rather than its own motion. In some cases, the bubble
even got moved downwards out of the measurement region again. It can be seen that
there is a threshold around 15% that the bubbles are influenced and it is assumed that
depending on the size a different threshold is necessary, but the range seems to be
narrower than what can be resolved in this measurement.

If the bubble now moves in the emulated turbulence the bubbles have a higher
probability to stay in regions with low turbulence/high velocity such as between the
grid elements (Fig. 9). Between the particle’s higher velocity fluctuations, both in
flow direction and perpendicular to it, are present. This can be seen in the p.d.f.s in
Fig. 6. Depending on their initial position the bubbles move to the nearest position
between the spheres or regions with high turbulence. When they pass underneath a
sphere, they get accelerated towards the grid elements due to the slow wake behind
a sphere. The spheres however are also moving. The lowest element can describe
a circular motion and depending on the density of the grid the amplitude of that
circle’s changes. For the low-density grids, the amplitude can be up to two particle
diameters. It should be noted, that it takes some time for the wake to get transported
from the grid element to the bubble. Usually the bubbles are about three sphere
diameters downstream and with a velocity of 200–250 mm/s the fluctuations need
0.1–0.12 s to reach the bubble. With a recording rate of 600 frames per second the
grid position 60–72 frames in the past needs to be used to compare the bubble and
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the grid position. Thus, in the images shown in Fig. 9 the bubble position and the
grid position 75 frames in the past is shown.

The bubbles tend to stay longer at position in between the grid elements and
move depending on their size only small distances. This can be explained by the
velocity gradient that is induced by the slower wakes behind the grid elements. This
velocity gradient in return creates pressure gradient that can be understood by taking
into account that the dynamic pressure is proportional to the square of the velocity.
In the measurements it is shown that small bubbles (dB < sphere element) tend to
follow this well. On the contrary, big bubbles are more deformable and experience a
wider pressure gradient over the whole bubble volume and cannot settle in the small
low-pressure regions between the grid particles like the small ones. The bubbles get
instead more deformed and tend to follow bigger or the stronger structure. In a real
bubble swarm, a single bubble is specially restricted by the swarm, this stabilizes the
path the bubble can take and is thus forced to rise in a confined space. When moving
in a turbulent fluid by itself, the bubble seems to take the path of lowest turbulence
and is not confined by the swarm, which results in a more random nature of the path
movement.

From the Navier-Stoks-Equation, dimensionless numbers and forces can be
derived, and used to estimate the effects that are dominant in this flow structure.
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By introducing characteristic length scales, the Navier-Stoks-Equation can be
used to calculate dimensionless numbers to estimate the forces that apply in the
current system. For this case three characteristic length are introduced, the distance
between the spheres aK , the bubble diameter dB and the bubble rising velocity ub.
With the three forces that results from pressure gradients FD [N/m3], the force that
is introduced by the inertia of the bubble FT and the one from friction effects FR can
be estimated.
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In this case for the individual terms the following data can be used for the critical
values:lC is the distance between the spheres, uC the rising velocity of the bubble u p.
ρ is again the density, v the velocity of the liquid, a the mean distance between the
grid elements, d the diameter of the bubble,μ the viscosity and finally u the effective
rising velocity of the bubble

(

ubulk − urising
)

. 	V is the velocity difference between
the free stream between the elements and the wake right under a sphere element. As
written in the above equations, normally the pressure gradient is used to calculate
FD , but since the pressure can’t be measured in this system, the mean pressure was
roughly approximated with the Bernoulli equation and the velocity. The subscript L
denotes that the property of the liquid is used, while B the properties from the bubble.
This leads to the following approximations for the forces present in this system:



Analysis of Turbulent Mixing Und Mass Transport … 105

Table 2 Comparison of the different estimated forces resulting from the pressure FD the inertia
FT and the friction FR . Listed are different grid compositions. The data is calculated for a 5 mm
bubble and 3 sphere diameters behind the grids

Gridelement dk [mm] αk [%] FD [N/m3] FT [N/m3] FR [N/m3]

Sphere 10 10 2.3 0.24 1.26

Sphere 10 05 2.5 0.24 1.26

Sphere 05 10 30.01 0.24 1.26

Ellipses 05 03 5 0.24 1.26

Ellipses 10 10 38.61 0.24 1.26

FD = 1

2
· ρL · 	v2

aK
FT = ρB · u

2
B

dB
FR = μL · uB

a2k
(3)

For five grids, three spheres and two elliptical grids, those forces were approxi-
mated. The specifications are listed in Table 2 with the corresponding results. The
inertia force is dependent on the bubble diameter, thus Table 2 is calculated with a
5 mm diameter.

As can be seen in Table 2 the forces introduced by the pressure are a factor 10
higher in comparison to the inertia forces. To note is, that the friction force cannot be
compared directly, since its calculated with both parameters from the liquid and the
bubbles. Thus, only the pressure force and the inertia force are compared. Since the
inertia force is dependent on the bubble diameter, a critical diameter can be calculated
when the bubble is no longer affected by the pressure introduced from the grids. This
critical diameter of bubbles would be around 50mmbubble diameter. However, these
bubbles will not be evaluated in this work, since they are five times bigger then then
bubbles usually used in industrial applications and are redacted from this work. For
comparison a graph for the here relevant bubble diameters is shown. Furthermore,
bubbles with sizes bigger then 7–8mm start to deform and the pressure gradient does
not result in a path shift anymore, but in a deformation of the bubble. For the other
grids even, higher diameters would be needed which is not feasible anymore. Thus
concluding, that the motion effects are mainly due to pressure and velocity gradients
introduced, by the grid elements.

In the literature various different publications explain the oscillation of free rising
bubbles and describe their behavior [15, 23, 24]. But to the authors knowledge
the behavior in turbulent background was not reported before. Thanks to the 3D
reconstruction, it is possible to investigate the surface-to-volume ratio in order to
gain a better understanding of the complexity of the 3D deformation. Figure 10a
shows the surface-to-volume ratio calculated from the 3D measurement. Two domi-
nant frequencies can be clearly seen in the measured data, called fR and fS . fR
describes the frequency of the superimposed oscillation (mean value of the individual
frequencies), and fS the frequency of the envelope. With a spectral analysis the two
frequencies or rather a range for those frequencies can be determined. By considering
the specific frequencies of the bubble deformation modes that describe the lateral



106 K. Haase and C. J. Kähler

Fig. 10 Example of the surface-to-volume ratio with time. The two frequencies are calculated
from this with the welch method. The evaluation for different bubble diameters is shown in the right
image. The most common frequency range is marked with grey boxes

f2.0 and axial deformation f2.2 oscillations, we can write fR = ( f2.0 + f2.2)/2 and
fS = | f2.0− f2.2|/2. A summary of all frequencies for themeasured bubble diameters
is given in Table 4 and a comparison of the spectral analysis in Fig. 10b.

6.1 Deformation of the Surface

Before the bubbles in the turbulent background flow are studied, free rising bubbles
are discussed. The shape of a free rising bubble can fluctuate in response to oscil-
lations in the pressure field in the liquid surrounding the bubble. The intermittent
vortex shedding associated with the lateral motion of bubbles, see, e.g., [23], will
cause regular fluctuations in the velocity and therefore in the pressure field around
the bubble. In their review on bubble wakes, [24] refer to several instances where
the shape of (mainly large) bubbles was observed to oscillate at the frequency of
the lateral motion. It is evident that the fluctuating shape of the bubble is a result
of the turbulent shear and pressure forces of the surrounding liquid. In addition to
that, the coupled vortex shedding behind rising bubbles leads to lateral motion of the
bubbles, inducing drag and lift forces on the bubbles. The oscillations frequencies
for small bubbles with a diameter up to 2–5 mm is well reported in the literature,
but the deformation dynamics of larger bubbles is less well documented, see [15] or
[23]. Bubbles with a larger diameter become unstable and start to deform in such a
manner that it is more difficult to measure or simulate their dynamics and surface
motion. To describe the oscillations in general, two different modes are discussed in
the literature: the oscillations in the equivalent major axis e, named mode 2.0 and of
that in the axes ratio R, as mode 2.2. In [15], a simple model is described linking the
shape oscillations to capillary waves traveling on the bubble surface. The 2.0 waves
aremoving from the front to the rear stagnation points (from pole the pole), andmode
2.2 waves are traveling around the equator of the bubbles. It is further described in
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[15] that themodes correlate with the bubble volume and deformation. It is also noted
that the 2.0mode has a strong correlation with themotion of the bubble itself. The 2.2
mode however does not show any relation to the bubble motion. The frequencies of
the oscillations can be formulated in terms of the spherical equivalent diameter and
the ellipticity ε. In this formula σ the surface tension, and ρ the density of the liquid.
The mode 2.0 and 2.2 frequencies can be calculated according to [15] as follows:

f2.0 = 1/2π
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With the introduced 3D reconstruction technique, the oscillation behavior was
studied inmore detail.With both approaches (2Dand3D) different sizes are evaluated
and presented in Table 1. The 2Dmeasurement shows values in the range that are also
reported by [15]. Unlike Perkins, that used the Fourier descriptors in this evaluation
an ellipse was fitted around the bubble to measure the two frequencies f2.0 and f2.2.
With a spectral analysis the modes where then extracted from the signal. In this data
as well the two dominating frequencies of the deformation dynamics a low one with
fS , and a high one with fR were calculated in good agreement with the literature
data. These are written in Table 2. It is easy to see that the 2D evaluation yields the
same results as the literature values. The small discrepancies arise from the different
qualities of the water that were used. As stated before, surfactants show a significant
influence on the behavior. Even small amounts of surfactants influence the behavior
of the bubble greatly [14]. But nevertheless, all values are in good agreement.

On the contrast however from the 3D data the frequencies fR and fS aremeasured.
From the spectral analysis of the surface-to-volume ratio the frequencies can be
identified. With the following correlation the two sets can be calculated into each
other: fR = ( f2.0 + f2.2)/2 and fS = | f2.0 – f2.2|/2. Since the bubble was only a short
time in the measurement volume the recorded signal is not long enough for a reliable
Fourier transformation. Thus, three bubbles with a similar radius were evaluated and
a mean range for the frequencies calculated. Again, the data is written in Table 3.
Here the oscillation frequencies are increased by almost a factor of three, from the
expected ones and the one yielded by the 2D data. This can especially be seen in
the measurement with 4 mm bubbles that are moving freely. This clearly shows that
even for smaller bubbles a 2D evaluation is not sufficient to fully describe the shape
oscillations with the simple approach of 2D elliptical fitting. The 3D method clearly
indicates that the two modes f2.0 and f2.2 superimpose on each other and create a
complex oscillating motion and thus the resulting frequencies vary in the 3D and 2D
approach.

Similar to the evaluation for the free rising bubble the bubbles in the emulated
turbulence are evaluated with both the 2D and 3D approach. As can be seen in Table
4 all four frequencies are in a similar range if the data is valuated in a 2Dmanner. The
data shows that all bubbles no matter the size are oscillating in the same frequency
range. This would suggest that the native bubble oscillation is overwritten by the
turbulence. If the bubbles are however evaluated with the 3D approach a different
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Table 3 Comparison of the different frequencies from the reconstruction (exp.), and theoretical
calculation taken from literature [23]

Deq (mm) f2.0 (Hz) f2.2 (Hz) fR (Hz) fS (Hz)

Literature/theoretical

4.0 14 28

5.0 28 20

Experimental 2D

4.0 37–47 24–34 30–40 ~6

4.5 20–30 18–28 19–29 ~1

Experimental 3D

4.0 108–128 ~72 90–100 18–28

4.5 98–118 ~68 83–93 15–25

Table 4 Comparison of the different frequencies from the reconstruction (exp.), and theoretical
calculation taken from literature. For the first literature/theoretical values fR and fS are calculated
from f2.0, f2.2. From the experimental data fR and fS are measured and from those values f2.0 and
f2.2 are derived

Deq (mm) f2.0 (Hz) f2.2 (Hz) fR (Hz) fS (Hz)

Literature/theoretical 4.0 41 28 34.5

5.0 29 20 24.5

Experimental 2D

2.2 with 15–25 16–26 15.5–25.5 ~ 0.5

3.5 with 17–27 19.27–29.75 18.37–28.37 ~ 1.37

4.1 with 14–24 14–24 14–24 –

5.0 with 17–27 15–25 16–26 ~0.5

5.3 with 17.5–27.5 17–27 17–25–27.25 ~0.25

6.5 with 17–28 19.5–29.5 18.75–28.75 ~0.875

Experimental 3D

2.2 with 44–58 28–34 36–46 8–12

3.5 with 46.5–64 34.5–36 40–50 6.5–14

3.5 with 46.5–75 33.5–45 40–60 6.5–15

4.1 with 33–38 23–29 28–38 5–9

5.0 with 23–37 17–23 20–30 3–7

5.3 with 13–23 10–16 13–23 3–7

6.5 with – – – –
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picture can be seen. The superimposed turbulence seems to hinder the eigenfrequency
of the bubble oscillation and forces a slower shape oscillation on the bubble. But as
know from the literature a decrease in the oscillation frequency is visible again.

Even for smaller bubbles the influence is significant. The oscillation frequencies
are almost reduced by a factor 3, even greater for bubbles with a higher diameter. For
smaller bubbles the turbulence length scales are in the range of the bubble size and the
turbulent fluctuations lead more to a change in the path then in the deformation. This
is further suggested by the fact, that, as was shown in the previous section, smaller
bubbles are more prone to be displaced by the fluctuations then bigger bubbles, that
get more deformed and hence the oscillation changes. Here the fluctuations are not
big enough to cause a displacement of the bubble but rather deform the surface which
in return causes the bubble to change their oscillation frequencies. For the biggest
bubble this frequency also seems to merge at 3–7 Hz, suggesting that for even bigger
bubbles this behavior becomes quite chaotic and cannot be truthfully reconstructed
since it shows concave parts or the bubble oscillation is fully random or that no
oscillation takes place anymore. As can be seen for the 6 mm bubble. This is also be
shown in the 2D evaluation for the free rising bubble that the two frequencies merge
for higher bubbles and the oscillation is not describable any longer.

6.2 Influence of the Turbulence on the Bubbles Wake
Structures

The bubble wakes can be visualized with the aid of a chemical tracer. The oxygen
in the bubbles is bound to the iron complex in the fluid and thus darkens the water.
Further information about the system can be found in [25]. The wake can then be
easily be recorded on the shadow images. From the time resolved data it could be
shown, that while a bubble is rising, the wakes develop depending on the position of
the bubble in the path. Is the bubble rising thewakes start to grow, while in the turning
points however the feet of the wake close, the bubble turns and the closed structures
stay stationary while the bubble is rising again and the wake starts to form again. In
some of the images, especially in the first few spiraling turns, Crow instability can
be seen. These instabilities dissolve the wake tails of the bubbles in the signature
sinus wave structures. They occur when small disturbances happen in the system,
just like the closing of the vortex pairs. In addition, the separated and close structures
stay stationary for roughly 20 bubble diameters before they diffuse. This shows that
the chemical tracer is only trapped in the inner most regions and does not span over
the whole vortex. The MLOS reconstruction was again used to create 3D images of
the rising bubble and its wake structures. From a spatial temporal reconstruction, the
overall shape and size of the bubble wakes can be estimated. In addition, the seeding
density is rather low and thus also the density of the measurement points. However,
the shape and size of the wakes can be estimated to be roughly in the size of 2 bubble
diameters, one wake vortices span the size of one bubble diameter.
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In comparison to the description of free rising bubbles, the wake structures in
turbulent flows are notwell understood. The interaction of the surrounding turbulence
with the wake is highly dependent on the local flow field. In addition, the bubble itself
getsmoved anddeformed in theflow thusmaking an explicit description complicated.
Some aspects can however be described with the data form the tomographic 3D
reconstruction. First the wake is noticeably shorter and gets diffused only a few
bubble diameters behind the bubble. While in a free rising case, it is recorded that
the bubble wake takes up to 20 bubble diameters, it can be seen in the 3D flow that
wake is noticeably shorten. For comparison a spatial temporal reconstruction of both
a free rising and a wake behind a bubble in the emulated turbulent flow is shown.
For the spatial temporal reconstruction, the displacement was chosen to create a
bubble fixed origin point. In the free rising case, the flow particles were displaced
with the rising velocity of the bubble. In the turbulent case the velocity difference
between the bubble and the flow was chosen as the displacement factor. This allows
the comparison between the two cases for a bubble fixed coordinate system.

The wake in noticeably shortened in comparison to a bubble the same size rising
freely in stagnant water. The structures behind free rising bubbles are persistent for
more than 20 bubble diameters (depending on the size and the path). The wakes in
the emulated truculence dissipates after roughly 8 bubble diameters. Then the wake
gets diffused and some parts are transported downstream. To identify the particles
that belong to the wakes a velocity threshold is applied. For the free rising bubble, the
threshold of 30 mm/s and for the turbulent case the threshold was chosen to 13 cm/s.
The wake of the free rising bubble starts to decay roughly 23 bubble diameters
downstream, however the full wake was not recorded, suggesting it be even longer,
in addition, the width of the wake on the order of the bubble size. To note here is that
the wake also follows a spiraling or zigzaggingmotion like the bubble. To reconstruct
this pattern a position of the bubble for the whole measurement would need to be
known, however the bubble was in the measurement volume only for a short time. If
the bubble path would be known for the whole time it could be fully reconstructed.
Thus, for this evaluation the main focus was placed on the decay behavior. Even
though the bubbles are rising with a mean velocity of about 25 cm/s the flow behind
the bubble is in the mean of v = 5 cm/s. While directly under the bubble the flow
could not be measured due to the shadowing of the bubble but close to the bubble the
flow accelerates the same velocity as the bubble. But the velocity reduces quickly.

In the turbulent case, the bubble and flow position are adjusted to the effective
flow that the bubble experiences. The bubbles are heavily influenced by the turbulent
flow and the wake cannot develop nor can the bubble follow its path, thus making it
impossible for defined structures to develop. Thus, the main structures are accumu-
lated up to 7–8 bubble diameters behind the bubble. In addition to it some smaller
structures do still persist downstream that got picked up by the flow and transported
away from the bubble. The width of the wake is also wider than the free rising case.
In this instance the wake structure is roughly double the size of the bubble. However,
it can be seen that the flow’s velocity, behind the bubbles is reduced by roughly
50% in comparison the surrounding flow. The mean flow of the liquid is set to v =
0.225 m/s the measured flow velocity behind the bubble’s wakes measured to v =
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0.13 m/s. With this it can be seen that the turbulence for the most part is dominating
the behavior of the bubble and the wake.

6.3 Conclusion

In order to study the flow behavior of individual bubbles in a bubble swarm, this work
presented not only a method to simultaneously record the flow field around a bubble,
but also correlate it with the shape of the bubble. The shape is reconstructed from the
shadow images thus not influencing the surface with tracer particles or other markers.
With the tomographic camera setup, it was possible to record a three-dimensional
flow around the bubble shape as well as influence on the shape by the turbulence.

In conclusion it can be said that the behavior of the bubble is largely dictated by the
turbulence and the fluctuations in the liquid. The first aspect that was looked at was
the path. It was shown that the bubble path is mainly driven by the pressure gradients
induced by the velocity gradients that are created by the moving particle grids. The
bubbles are pushed by the Bernoulli-Effect to regions with lower turbulence levels
and higher velocity. In comparison to real bubble swarms the bubble is here not
hindered by other bubbles and can freely rise over the whole channel width. In real
bubble swarm this behavior is restricted by the swam itself. While the small bubbles
tend to stay in the low-pressure regions the bigger bubbles experience a gradient over
the whole volume and can’t settle in the turbulent field created by this particular type
of grid.

Secondly the shape oscillations are measured in the also for bubbles moving
in the turbulent field. Here it’s clearly shown that a 2D evaluation is not suitable
anymore for any kind of bubble size. The 2D evaluation shows that the turbulence
is influencing the bubble oscillation but it rather suggests that the oscillation gets
overwritten by the turbulence fluctuations. In contrast the 3D evaluation gets more
insight with the surface to volume ration that reveals that the bubbles still have some
degree of dependence on the size even though the eigenfrequencies are hindered by
the turbulent fluctuations up to a factor of 3. It also again gets clearly shown that there
is similar to the free rising ones that a critical diameter exists after that the bubble
oscillation is becoming chaotic and the two frequencies are not sufficient anymore
to describe that behavior.

Is the bubble freely raising the wake or rather the pressure gradients induced by
it determine the movement of the bubble. In a turbulent flow the wake gets diffused
shortly behind the bubble and the structures induced by the bubble are accumulated
behind it. Thus, making it impossible for the wake to form and the movement and
the wakes are fully determined by the emulated fluctuations.
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7 Conclusions and Outlook

To improve on industrial multiphase applications, it is important to understand, the
complex interaction between bubbles in a swarm and in order to do that many ques-
tions still need to be answered that are important to evaluate industrial application.
Especially experimental models and measurement techniques are important to better
understand how the mechanism in a bubble swarm in intertwine and interact with
each other. Thus, this work focuses on experimental methods that allow studying
swarms and the behavior of individual bubbles in it. In order to that in the beginning
three questions were asked.

• What is a good experimental model to describe swarm like turbulence?
• How can a swarm be emulated and induced in a flow?
• How does it need to be characterized, to compare to real bubble agitations?

To answer these questions a new counter flow channel was designed to emulate
bubble swarms. With the optical access from all four sides it is possible to utilize a
variety of measurement techniques. The turbulence is induced by letting the water
flow through specially designed grids. These free moving particle grids consist of
small plastic spheres or ellipsoids are connected with a loose string. This allows
the sphere strings to almost move freely in the counter flow. From 2D flow field
measurements, donewith planar PIVdifferent size and volume fraction combinations
were characterized in regards to turbulence level, homogeneity, probability density
functions and energy spectra. Last was done by at the University of Bremen. From
these the best agreement with real statistics was found to be from grids with 10 mm
spheres and a volume fraction of 10%and a gridwith elliptical elements and a volume
fraction of ~ 4%. With these grids it was a goal to evaluate the behavior of single
bubbles in swarm like turbulence. This allows to measure bubbles as if they were
moving in a real bubble swarm. Within this chapter a comparison of the behavior
and different aspects of the bubble motion with and without an external fluctuation
was shown and discussed. With the channel and model swarm in place the bubbles
need to be evaluated. For this further question arose:

• How can a single bubble be measured without intrusive techniques?
• How can a single bubble be accurately described and the surface be reconstructed?
• Can the flow around the bubble be measured simultaneously and how are they

affecting each other?

One aspect, that is especially important for the mass transport is the bubble’s
surface and the three-dimensional shape changes. To measure the shape and its oscil-
lations a new technique was developed that allows to reconstruct the bubble surface
from shadow images. This has the advantages that no tracer or other marker needs
to be placed on the bubble and thus influencing the physical aspects like the surface
tension. It does however not allow for a reconstruction of convex surfaces. Thus this
method can only reconstruct bubbles reliably up to a size of 6 mm. With this method
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it is now possible to studied not only free rising bubbles but also bubbles moving in
this emulated turbulence, which proposes new questions:

• Howdo bubbles behave in this emulated swarm turbulence compared to free rising
bubbles?

• What is the difference compared to a free rising bubble?

With this technique free rising bubbles and bubblesmoving in emulated turbulence
are compared to each other. Different behaviors are investigated, like the bubble path,
the bubble shape and its deformation with time and the wake structures. To create
a basis for comparison and validation of the measurement technique free rising
bubbles of different sizeswere recorded. Those showed thewell-knowndifferent path
oscillation and deformations. In current publications the deformation was mainly
evaluated from 2D data, which is correct for small bubbles. For bigger bubbles
however it is important to evaluate the 3D shapes, since different modes start to
deform the bubbles in a complex manor. Thus, this work used the surface-to-volume
ratio was studied the deformation behavior and showed that the two frequencies, in
literature named as the f2.0 and f2.2 start to overlap. These can then be described as
a beat of the two frequencies and they can be measured from the surface to volume
ratio. The two new frequencies are named in this work as fR and fS. Thus this work
suggests that for small bubbles up to a range of 4 mm the 2D evaluation with f2.0 and
f2.2 is sufficient, but for bigger bubbles the 3D effects need to be taken into account
and instead the deformation is described with fR and fS.

If the bubbles are now moving in the emulated turbulence, the first thing that is
notable that the bubbles move in between the grid elements. The bubbles get pushed
by the pressure gradients induced by the strong velocity gradients due to the grid
elements. The main forces that drive this process can be estimated with the Bernoulli
and Navier–Stokes-Equation. This shows that the main driving force is the pressure
difference. By adding seeding particles into the flow, the wake structures behind the
bubble can be visualized and reconstructed. In comparison to freely rising bubbles
the wakes are shortly after diffused by induced turbulence. While the wakes of free
rising bubbles persist up to 10 bubble diameter the wake structures are diffused in
roughly 2–3 bubble diameters. While the wake structures behind free rising bubbles
are dependent on the path motion, like zigzagging or spiraling, the wake structures
in the flow structures are similar in strength but accumulate behind the bubble which
stretches the width and the wakes are quickly diffused.
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Experimental Studies
on the Hydrodynamics, Mass Transfer
and Reaction in Bubble Swarms
with Ultrafast X-ray Tomography
and Local Probes

Ragna Kipping, Holger Kryk, and Uwe Hampel

Abstract Themain focus of this projectwas the experimental investigation of hydro-
dynamics and mass transfer characteristics together with a chemical reaction in a
bubble column at higher gas holdup. Experiments were performed for chemical
absorption of CO2 in alkaline solution of different pH, at homogenous bubbly flow
conditions and up to 17% gas holdup. Ultrafast electron beam X-ray tomography
(UFXCT) has been used to obtain local gas holdup data and bubble characteristics
and awire-mesh sensor was used tomeasure species concentration fields in the liquid
bulk. In addition, experiments with the reaction of NO and FeII(edta) were carried
out and a new fiber optical probe was employed for local measurement of product
concentration in the bubble wake.

Experimental data is available at the RODARE Open Data Link (reference “DFG
SPP1740”) [1]

1 Introduction

Bubble columns are a widely used reactor type for gas–liquid reactions, such as e. g.
oxidation and hydrogenation, in the chemical industries. To optimize industrial reac-
tion processeswith respect to yield and selectivity in such devices, adequate and accu-
rate modeling of hydrodynamics, mass transfer and the reaction progress is needed.
Numerical analysis tools developed for this purpose need experimental data for vali-
dation and with that dedicated measurement techniques for transient flow analysis.
Fast and high-resolution camera-based methods, such as Shadowgraphy and Particle

R. Kipping · U. Hampel (B)
Institut für Energietechnik, Technische Universität Dresden, 01062 Dresden, Germany
e-mail: uwe.hampel@tu-dresden.de

H. Kryk · U. Hampel
Institut für Fluiddynamik, Helmholtz-Zentrum Dresden - Rossendorf, Bautzner Landstraße 400,
01328 Dresden, Germany

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2021
M. Schlüter et al. (eds.), Reactive Bubbly Flows, Fluid Mechanics
and Its Applications 128, https://doi.org/10.1007/978-3-030-72361-3_7

115

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-72361-3_7&domain=pdf
mailto:uwe.hampel@tu-dresden.de
https://doi.org/10.1007/978-3-030-72361-3_7


116 R. Kipping et al.

Tracking Velocimetry, which are well-established in general experimental flow anal-
ysis, do fail for higher gas fractions as the two-phase system becomes more and
more opaque for light. Cross-sectional imaging techniques provide a way out of this
dilemma. For that, different kinds of tomographic systems exist, which provide high
resolution either in space or time. Recently, ultrafast electron beam X-ray computed
tomography (UFXCT) was developed at Helmholtz–Zentrum Dresden–Rossendorf,
which achieves both [2–4]. It has been employed in this project. Moreover, the mini-
mally intrusive wire-mesh sensor, a fast electrical imaging instrument for gas–liquid
flow, was qualified and used for the study of chemical species conversion.

Scientific studies of chemical reactions in bubbly flows require easy to handle
and well-understood reaction systems, whose educts and products are preferably
nontoxic, easily disposable and affordable in larger quantities.Moreover, they should
offer easy ways for quantitative in situ concentration measurement. One of such
potential systems, which has been used before many times in scientific studies, is the
chemical absorption of CO2. Here, CO2 bubbles are contacted with alkaline solution.
The absorption causes bubble shrinkage, which is quantifiable with imaging tools,
and reduction of the pH value of the liquid phase as an effect of chemical reaction.
From the latter, reactive mass transfer rates can be determined using electrochem-
ical measurement techniques. Experimental studies reported in the literature have so
far mostly employed camera techniques and local probes [5–7]. Hence, they were
limited to lower gas holdup and point-wise measurement of species concentrations.
In this study, we employed novel tomographic imaging techniques to extend the
existing experimental data bases towards high gas holdup and concentration field
measurements. For that UFXCT was used to obtain time-averaged and transient
gas phase parameters, such as gas holdup and bubble sizes. Simultaneously, tran-
sient cross-sectional concentration fields of OH− were obtained from the wire-mesh
sensor data. Furthermore, a fiber optical photometric probe was qualified to measure
species concentration in the liquid bulk for the reactive system FeII(ligand)/NO,
which has been developed within Priority Programme SPP 1740 (see chapter “In situ
Characterizable High-Spin Nitrosyl–Iron Complexes with Controllable Reactivity in
Multiphase Reaction Media)”.

2 Reaction Systems Used for Experimental Investigation
of Bubbly Flows

2.1 Chemical Absorption of CO2

When carbon dioxide gas is injected into an aqueous sodium hydroxide solution it
physically dissolves:

CO2(g) → CO2(aq). (1)
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Thereafter, sodium hydroxide dissociates into sodium and hydroxide ions:

NaOH ⇔ Na+
(aq) + OH−

(aq). (2)

Thepresenceof hydroxide ions increases thepHvalueof the solution.Thephysical
absorption of CO2 is followed by chemical reactions in the liquid phase. For pH <
10 only a portion of CO2 is converted into ions, whereas for pH > 10 carbon dioxide
reacts almost immediately with the dissociated hydroxide ions to carbonate and
bicarbonate ions according to:

CO2(aq) + OH− ⇔ HCO−
3 . (3)

HCO−
3 + OH− ⇔ CO2−

3 + H2O. (4)

At high pH values, reaction (4) is dominant according to the pH-dependent disso-
ciation equilibrium [8]. Due to consumption of OH− ions the pH value of the solution
changes during chemical reaction.

2.2 Reaction of FeII(ligand)/NO

One of the reaction systems, developed during SPP 1740 is the reaction of
FeII(ligand)/NO. It is used, e.g. in BioDeNOx technology where NO binds to an
aqueous FeII(edta) compound and is subsequently reduced in a bioreactor by bacteria
[9, 10]. More details on that reaction system can be found in chapter “In Situ
Characterizable High-Spin Nitrosyl–Iron Complexes with Controllable Reactivity
in Multiphase Reaction Media”.

The fundamental reaction of the absorption of NO in ferrous solutions follows
the scheme:

Fe2+(aq) + NO(g) ⇔ [Fe(NO)]2+(ag). (5)

Working in an aqueous solution, water acts as a ligand and NO substitutes one
aqua ligand:

[
Fe(H2O)6

]2+ + NO ⇔ [
Fe(H2O)5(NO)

]2+ + H2O. (6)

The selection of chelate ligands of the aminecarboxylato group has a strong influ-
ence on the reaction rate and the equilibrium constant as shown by Schneppensieper
et al. [11]. The substitution of water by chelate ligands like edta (ethylenediaminete-
traacetic acid) changes the stability constant KNO significantly. Its value raises from
(1.15 ± 0.05) × 103 L mol–1 to (2.05 ± 0.15) × 106 L mol–1 for the water and the
edta complex, respectively.
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Adding edta with its potential six metal binding sites to the aqueous ferrous
solution and adding subsequentlyNO to the solution results in the very stable complex
of [Fe(edta)(NO)]2–:

[
Fe(H2O)6

]2+ + edta4− ⇔ [Fe(edta)(H2O)]2− + 5H2O (7)

[Fe(edta)(H2O)]2− + NO ⇔ [Fe(edta)(NO)]2− + H2O (8)

Since the resulting complex shows an intense color in aqueous solution (ε435nm
= 820 L mol−1 cm−1), the reaction system allows for the visible detection of the
bubble wake structure.

3 Experimental Setup and Methods

3.1 Bubble Column Setup for CO2 Absorption Measurements

All experiments were run in a cylindrical bubble column with D = 100 mm inner
diameter (Fig. 1). The column itself is made of acrylic glass, while all remaining
parts that are in contact with the reaction medium are made of stainless steel. A

Fig. 1 Scheme of bubble column setup with specification of capillary gas distributor (right)
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capillary gas distributor produces a uniform bubbly flow with a narrow bubble size
distribution. A modular design of this sparger allows the use of different numbers
of needles, depending on the gas flow rate. Its configurations and ranges of applica-
tion are schematically depicted in Fig. 1 (right). Experiments were performed within
the homogenous bubbly flow regime at gas flow rates of jG = 0.5 – 2.5 cm s−1,
with steps of 0.5 cm s−1. Chemically inert N2 and deionized water is used for non-
reactive experiments. Furthermore, mass transfer measurements were carried out
for CO2 in deionized water and sodium hydroxide solution of different concentra-
tions. The initial pH value of the solution varied between pH = 11.0–12.5. The
maximum pH value was limited to 12.5 in order to avoid temperature effects of
the exothermic chemical absorption reaction. For each experiment, the column was
prepared with fresh deionized water or sodium hydroxide solution of the desired
concentration, respectively. At the beginning of each experiment, the column was
flushed with nitrogen at the targeted flow rate to generate a stationary flow profile
within the reactor. Experiments were performed at ambient temperature and pressure
conditions. Once stable operating conditions were reached, the tomographic scans
were performed in two planes located at 0.1 and 0.7 m above the sparger. Measure-
ments close to the sparger were performed to provide data of initial bubble size and
phase distribution. The second measurement height is located in the fully developed
bubbly flow region, which is known to be the case at L/D ≥ 5 for these experimental
conditions [12].Mass transfer measurements were carried out at continuous gas flow.
Therefore, the gas flowwas switched toCO2 shortly after starting the data acquisition,
initiating the chemical reaction. The gas supply was controlled via a pneumatically
driven 5/2-way valve, which ensures gas switching without any pressure surges.

3.2 Ultrafast X-ray CT for Investigation of Bubble Column
Hydrodynamics

Ultrafast X-ray computed tomography (UFXCT) is used to investigate the gas phase
hydrodynamics, such as local gas holdup distribution, bubble sizes and interfacial
area, in the DN100 bubble column. This section provides information about the
measurement principle and a brief description of the post-processing steps.

The principle is based on themeasurement of the attenuation ofX-rays penetrating
the bubble column. The attenuation depends on the material mixture in the imaging
region and thus gives information about the gas phase distribution in the column. In
contrast to medical X-ray CT systems, the measurement system used here contains
nomoving parts. Instead, an electron beam is focused on a tungsten target and creates
a moving X-ray source that allows for fast imaging (Fig. 2). The attenuation data is
recorded by a dual-plane circular detector with 2 × 432 detector elements. The dual
plane approach allows simultaneous scans in two planeswith an axial pitch of 11mm,
which enables the extraction of bubble rise velocities. The in-plane spatial resolution
is about 1 mm. For more details on UFXCT see [13] and [14]. For this study, an
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Fig. 2 Schematic of UFXCT facility (left) and photograph of the bubble column setup installed in
the UFXCT scanner (right)

Fig. 3 Schematic of the post-processing of X-ray measurement data

image frequency of 1000 frames per second and plane is used and measurements
were carried out for up to t = 20 s scanning time.

The basic steps of post-processing of UFXCT data are schematically depicted in
Fig. 3. The measured attenuation data are reconstructed using the method of filtered
back-projection. The reconstructed data sets are stacks of cross-sectional images of
size 180 × 180 pixels with the X-ray attenuation coefficients μi,j,k as values (see
Fig. 3 left). Each voxel is described by its spatial in-plane coordinates i and j, and k
indicates the sampling time.

Togetherwith attenuation coefficients of the completely filled columnμfull and the
empty columnμempty, the gas holdup ε is calculated according to Eq. (9) (referencing
step in Fig. 3).

εi,j,k = μfull
i,j − μi,j,k

μfull
i,j − μ

empty
i,j

(9)

Based on this, a binarization and segmentation algorithm is applied,which extracts
voxel clusters of single bubbles from the data stack [15]. Following, the bubble
equivalent diameter dB,eq is computed based on the three-dimensional volume VB of
each bubble:

dB,eq = 3

√
6

π
VB (10)
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andbubble size distributions are computed. From the three-dimensional image stacks,
also bubble surfaces are extracted and subsequently the Sauter mean diameter is
computed according to

dS = 6
VB

AB
. (11)

In that way, the computation of the Sauter diameter is independent of the shape of
the bubbles and thus less uncertain. Further details on the post processing of UFXCT
measurement data can be found in [16].

3.3 Wire-Mesh Sensor for Mass Transfer Measurements

The wire-mesh sensor is a minimally invasive imaging instrument based on an elec-
trical measuring principle. Two orthogonal sets of non-contacting wire electrodes,
acting as receivers and transmitters, are stretched in a matrix-like arrangement in
the flow cross-section (see Fig. 4). An electronics samples electrical currents in the
crossing points of this grid, which are representative for the local electrical conduc-
tivity. For e.g. gas–liquid systems one can obtain local gas holdup or the mixing of
a conductivity tracer [17]. In this project, the wire-mesh sensor was employed to
measure the change of concentration of CO2 in deionized water and the local species
conversion during chemical absorption of CO2 [18].

The design of the wire-mesh sensor was optimized for this study. As the primary
objective is measurement of high conductivity from the NaOH solution and not
bubble parameters, we devised a design with low intrusiveness, which is depicted in
Fig. 4. Based on the expected bubble size of d = 5 mm generated by the capillary
gas sparger, the lateral wire distance was chosen as 12.5 mm, which corresponds
to 2 × 8 wires in total. As the high conductivity of the NaOH solution may cause
crosstalk between neighboring wires a large ratio of lateral and axial wire distance
with 1 mm axial wire spacing was chosen. This sensor design gives 52 equally
distributed crossing points in the circular cross-section and thus an in-plane spatial
resolution of 6.25 mm. Measurements were carried out with a frame rate of f =

Fig. 4 Left: Geometric dimensions of the wire-mesh sensor and right: Photo of wire-mesh sensor
used in this study
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5000 Hz. The total scanning time was adjusted so that saturation of the liquid phase
was reached.

As a wire-mesh sensor was used for the first time for such an application, new
post processing steps for evaluation of measurement data had to be developed. This
includes the extraction of the liquid phase signal from the data, which is done
by a step-wise histogram calibration, and the extraction of mass transfer related
parameters [18], which are briefly described in the following.

Based on the normalized conductivity signals of the wire-mesh sensor, the volu-
metricmass transfer coefficients are determined. The dissolution of CO2 in deionized
water is followed by the formation of carbonate and bicarbonate ions,which increases
the conductivity of the solution. Assuming a linear dependency between the concen-
tration of dissolved CO2 and conductivity, the step responses of the change of CO2

concentration in deionized water is analyzed via the following model:

∂cl
∂t

= kLa

εl

(
c∗
l − cg

)
(12)

By fitting our experimental data to this model, the volumetric mass transfer coeffi-
cient kLa is determined in each single crossing-point. The gas holdup used for calcu-
lation of the kLa value is determined from the simultaneously measured UFXCT
data. Following, with the interfacial area determined from UFXCT data, also the
liquid side mass transfer coefficient kL is evaluated.

For chemical absorption measurements of CO2 consumption rates of OH− are
determined from WMS data in the following way. Conversion of ionic species
during chemical absorption of CO2 changes the conductivity of the liquid phase.
Thereby, hydroxide ions have a significantly higher equivalent conductivity (Λeq,OH-

= 198.6 S cm2 mol−1) in comparison to carbonate (Λeq,CO32- = 55 S cm2 mol−1) and
bicarbonate ions (Λeq,HCO3- = 44.5 S cm2 mol−1). As hydroxide ions are dominant
their consumption can be readily measured during the reaction. For validation of this
method, an analytical study has been performed. A reactor model has been set up to
predict theoretical concentration profiles of the chemical species during the reaction
(see Fig. 5, left) [18]. Based on this, the conductivity of the solution is computed,
normalized and compared to wire-mesh sensor data of validation measurements. An
exemplary time signal of normalized conductivitymeasuredwithWMSandpredicted
from the reactor model is depicted on the right of Fig. 5. It shows a characteristic
course including two kinks. In the first sector, a sharp decrease of the conductivity is
obtained. This results mainly from the consumption of the OH− with its high equiv-
alent conductivity. After the first kink, the decrease of conductivity becomes less. In
accordance with the concentration profiles on the left of Fig. 5 the turning point in
the conductivity course characterizes the consumption of the OH− ions. In the third
section, the conductivity tends towards a stationary value, which indicates the end
of the chemical absorption reaction.

The subdivision of the signal into three temporal sectors, which are indicated by
the interval boundaries, has been carried out for each crossing point in the cross-
section using spline approximation function [19]. For analysis of the impact of
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Fig. 5 Left: Concentration courses of the different ionic species during chemical absorption of
CO2 in NaOH solution of c0,NaOH = 3.2 mmol l−1 determined from reactor model and right:
comparison of normalized conductivity course computed from reactor model and wire-mesh sensor
measurement signal

different experimental conditions, e.g. initial concentration of NaOH and superfi-
cial gas velocity, on the OH− consumption, the first time interval is evaluated to
determine the consumption rate of OH− according to:

υOH− = �cOH−

�tOH−
. (13)

This is done for each single crossing point in the cross-section, allowing the
evaluation of radial consumption rates. According toDarmana et al., the consumption
rate of OH− is proportional to the rate of CO2 mass transfer, since dissolved CO2

immediately reacts with OH− at these pH values [20].

3.4 Experimental Setup for Experiments
with the FeII(edta)/NO System

For experiments on the FeII(ligand)/NO system, changes of the experimental setup
were necessary. A schematic of the setup is depicted in Fig. 6. Due to use of toxic
NO gas, special attention was paid on the safety implementation and experiments
are initially carried out with single bubbles and in a fume hood. For measurements
with this reaction system, the reaction solution FeII(edta) must be prepared directly
in the bubble column. First, the column is filled with deionized water. Since oxygen
interferes with the desired reaction, the whole setup and the deionized water needs
to be flushed with nitrogen as inert gas to get the setup oxygen free. Then the reac-
tion solution is prepared by adding iron(II)sulfate heptahydrate and 1.1 equimolar
edta salt hydrate. In these experiments the gas supply is stopped before starting the
measurements. The feed lines are then filled with NO gas up to the capillary to feed
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Fig. 6 Schematic of the
bubble column setup for
measurements using the
reactive system
FeII(ligand)/NO

only pure NO into the bubble column. For the injection of NO gas in the column a
single capillary in the center of the column is used. The gas throughput is controlled
by a magnetic valve, which ensures shedding of single bubbles.

After injection of NO gas the product [FeII(edta)(NO)]2− is formed in the liquid
phase. The formation is indicated by a local color change of the solution from color-
less/slight yellow to orange/brown. For the measurement of the color change, which
reveals the local concentration of the complex, a fiber optical probe was developed
which can be installed in different heights of the reactor. The probe allows for mini-
mally invasive in situ measurement of local concentration of the product complex
in the liquid phase and, simultaneously, the phase discrimination of gas bubbles and
the liquid.

A photograph and a schematic of the design of the probe is depicted in Fig. 7.
The fiber optical probe is designed for absorption measurements at individual wave-
lengths. Thus, monochromatic light traverses a small control volume at the probe
tip and its attenuation is measured. Light is generated via LEDs in a remote unit
and transferred to and from the probe via optical fibers. For this study, two wave-
lengths of λ = 435 and 780 nm were used. The selection of the wavelengths is based
on the characteristic absorption band of [FeII(edta)(NO)]2− at λ = 435 nm and a
reference at 780 nm, where the change of absorption at different concentrations of
[FeII(edta)(NO)]2− is negligible (see Fig. 7 top left). To meet requirements on the
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Fig. 7 Top left: Absorption spectrum of [FeII(edta)]2−. Right: Photograph of the sensor tip of the
photometer probe and bottom left: Schematic of the illumination circuit

chemical material stability andminimal intrusiveness, special attention has been paid
to the design of the probe. The probe has a fork-like structure, each arm containing
the fiber in a 1 mm stainless steel tube. Micro prisms are installed at the tip of the
fibers for a tip-crossing light beam. The distance of the optical fibers at the tip of the
probe is d = 3 mm, which results in a measurement volume of about V = 2 mm3. To
eliminate effects of ambient light, the emitter light is modulated with a sine wave of
f = 100 kHz and the detector signal demodulated using a Lock-In Amplifier (SR840
DSP). The output voltage signal (U = 0–1 V ) is sampled with a frequency of f =
5 kHz.

The calculation of the extinction values E for each wavelength λ is based on the
Lambert–Beer law, that is

E(λ) = − log10
I (λ) − IDark(λ)

I0(λ) − IDark(λ)′
(14)

where I0 is the intensity of the pure solution before reaction, I is the intensity of
the solution during and after reaction and IDark is the intensity without light source
(dark current of detectors). Eventually, the difference of the extinction values �E is
calculated according to:

�E = E(λ = 780 nm) − E(λ = 435 nm). (15)
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Fig. 8 Example of calibration measurement for c([FeII(edta)(NO)]2−) = 0.7 mmol l−1 (left) and
calibration function for fiber optical probe (right)

To convert the extinction values into concentrations, a calibration was carried
out with a reduced reaction volume of 250 ml. NO was added to aqueous solutions
of various concentrations of [FeII(edta)(H2O)]2− to form [FeII(edta)(NO)]2− until
[FeII(edta)(H2O)]2− was completely consumed. Voltage signals of the fiber optical
probe were continuously recorded. The computed extinction values are depicted in
Fig. 8 left. The complete consumption of [FeII(edta)(H2O)]2− results in a constant
value of the absorption.

Thus, an extinction value can be assigned to each concentration and consequently
a calibration function

c
([FeII(edta)(NO)]2−) = �E/k (16)

with k being the calibration constant, is determined. For the probe used in the present
study, the calibration constant was found to be k = 0.145. The extinction values
determined for different concentrations of [FeII(edta)(NO)]2− are depicted in Fig. 8
right. A linear dependency according to the Lambert–Beer law is observed up to a
concentration of c = 3 mmol l−1.

For application in the bubble column reactor additional post-processing is neces-
sary to discriminate gas and liquid phase from the measured signals. The contact of
a bubble with the probe tip produces a clear peak in the time signal of the intensities.
By applying a threshold to the time derivative of the extinction signal of the reference
wavelength, these bubble-probe contacts can be identified and subsequently applied
to the species-specific wavelength, allowing the distinction between bubble contact
and concentration information in the bubble wake.
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4 Experimental Results

4.1 Gas Dynamics and Bubble Properties of Uniform Bubbly
Flow

This section provides selected results of the hydrodynamic measurements in the
DN100 bubble column. For clarity, results are exemplarily presented for the superfi-
cial gas velocities jG = 0.5, 1.0, 2.5 cm s−1, deionized water and two concentrations
of NaOH solution, corresponding to pH 11.5 and pH 12.5. Further results can be
found in [16].

Initially, a characterization of the hydrodynamics produced by the capillary gas
sparger was performed using deionized water and nitrogen. Measurement data at
h = 0.1 m above the gas distributor were recorded to obtain information about
the distribution of the gas through the gas distributor and the initial bubble size
distribution, which are crucial parameters for CFD simulations. Figure 9 left presents
the time-averaged cross-sectional images of the phase distributions together with the
radial profiles at the measurement position 0.1 m above the gas distributor. The
result indicate a radial symmetry of the distribution of the gas within the cross-
section and confirms a radially uniform injection of the gas bubbles. The bubble size
distributions presented in Fig. 9 right shows a narrow distribution of bubble sizes and
a most probable bubble diameter of dB,eq ≈ 5 mm for all superficial gas velocities.

All following results are referred to the measurement height L/D = 7, where
the flow structure is assumed to be fully developed [12]. In Fig. 10a the global gas
holdup data are presented in dependence of the gas superficial velocity. The global
gas holdup of N2 in NaOH solution is higher compared to the one in deionized
water. This results from expected smaller bubble sizes in electrolyte solutions [21],
which is also confirmed by the bubble size distributions (see Fig. 10c). In Fig. 10b
exemplary X-ray tomography image stacks are depicted, showing the structure of the
gas phase in the column and the temporal averaged distribution in the cross-section of

Fig. 9 Left: Radial gas holdup profiles, right: Bubble size distributions at L/D = 1
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Fig. 10 Global gas holdup data for deionized water (full line) and NaOH solution of two different
concentrations (dashed lines) in dependence of superficial gas velocity (a), X-ray tomography image
stacks of flow structure in the bubble column togetherwith temporal averaged cross-sectional images
for deionized water (b), corresponding bubble size distributions (c) and interfacial area (d)

the column, from which a radially uniform distribution of the gas can be concluded.
Figure 10d shows the values obtained for interfacial area in dependence of the gas
superficial velocity for different pH values of the solution. In accordance with the
results from gas holdup and bubble size distribution, the interfacial area is increasing
with concentration of NaOH solution.

Cross-sectional analysis of the gas–liquid distribution allows evaluating radial gas
holdup profiles, which are presented in Fig. 11, left. Here, data of three superficial
gas velocities are compared for deionized water and sodium hydroxide solution with
pH = 11.5 and pH = 12.5. In general, the profiles are flat in the center and show a
minimum gas holdup at the column wall. For jG = 2.5 cm s−1 a gas holdup peak is
observed 5 mm away from the wall, which can be related to the effect of the lift force
or column dimensions [16]. Comparing experiments in deionized water and NaOH
solution, the shape of the radial profiles is changing. For jG = 0.5 and 1.5 cm s−1
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Fig. 11 Left: Radial gas holdup profile and right: radial bubble frequency

the profiles measured for NaOH solution are flatter compared to measurements in
deionized water. This results from a narrower bubble size distribution for NaOH and
therefore more homogenous flow conditions. Indication on this is also given by the
profile of the radial bubble frequency, which changes from center-peaking to a flat
profile with addition of NaOH (see Fig. 11, right).

The results obtained from hydrodynamic studies, which also comprise e. g. axially
averaged gas phase velocities and radially resolved bubble sizes [16], provide a
comprehensive description of the hydrodynamic conditions in the setup presented
here and will be used together with the results of the mass transfer studies for
improved understanding of their interrelation.

4.1.1 Absorption of CO2 in Deionized Water

The absorption of CO2 in deionized water was studied and volumetric mass transfer
coefficients were determined from simultaneously measured wire-mesh sensor and
UFXCT data. Therefore, the normalized conductivity signal of WMS data is eval-
uated and the kLa value in each single crossing point is determined according to
Eq. (12). In Fig. 12 left the spatially averaged volumetric mass transfer coefficients
for absorption of CO2 in deionized water are depicted together with data from empir-
ical correlations and in dependence of the superficial gas velocity. From the present
experiments, the following correlation for kLa has been derived:

kLa = 1.24 j0.89G . (17)

Since, WMS measurements allow the cross-sectional measurement also radial
distributions of the volumetric mass transfer coefficients are evaluated. In turn, the
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Fig. 12 Volumetric mass transfer coefficients as function of superficial gas velocity (left) and radial
profile of volumetric mass transfer coefficients from experimental data

radial distribution is shown on the right of Fig. 12 and exhibits uniform values over
the cross-section with slightly higher kLa values in the center of the column.

Together with the values of interfacial area determined from UFXCT measure-
ments, the liquid side transfer coefficient is evaluated and eventually the Sherwood
number is calculated according to

Sh = kLd

Dc
(18)

with Dc being the gas molecular diffusion coefficient of CO2 in water according
to Versteeg and Swaaji [22]. In Fig. 13, the experimentally determined Sherwood
numbers are depicted in comparison with values of empirical correlations for non-
spherical bubbles [23, 24]. Assuming a constant mass transfer coefficient for this

Fig. 13 Comparison of
calculated Sherwood
numbers from experimental
data and empirical
correlations in dependence
of the Reynolds number for
absorption of CO2 in
deionized water
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bubble size class the values obtained from the empirical correlation of Calderbank
[24] are in good agreementwith experimental data. The correlation of Brauer predicts
significantly lower values. Deviations are mainly due to different values of the inter-
facial area, which are dependent on the method or measurement technique used for
determination and the fluid dynamic conditions which are heavily influenced by the
type of sparger.

4.1.2 Chemical Absorption of CO2

In this section, exemplary experimental results of hydrodynamics and chemical
species conversion during chemical absorption of CO2 are presented. Simultaneous
measurements with UFXCT and wire-mesh sensor provide complementary results
on the bubble column hydrodynamics and conversion of chemical species.

On the left of Fig. 14 the cross-sectional averaged consumption rates for two
different initial pH-values of NaOH solution are depicted in dependence of the gas
superficial velocity. According to Darmana, the consumption rates are assumed to

Fig. 14 Left: Global consumption rates in dependence of gas superficial velocity and right: radial
consumption rates for three different superficial gas velocities and two pH values of NaOH solution
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be proportional to the mass of CO2 being transferred [20] and thus give direct indi-
cations on the reactive mass transfer. The global consumption rate of OH− is seen to
increase almost linearly with increasing superficial gas velocity for both pH values,
respectively.However, the slope of increase is higher for pH =12.5,which is in accor-
dance with higher concentration gradients and higher interfacial area (see Fig. 10d)
in this case. On the right of Fig. 14 the consumption rates of OH− are depicted as
radial profiles. For jG = 0.5 cm s−1 the consumption rates show similar values for
both initial pH values of the solution. With increasing flow rate, the values of the
consumption rate increase towards the center of the column. One reason could be the
more pronounced velocity profile with higher gas throughputs, leading to increased
bubble induced turbulence.

In Fig. 15 the temporal evolution of the gas holdup during chemical absorption
is exemplarily shown for jG = 1.5 cm s−1 and two different initial pH values of
the solution. The reaction is initiated by gas switching from nitrogen to CO2, which
causes a drastically reduce of the gas holdup and reaches a stationary value after
t ~ 10 s measurement time for this experimental conditions. For two time steps,
namely at the beginning of the reaction and after 18s measurement time, the bubble
size distributions are depicted in Fig. 15, right. From this, we can conclude a gross
reduction of the bubble size but no complete dissolution of the bubbles after t = 20 s
measurement time. However, the rate of reduction is higher for pH = 12.5 which
results from higher concentration gradients. From the bubble size distributions the
variance of the bubble size can be determined. Together with the gas holdup, it is
summarized in Table 1.

Fig. 15 Transient gas phase hydrodynamics during chemical absorption ofCO2 for jG = 1.5 cm s−1.
Left: Temporal evolution of global gas holdup and corresponding cross-sectional images of the phase
distribution and right: Bubble size distribution for t1 = 0–2 s and t2 = 18–20 s measurement time
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Table 1 Values of gas holdup and variance of bubble size distribution before chemical absorption
reaction and after 18 s measurement time

t = 0–2 s t = 18–20 s

jG/cm s−1 ε · 10–2/- σ2d,eq/mm2 ε · 10–2/- σ2d,eq/mm2

pH = 11.5 0.50 2.20 2.34 0.59 0.73

1.50 7.86 2.93 1.65 1.08

2.50 14.6 2.12 2.53 0.91

pH = 12.5 0.50 2.09 2.39 0.33 0.54

1.50 7.52 2.75 0.66 0.91

2.50 15.56 2.21 0.88 0.67

4.1.3 Local Species Concentration Measurement of [FeII(Edta)(NO)]2−
Using Fiber Optical Probe

This section provides results of the first measurements of local species concentration
using the fiber optical local probe. Single bubbles were injected into the column
and bubble-probe contacts were evaluated. A typical time signal provided from fiber
optical probe data is depicted in Fig. 16, left. The contact of a bubble with the probe
leads to a strong signal peak at both wavelengths as the optical transmission path
is interrupted. In the liquid phase the extinction values of the reference wavelength
λ = 780 nm are close to zero. Contrary, for the product specific wavelength λ =

Fig. 16 Typical time signal of extinction valuesmeasured by fiber optical probe (left) and converted
time signal of concentration (right)
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Fig. 17 Local product concentration depending on the bubble-probe distance based on a converted
time scale. Assuming a bubble diameter of 4.5 mm, the decrease of concentration with distance
from the probe is evaluated

435 nm, a clear increase of the extinction values is obtained, e. g. behind the bubble,
which diminishes with further distance of bubble and probe. Based on the signal
of the reference wavelength, the bubble probe contact is removed for further data
processing. Following, according to Eq. 16, the concentration signal is computed. On
the right of Fig. 16 a typical signal of the concentration course is depicted. Directly
behind the bubble a maximum concentration of [FeII(edta)(NO)]2− is measured,
which then drops rapidly. Even if this is a characteristic signal, which can be found
often in a measurement sequence, other signal courses also occur, namely when
there is no complete passage of the bubble through the probe or no bubble contact is
recorded. However, these sequences are neglected for further analysis.

If the bubble size is known, the velocity of the bubble can be computed by the
contact time of the bubble and the probe assuming a complete bubble passage.
Following, the time signal can be converted into length scale. In Fig. 17 the concen-
tration of [FeII(edta)(NO)]2− is depicted in dependence of the distance from the
bubble. By analyzing the concentration gradients in the bubble wake, the structure
of the wake can be derived and valuable information about the mixing of reactive
species in the wake can be obtained. The main advantage of this technique lies in the
possibility of its application to dense bubble swarms. With the help of the reference
wavelength information about the gas phase, such as phase fraction, can be obtained
simultaneously.
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5 Conclusion and Outlook

Within this project a comprehensive experimental data base for hydrodynamic and
mass transfer data were obtained by the use of tomographic measurement tech-
niques, ultrafast X-ray tomography and wire-mesh sensor. A bubble column with
a capillary gas sparger producing a uniform bubbly flow was set up. The wire-
mesh sensor was provided for the application of chemical species conversion during
chemical absorption of CO2, allowing a profound analysis of local consumption
rates through the cross-sectional resolved measurement. Together with simultaneous
measured transient hydrodynamic parameters, these data provide a valuable basis for
CFD simulations of homogenous bubbly flows with gas holdup up to 17%. To date,
these data were used for validation of Euler–Lagrange simulations by the group of
Sommerfeld (see Chap. 6 "Chemical Reactions in Bubbly Flows"). Besides studies
on hydrodynamic and mass transfer during the absorption of CO2 in bubbly flows,
also investigations on the reaction system FeII(edta)/NO system were carried out. A
fiber optical probe was designed and validated for the measurement of local concen-
trations of the product complex of the reaction in the vicinity of the bubbles. First
results are promising to analyze the concentration gradients behind bubbles and in
that way better understand the mixing of reactive species in bubble wakes at different
hydrodynamic conditions. This is of main importance, since there are indications of
significant influence of the mixing in the wake on the selectivity of chemical reac-
tions. In the future, this probe will be used for further experimental studies on the
influence of bubble size distribution and holdup on local product concentrations in
the bubble wakes.
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Experimental Investigation of Local
Hydrodynamics and Chemical Reactions
in Taylor Flows Using Magnetic
Resonance Imaging

Philip Kemper, Ekkehard Küstermann, Wolfgang Dreher,
and Jorg Thöming

Abstract In today’s industrial processes reactions in dispersed gas–liquid systems
are of major importance. Many products originate from gas–liquid reactions inside
the bubble wake, acting as a mixing zone. High reaction yields are mainly influ-
enced by the hydrodynamics within these zones. However, undisturbed hydrody-
namic measurements of low viscous systems inside the bubble wakes are lacking.
In this work we report on non-invasive MRI of gas–liquid Taylor flows. A detailed
explanation of the developed MRI setup and sequence is given.

1 Introduction

In modern day industry gas–liquid reactions are of great importance for produc-
tion processes as they serve different purposes such as oxidation, chlorination and
hydrogenation. For this reason, an improvement of the selectivity and yield of these
processes is aimed. Commonly, gas liquid reactions are carried out in large scale
bubble columns and gas sparged tanks, which only allow efficiency measurements
by globally quantifying the product stream in terms of selectivity and yield. However,
these chemical reactions can only be selectively improved and optimized by inves-
tigating concentration fields and mass transfer on a local scale. Furthermore, an
in-depth knowledge of the underlying flow field is required, as flow and chemical
reactions are superimposed and significantly influence residence times and local
concentrations. Rather than conducting experiments inside bubble swarms [1], the
complexity of the investigated systems is often reduced by looking at freely rising
single bubbles in large columns [2], emulating bubble swarm effects [3] or most
frequently by using gas–liquid Taylor flows. They enable the investigation of single
bubbles, rising inside a confined space under well-defined and reproduciblemeasure-
ment conditions at laboratory scale. Taylor flows are often utilized for systematic
studies inside multiphase flows when looking at flow dynamics [4–8], mass transfer
[9–11] and chemical reactions [12].
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In confined tubes the gas phase forms the so-called Taylor bubbles, characterized
by an elongated bullet shape, with a region of flow behind the bubble, referred to as
the wake. Typically, Taylor bubbles fill the cross-section of the capillary, only being
separated from the capillary’s wall by a thin liquid film, which allows the bubble to
move inside the confined space. In vertically aligned capillaries, the ratio between
gravitational and surface tension forces defines whether a buoyancy driven bubble
movement occurs. This ratio is also known as the dimensionless Eötvös number:

Eo =
(
ρliquid − ρgas

)
gd2

i

σ
(1)

It consists of the density difference between the liquid and the gas phase(
ρliquid − ρgas

)
, the gravitational acceleration g, the capillary diameter squared d2

i
and the surface tension σ of the gas–liquid system [13]. Inside an air–water system,
the critical number of Eo = 4 has to be exceeded for buoyancy driven bubble rise
to occur [14]. This results in a critical capillary diameter of about di = 5.5 mm.
Long-term hydrodynamic investigations are made possible by holding a buoyancy
driven bubble (Eo > 4) in place with a countercurrent flow. The flowrate is adjusted
to the terminal rise velocity of the bubble until it is spatially fixed. The terminal rise
velocity of the Taylor bubble increases with larger capillary diameters, which also
alters the flow inside the bubble’s wake region [12, 15]. This alteration occurs due to
the increasing inertia of the system at larger capillary diameters. The ratio between
inertial and viscous forces is described by the dimensionless Reynolds number:

Re = ρliquidvdi
ηliquid

(2)

The inertia depends on the fluid density ρliquid, the flow velocity v and the capillary
diameter di, whereas the viscous term is only described by the dynamic viscosity of
the liquid phase ηliquid [13]. Another dimensionless number often found in literature
regarding hydrodynamics is the Capillary number:

Ca = ηliquidv0

σ
(3)

It describes the interaction between interfacial forces and viscous forces. The
interfacial term consists of the dynamic viscosity of the liquid phase ηliquid and the
superficial flow velocity v0, whereas the viscous term is only described by the surface
tensionσ of the gas–liquid system. Further information of transport processes is given
in the book Transport Processes at Fluidic Interfaces [16], which resulted from the
same named DFG priority program 1506. The results helped to develop the setup of
this study.

A common approach to visualize and study hydrodynamics inside Taylor flows is
particle image velocimetry (PIV). Therefore, the liquid phase is seeded with fluores-
cent tracer particles. The particles follow the streamlines of the flow under stationary
conditions. A precisely timed series of images is acquired in which local velocity



Experimental Investigation of Local Hydrodynamics … 139

vectors are determined by evaluating ensembles of tracer particles [12, 17]. The visu-
alization of local mass transfer requires tailored reaction systems [18–20]. Some of
them were recently developed within DFG priority program 1740 to assist the exper-
imental research. They are based on color changing reactions after contact with the
gas phase. The utilized metal complexes are dissolved in water or organic solvents,
acting as the liquid phase. The change in color is determined by optical measure-
ment techniques, meaning that they are limited to optically accessible and transparent
systems.

Nuclear magnetic resonance (NMR) based imaging (MRI) is one method to
face these challenges. MRI makes slice-by-slice multidimensional imaging inside
opaque systems possible. It allows to directly measure positions and distances and
also enables to encode different parameters, such as chemical information about the
sample, diffusion coefficients and flow parameters into the complex NMR signal.
The field strength dependent resonance frequency of protons builds the basis of
MR imaging. The specimen is placed inside a static magnetic field with superim-
posed field gradients. The field gradients are essential to spatially resolve the data.
An external magnetic field is applied for a short period of time in form of a radio
frequency (RF) signal via a transmitter coil. A receiver coil detects the time depen-
dent signal emitted from the system, containing spatial information of the molecules
inside the sample [21, 22].

The signal intensity of an image depends on the spin density of nuclei within each
examined voxel. Contrast is created by varying spin density inside the sample. Addi-
tionally, relaxation processes are used for creating image contrast: T1 (spin–lattice
relaxation time), which characterizes the time needed for spin populations to return
to their equilibrium state, T2 (spin–spin relaxation time), which describes the decay
constant needed for the transverse magnetization to exponentially decay to zero, and
T2*, (effective transverse relaxation time), which may be shorter than T2 as also the
effect of spatial inhomogeneities of the static magnetic field of the signal decay are
considered. As the relaxation times can change with the composition of the sample,
these relaxation processes can be used to indirectly measure chemical reactions. This
effect can be enhanced by utilizing paramagnetic contrast agents, leading to a strong
decrease of relaxation times, particularly T1. Furthermore, chemical shift imaging
can be performed to gain specific and spatially resolved information on the chemical
composition of the sample, which, however, requires longermeasurement times [23].

AsMRI offers many possibilities, its application in the field of multiphase flows is
constantly increasing [24, 25]. A review ofMRI focusing on hydrodynamics is given
by [26]. Experiments on 2D single phase flow velocities in simple geometries [27], as
well as the quantification of bubble size distributions and bubble shapes inside gas–
liquidflows [28]were successfully conducted.Afirst step towards the investigation of
chemical reactions inside gas–liquid flows was taken by using a contrast agent inside
a highly viscous gas–liquid system. It was reported on the chemical reaction around a
freely and slowly rising single bubble [29]. However, all these innovative works still
rely on sufficiently low flow rates, steady state conditions of the investigated flow or
special chemical systems to reducemotion blurring or artifacts due to long acquisition
times. This frequently leads to experimental conditions far from real application
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requirements.Byovercoming these hurdles, real-time studies of flowdynamics inside
Taylor flows can be successfully conducted under relevant conditions.

Here we report on the development of an MRI compatible Taylor flow setup for
lowviscous solutions. This includes the analyses of flowdynamics inside the counter-
current flow setup by PIV, the design of a custom-made radio frequency coil for signal
excitation and detection, as well as the development of a MRI sequence for hydro-
dynamic studies inside the wake of Taylor bubbles. In a further step we demonstrate
possibilities and limitations to simultaneously observe a chemical reaction taking
place in the wake of a Taylor bubble.

2 Experimental Flow Setup for the Investigation of Taylor
Flows Inside a Horizontal Bore MRI Scanner

The experimental Taylor flow setup for precise bubble generation and observation
was designed in order to fulfil the spatial and material requirements of the MRI
scanner. The experimental flow setup evolved during the project. This evolution is
described in the following section, beginning with the first working setup for Taylor
flow generation inside a horizontal bore MRI scanner.

2.1 Initial Version of the Flow Setup

The initial version of the flow setup is shown in Fig. 1. It was designed with the
aim of creating a Taylor flow inside a setup of limited height, with the ability of
using capillaries with different inner diameters to alter the flow dynamics inside the
bubble’s wake. In this approach, the fluidic connectors were horizontally aligned
with the test section to minimize disturbances of the flow. A glass membrane was
used at the inlet, acting as a flow straightener. Gas was injected into the setup by
a thin HPLC capillary, running inside a larger HPLC capillary. The larger capillary
carried the liquid phase into the test section. This particular setup allowed the use
of a single HPLC connector. A gear pump with manual speed control for flow rate
regulation was used to feed the liquid phase into the system. The gas phase was
manually injected with a single use syringe. Outflowing liquid was collected inside
a waste vessel.

Taylor bubbles were created inside round capillaries of di = 5mm, di = 6mm
and di = 7mm. Additionally, rectangular capillaries with hydraulic diameters of
dh = 3mm, dh = 4mm and dh = 5mm were investigated. Taylor bubbles were
created inside the rectangular capillaries, however, the liquid film between bubble
and capillary ruptured in all cases within a matter of seconds, making long term
measurements impossible. A treatment with piranha solution for better wettability
showed no significant improvement. The de-wetting was presumably caused by the
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Fig. 1 Initial version of the flow setup, showing a glass capillary embedded into two holders. Gas
is injected into the setup by a thin HPLC capillary, running inside a larger HPLC capillary used for
liquid supply

surface finish of the glass capillaries. For this reason, square capillaries were not
further investigated.

The setup was successfully used for first MRI test measurements and performed
well, however, two main problems were encountered. Firstly, the gear pump induced
noticeable flow fluctuations which made a spatial fixation of the bubble difficult.
Secondly, the used double-capillary setup for gas and liquid supply strongly reduced
the cross-sectional area passed by the fluid, resulting in high flow velocities at the
inlet of the glass capillary. This led to an uncontrollable swirling motion of the
fluid which further complicated the spatial fixation of the bubble. The encountered
problems were addressed with an improved version of the setup.

2.2 Improved Version of the Flow Setup

A schematic representation of the improved flow setup is shown in Fig. 2. The
experimentswere performed in a vertically aligned test section consisting of a circular
borosilicate glass tube mounted into two holders. The liquid phase was fed from a
pressurized vessel to prevent pump-induced fluctuations. The liquid downflow rate
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Fig. 2 Schematic representation of the flow setup for Taylor bubble generation. The bubble is
generated and spatially fixed inside the test section by a countercurrent flow. A close-up of the test
section’s inlet reveals the internal components for flow straightening and bubble generation

inside the capillary wasmanually adjusted by a coarse and a fine control valve. A gas-
tight syringe was used to manually inject the gas phase for Taylor bubble creation.
Fluid was collected in a waste vessel and the exhaust gas was released into the
fume hood. Long-term measurements were realized by keeping the buoyancy driven
bubble suspended in a countercurrent flow. This presupposes a capillary diameter
large enough to allow buoyancy driven bubble rise (Eo > 4). Rather than choosing
an arbitrarily large capillary diameter, the smallest possible diameter, fulfilling the
Eo > 4 criterion, was selected to reduce inertia (Re) inside the system. This allowed
for more homogeneous flow conditions by viscous dissipation of disturbances, as
the total height of the system was limited by the bore diameter of the MRI scanner
and sufficiently long entrance lengths were not realizable. For this reason, a circular
capillary with a diameter of di = 6mm was chosen. Additional measures were
taken to further reduce disturbances of the flow. A closeup of the top holder is given
in Fig. 2. A packed bed of glass spheres helped to deflect the lateral fluid inflow
downwards into the capillary, with a fine pored glass membrane placed before the
capillary, acting as an additional flow straightener. A stainless-steel tube injected the
gas phase directly into the capillary.

Dimensionless numbers of this particular setup were calculated using literature
data [30] for an air–water system at T = 293K to enable classification and compara-
bility with other studies. The flow velocity was estimated by measuring the bubble’s
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Table 1 Dimensionless
numbers for an air–water
system and a di = 6mm
capillary

Eötvös number Eo 4.77

Reynolds number Re 31.69

Capillary number Ca 7.19× 10−5

terminal rise velocity vrise = 5.3mms−1. The resulting dimensionless numbers are
given in Table 1.

2.3 Hydrodynamic Investigation by PIV

To get an overall understanding of the prevailing flow dynamics inside the setup,
the local hydrodynamics inside the test section and around the Taylor bubble were
investigated with particle image velocimetry (PIV). For this purpose, fluorescent
particles were excited using a laser and particle movement was recorded with a
highspeed camera. Fluorescence excitation was performed with a P = 12 W (λ =
447 nm) continuous wave laser (CNI laser, China) combined with a laser sheet
optic to achieve an almost 2D illumination plane inside the test section. The light
sheet was aligned along the capillary’s center plane. Highspeed image acquisition
was performed with a pco.dimax HS4 (PCO AG, Germany) CMOS camera at a
frame rate of f = 300 Hz and an exposure time of t = 900 µs. A 105 mm 1:2:8
DG macro lens (Sigma, Japan) allowed a high magnification and a shallow depth
of field (DOF). A spatial resolution of 0.012 mm × 0.012 mm was achieved. The
DOF was estimated [31] to be 0.725 mm with the given optical setup. A high-pass
filter (λ = 475 nm, Carl Zeiss, Germany), mounted in front of the lens, shielded
the camera’s CMOS chip from scattered laser light. The camera was focused on the
center plane of the capillary. Refractive index matching (RIM) minimized optical
disturbances at the curved capillary interface. For this purpose, a borosilicate box
was built around the test section. The box contained a glycerol/water mixture [32],
matching the refractive index of the borosilicate glass (η = 1.473). A fluorescent
polystyrene particle solution (Polyscience Fluoresbrite Carboxy YG Microspheres
4.5 µm, packed as 2.5% aqueous solution, λex = 441 nm, λem = 486 nm) was
suspended

(
1ml l−1

)
in ultrapure water and used as the liquid phase. Bubbles were

manually created using air. Mass transfer and bubble shrinkage was avoided by
saturating the ultrapure water with air. The investigated Taylor bubbles had a length
to diameter (l/d) ratio between 2 and 3.

PIV images were captured at the capillary’s center plane. The camera was focused
to the phase boundary of the rear cap with a high precision linear stage. A bubble
was introduced, manually placed and held within the experimental reference frame.
A series of 3000 – 4000 images was captured at a frame rate of f = 300 Hz and
saved. The images were postprocessed in MATLAB before applying the actual PIV
algorithm. They were cut to size and background noise was removed by using a
threshold. The particle intensity was at least two times higher than the background
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signal. A 2D cross-correlation approach (xcorr2) with a manually chosen ROI was
used to align the phase boundary layer at the bubble’s rear cap on all images. The
bubble position of the first image acted as reference. A movement of ±100 pixel
around the reference position was tolerated. 1200 valid and consecutive images were
manually checked for outliners and saved for the PIV analysis.

The flow field was analyzed by an ensemble correlation algorithm in MATLAB
using the PIVlab 2.31 toolbox [33]. Interrogation window sizes were successively
decreased from 64× 64, over 32× 32 to 16× 16 pixel. The overlap was set to 50%.

The hydrodynamic results of the ensemble PIV analyses inside two cross sections
(Y–X, Y–Z) are shown in Fig. 3. The full 2D flow field inside the measurement plane
is represented by streamlines. The velocity magnitude is indicated by color coding.
Each view shows the liquid downflow inside an empty test section, followed by the
flow field inside the wake region of two independent bubbles, held in a countercur-
rent flow. The streamlines of the fluid inside the empty test section show a rather
homogeneous flow along the capillary. Only minor disturbances in radial direction
are noticeable. However, looking at the wake region of a spatially fixed bubble, the
flow patterns inside both cross sections differ significantly. Inside the Y–X plane very
pronounced and unequal flow velocities on the left and right side of the bubble’s cap
are present, with streamlines pointing towards the capillary’s center line. In contrast,
the Y–Z plane shows velocities up to one order of magnitude lower and the stream-
lines are pointing away from the capillary’s center line. Furthermore, an additional
flow arises in the vicinity of the bubble. This is explained by out of plane motion of
the 3D flow field. The investigation of a series of independent bubbles has shown a
reproducible asymmetrical behavior of the flowfieldwithout vortices or backmixing.
This enables the use of PIV as a referencemethod for theMRI results inside the given
setup.

3 Development of an MRI Setup for Taylor Flow
Investigations Inside a Horizontal Bore MRI Scanner

MRI experiments were performed inside a BioSpec 70/20 USR (Bruker BiospinMRI
GmbH, Germany) 7 T MRI scanner with a magnetic field gradient insert BGA 12S2
(di = 116mm, maximum gradient strength = 441mT m−1). A custom-made radio
frequency coil was built around the test section for excitation and reception of the
magnetic resonance signal. The design of the RF coil is based on the principle of
a loop-gap resonator, which was connected to a preamplifier of the MRI hardware
by an inductively coupled single turn pickup coil [34]. Similar to the flow setup, the
design of the RF coil and the MRI setup is described in the following section.

A first prototype of a loop-gap resonator was constructed around a single-use
syringe as a proof-of-principle, investigating how it performs at the required size.
Results of the first MRI measurements are shown in Fig. 4. A 5 ml single-use syringe
filled with deionized water acted as a specimen and was placed inside the coil. The
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Fig. 3 Results of the hydrodynamic PIV analyses inside two cross sections (Y–X, Y–Z). The
downflow inside the empty test section, as well as the flows inside the wake region of independent
bubbles are shown. The 2D in-plane flow direction of the 3D flowfield is represented by streamlines.
The velocity magnitude is color coded and the gas liquid interface of the bubble is indicated
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5 mm 5 mm

Fig. 4 Result of the first MRI measurement using a prototype of the loop-gap resonator. A 5 ml
single-use syringe filled with deionized water acted as a specimen. The signal of the liquid phase
was mapped in 2D and 3D using a FLASH sequence. The 2D image represents a single slice from
the 3D volumetric data

signal of the liquid phase was mapped in 2D and 3D using a FLASH sequence,
resulting in a strong and rather homogeneous signal. The first provisionally built
version of the loop-gap resonator performed well, with promising results in mapping
the water phase and was therefore further developed.

The improved loop-gap resonator was built around an acrylic tube as shown in
Fig. 5a. A resonant circuit is formed by the inductance of the copper foil, glued
onto the acrylic tube, and the capacitance of the chip capacitors, soldered onto the
copper foil. A variable tuning capacitor allowed manual frequency matching to the
1H NMR frequency at 7 T of approximately f = 300.3 MHz. The correct distance
between the coupled coils is of crucial importance as it alters the impedance of the
system. Matching it to 50� avoids reflection losses and allows even small signals to
be detected [35]. The vertical position of the pickup coil could be precisely adjusted
by a 3D printed scissor-lift mechanism as depicted in Fig. 5b. A special holder
was designed, enabling exact positioning of the test section inside the center of the
MRI scanner. The holder was machined from PTFE (Polytetrafluoroethylene) which
is proton-free and does not interfere with the 1H NMR signal. A modular design
allowed for safe and rigid mounting of the used components. An early CAD design
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Fig. 5 Parts of the experimentalMRI setup. aThe loop-gap resonator consists of a copper foil, glued
onto an acrylic tube. Chip capacitors and a tuning capacitor are soldered to the copper foil, forming
the resonant circuit. b The pickup coil is attached to the height adjustable scissor-lift mechanism
for impedance matching. c All parts are designed and fitted using CAD. d The components are
mounted to the PTFE holder, which is inserted into the MRI scanner

of the holder with added parts is shown in Fig. 5c. The CAD construction of the
setup helped to make full use of the limited size inside the MRI scanner. Figure 5d
shows a photograph the latest MRI setup using the improved flow setup.

In-processmonitoring of the test sectionwas enabledwith a camera (Grasshopper
FLIR Systems Inc, United States) connected to an optical fiber endoscope (Hinze
OptoengineeringGmbH,Germany). This allowed a precise bubble adjustment during
flow experiments inside the test section while being inserted inside the MRI scanner.

Further tests were performed with the improved loop-gap resonator. The signal
intensity of a capillary filled with deionized water was measured using an MRI
FLASH sequence. An overlay of the acquired MRI data and a CAD model of the
specimen is shown in Fig. 6. The measured signal intensity of the water is color
coded. The overlay clearly shows a good dimensional accuracy of the data, as no
scaling was applied. The signal intensity fluctuates slightly within the center region
of the capillary and clearly decreases at the bottom holder. This is mainly caused by
a strong signal loss towards the ends of the loop-gap resonator and may also depend
on the material of the capillary holder, meaning that further flow experiments should
be conducted around the center of the resonator.
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Fig. 6 A capillary filled with deionized water is placed inside the loop-gap resonator. The acquired
MRI data and the CAD model of the specimen are overlaid to check for dimensional accuracy of
the data. The signal intensity is color coded

An attempt has been made to extend the measurement range by using a longer
loop-gap resonator, covering the complete test section of the improved flow setup. To
this end, a second resonator was calculated and built. A capillary filledwith deionized
water was used for signal intensity measurements. A comparison of both, the short
and the long resonator, is given in Fig. 7. The signal intensity of two cross-sections
(Y–X, Y–Z) along the capillary’s center line is shown. The short resonator shows a
rather constant signal intensity with only minor fluctuations inside both views. The
signal loss towards the ends of the loop-gap resonator is clearly visible, as previously
seen in Fig. 6.

The long resonator was constructed to extend the field of view by 30 mm in axial
direction. Unfortunately, this extension comes at a cost: The Y–Z plane shows an
unevenly distributed signal intensity which is strongly pronounced at the center and
towards the ends of the resonator. In between, a significant loss of signal is observed.
The Y–X plane reveals a region of high intensity at the right side of the resonator.
The position of greater intensity corresponds to the placement of the variable tuning
capacitor. Several rearrangements of the capacitors have not improved the inhomoge-
neous intensity inside the longer resonator. The exact causewas not further examined,
but the effect can be caused by eddy currents. Due to the inhomogeneous intensity
distribution, the longer loop-gap resonator was not considered further.
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Fig. 7 Signal intensities of a deionized water sample inside two cross sections (Y–X, Y–Z). Two
loop-gap resonators of different length were tested. The short 50 mm resonator a shows a rather
constant signal across the whole field of view, whereas the long 80 mm resonator b has some
strongly pronounced intensity maxima and minima

4 Development of an MRI Method for Taylor Flow
Investigations

When performing anMR experiment, the specific method can be chosen from a large
variety of different pulse sequences to obtain the data of interest. The measured data
result as a response to an applied RF excitation pulse. The data are obtained in the
time-domain, describing the system’s response to the equilibriumstate. Subsequently,
a Fourier transformation is used to transform the data into the frequency-domain,
providing the MRI image.

4.1 Influence of Different MRI Parameters on the Acquired
Data

In order to study the influence of different MRI parameters on the resulting images,
a series of measurements of an acetonitrile/N2 system was performed inside the first
version of the flow setup with a di = 5mm capillary. Acetonitrile was chosen as
the liquid phase, as the usage of a contrast agent for MRI investigations of chemical
gas–liquid reactions was intended in further steps which relies on acetonitrile as a
solvent. A first examination of different flip angles revealed a relationship between
greater flip angles and higher signal intensities. Measurements of the fluid at rest
showed a partial saturation, resulting in a signal decrease in subsequently acquired
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images until a steady state was reached after around five to seven images. This effect
occurs due to short repetition times of 1000 ms as the system needs sufficiently long
to restore its initial magnetization. As soon as liquid flows through the capillary, the
effect gets less visible due to the freshly entering fluid which has not been excited
by the MRI sequence before. The saturation effect can only be seen between the first
two images.

Further measurements of N2 bubbles held in a countercurrent flow indicated an
increased signal in the vicinity of the bubble. The effect can be seen in Fig. 8a.
Preparationpulseswere used to systematically saturate and suppress the signal arising
from the liquid phase, showing only the flow related changes. The effect of pulse
preparation is clearly visible in Fig. 8b.

In order to understand the investigated flow effect, the thickness of the measure-
ment slice was varied. Figure 9a shows a series of images acquired within a slice
of 2 mm thickness. Again, a defined and constant region of increased intensity is
located behind the bubble, followed by altering patterns downstream the capillary.
The patterns in front of the bubble are mainly caused by swirling motions of the fluid
due to high flow velocities at the inlet of the glass capillary.

The observed effect is explained by protonswhich entered themeasurement plane.
Initially, the signal of all protons inside the measurement plane was nulled by prepa-
ration pulses. Protons which were carried into the measurement plane by the local
flow dominated the signal. This particularly happened directly behind the bubble.
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Fig. 8 MRI series showing the influence of preparation pulses on the observed wake structure. The
flow pattern inside the bubble’s wake is visible in both cases (a, b). The flow related effect of the
liquid phase can be separated by presaturation of the observed slice (b)
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Fig. 9 MRI series showing the influence of the measurement slice thickness on the observed wake
structure. A slice thickness smaller than the capillary diameter di (a) clearly shows structures within
the bubble’s wake, whereas no structures are visible if a slice thickness greater than di (b) is chosen

The effect of an increased measurement slice thickness of 9 mm can be observed in
Fig. 9b. As the slice thickness is increased, the signal inside thewake region vanishes.
By choosing a slice thickness greater than the capillary’s diameter, the flow effect
can no longer be mapped.

4.2 Influence of Gas–Liquid Mass Transfer on the Acquired
Data

It was additionally checked if mass transfer from the gas phase to the liquid phase has
any influence on the measured MRI data. Therefore, the acetonitrile was saturated
with N2. By using pure N2 as the gas phase, no mass transfer takes place, as shown
in Fig. 10a. In contrast, mass transfer is enabled by changing the gas phase to O2.
The corresponding results are shown in Fig. 10b. Both cases show similar results.
Thus, no significant effect of gas–liquid mass transfer on the acquired MRI data was
found.

Further measurements were carried out using a deionized water/N2 system inside
the improved version of the flow setupwith a di = 6mm and di = 7mm capillary. An
exemplary result is given in Fig. 11. Even without preparation pulses, no significant
flow distortions are visible in front of the bubble.
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a) N2 saturated acetonitrile
with N2 bubble

b) N2 saturated acetonitrile
with O2 bubble

flip angle = 16
repetition time = 1000 ms
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Fig. 10 MRI series showing the influence of mass transfer on the observed wake structure. In both
cases, without (a) and with (b) mass transfer, the same structure inside the bubble’s wake is visible
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Fig. 11 MRI series showing the wake region behind a N2 bubble inside a deionized water coun-
tercurrent flow. A capillary of di = 7mm was used. The signal inside the wake is significantly
increased

The results from thewater/N2 experiments were used to develop anMRI sequence
for time resolved flow mapping inside the test section. Furthermore, the MRI and
PIV data from the di = 6mm capillary were acquired under identical hydrodynamic
conditions and can be compared with each other to validate the results measured by
MRI.



Experimental Investigation of Local Hydrodynamics … 153

The final flow experiments with the specially developed MRI sequence were
conducted with N2 as the gas phase. N2 does not contribute to the 1H NMR signal
and is therefore completely invisible within the MRI data. Deionized water acted
as the liquid phase. To avoid any mass transfer between both phases, the water was
saturated with N2. Preventing mass transfer helps to maintain a constant bubble size
which results in a better flow control. The flowrate was manually adjusted to hold the
bubble in place. The investigated Taylor bubbles had a length to diameter (l/d) ratio
between 2 and 3. The sequence for MRI flowmapping as well as the data acquisition
and processing procedures are described in the following sections.

4.3 MRI Sequence for Taylor Flow Investigation

A snapshot-FLASH sequence [36] was used for time-resolved flowmapping. There-
fore, data were acquired within a vertical single plane through the capillary’s center
line. Initially, the signal of all water protons inside the measurement plane was nulled
by a presaturation module. After a specified delay time td, the signal was read out.
Water protons which entered the measurement plane during the specified delay time
dominated the signal. Increasing the delay time lead to stronger MRI signals, domi-
nated by inflow of unsaturated water protons. The T1 relaxation of stationary spins
contributed only partially to the signal. The MR experiments were performed using
ParaVision 5.1. A snapshot-FLASH sequence was used and extended by an addi-
tional presaturation module. The slice thickness of the acquired MR images was set
to 2 mm. A field of view of 42 mm× 16 mm with an isotropic in-plane resolution of
0.5 mmwas chosen. A frame rate of 1 Hz was achieved by acquiring an image in four
segments with a partial Fourier acceleration rate of 1.5 and an interval of 250 ms.
The data read out was performed in parallel direction to the flow (Y-axis) with an
echo time of 0.811 ms, excitation pulses of 3°, an echo position of 30% and an image
bandwidth of 200 kHz. The presaturation module consisted of three slice-selective
90° hyperbolic secant pulses, followed by crusher gradients with a total length of
13.46 ms. The delay times td were set to 4.88, 24.88, 54.88 and 104.88 ms and mark
the time span between the last saturation and the first excitation pulse. MR images
were acquired in two orthogonal planes. The orientation of the planes is referenced
to the convention of MRI magnets, where the front view describes the Y–X and the
side view the Y–Z plane. Detailed information on the used MRI sequence and setup
is given in [40].

4.4 MRI Data Acquisition and Processing

MRI images were acquired along the capillary’s center line. A bubble was manually
introduced and placed within the experimental reference frame. The bubble position
was monitored by an optical fiber endoscope. 64 images were captured at a frame
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rate of 1 Hz. Postprocessing of the MRI data was performed in MATLAB to correct
possible bubble movement during the experiment. As multiple images were used
to calculate the mean data, a precise alignment of the images, with respect to the
bubble’s rear cap position, was crucial. The data were imported into MATLAB using
ParaVision’s specific format. Required information were extracted from the method,
2dseq and reco files. A 2D cross-correlation approach (xcorr2) was used for bubble
tracking. The bubble position of the first image acted as reference with a region of
interest (ROI) of 23 by 23 voxel around the rear cap position. The vertical movement
for thewhole dataset was calculatedwith respect to the reference image, resulting in a
mean cap position.Valid imageswere then selected according to two criteria as shown
in Fig. 12. Firstly, the tolerated movement around the mean position was constrained
by manually set boundaries of ±2 voxel to eliminate outliners. Secondly, an image
was only recognized as valid, if the previous and next cap positions equaled the
one under investigation. This helped to prevent artefacts and blurred images from
quickly moving bubbles. The valid images were shifted and used to calculate the
averaged MRI image and standard deviation. At least 30 valid images were used
for the Taylor flow investigations. Additionally, the signal to noise ratio (SNR) was
estimated [37] as a measure of quality. A 12 by 12 voxel region inside the wake
(signal) was compared to an equally spaced region inside the bubble (noise).

5 MRI of Hydrodynamics Inside Taylor Flows

The hydrodynamics around a N2 Taylor bubble were investigated by using the
improved countercurrent flow setup shown in Fig. 2 and the developed MRI specific
methods described in 8.4.3. Images were acquired from two cross sections (Y–X,
Y–Z) at four different delay times td. Water molecules are exchanged between the
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surrounding volume and the measurement plane during the delay time. Higher flow
velocities, as well as longer delay times increase the number of interchanged water
molecules, resulting in higher signal intensities. The resulting averaged MRI signal
intensities for four different delay times are exemplarily shown for the Y–X plane in
Fig. 13. Clear distinct flow maxima inside the wake are visible, especially at longer
delay times, due to the increased number of exchanged water molecules.

In the Y–X plane, high flow velocities are present on the left and right side of the
bubble, whereas the Y–Z plane shows a maximum signal centered below the bubble.
The flow pattern shown by the MRI data cannot be characterized as symmetric
or homogeneous as the results show neither rotational nor axial symmetry. Previous
hydrodynamic investigations of gas–liquid Taylor flows [9, 12] have shown rotational
symmetry. Prerequisite for this is a sufficiently long entrance length, allowing the
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Fig. 13 Averaged MRI images of the bubble’s wake region inside the Y–X plane. The time-
dependent intensity increase of the signal is plotted at the voxel position of the overall highest
intensity. The voxel position is additionally indicated by the dashed arrows
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Table 2 Number of processed images and SNRs for different delay times of both views

Y–X plane/front view

Delay time td 4.9 ms 24.9 ms 54.9 ms 104.9 ms

Images (n) 44 32 31 33

SNR 3.7 4.4 5.2 6.9

Y–Z plane/side view

Delay time td 4.9 ms 24.9 ms 54.9 ms 104.9 ms

Images (n) 58 33 30 43

SNR 3.4 4.4 5.7 8.2

flow to develop. As the experimental MRI setup is limited in height, this requirement
cannot be fulfilled. Measures were taken to minimize flow alterations, even at small
heights. After the flow enters sideways into the test section, it is deflected downwards
by a bed of packed glass beads and passes a small pore glass membrane before
entering the capillary. Both, the beads and themembrane, acting as flow straighteners.
Additionally, the inertia of the system was kept as low as possible by choosing the
smallest possible capillary diameter. With this, alterations of the flow were further
reduced but not fully suppressed. However, an advantage can be taken from the
present asymmetric and stationary flow field: Systematic errors are eliminated by
clearly distinguishing between both cross-sectional views.

In addition to the averaged MRI signals, the time-dependent signal increase is
plotted at the voxel position of the overall highest signal intensity and is also exem-
plarily given inFig. 13. The corresponding voxel positions are indicated by the dashed
arrows. Even at short delay times, signal intensities are large enough to differentiate
them from background noise, as marked by the dashed horizontal line. This means
that fast measurements are possible. However, short delay times will significantly
reduce the signal to noise ratio as listed in Table 2.

Even delay times of 104.9 ms were sufficiently short to resolve the present flow
field with a high SNR of around 8.2. A signal readout time of around 58 ms would
be necessary for a snapshot-FLASH sequence with 32 phase encoding steps. This
readout time was significantly reduced by using a partial Fourier acceleration rate
of 1.5 to asymmetrically truncate the k-space. The image acquisition was segmented
into four parts with a readout time of 8.9 ms for each segment. This means that all
MRI images are marginally biased by flow related artifacts, which are particularly
noticeable at short delay times up to several ms with a vanishing impact at long delay
times.

Local MRI intensity plots inside the Y–X plane are shown in Fig. 14. The distance
from the bubble is increased voxel-vise from I to VII, starting directly behind the
maximumvalue. A linear regression line has been fitted, representing the time depen-
dent signal intensity of a given voxel at different delay times. The intensity will
presumably reach an overall maximum if sufficiently long delay times are chosen,
as all water molecules inside the measurement plane are replaced and longitudinal
magnetization is restored by T1 relaxation. At increasing distances from the bubble,



Experimental Investigation of Local Hydrodynamics … 157

0 10 20 30 40    50 60 70 80 90 100  110

2.5

2.0

1.5

1.0

0.5

0

x105

si
gn

al
 i

nt
en

si
ty

 /
 -

delay time td / ms

noise level

I

VII

x

y

I

VII

MRI
td = 104.9 ms

II

1 mm

x

y

PIV
pos. divergence

II

Fig. 14 Local MRI intensity plot inside the Y–X plane. The distance from the bubble is increased
voxel-vise from I to VII and plotted for all delay times. Additionally, MRI data at td = 104.9 ms
is compared with the divergence calculated from the PIV results. Only the positive part of the
divergence is mapped, resembling the same data as obtained from MRI measurements

a flattening of the slope is observed. This is explained by the stronger radial flow in
the vicinity of the bubble, as more water molecules are carried into the measurement
plane. This makes the slope an indicator for the amount of flow entering over a given
time period, which relates to a measure of velocity. The linearity of the intensity
demonstrates the presence of a simple flow inside the wake region without vortices
or back mixing.

To directly compare MRI and PIV results, the divergence of the PIV flow field
was calculated. It resembles the flux into (positive part) and out of (negative part) the
measurement plane. As theMRI data solely represents the flux into the measurement
plane, only the positive part of the divergence was examined. Due to the high spatial
resolution and accuracy of the results, PIV is particularly suitable as a reference
method for hydrodynamic investigations. Figure 14 exemplarily shows a side-by-
side comparison of the measured MRI data and the divergence, calculated from the
PIV flow data inside the Y–X plane. The data is normalized for each method between
zero and the maximum value inside the wake of the Y–Z plane (not shown here).
The stationary, and asymmetrical behavior of the flow field is equally observed in
both methods. The Y–X plane reveals two regions of increased flux, located in the
vicinity of the bubblewith a stronger pronounced signal on the right hand. In contrast,
a region of strong flux appears directly centered behind the bubble within the Y–Z
plane.
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It is important to note that the measurement plane thickness differs between both
methods. For the MRI measurements, it is defined by the gradient strength of the
experiment and amounts to 2.0 mm. The thickness of 0.725mm for the PIVmeasure-
ments is defined by the optical setup’s depth of field. Furthermore, it is to mention
that MRI measurements were conducted using N2 whereas PIV measurements used
air as the gas phase. The liquid phase was saturated with the used gas phase in all
experiments to avoid bubble shrinkage and mass transfer. An influence of the used
gas phase on the results can be ruled out, as only hydrodynamic studies without any
mass transfer were conducted and N2 and air have similar physical properties. The
MRI experiments benefit from the use of N2, as it gives no 1H NMR signal. The
results show good qualitative agreements between MRI and PIV.

6 MRI of Chemical Reactions Inside Taylor Flows

As a first approach to investigate chemical reactions by MRI under real Taylor flow
conditions, T1 relaxation time measurements were performed inside the MRI setup.
The test section inside the loop-gap resonator was replaced by 2 ml crimp top vials,
containing the chemical samples. A Cu(btmgp)I complex was dissolved inside pure
acetonitrile and filled into the vials under exclusion of air. At room temperature
Cu(btmgp)I experiences a transition of Cu(I) over Cu(III) to Cu(II) which takes
place in around 4 s when exposed to dioxygen. The formation of Cu(III) takes place
very fast and is assumed to be limited by mass transfer, which means that the decay
of the Cu(III) complex is the rate-indicating step of the chemical reaction [38].
The same copper complex was already used for MRI investigations of chemical
gas–liquid reactions inside a high-viscous acetonitrile/polyethylene glycol solution
(η = 800mPa s) with O2 bubble rise velocities ranging from 0.14 to 0.5mm s−1

[29].
T1 relaxation times of two different Cu(btmgp)I concentrations (1 and

10mmol l−1) were determined by inversion recoverymeasurements after the reaction
with O2 (Fig. 15).

Compared to pure acetonitrile, a noticeable decrease of the T1 relaxation times
with increasing Cu(btmgp)I concentrations after reaction with dioxygen is observed.
After contact with dioxygen, T1 and T2 relaxation times are shortened due to the
paramagnetic behavior of the formed Cu(II) species [29].

Two fundamental problems are encountered for the investigation of chemical
reactions by MRI under real Taylor flow conditions: Firstly, the necessary transition
time from Cu(I) to the paramagnetic Cu(II) species lies within the same order of
magnitude as the residence time of the fluid inside the test section. One possible
workaround would be to preheat the solution to increase the rate constant of the
Cu(III) decay and therefore the formation of Cu(II). A temperature increase of 10 K
has shown to cut the decay period by one half [38]. In this case a temperature
increase of �T = 60K is required to perform measurements in below t = 100 ms.
This would result in a total temperature just below the boiling point of the solvent. A
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Fig. 15 Inversion recovery measurements for T1 relaxation time calculations of pure acetonitrile
and two different Cu(btmgp)I concentrations dissolved in acetonitrile

drawback is the adverse effect of increased temperatures on the SNR of theMRI data.
Furthermore, a precise temperature measurement inside the test section is necessary
to precisely determine the rate constant of the reaction.

Secondly, the results of Fig. 15 show that at short measurement times, as required
for fast flowmapping, the signal intensity between the pure solvent and the paramag-
netic Cu(II) species is indistinguishable. Choosing higherCu(btmgp)I concentrations
is not an option, as the concentration of 10mmol l−1 already showed a precipitation
inside the sample, which will most likely influence the MRI measurements.

A second chemical reaction system used during this priority program is the
FeII(edta)/NO system [39]. Its color changing reaction has already been used for
optical mass transfer studies [2, 20]. The system is currently prepared for MRI
Taylor flow investigation at the time of writing. No statement can be made at this
point whether the system is suitable for chemical reaction measurements under real
Taylor flow conditions or not.

There are many fundamental requirements to successfully perform MRI studies,
especially when dealing with fast spatially resolved measurements of chemical reac-
tions inside two-phase flows. Special demands are placed on the experimental setup.
It has to fulfill the requirements of MRI compatibility in terms of size, materials,
periphery, etc. Ferromagneticmaterials cannot be used inside or near theMRI system.
The same applies to electrical peripheries such as pumps, cameras, sensors etc. If
possible, the usage of any kind of metal should be avoided inside the MRI scanner
to prevent eddy currents, resulting in erroneous measurements. Furthermore, a suit-
able and MRI active reaction system is needed. The kinetics of the reaction need
to go well with the residence times inside the investigated setup. Fast kinetics are
needed for time-critical investigations of e.g. complex flows. Also, an appropriate
MRI sequence for the phenomena or parameters of interest is required. If possible,
an existing sequence should be used and potentially modified for the investigated
problem. Depending on the investigated flow, a tradeoff between acquisition speed
and image quality has to be accepted. If steady state measurements are possible, the
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image quality can be increased at the cost of losing temporal information by aver-
aging a large number of single images. If complex flows are analyzed, the image
resolution has to be adjusted to the required temporal resolution.

7 Conclusion and Outlook

Non-invasive flowmeasurements of pure low-viscous gas–liquid Taylor flows inside
a horizontal boreMRI scanner were successfully conducted. For that, aMRI compat-
ible Taylor flow setup and a suitable loop-gap resonator were built. A countercurrent
flow configuration was used to conduct measurements over an extended period of
several minutes. Preliminary experiments were conducted to develop a suitable MRI
sequence for the visualization of Taylor flows.

MRI flow visualization was performed with a modified snapshot-FLASH pulse
sequence with presaturation. The sequence was improved in terms of reducedmotion
blurring and shorter acquisition times. PIV experiments were conducted inside the
same flow setup and compared to theMRI results. Taylor flows could successfully be
generated inside the setup of limited height, showing an asymmetrical but stationary
flow. These asymmetrical flow conditions were beneficial, as they contributed to a
better understanding of the developed method. A time dependent flow analysis is
enabled by the introduced variable delay time td, allowing to spatially resolve the
flow progression over time. A qualitative comparison of both methods reveals certain
similarities of local changes in flow, which are in good qualitative agreement.

First tests were performed using a chemical reaction system. The utilized
Cu(btmgp)I complex dissolved in the aqueous solution acts as a contrast agent by
reducing T1 relaxation times after contact with O2 entering the solution from the
bubble. It could be shown that the reaction kinetics are to slow for the investigated
problem. A significant reduction of T1 relaxation times was measured between pure
solvent and two concentrations of the copper complex. However, the signal intensi-
ties were only marginally different and undistinguishable at lowmeasurement times.
Future investigations will be performed for the FeII(edta)/NO reaction system [39].

An initial step in paving the way towards a spatially resolved 3D flow analysis of
gas–liquid Taylor flows under relevant flow conditions is presented. The described
method for flow analysis provides an important contribution to separately quantify
the effect of superimposed chemical reactions. However, the investigation of chem-
ical reactions by MRI under relevant Taylor flow conditions is still at the beginning
an especially challenging for low viscous liquids. Future investigations require reac-
tion systems with suitable reaction kinetics as well as fast and distinguishable MRI
detectability of reactants and products.
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Investigation of the Influence
of Transport Processes on Chemical
Reactions in Bubbly Flows Using
Space-Resolved In Situ Analytics
and Simultaneous Characterization
of Bubble Dynamics in Real-Time

Jajnabalkya Guhathakurta, Daniela Schurr, Günter Rinke, Daniel Grottke,
Manfred Kraut, Roland Dittmeyer, and Sven Simon

Abstract For investigations of concentration profiles around bubbles in millichan-
nels as Taylor flow and in bubble columns two in situ real-time process analysis
systems were developed. The first system uses laser Raman spectroscopy combined
with real-time digital holography. The Raman part of the system is based on a custom
pulsed high-energy laser. With this process analysis system, it is possible to measure
concentrations of many chemical compounds selectively, with a spatial resolution in
the micrometer range during a 10μs laser pulse. Due to the two combined principles,
the determination of the position of a measured local concentration relative to the gas
bubble is possible and has been demonstrated. The second real-time process analysis
system is especially suited for colored chemical reactions. The system is based on
real-time UV/VIS 2D tomography such that with time the third dimension of a 3D
concentration profile in the bubble wake can be determined. It consists of fast line
sensors illuminated by a laser light sheet. This light sheet originates from a laser spot
moving around one third of the bubble column repeatedly. This system is applicable
to freely ascending single bubbles as well as bubbly flows in bubble columns.

1 Introduction and Aims

The task of chemical process engineering is to optimize productions in terms of high
yield, good selectivity and low waste streams. For this purpose, chemical industry
often carries out reactions such as oxidations, hydrogenations or chlorinations in
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bubble columns in which gases are injected into liquids [1]. Here, the transport resis-
tances of phase boundaries and boundary layers as well as flows play an important
role [2, 3]. More recent approaches aim at the use of more defined flow states, such
as Taylor flows [4, 5] in structured reactors. In the past, integrally measured data
were used to model mass transport in bubbly flows. Here, an average bubble size
and the ascending velocity as well as the mass system (viscosity and diffusion coef-
ficient) are considered. The transport resistance is seen as a fluid-side influence.
Local hydrodynamic effects in the swarm of bubbles (e.g. mixing by wake vortices)
are so far only considered empirically in the form of constants. The hydrodynamic
conditions within a bubble column are characterized by bubble-induced uplift flows
and swarm turbulence, which are unsteady and anisotropic. Therefore, for descrip-
tion of the hydrodynamic conditions in the bubble swarm, the characterizations of
the gas phase flow (bubble size distribution, dynamic bubble shape, bubble velocity,
gas content) as well as the liquid flow (flow fields, turbulence) are necessary. In
order to understand the chemical interaction of gas phase flow and liquid flow, it is
essential to measure the concentration of the educt and product with a high spatial
and temporal resolution in order to deduce the selectivity which is the focus of this
Priority Program SPP 1740 of the German Research Foundation.

In this project, new in situ concentration measurement methods will be developed
and applied to Taylor flows and bubble columns in collaboration with SPP 1740
partners from the fields of simulation, process engineering and chemistry. In addition,
a continuous-flow setup with UV/VIS spectroscopy for a SuperFocusMixer has been
applied to gain fundamentally newknowledge in process engineering for Taylor flows
and bubble columns usingUV/VIS spectroscopy according to the focus of the Priority
Program SPP 1740.

The following list of proposed methods and their realizations reflect the structure
of the following subsections:

1. Real-time Raman Process Analysis System
2. Real-time Tomographic Process Analysis System
3. Continuous-flow UV/VIS Spectroscopy for a SuperFocus Mixer

The respective bubbles may be free rising single bubbles in a bubble column or a
small swarm in a ‘pulsed’ bubble columnwith lowormediumgas content. In this case,
the observed gas bubble or the small bubble swarm follows the bubbles with medium
gas content,which produce an instationaryflowprofile. The hydrodynamic properties
of this profile are very similar to usual continuously rising bubbles in bubble columns
with medium gas content which is the relevant test object of investigation.

An established method to perform in situ concentration measurements in liquids
is Laser-induced fluorescence (LIF) [6]. It has the advantage that it is sensitive and
fast such that low concentrations can be measured quickly. However, it must be
taken into account that the fluorescence can be quenched by other ingredients and
is temperature-dependent. LIF is used in particular for the observation of mixing
processes if fluorescent dissolved substances or tracer particles are used. The inves-
tigation of chemical reactions by LIF requires fluorescent educts or products, which
greatly limits the application.
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Raman spectroscopy [7, 8] is more universally applicable, since almost all
molecules show a Raman spectrum. Like IR spectroscopy it is very selective.
However, IR is a pure transmission method and does not allow the measurement
of a small volume, since it is integrated along the absorption path. Raman spec-
troscopy allows a quantitative analysis that can be used in situ and allows a local
resolution of about 10 μm within liquids [9, 10]. While water in the IR absorbs all
light after only a few micrometers, it hardly interferes with the Raman spectra of
other substances. Limitations of Raman spectroscopy are low sensitivity, interfer-
ence from fluorescent substances and disturbing absorption of laser radiation and
Raman light in case of colored solutions.

Since colored reaction systems are also developed within the framework of the
SPP 1740, UV/VIS spectroscopy can also be applied. However, just like IR spec-
troscopy, this is one-dimensional and only allows the determination of the average
concentration along the light beam. Therefore, the classical UV/VIS spectroscopy
shall be extended for a real-time 2D tomographic system providing 3D information
over time.

2 Experimental Setups

In this work two real-time process analysis systems for concentration measurements
in bubbly flows are presented namely: the real-time Raman process analysis system
and the real-time tomographic process analysis system based on UV/VIS tomog-
raphy. As fluidic setup, gas-liquid flows in capillaries as Taylor flow and freely rising
gas bubbles and swarms of gas bubbles shall be investigated.

2.1 Taylor Flow Setup

For the Taylor flow experiments a rectangular borosilicate capillary with an inner
cross section of 2.0 mm × 2.0 mm and a wall thickness of 0.3 mm was used. The
capillary is mounted vertically on a vibration-isolated table movable in x-, y-, and
z-direction. The gas and the liquid are contacted via a co-flow injector made of a
PEEK capillary with an inner diameter of di = 0.2 mm. The gas flow is adjusted
by mass flow controllers, the liquid by a syringe pump. Aqueous sodium hydroxide
solutions were produced by weight of the appropriate amounts of sodium hydroxide
and deionized water. For the experiments, pure CO2 was used as gas phase.
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2.2 Real-Time Raman Process Analysis System

In order to measure concentrations in liquids spatially and time-resolved at a defined
distance in the liquid medium (slug) behind a fast-moving gas bubble, an in situ real-
time Raman process analysis systemwas developed combining Raman spectroscopy
with a pulsed laser and Mach-Zehnder holography as depicted in Fig. 1. The blue
section in Fig. 1 (right) is the Taylor flow setup as described in Sect. 2.1. The cross-
section of the capillary O is marked as O′ in Fig. 1 (left). The green section in
Fig. 1 (left) corresponds to the Raman setup while the red section corresponds to the
holographic setup.

Raman spectroscopy uses the vibrational properties of molecules and is very
selective. To achieve a good spatial resolution, the exiting laser light must be focused
to a small spot in the microchannel. Furthermore, the measurement time has to be
much shorter than the time in which a slug in a Taylor flow passes the focus. To
achieve good limits of detection for several different components involved in the
reaction, it is important to acquire a complete Raman spectrum in a short period of
time by coupling a large amount of laser energy into the microchannel. However,
the maximum laser power must be balanced with restrictions originating from the
small dimensions of the microstructured devices. The Raman subsystem is depicted
in the green subsection of Fig. 1. (left). For these purposes a customized Nd:YAG
laser is used and based on an oscillator-amplifier concept: The laser radiation of a
continuous-wave laser of high beam quality at λ = 1064 nm is used as a seed laser.
Afterwards, the seed laser beam is shaped by an acousto-optic modulator, which
results in laser pulses with rectangular shape, a width of 10 μs, and a repetition rate
of f = 5 Hz [11]. Four Nd:YAG rods, pumped by xenon flash lamps, amplify the
laser signal. The strong IR laser radiation is converted to 532 nm wavelength by

Fig. 1 In situ analysis system (left) optical setup with 2 axes concept of the Raman analysis system
with holographic setup, right: experimental Taylor flow setup
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using nonlinear crystals. The pulse length may be chosen between 1 and 10 μs. It
was set to t = 10μs, in order to achieve the smallest maximum peak power at a given
laser energy.

To get a good spatial resolution in the microchannel, a special confocal arrange-
ment was used. The pulses of the Nd:YAG laser have a pulse energy of about 40 mJ
and are coupled into a microscope by mirrors with a free optical light path and
focused into the microchannel by a microscope objective with a short focal length
of l = 4 mm, a numerical aperture of 0.6, a magnification of 40, and a variable cover
glass correction of up to 2 mm. The wavelength-shifted Stokes Raman light emitted
from the molecules within the laser focus is collected by the microscope objective,
again, and separated from the exciting laser light by a dichroic mirror. The confocal
optics for depth resolution is achieved by coupling the Raman light into an optical
fiber. Its small core diameter of d = 50 μm acts as a pinhole. The light guide is
connected to a spectrometer (Acton). A thermoelectrically cooled EM-CCD camera
with 1600 pixels in the direction of spectral dispersion and 200 pixels parallel to
the entrance slit of the spectrometer used for binning is coupled to the spectrom-
eter. It uses internal electron multiplication (EM) technology to reduce the readout
noise, which is the predominant type of noise for short integration times and small
characteristic Raman signals. The EM-CCD camera is triggered externally by the
laser. The exposure time is set to t = 50 μs. Each Raman spectrum is obtained by
a single 10 μm laser pulse. Additionally, a conventional CCD camera is mounted
on the microscope, which is illuminated with a halogen lamp by inserting a beam
splitter and removing the dielectric mirror.

To determine the bubble position relative to the laser spot, digital Mach-Zehnder
holography was integrated in the process analysis system, as shown in the red section
in Fig. 1 (left). The benefit of holography is that a 3D position of the bubble can be
determined with a single optical axis instead of using 2 orthogonal optical axes with
2 cameras. The advantage of using only one optical axis to determine the 3D position
with holography is that the second optical axis can be used for localized concentration
measurement using the high-energy laser for Raman spectroscopy.

In Mach-Zehnder holography a laser beam is split into two equal parts. Out of
these only one part is made to pass through the object while the other part functions
as a reference beam. Subsequently, both parts are redirected and recombined to
generate the interference pattern which is captured with a sensor. This captured
interference pattern is called a hologram and it encodes the intensity as well as the
phase information of the object. A Helium-Neon (He-Ne) laser (λ = 633 nm) is
used as the coherent source which is coupled into a monomode glass fiber, OF, with
4μm core diameter using the coupler L1. From the fiber the laser beam is collimated
into a parallel beam with a diameter of 10.8 mm (1/e2 level of Gaussian intensity
distribution) using L2. The collimated beam is split by a 50:50 beam splitter BS1.
The beam passing through the object O in its optical path is referred to as the object
beam and the other one as the reference beam. The object beam and reference beam
are then directed by mirrors M1 and M2 respectively to the second beam splitter
BS2. The angles, at which they meet (θx and θy) at the camera sensor, determine the
fringe pattern of the hologram and also the position of the twin image. The hologram
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is recorded using a customised real-time process analysis system developed at IPVS,
University of Stuttgart. This camera sensor features a high speed 1696× 1710 pixels
CMOS sensor with a pixel size of 8μm. It allows real-time imaging with an exposure
time as low as 80 ns and with frame rates up to 485 fps at full resolution. The short
exposure timemakes the holographic setup resistant to vibrations of the experimental
setup. Due to the huge volume of data generated by the sensor it is connected to a
powerful field-programmable gate array (FPGA) to process the data and also to apply
image processing algorithms like holographic reconstruction directly in the real-time
process analysis system.

The information contained in the hologram about the intensity and phase of the
object can be reconstructed using a Fresnel transformation according to Eq. (1) [12],
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where the Fourier transform and the wavelength of the He-Ne laser (λ = 632 nm)
are reconstructed. Equation (1) shows that the reconstruction takes place on different
planes in the z-direction. The plane in which the object is located in the z-direction
is determined by an auto-focus algorithm based on the variance. On this plane, the
position in x- and y-direction of the object and thus the exact position in space can
now be determined. The reconstructed hologram also contains an unwanted twin
image and the first order components. The latter are eliminated by a filter in the pre-
processing stage. The twin image is separated from the virtual image by adjusting the
angles and between the reference and the object beamappropriately. This holographic
approach to determine the bubble position can be realized by capturing the hologram
with a camera without a lens and thus without limitation by the depth of field. This is
advantageous compared to shadowgraphy approaches in large bubble columns with
two required optical axes. To determine the bubble position, a 2D FFT is calculated
several times and is therefore acceptable in terms of the effort required. The overall
structure is shown in Fig. 2, where (1) denotes the lens, (2) the CMOS sensor and (3)
the FPGA unit. The complete assembly is mounted on a vibration isolated table (5)
The capillary, microchannel (O), is fixed to a movable holder (4) so that the capillary
can be moved relative to the laser focus and the CMOS sensor.

The twooptical systems,Raman spectroscopy andholography, have been synchro-
nized by means of a real-time trigger module on the FPGA, so that the hologram is
recorded t = 3 μs before the corresponding laser pulse, in order to prevent interfer-
ence from the high intensity of the laser. The local calibration of the laser focus in the
hologram was performed with a high-precision injection needle. All in all, this setup
of the real-time Raman process analysis system made it possible to measure Raman
spectra well even in millimeter-sized capillaries and to determine the position of the
bubbles using holography.
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Fig. 2 Experimental setup of in situ analysis system (left) overall setup: (1) microscope, (2) CMOS
sensor, (3) FPGA, (4) position adjustment for millichannel and (5) vibration free optic table. Right:
zoomed in version of the setup

2.3 Continuous-Flow Setup with UV/VIS Spectroscopy

In contrast to Raman- and IR-spectroscopy, UV/VIS spectroscopy uses electron
transitions in atoms and molecules. This will be used for UV/VIS tomography here.
It is especially suitable for the coloured chemical reactions developed by several
groups of the SPP 1740. To apply these chemical reactions in bubble columns, their
intrinsic kinetics must be known.

In this section we first describe the development of a continuous-flow setup with
a fluidic mixer and a CCD spectrometer.

2.3.1 SuperFocus Mixer

Part of the SPP 1740 is the development of chemical reaction systems for the transfer
of gas in a bubble to the surrounding liquid. On the one hand the reaction should
not be too fast. Otherwise, the reaction would take place directly in the liquid film
surrounding the bubble. On the other hand, there is little influence of the character-
istics of the bubbly flow on the reaction if the latter one is too slow. Best would be a
reaction whose rate can be adjusted relative to the rate of absorption of the gaseous
phase in the liquid phase in order to consider both cases: mass transport limited
reactions and kinetics limited reactions. We performed experimental studies on the
intrinsic kinetics of such chemical reactions systems within a continuous flow setup
and of a SuperFocus Mixer, which is described in detail in Chapter “Determination
of Kinetics for Reactive Bubbly Flows Using SuperFocus Mixers”.

We used a mixer design according to the SuperFocus Mixer (SFM), initially
developed by Hessel et al. [11, 13, 14]. The contacting of the fluids to be mixed is
realized by multiple microchannels which provide an alternating arrangement of the
two fluids. Consequently, a high surface area in-between the two fluids is achieved. It
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is followed by a focusing zone where the diffusional length is reduced gradually by
reducing the width of the lamellae of the fluids. The structure of the mixer is etched
anisotropically into a silicon wafer using the deep reactive ion etching process. Glass
plates of s = 0.5 mm thickness are anodically bonded to the bottom and the top of
the silicon wafer. Two fluids enter continuously via two curved fluidic inlets. Each
of them is split into 64 feed channels. The focusing zone has a length of l = 22 mm.
For the experiment, we used two different designs of the mixing channel. Both of
them have a cross section of 0.5 mm × 0.5 mm. However, one has a total length
of l = 200 mm, the other one a total length of l = 60 mm. After the mixing, the
progress of the reaction can be monitored along the channel in order to determine
the kinetics as described in Chapter “Determination of Kinetics for Reactive Bubbly
Flows Using SuperFocus Mixers”. By calculating the velocity of the liquid flow
the spatial coordinate is converted into a time scale. Viz., the residence time is
calculated by dividing the traversed volume, focusing zone and mixing channel up
to the measurement point, by the total flow.

2.3.2 Experimental Setup with a Diode-Array Spectrometer

The experimental setup for continuous-flow measurements was designed for mobile
applications in order to measure the kinetics of the chemical reactions at several
chemical groups within the SPP 1740. The SFM was attached to a stainless-steel
holder. The two inlets are coupled via Luer connectors and 1/8′′ FEP capillaries to
100 ml syringes of glass and PTFE. The total flow rates were set between V̇ =
0.4 mL/min and 52 mL/min (corresponding to a residence time between t = 130 ms
and 17 s at a distance of x = 22.5 mm from the outlet of the focusing zone) for the
shortermixing channel, respectively V̇ =0.4mL/min and 34mL/min (corresponding
to a residence time between t = 260 ms and 22 s at a distance of x = 157 mm from
the outlet of the focusing zone) for the longer one. The maximum flow rate is limited
by the pressure resistance of the cover glass of the focusing zone. The pressure in
the mixing channel results from the pressure drop, which is mainly caused by the
mixing channel [15].

For the concentration measurements, an in situ analysis technique based on
UV/VIS spectroscopy withmultimode fiber optics was used. The light of a combined
halogen and deuterium lampwas coupled into a first fiber and focused into themixing
channel on a spot of 0.6 mm diameter using lenses with short focal lengths of 5 mm.
They are included in a holder that can be manually positioned relative to the SFM.
This results in a transmission of 97% through the channel. The optical path length is
determined by the channel depth of 0.5 mm. The transmitted light was collected by
a second identical lens, focused into a second fiber and guided to a miniature diode
array spectrometer (ocean optics USB2000). During the measurements at different
partners within the SPP 1740 (Herres-Pawlis, Klüfers, Schindler) the fibers were
fixed on a table to avoid spectral baseline fluctuations (angle dependence of the
evanescent waves). With this setup we can monitor a spectral range between λ =
270 nm and 800 nm.
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2.4 Real-Time Tomographic Process Analysis System

The colored reaction systems developed within the framework of the SPP 1740, can
be measured using UV/VIS spectroscopy. However, just like IR spectroscopy, this
is an integral measurement along a light beam and only allows the determination
of the average concentration along the light beam. Therefore, the classical UV/VIS
spectroscopy shall be extended to a real-time tomographic process analysis system to
get localised concentration measurement. It will be applied to monitoring of wakes
behind bubbles in a bubble column.

2.4.1 Bubble Column Setup

The construction is based on the design of SPP 1740 partner, Technical University of
Berlin. It consists of a glass tube with d = 75mm inner diameter and a wall thickness
of 6 mm, see Fig. 3. This tube is surrounded by an octagonal tube made of PMMA
with a wall thickness of 8 mm. It has 8 plane regions with a width of 48 mm. The
whole bubble column has a height of h = 876 mm. The bottom plate has two inlets,
one in the center and one between the center and the inner wall. The central inlet is
used for an injector for gas bubbles and the other one for purging or draining. The
volume between the two tubes can be filled by side connectors to match the refractive
indices of the walls of the two tubes.

48

75 87 116100

Fig. 3 Cylindrical bubble column with refractive index matching octagonal mantle
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2.4.2 Setup with Two Orthogonal Laser Beams

Based on kinetic measurements done with the continuous-flow setup and spectro-
scopic measurements of different colored chemical reaction systems, some of them
were chosen for UV/VIS tomography with free rising bubbles. As a first experiment
two laser beams were directed under 90° to the bubble column. Figure 4 shows the
optical setup with two lasers. In this example laser 1 is a He-Ne gas laser with λ =
633 nm wavelength and P = 15 mW continuous wave (cw) power. Laser 2 is a diode
laser with λ = 516 nm wavelength and variable cw power up to P = 50 mW. Both
laser beams are coupled into fibers and collimated as parallel beams of 10 mm diam-
eter at the entrance of a beam combiner which incorporates a dichroic mirror. At the
outlet of this beam combiner these two laser beams are aligned exact collinear. An
optical filter with rotatable broadband filters allows the attenuation of the combined
laser beam. The intensity ratio of the two beams can be adjusted by the intensity of
the diode laser (λ = 516 nm). The combined laser beam is splitted into two beams
and directed by two mirrors to the bubble column at 90°. At the opposite sides two
CMOS cameras are mounted.

This setup can be used with different lasers, only changing the dichroic mirror,
or can be used with one laser only. Furthermore, depending on the laser, they can be
pulsed, e. g. our diode laser up to f = 100 kHz. Additionally, a third laser may be
coupled into the beam combiner with a second dichroic mirror. The wavelengths of
the lasers can be adapted to the chemical reaction system in order to detect one or
more products. Furthermore, short laser pulses allow the use of slow cameras and
also leads to low blurring.

Laser 1 
(633 nm)

Laser 2 
(516 nm)

Beam
Combiner

CMOS-
Camera 0°

CMOS-
Camera 90°

Beam
Splitter

Mirror

Mirror
Filter

Fig. 4 Optical setup with bubble column and two orthogonal laser beams
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2.4.3 UV/VIS Tomography Setup

The core concept of UV/VIS tomography system to obtain 3D concentration data,
is to capture the UV/VIS absorption image of the component being measured from
various angles at a very high speed. The principle of such a system is shown in Figs. 5
and 6.A laser beamof 1mmdiameter consisting of several collinear timemultiplexed
laser beams of different wavelengths is reflected by a fast rotating polygon mirror.
The custom polygon mirror has 12 facets and the distance between two opposite
facets is 150 mm. Each facet is 80.38 mm wide and 10 mm in height.

The laser beams are reflected to three cylindrical micro lens arrays via mirrors
or directly. A rotation of the Polygon mirror of 30° results in an angle sweep of
the reflected beam of 60° which covers all three cylindrical lens arrays. So, at the
maximum speed of the polygon mirror of n = 15,000 rpm (rotations per minute)
one mirror facet covers 3 cylindrical lens arrays and a complete 2D picture of the

Polygon Scanner

Collimated Laser Beam 1

Collimated Laser Beam 2Collimated Laser Beam 3

Detector Array
Opaque shield
Cylindrical lens array
Dichroic Mirrors

Bubble Column

With Octagonal Mantle

Fig. 5 Optical layout of UV/VIS tomography setup

Fig. 6 UV/VIS tomography setup with fan beam laser profile within bubble column
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bubble column in t = 0.3 ms. The laser beammay be composed of three pulsed lasers
of different wavelength. These three lasers can be combined to one collinear time
multiplexed beam. A beam combiner with two dichroic mirrors at 45° can be used
to produce such collinear beams at the outlet.

There are two possibilities to choose the repetition rates and pulse durations of
each laser. One possibility is that each of the three lasers, pulsed one after the other
with a pulse duration of t = 0.1 ms and a repetition rate of f = 1 kHz. The other
possibility is that switching between these three lasers is much faster with a pulse
duration t = 10 μs, repetition rate f = 33 kHz. The two versions have different
requirements for pulsed laser properties or opto-electronical modulation of cw lasers
including costs and the CMOS array readout. The different optical integration times
of the detector array output signals and noise will be different. At this stage of
development, only one cw laser was used for all experiments.

The cylindrical lens array is a custom-design and consists each of 20 concave
cylindrical lenses, each with a radius of curvature of 1 mm. This array is 40 mm
long, 10 mm wide and 4 mm thick and is made of Schott glass B270 (RI = 1.523).
Each cylindrical lens produces a laser cone with an opening angle of 60°, which runs
through the bubble column onto a detector array on the opposite side, as indicated
in Fig. 5.

In order to achieve a high temporal resolution, projections from all 60 lenses must
be captured within a timeframe where the motion of a gas bubble within the bubble
column is negligible. Hence for every projection a very short exposure time of t =
10 μs must be used. At such low exposure time the amount of photons reaching the
sensormust be high enough to detect the absorption of the corresponding component.
To ensure this, a large pixel size of the detector is needed as typical camera sensors
with a pixel size of a few micrometer will not be able to collect sufficient photons
for an exposure time of t = 10 μs. Also, to get a high sensitivity the sensor must
have a high dynamic range with high bit depth. These criteria of short exposure
time, large pixels and high bit depth per pixel demanded a need for a custom sensor
system design. A CMOS line sensor fromHamamatsu (S11107-10) fulfilled all these
conditions. It was capable of a minimum exposure time of 1.7 μs at line rate of f
= 100 kHz. Each sensor has 64 pixels and the pixels are 60 μm wide and 127 μm
high. The sensor has a spectral response from λ = 400 nm to 900 nm (40% values)
with maximum sensitivity at λ = 700 nm which facilitates choosing a wide variety
of laser sources suitable for numerous chemical reactions. The sensor provides an
analog video signal which, for the high sensitivity, is sampled by an 18-bit ADC
(analog-digital-converter) at f = 10MHz. Since the sensor has a width of 9.1 mm, to
capture data from one octagonal side of the setup of size 48 mm (Fig. 3) 5 sensors are
concatenated in a custom PCB (printed circuit board). In total, to cover all 5 detector
sides of the bubble column 25 such sensors are required to be generating data of
18-bits for every pixel at f = 10 MHz amounting to a serious design challenge of
data acquisition at 5 Gb/s.

To handle such a high amount of data in real-time an FPGA (field-programmable
gate array) based data acquisition system was developed. The architecture for
this system is depicted in Fig. 7 (top). The sensors are triggered by an external
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Fig. 7 Top: Hardware architecture for high speed data acquisition system and bottom: custom
sensor PCB

synchronous clock controlled by the rotating polygon mirror. The video signal from
each of the 25 sensors are converted into differential signals for better noise immu-
nity and then sampled by an 18-bit ADC at 10 MHz. The digital data from 5 ADCs
are collected by a FPGA at 240 MHz and is then passed onto the computer through
a 10 Gb Ethernet network.

The custom PCB with the sensors, single to differential convertor and ADC is
shown in Fig. 7 (bottom). The challenge was to match the width of the PCB to the
width of the octagonal side of the bubble column (48 mm). This PCB connects to a
MicroZed FPGA board over a high speed 60 pin connector. The FPGA in turn has a
1 Gb Ethernet connection which connects to a 10 Gb Ethernet switch to collect data
from 5 FPGAs in parallel.

2.4.4 Reconstruction of the 2D Concentration Field

The data captured by the custom detector array must be reconstructed from the
measured laser intensities frommany angles, to extract the 2D concentration field of a
specific reaction product within the bubble column. This step is inherently the inverse
of the data capturing step where the values captured by the detector (projections) are
back projected into a virtual volume to reconstruct the absorbance at particular laser
wavelengths. The absorbance values are then converted into concentration fields
using the correlation of the UV/VIS spectrum on the educts and products being
measured.

Tomographic reconstruction algorithms are extensively available for X-ray based
systems and there is a wide variety of literature and implementation found like the
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most commonly used FDK algorithm [16]. However, they are not suitable for the
developed UV/VIS tomography system due to two major reasons. First, they are
designed for X-rays which are assumed to have no refraction effect and pass through
objects in a straight line and second, the number of projections required is in the range
of 1000–5000 projections. In the developed system the lasers beams undergo various
refraction and reflection which bends the light through the various interfaces of the
bubble column. These must be taken into consideration during the reconstruction
process using ray-tracing techniques. Furthermore, the number of projections in our
case is limited to 60 which are two orders of magnitude lower than the ones required
by standard reconstruction algorithms. To alleviate this problem a neural network
based reconstruction algorithm was developed to extract information even with the
low number of projections.

In order to get accurate results the ray-tracing must be modelled to reality as
closely as possible. Each projection is from a fan beam generated by one of the
60 micro-cylindrical lenses distributed over 3 sides of the octagonal mantle. The fan
beam has an opening angle of 61°. For each projection, the entire sensor data from the
rest of the 5 sides of the octagonal mantle are captured. In total, for every projection
1600 pixel data is captured. The ray-tracing model also takes into account the exact
positions and number of the sensor pixels as well as the gaps in between the line
sensor chips. The source of ray-tracing is a virtual point within the lenses, so that
the corresponding opening angle is realized. 65,000 rays with a Gaussian profile of
σ = 1 were used to simulate each fan beam. The paths of these rays were modelled
with the physical and optical properties of the bubble column setup. The dimensions
of the bubble column as well as the octagonal mantle were accurately determined
by X-ray based CT scans and depending on the material the optical properties like
refractive indices were also added to the respective of the entire setup. Within the
bubble column absorption of the fan beam was modelled using the CFD simulation
data of bubble columns from TU Darmstadt. Refractive indices change within the
fluid of the bubble column due to the reaction was measured to be 0.001. This is
extremely low and is ignored by the ray-tracing model. Each of the 65,000 rays
from a single projection were propagated through the model to reach the detector
plane. A final check is made to see which detector element was hit by the ray and its
corresponding intensity is accumulated.

The intensity profile captured by the sensor array for such a fan beam through
the ray-tracing model is depicted in Fig. 8. The left image is the ray-tracing from a
central micro cylindrical lens while the middle image is the ray-tracing from a micro
cylindrical lens at the edge of the array. In both cases, one can observe the optical
effects due to the corners of the octagonal mantle. Also, for the fan beams from the
edge of the lens array, there are additional refraction, reflection and total internal
reflection effects which are observed by the detectors. For a single reconstruction,
the data from all 60 projections are captured which is depicted in Fig. 8 (right). Here
every column of data corresponds to the data captured by the detector array from one
projection.

To speed up the calculations, an intensity threshold of 10−4 of the maximum
light intensity was set. If the intensity falls below this value, the beam is excluded
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Fig. 8 Left: Ray-tracing of the fan beams emerging from the cylindrical lens arrays. Right: Sensor
data from all 60 projections. Each column represents the sensor data from one projection

from further considerations. Beam parts, which are outside the octagon (for example
between the lens arrays and octagon) due to the refraction of light, are also not
considered further. Moreover, to accelerate the computation, a circular region-of-
interest (ROI) with d = 50 mm is defined in the center of the bubble column where
the CFD simulation data were mapped for the absorbance characteristics of the
components beingmeasured. Reference datawere captured by setting the absorbance
of the ROI to d = 0, and this intensity must be subtracted from each captured
projection data.

Using the ray-tracing model a backprojection of the captured projection data is
performed to a virtual ROI. This is similar to unfiltered backprojection in the X-ray
CT domain but with the rays back projected using the ray-tracing model instead of
a straight line. Evidently, the results of the backprojection step include a lot of arti-
facts due to the limited angle of the available rays and only 60 projections. However,
the usage of neural networks improve the reconstructed data significantly and suffi-
ciently. The neural network is trained using a large number of CFD simulation data
from the SPP 1740 project ‘Direct numerical simulation of multi-physics reactive
mass transfer at single and multiple bubbles’ directed by Professor Bothe. These
data are fed to the ray-tracing model to calculate the projections which are then
backprojected to get the reconstructed 2D concentration field. From the SPP 1740
totally 2,184,000 reference cases obtained by CFD simulations are used to train the
neural network improving the reconstruction quality as shown in Fig. 9. It should be
mentioned that the CFD simulation data provided so far are 2D velocity data instead
of 2D concentration data. However, this is not really a fundamental problem for the
following reasons.
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Fig. 9 Overview of the reconstruction algorithm developed for the UV/VIS tomography system

Firstly, the neural network works only with dimensionless quantities so that only
the characteristics of the data are relevant but not the actual physical meaning of
the data. Therefore, data of different physical quantities with similar characteristics
regarding spatial distribution can be used for learning and for the application of the
neural network. To what extent the spatial velocity field has a sufficiently similar
characteristic for the spatial concentration still has to be investigated in principle.
Intuitively, however, spatial structures like vortex structures should exist in a similar
way in both physical field sizes.

Secondly, independent of these arguments based on the structure of the data,
it can be easily verified that the neural network trained in the above mentioned
way calculates physically meaningful concentration fields. In order to carry out this
verification, the tomographic projection data of an arbitrarily assumed concentration
fields can be calculated with the physically highly accurate ray-tracing simulation
model. In the next step, the reconstructed tomographic concentration field, which
would be applied in the same way to measured data, can be compared with the
original, i.e. the exactly known concentration field of the first step. In this respect,
the quality of the reconstruction of the concentration fields based on the neural
network trained with the velocity data can be verified with high accuracy. The results
so far are very satisfactory and shall be extended with concentration fields measured
on the basis of light absorption. The details of the neural network implementation
are discussed later in Sect. 3.



Investigation of the Influence of Transport Processes on … 179

3 Experimental Results

In the following the experimental results of the above-mentioned setups of the real-
time Raman process analysis system, the real-time tomographic process analysis
system and the SuperFocus Mixer are described.

3.1 Evaluation of Chemical Reaction Systems Based
on Spectroscopy

Within the SPP 1740 a lot of chemical reaction systems were developed, which
are described in detail in Chapters “Control of the Formation and Reaction of
Copper-Oxygen Adduct Complexes in Multiphase Streams”, “In Situ Characteri-
zable High-Spin Nitrosyl–Iron Complexes with Controllable Reactivity in Multi-
phase Reaction Media” and “Formation, Reactivity Tuning and Kinetic Investiga-
tions of Iron “Dioxygen” Intermediate Complexes and Derivatives in Multiphase
Flow Reactions” of this book.

3.1.1 Raman Spectroscopy

In order to evaluate the chemical reaction systems for measurements with the real-
time Raman process analysis system, they were first examined with a pure Raman
system.

Based on the work of our SPP 1740 partner Ludwig-Maximilians-Universität
München (Prof. Klüfers, see Chapter “In Situ Characterizable High-Spin
Nitrosyl–Iron Complexes with Controllable Reactivity in Multiphase Reaction
Media”) a Fe-NO complex without the coordinated gas, the complex with the coor-
dinated gas and the solvent water for the respective reaction system were filled into a
standard cuvette (s = 10 mm) and spectra were recorded. For these Raman measure-
ments, a continuous-wave argon ion laser (488 nm)was used,whichmakes it possible
to detect even very small signals with longer measurement times. Furthermore, it has
a low laser power and the focus can therefore be placed closer to thewall of the cuvette
comparedwith a high-energy pulsed laser. This proves to be particularly helpful if the
solutions to be examined are colored. Within the low penetration depth the absorp-
tion of the laser and Raman radiation is reduced, resulting in a better signal-to-noise
ratio. Comparing the coupled in laser energy of this continuous-wave laser during
a measurement with the later used high-energy of the pulsed laser, the determined
detection limit for the systems can be calculated on the Raman measurements with
the pulsed laser. As an example, the Raman spectra of the Fe-NO system are shown
on the left in Fig. 10. A comparison of the three spectra of the solvent (water, blue),
the aqueous precursor solution without NO (green) and the complex with NO (red)
shows a characteristic signal of NO coupled to the complex at about 500 cm−1. With
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Fig. 10 Raman measurements to study the Fe-NO chemical reaction system

the ligand hedta, a limit of detection (LOD) of 5 mmol L−1 was calculated for the
pulsed laser. However, it was found that the high signal intensity at 500 cm−1 is due
to the resonance Raman effect. It occurs for this Fe-NO bond only when excited at
wavelengths around or slightly below λ = 500 nm. Thus, if the pulsed laser intended
for two-phase measurements is used at λ = 532 nm, these signals are much smaller.
They can hardly be distinguished from the background noise.

For other systems of our SPP partners RWTH Aachen (Prof. Herres-Pawlis,
see Chapter “Control of the Formation and Reaction of Copper-Oxygen Adduct
Complexes in Multiphase Streams”) and Justus-Liebig-Universität Gießen (Prof.
Schindler, see Chapter “Formation, Reactivity Tuning and Kinetic Investigations of
Iron “Dioxygen” Intermediate Complexes and Derivatives inMultiphase FlowReac-
tions”), Fe-O system (ligand: HPTB (N,N,N′,N′-tetrakis[2-benzimidazolylmethyl]-
1,3-diamino-2-propanol)) and Cu-O system (ligand: bis (3-tert-butylpyrazolyl) (2-
pyridinyl) methane), no Raman signals were determined for the Fe-O system and
only a very high LOD for the Cu-O system due to the low concentrations in the
case of Fe-O. An increase in the concentration is limited by the solubility or leads
to very strongly colored solutions. Therefore, the Raman light is absorbed and the
signal-to-noise ratio deteriorates significantly. For this reason, these two systems,
i.e. the reaction of the gas with the complex, are not suitable for measurements with
the existing real-time Raman process analysis system. However, if these systems
are used in more complex reaction systems as catalysts for the oxidation of various
substrates, Raman spectroscopy can be used to observe product formation.
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3.1.2 UV/VIS Spectroscopy

A large part of the SPP 1740 was the development of colored chemical reac-
tion systems, which can be used for our UV/VIS tomographic system. As a
first example the Fe-NO reaction of our SPP 1740 partner Ludwig-Maximilians-
Universität München (Prof. Klüfers, see Chapter “In Situ Characterizable High-Spin
Nitrosyl–Iron Com-plexes with Controllable Reactivity in Multiphase Reac-tion
Media”) was used. It is based on competitive consecutive chemical reactions and
shown in Fig. 11. The corresponding spectra are shown in Fig. 12.

MNIC : FeCl2 +  (NHEt3)Cl  +  NO NHEt3[FeCl3(NO)]
[FeCl3(NO)]

DNIC : FeCl2 +  3NO  +  MeOH +  NEt3 NHEt3[FeCl3(NO)]  +  MeONO (*)
[FeCl3(NO)2]

Fig. 11 Fe-NO chemical system (LMU Munich, Prof. Klüfers)

0

0.5

1

1.5

2

2.5

350 400 450 500 550 600 650 700 750 800 850 900

Ab
so

rb
an

ce

Wavelength [nm]

FeCl2 - MNIC - DNIC, c(Fe)=5mMolar d=1cm

FeCl2

MNIC

DNIC

Fig. 12 Absorption spectra of the Fe-NO chemical system
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3.2 Evaluation of the Confocal Laser Raman Spectroscopy
Setup

The properties of the confocal laser Raman system are important for the precise
measurement of concentrations behind fast moving gas bubbles and are described in
this section.

The spatial laser intensity profile was measured with a CCD camera from Data
Ray Inc. with 1360 × 1024 pixels and an active area of 14.4 mm × 10.8 mm. It
showed a symmetrical Gaussian form. The temporal profile was measured with a
silicon photodiode. It has an almost rectangular pulse with 10μs duration. The pulse
energy at λ = 532 nm was measured with a broadband pyroelectric detector and
amounted to P = 20–40 mJ.

The spatial resolution, lateral and in depth, is a further important parameter of
the laser Raman system and is dependent on different parameters. It is difficult to
determine it theoretically [17, 18] therefore it was measured experimentally at an
interface between two transparent fluids. This is important for high-power pulsed
lasers. Since the laser beam in our setup (Fig. 1) is horizontally arranged and bubbles
move vertically, this interface has to be oriented vertically. We used a laminar jet of
two liquids, ofwhichone is laying in the center of an annular gap andone in the gap.To
determine the lateral resolution, the focus is approached to the inner ring by varying
its position from the gap to the ring until the maximum signal intensity is reached.
For the depth resolution, the ring is penetrated frontally. For these measurements we
used two fluids with similar indices of refraction. In the jet the Raman active Na2SO4

aqueous solution was used (0.77 mol L−1, RI = 1.346) and outside the non-Raman
active NaCl aqueous solution (1.54 mol L−1, RI = 1.347). As a result, we got a
spatial resolution of 15 μm vertically (flow direction) and 70 μm horizontally (laser
beam direction).

The validation of the system was performed on a non-reactive Taylor flow
at ambient pressure and temperature. The liquid phase consisted of cyclohexane
dissolved in methanol with a concentration of c = 0.73 mol L−1, the gas phase
consisted of air. At volume flows of 0.5 ml/min of liquid and 5 ml/min of air,
the characteristic Raman signal of cyclohexane could be detected by the choosen
wavenumber at about 800 cm−1 (yellow region) The Raman spectra were recorded
with a single laser pulse and are shown in Fig. 13, the pure spectra in blue and
grey for cyclohexane and methanol and the spectrum recorded in Taylor flow in red.
Despite the apparently low intensity of the characteristic cyclohexane Raman line at
800 cm−1 an evaluation is possible.

The sensitivity of the Raman system is defined for very small signals above the
detection limit (LOD) according to Eq. (2).

LOD = N3σ

I (i)
c(i) (2)
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Fig. 13 Raman spectra of a
mixture of cyclohexane in
methanol (0.73 mol L−1) in
non-reactive Taylor flow
(red) and the corresponding
pure spectra of cyclohexane
(blue) and methanol (grey),
staggered for better
representation
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It depends on the signal-to-noise ratio of the characteristic Raman signal I of
component i and the concentration c(i) used for calibration. The N3σ noise is calcu-
lated by multiplying the standard deviation caused by the noise by a factor of three.
In the spectrum shown in Fig. 10, the standard deviation is 27 counts and the signal
intensity 1934 counts, which results in a detection limit of c = 0.03 mol L−1 [19].

The result of the work is that confocal laser Raman spectroscopy is very well
applicable for concentration determination with high spatial and time resolution as
long as the concentrations exceed the detection limits.

3.3 Measurements of Reaction Kinetics with a SuperFocus
Mixer

The SuperFocus Mixer (SFM) was used to investigate the Fe-NO system of our
SPP partner Ludwig-Maximilians-Universität München (Prof: Klüfers) [20, 21]
with the ligands hedta and edta. However, the reaction proved to be so fast that
even at maximum possible flow, the reaction took place completely in the focusing
chamber immediately after contacting and reducing the concentration. For this
reason, no change in the characteristic absorbance (435 nm) and thus no change
in concentration could be detected in the reaction channel. Similar investigations
were carried out with the reaction system from our SPP partner (Prof. Schindler)
[22, 23]. The formation of the complexwith the ligandHPTB (N,N,N′,N′-Tetrakis[2-
benzimidazolylmethyl]-1,3-diamino-2-propanol) in themixing channel of the Super-
Focus Mixer was observed. It shows an absorption band between 550 and 600 nm
and was very well measurable. Thus, a reaction constant of 1.14 s−1 was determined
for the formation of the Fe-O2 complex at room temperature and ambient pressure,
which could be confirmed with the stopped-flow system available in the Schindler
working group. After the reaction the complex was reactivated with ascorbic acid
[24].
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Furthermore, the Cu-O2 complex with btmgp(bis(tetramethylguanidino) propy-
lene) ligand was investigated in collaboration with our SPP partner RWTH Aachen
(Prof. Herres-Pawlis) [6, 25–30]. This is a subsequent reaction in which the Cu(I)
complex first reacts with oxygen to form bis (μ-oxo) dicopper(III) complex, but then
decays quite rapidly to form a bis (μ-alkoxo) (μ-iodo)-bridged, dinuclear copper(II)
complex. In the SFM the decay of the copper(III) complex, which has a characteristic
band at 395 nm, could be observed very well. The reaction constant for this decay
was determined with the SFM for a pseudo-first order kinetics of 0.90 s−1 at room
temperature and ambient pressure. The formation of the copper(III) complex could
only be observed at very high flow rates in the mixing channel of the SFM and could
therefore not be investigated in detail [15, 31].

The joint work with the SFM allows a time-resolved measurement of the partly
transient absorption spectra, a quantitative determination of the reaction constants
of the planned reaction systems and thus an evaluation for the later use in bubble
columns. These results are described in more detail in Chapter “Determination of
Kinetics for Reactive Bubbly Flows Using SuperFocus Mixers” of this book.

3.4 Concentration Measurements with the Real-Time Raman
Process Analysis System Applied to a Taylor Flow
of Gaseous CO2 in Aqueous Sodium Hydroxide Solutions

First investigations with the real-time Raman process analysis system were carried
out with air andwater in the Taylor flow. Hologramswere recorded and reconstructed
to obtain the 3D position of the bubble using a single optical axis only. An example
is shown in Fig. 14 (left).

Furthermore, the CO2 absorption in caustic soda solution was investigated. This
system was chosen because it can be used in large bubble columns on an industrial
scale. This chemical reaction and their kinetic parameters are well known [32–36].
At a pH value greater than 12, the CO2 dissolved in the caustic soda solution is very

Fig. 14 Left to right: holograms in different chemical systems: water-air; CO2 caustic soda; Fe-
NO; Position of the concentration measurement (green cross) and lowermost point of the bubble
(red cross); Raman spectrum at green cross
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quickly converted to the carbonate CO3
2− according to the carbonic acid equilibrium,

which can be detected by Raman spectroscopy. For the experiments, a volume flow
of 17 ml/min for the CO2 and 0.5 ml/min for the caustic soda solution was set.
The capillary was positioned so that the focus of the laser was in the middle of
the capillary. Measurements were made at several points along the capillary, always
recording a spectrum and a corresponding hologram. Figure 14, left, shows such a
pair of measurements taken at a distance of 207 mm from the gas/liquid contact.
The position in z-direction of the bubble, and thus the plane in which the bubble
is sharply represented in the reconstructed hologram, was determined with an auto-
focus algorithm. The x and y coordinates of the lowest point of the bubble are marked
by the red cross. This point was determined using image processing algorithms. A
two-stage edge detection algorithm was used. In the first step, the image was filtered
with a median filter with a 3 × 3 pixel mask to minimize image noise. Subsequently,
vertical intensity profiles from the microchannel were analysed using the canny
edge detector to determine the lowest edge of a bubble. The intensity profile with the
lowest edge showed the x-position of the bubble. The determination of the y-position
of the bubble was determined from the unfiltered image data, for which purpose the
canny edge detector was applied to the intensity profile of the pixel column with the
same x-position. The green cross in the hologram represents the position of the laser
spot in the reconstructed hologram determined by the injection needle (calibration
process). Knowing the pixel resolution and the coordinates, the distance between
bubble and measuring point can now be calculated. The Raman spectrum recorded
at this measurement point is shown in Fig. 14, right. The broad water band at 3000–
3500 cm−1 and the characteristic carbonate signal at 1050 cm−1 can be recognized.
The determined concentration of the carbonate ion at this point is 0.20 mol L−1 and
the LOD 0.05 mol L−1. Further results can be found in [12].

Dissolved CO2 is accumulated in the liquid reducing the concentration gradient
in the liquid film around the bubble and thus reducing the absorption of the gaseous
CO2. Thiswas verified by evaluating theRaman spectra concerning the concentration
of carbonate and bicarbonate. All measurements were located in close to the center of
the cross section of the channel, see Fig. 14. We used integral concentration profiles,
and locally dissolved measurement points at the same distance from the injection.
They show a mean value for the carbonate and bicarbonate concentration for all
measurements that were done at the same distance from the injection point regardless
of their distance to a bubble cap and tail. On the other hand, each measurement point
may be plotted for itself with the corresponding distance to the bubble cap and/or
tail. The latter method enables the detection of concentration profiles in the slug at
a certain distance from the injection.

The integral results are depicted in Fig. 15. Along the channel, several distances
from the injection point (�y) between 10 and 200mmwere chosen. As a fast increase
of the concentration was expected directly at the entrance, the density of the chosen
distances is closer than further up in the channel. This is confirmed experimen-
tally: Directly in the first few millimeters from the injection, viz. during the bubble
formation, a steep concentration increase for the carbonate is observed. At the end,
a maximum concentration of about c = 500 mol m−3 is achieved. According to the
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Fig. 15 Integral
concentration profiles of
filled circle: HCO3

− and
filled triangle: CO3

2− along
the channel

stoichiometry, two hydroxide ions are consumed for the formation of one carbonate
ion. Thus, at about 150 mm, almost all of the hydroxide ions are consumed and the
pH value is reduced drastically. This corresponds to the fact that the formation of the
bicarbonate is monitored far up in the channel.

A locally resolved treatment of each measurement point will provide a better
insight. Its position in the slug is described with a dimensionless distance l* defined
in Eq. (3).

l∗ = jt − j f
jt − jc

= �lc
ls

(3)

It describes the distance Δlc of the laser focus to the preceding bubble tail during
the measurement. Divided by the slug length ls determined in the image, it results in
a non-dimensional identifier. jt , jc and jf are the pixel positions of bubble tail and cab
and the laser focus. According to this definition, l* = 0 describes a position directly
attached to the end of the preceding bubble tail, l* = 1 a position at the cap of the
bubble following.

Measurements at heights of h = 10 mm, 15 mm, 20 mm and 70 mm along the
channel were made with Raman spectroscopy and holography, simultaneously. As
an example, Fig. 16 shows the results at a height of 15 mm.

These profiles show that the carbonate concentration increases at the bubble tail
of the preceding bubble further up in the channel. This effect is attributed to mass
transfer from the preceding bubble into the slug and the film. Furthermore, the Taylor
circulation in the slug enhances the equalization of the concentration in the slug. The
carbonate enriched in the stagnant film is passed to the cap of the following bubble,
where it is directed into the center of the cross section and forwarded to the tail. The
observed scatter is higher than the uncertainty of the concentration of the carbonate
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Fig. 16 Spatially resolved concentration of the carbonate in the center of the capillary at a distance
of 15 mm from the injector

derived from the Raman spectra in two-phase flows and based on the fluidic flow
within the slug. The holographic picture (Fig. 16), shows fluctuations of the refractive
index and correlated concentrations.

With this work it could be shown that the real-time Raman process analysis
system is in principle operational, even in small capillaries, and can be used for
CO2 absorption in caustic soda as an industrially relevant process.

3.5 Measurement of a Wake Below a Gas Bubble Using Laser
Beams

The combined Raman and holography real-time process analysis system and the
results, described in Sects. 2.2, 3.1 and 3.2, is advantageous when colorless liquids
are used. However, the focus of nearly all chemical reactions developed within the
SPP 1740 are colored liquid systems. For these reactions UV/VIS spectroscopy is
suitable. As a step between absorption in a cuvette andUV/VIS tomography, a bubble
column together with a two laser-beam arrangement was used, see Sect. 2.4.2 and
Fig. 4.

We applied different chemical reactions in the bubble column with a focus on
a chemical reaction system producing MNIC and DNIC with NO bubbles which
was developed by the SPP partner Ludwig-Maximilians-Universität München (Prof.
Klüfers). However, this chemical reaction system requires that the liquids in the
bubble column contains no oxygen, even impurities are disturbing. Furthermore, the
NO gas may not contain NO2 which builds up in a pressure bottle within a few
months.
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Fig. 17 Rising NH3 gas bubble in a bubble column using two laser beams

In order to observe a wake below a gas bubble and check optics, detectors and
electronics we used the solution of NH3 gas in a Phenolphthalein solution. Figure 17
(left) shows the two laser beams entering the bubble column at 90° and Fig. 17 (right)
as an example the wake below the rising NH3 bubble. It was recorded with 40 μs,
only.

3.6 Characterization of the Real-Time Tomographic Process
Analysis System

In this section the real-time tomographic process analysis system described in
Sect. 2.4.3 is evaluated.

3.6.1 Characterization of the Optical Raytracing Paths

Before characterizing the optical ray-tracing paths within the bubble column a
medium between the inner cylindrical bubble column (borosilicate glass 3.3 tube, RI
= 1.472) and the outer octagon (PMMA,RI = 1.492) should be evaluated concerning
the optimum index of refraction (RI).

Methanol is the main component of the bubble column. For the medium in the
interstitial space one could also choose methanol, water or a liquid for the adjustment
of glass and PMMA. Methanol would have the advantage that it is also used in the
inner bubble column, but the disadvantage that it could attack PMMAor the adhesive
used. An ‘inert’ medium with a similar refractive index to methanol would also be
conceivable. If one wants to adapt to the higher RI of glass and PMMA, one could,
for example, use mixtures of organic liquids with water or aqueous solutions of
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inorganic salts. Possible media and their RI are methanol (RI = 1.329), glycerol (RI
= 1.474) or water (1.333).

Since the RI of water and methanol are almost the same and there are also some
salts dissolved inmethanol, which increases the RI, you can use water for the intersti-
tial space with a good conscience. If one rather wants to adjust the glass and PMMA,
an average refractive index of 1.482 would be favorable. For this purpose, pure glyc-
erol (preferred) or a 76% sugar solution (RI = 1.480) could be used. But both have a
viscosity about 2000 times higher than water. First of all, it was investigated how the
radiation pattern with water (adaptation to methanol in bubble column) in the inter-
stitial space and glycerol (adaptation to glass and PMMA) are. Not only the beam
deflection plays a role here, but also a possible total reflection and (angle-dependent)
reflection losses.

Since it is possible to work with lasers and polarized light, the more favorable
case is assumed that the linear polarization of the light is parallel to the interface.
Then the reflection losses decrease with increasing angles of incidence to zero until
the Brewster angle and then increase again, but always remain below the reflection
losses for vertically polarized light:

First calculations are done with the following pairs of media within the inner
bubble column and the outer octagon: methanol—methanol, methanol—glycerol,
methanol—water, water—water, air—air. Important results:

• It does not make a big difference whether water, methanol or glycerol is used as
RI matching liquid. The straightest way is even with water, which should be used.

• The greatest angular change is due to the strong RI difference between air and the
1st PMMA interface.

• To illuminate three adjacent segments of the octagon, the laser must cover an
angle range of ±45° at the entrance. So far we have assumed ±30°, without RI
jumps.

• The total reflection losses at all interfaces are surprisingly low. One reason is that
we have planned laser light that is polarized parallel to the glass surfaces. Then,
even the reflection losses decrease with increasing angle up to the Brewster angle.

The influence of dispersion (RI) was calculated for the case that the main compo-
nent methanol is contained in the inner bubble column and water in the inter-
space bubble column—octagon: For all components, PMMA, borosilicate glass 3.3,
methanol and water, the RI depends on the wavelength and temperature. The wave-
length dependence of the RI has a stronger effect than temperature. In particular,
methanol has the greatest dispersion and the effective length is also the longest.

Thewavelength rangeλ=590–700nm,which is relevant for the proposed reaction
systems, was analyzed. The wavelength dependent RI for all relevant substances was
taken from literature.

As an example, the position shift with wavelength change from 590 to 700 nm
on the detector array for an angle of −10°, −15° (reaching the opposite segment)
and 45° (reaching an oblique opposite segment at 45°) is 140 μm displacement at an
angle of incidence of −10°, 210 μm displacement at an irradiation angle of −15°
and 1050 μm displacement at irradiation angle of −45°.
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With a pixel center distance of x = 127 μm, the point of impact of the laser
beam on the CMOS array shifts by 1 pixel when changing the wavelength from λ =
590–700 nm under −10° irradiation, by 1 pixel at −15° and by 8 pixels at −45°.

The influence of the temperature was calculated for the case that the main compo-
nent methanol is contained in the inner bubble column and water in the interspace
bubble column—octagon. Temperature variations around 5 °C were analyzed. The
temperature-dependent RI for all relevant substances were taken from literature. Due
to different temperatures, the laser beams are directed slightly differently through
the bubble column to the CMOS sensors.

As an example, the position shift on the array with temperature fluctuations from
T = 20 to 25 °C for angles of −10°, −15° (reaching the opposite octagon segment)
and 45° (reaching an obliquely opposite octagon segment below 45°) is given are
50 μm displacement at an angle of incidence of −10°, 80 μm displacement at an
irradiation angle of −15 and 470 μm displacement at an irradiation angle of −45°.

With a pixel center distance of x = 127 μm, the point of impact of the laser beam
on the CMOS array shifts by 0.4 pixels at a temperature fluctuation of T = 5 °C
under −10° irradiation, by 0.6 pixels at −15° and by 4 pixels at −45°.

The influence of the temperature is therefore significantly less than the wave-
length dependence of the RI. The assumed temperature fluctuation of T = 5 °C
could certainly be reduced. We would have to perform a calibration before every
measurement.

3.6.2 Characterization of the Tomographic Concentration
Measurement Process

The concentration profile is extracted from the imaging process based on the optical
tomographic 2D reconstruction of the detector images as shown in Fig. 18. After raw
data reconstruction the reconstructed image data are normalized to themaximum ray-
tracing sensor pixel intensities for each angular position of the laser beam. The subse-
quent backprojection reconstruction creates strong artifacts because of the combina-
tion of limited angle and sparse-view reconstruction problemof our setup. For artifact
compensation a neural network has been implemented. A big challenge when using
neural networks is the usually very limited amount of training data. This was partly
solved by choosing the neural network architecture of the U-Net which originates
from biomedical image segmentation [37]. With the U-Net shown in Fig. 18, it was
possible to train with a smaller number of images sufficiently well accelerating the
learning process. The neural network was trained with 2,184,000 CFD simulation
data from the SPP 1740 partner from TU Darmstadt, see Sect. 2.4.4.

The special feature of theU-Net is the pixel by pixel classification, so that the input
and output image have the same size [5122Pixel]. The architecture is symmetrical
and represents a U-shape. It starts with the contraction path and the folding process
(downsampling). On the opposite side is the expansion path and the transposed
2D convolution layers (upsampling). There is a multiple loop function, where each
“step” has two times a convolution layer, a group normalization andMish-Activation
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Fig. 18 Neural network based on the U-net architecture for artifact reduction in concentration
measurement with the real-time tomographic process analysis system

function [38]. Using a Pooling layer, the image size is halved in each step. Finally,
the image size is only 322 and the expansion path begins, returning the image to its
original size. The described network is terminated with its regression layer.

The normalization is performed using group normalization instead of batch
normalization, due to the significantly better performance with a small number of
batches [39]. The typical division of the image data was used (70% training, 20%
testing and 10% validation). By using the reconstruction algorithm in combination
with this neural network a significant part of the artifacts can be removed. After
applying the full imaging process of Fig. 19, the concentration field of the reaction
products has been reconstructed with remarkable accuracy.

4 Summary and Conclusion

For the investigation of concentration profiles around bubbles in millichannels as
Taylor flow and in bubble columns, two in situ real-time process analysis systems
were developed and applied to different chemical reaction systems. One system uses
a combined measurement system based on laser Raman spectroscopy and digital
holography, suitable for transparent media. The second real-time process analysis
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Fig. 19 Concentration measurement as the result of the imaging process based on the tomographic
2D reconstruction
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system is based onUV/VIS tomographywhich is suited for colored chemical reaction
systems.

The real-timeRamanprocess analysis systemallows a concentrationmeasurement
within 10 μs with a spatial resolution of 15 μm laterally and 70 μm in depth. The
laser spot, where concentrations are measured, may be positioned up to 150 μm to
a glass interface. Furthermore, the laser spot can be located relative to a fast moving
bubble precisely by combined digital holography. This in situ measuring system was
adapted to a Taylor flow in a minichannel. In contrast to laser induced fluorescence
(LIF) the laser Raman system can be applied to a lot of chemical systems and needs
no fluorescent marker. The combination of laser Raman spectroscopy and digital
holography was applied to a Taylor flow of CO2 bubbles in an aqueous solution
of sodium hydroxide in a minichannel with 2 mm × 2 mm inner cross section.
The concentrations of the carbonate ions CO3

2− and bicarbonate ions HCO3
− were

measured locally andwith known distance to the gas bubbles within theminichannel.
Along the length of the channel, the concentration profiles of the carbonate are
changing and the carbonate concentration increases at the bubble tail of the preceding
bubble further up in the channel. The Taylor flow circulation in the slug can be seen
in the concentration profiles.

In contrast to usual absorption spectroscopy with only integral measurements
the real-time tomographic process analysis system based on UV/VIS tomography
allows spatial concentrationmeasurements. For this purpose one ormore pulsed laser
beams with different wavelengths can be combined using dichroic beam combiners
and hit as collimated beam on a fast rotating polygon mirror. This mirror deflects the
beam on three cylindrical lens arrays with 20 elements, each. Every lens produces
a divergent beam (60°) in the horizontal plane (perpendicular to the flow direction
in the bubble column), which traverses the bubble column and hits 5 CMOS sensors
arrays on the opposite side. This system can take a complete 2D concentration field
in a bubble column within 1 ms. To achieve these goals, a fast sensor electronics
has been developed including fast amplifiers, high-resolution analogue-digital-
converters and FPGAs. Furthermore, fast and accurate reconstructions algorithms
have been developed.

ThisUV/VIS tomographic systemwill be applied to aNO-Fe reaction system:NO
gas bubbles freely rise and produce MNIC and DNIC in the wake of these bubbles.
Because MNIC and DNIC show different absorption spectra, their concentrations
can be determined.

As a result of this part of the SPP 1740 two in situ real-time process analysis
systems were developed. They can be used to measure concentrations of various
chemical compounds in a spatially resolved and fast manner. Depending on optical
variants it is possible to apply these real-time process analysis systems e. g. for
Taylor flows in microchannels, single bubbles in a bubble column or even small
bubble swarms.
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Determination of Intrinsic Gas-Liquid
Reaction Kinetics in Homogeneous
Liquid Phase and the Impact
of the Bubble Wake on Effective Reaction
Rates

Sebastian Gast, Ute Tuttlies, and Ulrich Nieken

Abstract The interplay between fluid dynamics, mass transfer and chemical reac-
tion in bubbly flows is not yet sufficiently understood. In order to determine the
reaction kinetics without mass transfer limitations a new reactor concept has been
developed. As an example for industrial relevant reactions, the non-catalyzed oxida-
tion of toluene with oxygen was investigated. For a simplified reaction network rate
expressions and corresponding kinetic coefficients have been identified. The reaction
kinetics was used to numerically study the impact of the bubble wake on conversion
and selectivity. The oxidation of toluene was found to be too slow for being affected
by the bubbly flow. This has been confirmed by experiments in a technical size
bubble column at industrial conditions. Numerical studies show that only reactions
with a rate constant in the range of 0.1 < Da1 < 1000, the so-called mixture-masked
range, are influenced by the flow pattern behind a rising bubble. Slow reactions can
be treated as bulk phase reactions, while fast reactions take place exclusively in the
vicinity of the bubble surface, thus are not biased by the non-ideal mixing in the
bubble wake. In the mixture-masked range, transport barriers from the stationary
bubble vortex have a significant influence on the course of the reaction.

1 Introduction/Motivation

Gas-liquid multi-phase reactors are widely used in industrial processes. Yet, many of
them run at very low conversion rates to achieve high selectivities, leading to high cost
in the after treatment to extract the products of wealth. Scale up and optimal design
of industrial reactors is challenging, since model predictions are still not sufficiently
reliable.

Challenges are the range of length scales on which different processes are taking
place, such as the macro mixing due to turbulences on the reactor (meter) scale
versus the micro mixing behind the rising bubbles, missing transport correlations for
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Fig. 1 Dependencies within
a reactive bubbly flow
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industrially interesting conditions, and finally the strong interplay between reaction
kinetics, transport effects and fluid dynamics. This project is focusing on the interplay
of reaction kinetics and mixing at the bubble scale.

These dependencies are known for a long time. The enhancement of the mass
transfer by the chemical reaction is often taken into account by empirical enhance-
ment factors. The chemical reaction, itself limited by the educt concentration supplied
by the mass transfer, influences the fluid dynamics by changing the fluid properties
(see Fig. 1). The fluid dynamics in turn impacts the mass transfer and the reaction
by changing the local mixing. Bubbles tend to build up vortexes in their wake which
influence the mixing on the macro- and microscale. The fluid recirculation behind a
rising bubble may lead to areas of accumulation of reaction species where the selec-
tivity of a reaction is likely to be influenced. Although the dependencies are known
qualitatively, model-based predictions are still insufficient.

In order to investigate the dependencies of mass transfer, fluid dynamics and
chemical reaction around a rising bubble, each effect needs to be evaluated
independently.

Thereby, especially the chemical reaction of a gas-liquid system is hard to be
studied independently from mass transfer. Kinetic models of industrially relevant
gas-liquid reaction systems are typically measured in two-phase apparatuses, either
by bubbling the gas with high gas contents through the liquid phase, or in an idealized
system with known interfacial area. In the first case, the total interfacial area is
unknown but sufficiently large to assume saturation of the liquid by the gaseous
component.

In the second approach, the interfacial area is known, which allows to determine
the mass transfer from known partial pressure and temperature of the gas. Thereby
the gas- as well as liquid phase must be stirred continuously to achieve ideal mixing.
This leads to a conflict of objectives between ideal mixing and a known and stable
surface between the phases.

The overall aim of this work is to investigate the influence of micro mixing in
the bubble wake on the yield and selectivity of the ongoing reactions. Therefore,
in a first step a new reactor concept has been developed to measure the reaction
rates independently frommass transfer (see Sect. 2). As a model system of industrial
relevance, the oxidation of toluene has been chosen. The oxidation precedes via free
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radicals and a high number of elementary steps as described by Hermans et al. [1].
Quantification of all rate constants is practically impossible and unnecessary for
engineering purposes.

Thus, an effective reaction kinetics model has been developed, which includes
only experimentally accessible and measurable species in the reaction network.

In a second step, the reaction kinetics has been implemented in a direct numerical
simulation model of a simplified flow around a single bubble. This allows to study
the interplay of the fluid dynamics, mass transfer and chemical reaction at the bubble
scale (see Sects. 3 and 5). The results are validated in a pilot plan bubble column at
industrial operating condition (see Sect. 4).

2 Determination of Gas-Liquid Reaction Kinetics
in Homogeneous Liquid Phase

For the determination of the reaction kinetics of gas-liquid syntheses, usually two-
phase reactors are used. This bears an increased risk of explosion at high oxygen
concentrationswhenusing organic educts or solvents. To avoid aflammable gas phase
the oxygen partial pressure is therefore limited. This in turn leads to low conversions,
which does not correspond to industrially required operating conditions. In addition,
an undesired discharge of volatile components from the liquid phase may distort the
experiments and the determination of the interface and therefore the mass transfer is
a great challenge.

In order to avoid these difficulties, our approach intends to measure the reac-
tion kinetics in homogeneous liquid phase. Therefore, the gas phase is completely
dissolved in a chilled circulating liquid stream before themixture reenters the stirred-
tank reactor and the reaction takes place. This local decoupling of mass transfer and
reaction avoids the problem of explosion hazard, since a potentially dangerous gas
phase exists only for a short time in the cold circulating stream. However, no gas
phase is present in the hot reactor itself. Therefore, the setup is inherently safe and
there is no limitation for the oxygen concentration. We assume that no reaction takes
place at the low temperature level of the circulation loop and that there is no decay
of unstable intermediate products.

Due to the complete dissolution of the supplied gaseous educts, the amount of
gas dissolved in the liquid phase is known. As the circulating stream is liquid when
reentering the stirred-tank reactor, sufficient mixing rates can be achieved easily.

In the following the realization of the proposed reactor concept is described in
detail.
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2.1 Experimental Setup

In order to ensure a homogeneous liquid phase in the reactor, the following
requirements are crucial:

• For a fast dissolution of the desired amount of oxygen, the setup must be operated
at an increased systempressure.Using thePC-SAFT-EOS thephase diagramof the
oxygen-toluene solution has been calculated (see Fig. 2). As working pressure 70
bars has been chosen, allowing a dissolved oxygen concentration of 7 mol% (see
scale-up in the corner of the figure), while the experimental setup is designed to
withstand p= 100 bar. In case of an unexpected formation of gaseous components
the pressure can be increased up to p = 100 bars to ensure a homogeneous liquid
phase.

• To avoid inert gases entering the reactor, pure oxygen is used. In addition, all
liquid feeds into the system must be degassed.

• All dead spaces where gas may accumulate must be avoided. An accumulating
gas phase would have a potentially explosive composition.

• In multiphase reactors, the concentration of dissolved gas is usually assumed to
be the saturation limit. The amount of gas consumed by the reaction can then
be determined from the incoming and outgoing gas concentrations. This is not
possible in our setup, since there is no exiting gas stream and the reactor is not
operated in thermodynamic phase equilibrium. Therefore, a measurement of the
dissolved oxygen in the organic liquid phase under elevated pressure has to be
developed.

Fig. 2 Phase diagram of the
oxygen-toluene mixture
calculated with the
PC-SAFT-method [2]
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Fig. 3 Flow chart of the experimental setup. A: optically accessible high-pressure reactor, B: flow
cooler, C: water absorber, D: annular gear pump, E: viewing window, F: pressure relief valve, G:
ATR-FITR spectrometer, H: on-line oxygen analysis, I: oxygen dosing unit, J: toluene dosing and
pressure maintenance unit, K: Toluene preparation unit, L: vacuum pump

The experimental setup for the investigation of gas-liquid reaction kinetics
consists of a heated reactor (A) and a chilled external circulation (see Fig. 3).

The reactor is designed as an optically accessible cell (see Fig. 4) and is manufac-
tured by SITEC high-pressure Technology. It has an integrated heater and is designed
for operation at temperatures up to T = 200 °C and pressures up to p = 200 bar. A
safety factor of 4.5 was considered. This means that the reactor can withstand the
pressure increase by a factor of 7.7 [3, 4] in the event of a deflagration at operating
pressures of up to p = 115 bar.

The stirrer is mounted on the reactor from below. This has multiple advantages:
First, the stirrer shaft is flooded with liquid, so there is no possibility of a hidden gas
phase in the reactor. Second, the head of the reactor, which is in addition the highest
point of the whole setup, can be monitored through two opposite display windows
with a diameter of d = 18 mm. If a gas phase develops during the reaction it can be
detected optically. Thus, it can either be drained via a fine dosing valve at the head
of the reactor or it can be dissolved again by increasing the pressure. At the bottom
as well as at the head of the reactor lateral connections are attached at an angle of
45° (see Fig. 4). Furthermore, a total of three connections are attached to the head
of the reactor, through which the highest point of the reactor is accessible.

Analytical and process equipment is mounted at the chilled, external circulation.
A constant circulation of V̇ =50 mL min−1 is applied by means of an annular gear
pump. The temperature of the hot reaction mixture is reduced to room temperature
at the reactor outlet using a continuous cooler. After passing through the circulation,
the circulated liquid stream, enriched with oxygen, is returned to the reactor.

The circulation itself is equipped with the following assemblies in the direction
of flow:
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A-A

Fig. 4 Technical drawing of the high-pressure reactor

• a continuous cooler (B) with,
• a water absorber (C),
• an annular gear pump (D),
• a viewing window (E) for early detection of a developing gas phase,
• a pressure relief valve to ensure process safety (F),
• an Attenuated Total Reflection Fourier Transformation Infrared Spectrometer

(short: ATR-FTIR) Spectrometer (G),
• an analytical unit (H) for measuring the dissolved oxygen concentration and for

taking liquid samples for offline concentration determination,
• an oxygen dosing system with an associated static mixer (I), and
• a high-performance liquid chromatography (short: HPLC) pump for pressure

control and dosing of toluene (J).

The supplied gas is dosed with a Mass Flow Controller (MFC) from Bronkhorst.
A four-liter buffer tank is connected upstream of this, which serves to buffer pressure
fluctuations caused by the pressure reducer of the gas cylinder. To ensure that the
oxygen is dissolved as quickly as possible, the gas is introduced into the circulation
through a nozzle with a diameter of 0.01 mm. Furthermore, the nozzle increases the
flow resistance for the liquid and thus also serves as a check valve to prevent flooding
of theMFC.Between oxygen analysis (H) and gas dosing (I) a check valve is installed
to prevent gas backflow into the oxygen analysis. Before toluene is added, it is dried
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and degassed in a preparation unit (K). To ensure a gas and water free system during
filling, the reactor and the toluene preparation unit are connected to a vacuum pump
(L).

To the best of our knowledge, only two commercial sensors could be found
which, according to the manufacturer, can detect the oxygen content in the organic
phase under the operating conditions used. The following methods for measuring the
dissolved oxygen concentration were developed or tested:

• Photochemical determination of the oxygen content with the FireSting Solvent-
Resistant Oxygen Probe by PyroScience.

• Electrochemical determination with the solvent-resistant Clark electrode Orbi-
sphere by Hach company.

• Volumetric determination of the gas phase.
• Determination of the dissolved gas concentration by analyzing the gas phase of a

small side stream.

The first three methods did not lead to a continuous and reliable recording of the
dissolved oxygen concentration for the used operating conditions.

However, the determination of the concentration of the gas phase of a small
side stream using continuous degassing, phase separation and gas analysis allowed
reliable measurements of oxygen concentration. This method was developed within
this project. In Fig. 5 the method is shown schematically as a flow chart.

The oxygen concentration was determined inside the external loop by continu-
ously draining a small side stream of the reaction mixture. A pressure drop is applied
to the stream by passing an overflow valve, which leads to degassing due to the low
solubility of gases in toluene at ambient conditions. In a small separator the gas phase
is separated from the liquid and diluted by a known inert gas stream of nitrogen. A
gas analyzer, containing a paramagnetic and FTIR unit, measures the concentrations
of oxygen, CO and CO2 in the resulting gas stream.

Fig. 5 Flow chart of online
oxygen analysis [5] O2
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Knowing the flow rate of the discharged reaction mixture, the flow rate of the
inert gas stream and the concentrations of the resulting gas stream, the concentra-
tions of dissolved gases within the reaction mixture can be calculated. The amount
of dissolved gases remaining in the liquid was found to be negligible and can be
omitted [2]. A level control unit collects the resulting liquid phase up to a volume
of 1 mL before discharge, which can then be used as a liquid sample for an offline
concentration analysis.

In the literature no comparable measuring system for the concentration of a
gas dissolved in organic liquid at elevated pressure could be found. Therefore, the
functionality of the developed oxygen analysis is tested and validated in [5].

Product concentrations were analyzed via double injection by an Agilent 7890A
gas chromatograph using a flame ionization detector (for a detailed description of
the analyzing method see [2, 5]).

Unless otherwise stated, all experiments were carried out at a temperature of T
= 190 °C and a system pressure of p = 70 bar. First the reactor is heated up to the
desired temperature, then pressure control is activated. With the addition of oxygen,
the actual measurement of the reaction kinetics starts. The volume flow of the oxygen
to be dosed is kept constant. Experiments with oxygen input flow rates from V̇ =
25 mLn min−1 to a maximum of 90 mLn min−1 were performed. Normalized to the
reactor volume this correlates to 52.5–189 Ln m−3 min−1. Every t = 20 min liquid
samples were taken.

2.2 Experimental Results

Figure 6 displays the experimental data of a regular experimental run at temperatures
of T = 190 °C. The pressure is maintained at p = 70 bar by a PI controller. Both
parameters were kept constant after heating up (see Fig. 6a).

The grey areas display the start-up and shut-down of the setup. At time t = 0 min
the dosing of oxygen starts with a constant volume flow (in this example V̇ =
94.5 Ln m−3 min−1). The period during which oxygen was dosed is highlighted in
white. The start and end of the oxygen supply are each marked by a red bar marking
the time frame relevant for the investigation of the reaction kinetics. In subsequent
applications, the grey colored areas are not considered.

Figure 6c shows the transient concentration profiles of the main reaction prod-
ucts, benzaldehyde, benzyl alcohol, benzoic acid andbenzyl hydroperoxide,when the
setup is operated at a constant oxygen feed rate. After starting the addition of oxygen
at time t = 0 min, the concentrations of the intermediate products benzaldehyde,
benzyl alcohol and benzyl hydroperoxide increase rapidly. The aldehyde concen-
tration is always slightly higher than the alcohol concentration. After an induction
time (in this example 50 min) the concentration of benzoic acid starts to rise linearly.
After t = 100 min the peroxide concentration drops to a level close to zero and the
increase in aldehyde and alcohol concentration stops. While the concentrations of all
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= 94.5 Ln
m3 min

, T = 190 °C and p
= 70 bar. a Operating pressure and reactor temperature, b atomic oxygen balance and measured
oxygen concentration dissolved in toluene, c concentration course of benzaldehyde, benzyl alcohol,
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intermediates settle at a stationary value, the concentration of benzoic acid continues
to rise linearly.

Figure 6b shows the comparison of the atomic oxygen balance and the measured
oxygen concentration as described above. The atomic oxygen balance considers all
incoming and outgoing oxygen flows (including small amounts of CO and CO2

in the derived analytical gas stream) and the stoichiometric amount of oxygen
consumed by the reaction. The course of the atomic oxygen balance starts to increase
linearly after t = 100 min, while the measured concentration remains at a level
close to zero after a small maximum at 30 min (before acid production starts). This
increasing deviation, starting with the decrease of the peroxide concentration, indi-
cates a change in the reaction mechanism and a related oxygen consumption by
a previously unknown species. This consumption could be due to the production
of hydrogen peroxide (H2O2) and the associated hydroperoxide radical (HO2*) as
described by Hermans et al. [1]. The addition of the oxygen balance would result in
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an accumulated concentration of the hydrogen peroxide and hydroperoxide radical of
cH2O2 + cHO∗

2
=200molm−3.However, neither hydrogen peroxide nor hydroperoxide

radical are included in the atomic oxygen balance or in the kinetic model. There are
two reasons for this. Firstly, it is not possible tomeasure the two species online within
the experimental setup developed and the analytical methods available. Secondly, in
order to correctly include the species and the change in the reaction mechanism, a
number of other, mostly radical and therefore not measurable species would also
have to be considered in the kinetic model. This in turn leads to a very detailed and
complicated reaction network. Such a complex reaction network contradicts the aim
of this work to determine an effective kinetic model.

2.3 Kinetic Model of the Toluene Oxidation

Starting from amodel suggested by Sandhiya and Zipse [6] without peroxide species,
the extended kinetic model R1 to R6 (see Fig. 7 and Table 1) has been developed
to numerically describe the experimental results. The center of the model is the
benzyl hydroperoxide and its bimolecular reaction as described by Hermans et al.
and Sandhiya and Zipse [1, 6-8]. The expansion of the kinetic model with the benzyl

Fig. 7 Reaction network of
the kinetic model [5]
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Table 1 Kinetic model of the toluene oxidation [5]

R1 PhCH3 + O2 → PhCH2OOH r1 = k1[PhCH3] [O2]
R2 2 PhCH2OOH → PhCH2OH + PhCHO +

H2O + 0.5 O2

r2 = k2[PhCH2OOH]2

R3 PhCHO + 0.5 O2 → PhCOOH r3 = k3[PhCHO][O2]

R4 PhCH2OH + 0.5 O2 → PhCHO + H2O r4 = k4[PhCH2OH] [O2]
R5 PhCH2OOH + PhCHO → PhCH2OH +

PhCOOH
r5 = k5[PhCH2OOH] [PhCHO]

R6 PhCH2OOH + PhCOOH → PhCOOH +
PhCHO + H2O

r6 = k6[PhCH2OOH] [PhCOOH]
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Fig. 8 Oxygen
concentration of simulation
with the basic kinetic model
without PhCH2OOH (solid
line) and the extended
kinetic model including
PhCH2OOH (dotted line)
and measured data (filled
square) as function of
reaction time [5]
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Table 2 Kinetic parameter of
model of the toluene
oxidation

Parameter Values Unit

k1 3.7928e−5 m3 mol−1 s−1

k2 4.1630e−6 m3 mol−1 s−1

k3 4.2042e−4 m3 mol−1 s−1

k4 3.8642e−6 m3 mol−1 s−1

k5 1.7609e−6 m3 mol−1 s−1

k6 8.3924e−6 m3 mol−1 s−1

hydroperoxide leads to an improvement in the description of the oxygen concen-
tration compared to basic models without peroxides, as suggested by Sandhiya and
Zipse [6] (see Fig. 8). This finding is unique to this project since the onlinemonitoring
of the oxygen was never done before and is described in more detail in [5].

Table 2 summarizes the results of the parameter adjustment. Both the values of the
reaction parameters and the reaction conversion are one to two orders of magnitude
lower than the values determined by Hoorn et al. [9, 10]. This can be explained by
the absence of a catalyst in this work. Hoorn et al., however, catalyzed his reaction
with bromide.

Hermans et al. also investigated toluene oxidation without the use of a catalyst.
While the reaction conversions are of the same order of magnitude, no comparative
values for kinetic parameters are given in the publications [1, 11–13].
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Fig. 9 Comparison of model prediction (solid line) and experimental values (filled square) of the
concentration of PhCHO, PhCH2OH, PhCH2OOH, PhCOOH, O2 as function of reaction time for
an O2 input flow rate of 52.5 Ln m−3 min−1(left) and 94.5 Ln m−3 min−1 (right)
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2.4 Validation of the Kinetic Model

The kinetic model has been validated against experiments for oxygen input flow rates
from V̇ = 52.5 to 115.5 Ln m−3 min−1. Figure 9 shows the comparison of oxygen
flow rates of 52.5 and 94.5 Ln m−3 min−1. Further results are given in [5].

The kinetic model is able to map the steep increase in the concentrations of the
intermediate products benzaldehyde, benzyl alcohol and benzyl hydroperoxide at
the beginning of the reaction as well as the delayed production of benzoic acid.
Furthermore, the maximum in the peroxide concentration and the resulting reduced
production rates of benzaldehyde and benzyl alcohol are also described.

In addition, the model represents the oxygen concentration, which is about two
orders of magnitude lower than the concentrations of all other intermediate products.

The previously mentioned neglect of hydrogen peroxide and hydroperoxide radi-
cals within the reaction network and the focus on the oxygen concentration during
parameter adjustment leads in all comparisons to a systematic overestimation of the
concentrations of benzaldehyde and benzoic acid with increasing reaction time.

While the kinetic model can describe low oxygen dosage rates of V̇ = 52.5–
94.5 Ln m−3 min−1 well, volume flows of more than 115.5 Ln m−3 min−1 are
not adequately represented. For large oxygen flow rates, the concentrations of all
species are overestimated, with the exception of oxygen, which is underestimated.
The systematic overestimation indicates a change in the reactionmechanism.Already
1967 Morimoto and Ogata described a change in the reaction mechanism at high
oxygen concentrations in the inflowing gas.

Therefor the presented kinetic model is valid for oxygen input flow rates smaller
than V̇ =115.5 Ln m−3 min−1, which corresponds to a dissolution of 4.73 mol m−3

min−1. Under industrial conditions, the oxidation of toluene runs at p = 10–30
bars and T = 150–250 °C [14, 15], not allowing such fast dissolution of oxygen.
Therefore, the model covers the range of oxygen concentrations which can occur
under industrial operation conditions.

Furthermore, since the model has been determined in homogeneous liquid phase,
it is not limited bymass transfer. Therefore, themodel is independent of any operating
conditions influencing the mass transfer and can be used for example in numerical
studies without any restrictions regarding those properties.

3 Numerical Study of the Toluene Oxidation in a Reactive
Bubbly Flow

In order to obtain a better understanding of the dependencies and interactions between
the fluid dynamics,mass transfer and chemical reaction, a simplifiedflowfield around
a single bubble is studied. For this purpose, direct numerical simulations (short:
DNS) were performed using OpenFOAM to investigate the ongoing reaction in the
vicinity of a bubble. Fluid dynamics, mass transfer and reaction are modeled and
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Fig. 10 Principle of the
representative elementary
volume (REV) of a bubble
column

implemented separately. The reaction is based on the reaction kinetics of toluene
oxidation developed in the previous chapter.

Since the high numerical effort of a DNS does not allow to calculate a reactor in
detail, a single rising bubble is studied. Based on the idea that the reactor is uniformly
filled with identical bubbles and neglecting swarm effects a single rising bubble
describes the processes within a multi-phase reactor as a representative elementary
volume (REV).

In the REV (see Fig. 10) the diameter of the bubble db, the ascent velocity u and
the gas content εgas are mean values and are equal to that of the multiphase reactor.
The bubble is modeled as a rigid, 2D sphere with a constant oxygen concentration.
The concentration of oxygen at the bubble surface is calculated by Henry’s law. The
mass transfer of the oxygen JO2 from the gas phase to the liquid phase results from
the concentration gradient between the oxygen concentration in the bulk phase and
the bubble surface. The transport equations of the individual species represent the
mass transport in the liquid phase. The chemical reaction is considered as the source
term.

The description of the bubble as rigid and in 2D is a very strong reduction of the
complexity of the fluid dynamics. Nevertheless, qualitative statements can be made,
since the interplay between the physio-chemical processes in 2D and 3D is expected
to be comparable.

3.1 Numerical Model

The bubble has a fixed diameter of dB = 2 mm. The length of the model geometry
is divided into 2 areas. In front of the bubble there is an inlet zone of 20 mm. The
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Table 3 Simulation
parameters

Parameter value

p 30 bar

T 463.15 K

cO2,cyl 101.4 Mol
m3

HO2Tol 0.06905 barm3

Mol

νTol 2.3232e−7 m2

s

ηTol 1.429e−4 Pa s

ρTol 695.85 kg
m3

area from the front of the bubble to the outlet of the domain is called the tailing zone
and is also l = 20 mm long. For the investigations shown in the following, only the
tailing zone is relevant, since only here the reaction takes place. The inlet zone is
required for numerical reasons for the correct representation of the fluid dynamics.
The gas content of the tailing zone corresponds to a gas hold-up of εgas = 1%.

The concentrations at the inlet are set to cPhCH3 = 7552.1Mol m−3 for toluene and
zero for all other species. The oxygen concentration on the bubble surface is set to
cO2 = 101.4Molm−3. Further conditions are summarized in Table 3. Binary diffusion
coefficients were calculated according to the correlation by Wilke and Chang [16],
the molar volume at the boiling point according to the additive method of Poling
et al. [17] (Fig. 11).

The fluid dynamics and the reactive mass transport are sequentially solved in each
timestep. Therefor the PISO (pressure-implicit split-operator) algorithm it used. For
the mesh spacing a grid convergence index of GCI = 1.5% has been found using

Fig. 11 Geometry of the mesh used for the direct numerical simulation
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Fig. 12 Validation of
calculated fluid dynamics by
the drag coefficient

120 × 48 cells. This corresponds to a cell size at the bubble surface of 0.0103 mm
including five refinement steps towards the bubble. The comparison of the calculated
drag coefficient with correlation by Clif et al. [18] validates the calculation of the
fluid dynamics (see Fig. 12).

3.2 Results

Figure 13 illustrates the reaction rate of the first reaction R1 in the vicinity of the
bubble for three simulations with different reaction kinetics and a rising velocity of
Re = 100, where Re is referring to the bubble diameter. For the plot, the reaction
rate of the first reaction was chosen, since it is of essential importance for the whole
reaction network. In this reaction toluene is converted to benzyl hydroperoxide,
which further reacts to various subsequent products. If the benzyl hydroperoxide is
not produced in the first reaction, the subsequent reactions cannot take place.

The reaction kinetics as determined in Sect. 2 exhibits a very slow reaction rate
close to zero (see Fig. 13a). This leads to the conclusion that the reaction network of
the toluene oxidation is not limited to the vicinity of the bubble but takes place in the
bulk phase. In that way, the reaction is not influenced by the flow around the bubble.
Speeding up the reaction kinetics by a factor of 100 the reaction R1 is taking place at
the bubble surface and its vicinity (see Fig. 13b), leading to the conclusion that this
reaction might be influenced by the fluid dynamics of the bubbly flow. The reaction
network which has been sped up by a factor 10,000 is running in a very limited
volume only at the bubble surface, again, not being influenced by fluid dynamics.
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Fig. 13 Field of the reaction rate r1 of the toluene oxidation with an accelerated kinetics by the
factor a 1, b 100, c 10,000 at Re = 100

These qualitative statements should be further examined and experimentally
confirmed. Therefore, in the following chapter the toluene oxidation is studied in
a bubble column at the same conditions as in the DNS calculations of p = 30 bars
and T = 190 °C. In Sect. 5 further numerical studies with changed reaction velocities
are presented.

4 Study of the Toluene Oxidation in a Technical Bubble
Column

The previous chapter showed that the toluene oxidation seems to be too slow to
exhibit a dependency of reaction yield/selectivity from the bubble size. To prove
this, the toluene oxidation was measured on freely rising bubbles under industrial
conditions. For this purpose, experiments were carried out in an optically accessible
high-pressure bubble column reactor at T = 190 °C and p = 30 bar. The setup is
explained below.

4.1 Experimental Setup

The experimental setup used is similar to the one presented in Chapter “Investigation
of Reactive Bubbly Flows in Technical Apparatuses”. As shown in the flow chart
in Fig. 14 the setup around the optically accessible high-pressure bubble column
(developed within the dissertation by Schäfer [19] at the ICVT in Stuttgart) is modi-
fied and extended for the use of toluene at high temperatures. To heat up the column
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Fig. 14 Flow chart of the experimental setup of the high-pressure bubble column for the investi-
gation of gas-liquid reactions under industrially relevant conditions. A: gas supply via two mass
flow controllers, B: gear pump for fluid supply, C: heat exchanger, D: water barrel for emergency
shutdown, E: heating circuit with thermostat and oil pump, F: visible high-pressure bubble column
reactor, G: safety relief valve, H: cooler, I: phase separator, J: pressure sensor, K: pressure controller,
L: explosion-proof paramagnetic oxygen analyzer

two heating circuits (E in Fig. 14) have been added. Further, to recover vaporized
toluene from the exhaust gas a condenser unit consisting of a cooler (H in Fig. 14)
and a phase separator (I in Fig. 14) has been installed. The collected condensate is
automatically returned to the bottom of the bubble column at regular intervals by
means of a level control in the phase separator.

Further safety equipment is similar to the one inChapter “Investigation ofReactive
Bubbly Flows in Technical Apparatuses”. In case of an emergency shutdown the
reactor can be emptied at any time into a barrel (D in Fig. 14) filled with water by
a three-way valve at the bottom of the column or by a safety valve (G in Fig. 14)
at its top. An optical liquid sensor is installed at the exhaust tract to prevent the
accumulation of liquid in the exhaust gas. After an experimental run, the outflowing
reaction mixture is passed through a heat exchanger (C in Fig. 14), preventing the
evaporation of the highly volatile toluene.

The reaction gas is fed into the column by a gas distributor at its bottom. The
gas distributor can be mounted with differently sized nozzles. For the presented
experiments single injectors with outlet openings of the nozzles of dn = 0.1–0.4 mm
were chosen. The produced bubble size distributions are determined optically on
several rising heights by image processing as again explained in more detail in
Chapter “Investigation of Reactive Bubbly Flows in Technical Apparatuses”.
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4.2 Experimental Conditions

The experiments presented in the following were carried out at a reactor temperature
of T = 190 °C and a pressure of p = 30 bar. The column was filled with 1.5 L of
toluene, which corresponds to a filling height of h = 655 mm. To ensure a homoge-
neous temperature distribution, the reactor temperature was monitored at the bottom
and at the top of the column. The experiment started at a temperature gradient of less
than three Kelvin.

To create an oxygen-free atmosphere, the column was flushed with nitrogen for
t = 20 min before filling. Continuous aeration of the column with nitrogen prevented
the toluene from flowing back into the gas line during the heating up process.
After reaching operating temperature and pressure, the experiment started by adding
oxygen.

Diluted air with 8 vol% oxygen and 92 vol% nitrogen with a purity of 99.9999%
(purity grade 5.0) was used as reaction gas. Due to explosion prevention, the oxygen
concentration in the gas phase must not exceed 10 vol%. The volume flow of the
reaction gas of V̇ = 50 mLn min−1 remained constant throughout the entire experi-
ment. In relation to the reactor volume, this corresponds to an aeration rate of V̇ =
33.3 Ln m−3 min−1. If the aeration rate is increased well above V̇ = 50 mLn min−1,
the overlapping of individual bubbles increases, leading to an increasing error in the
optical analysis of the bubble size distribution.

Liquid samples were taken every t = 30 min at a reactor height of h = 112 mm,
282 mm and 452 mm. For this purpose, capillaries were led through the viewing
windows into the interior of the reactor. The concentrations within the samples have
been determined by a gas chromatographic analysis as described in [5].

4.3 Results

Figures 15 and 16 show the concentrations of benzaldehyde and benzyl alcohol for
different bubble sizes produced by the gas distributer with outlet openings from 0.1
to 0.4 mm at different rising heights. The obtained bubble diameters dB can be found
in the legend of Fig. 15. The measured concentrations are at a very low level of
less than c = 20 mol m−3 and thus more than one order of magnitude smaller than
the concentrations observed in the kinetic reactor (see Sect. 2). Benzyl alcohol just
exceeds the lower detection limits of theGCused. Benzyl hydroperoxide and benzoic
acid could not be detected. The low concentrations are due to the low oxygen input.

In relation to the reactor volume, V̇ = 2.66 Ln m−3 min−1 oxygen were added in
the bubble column reactor compared to V̇ = 52.5–135.5 Lnm−3 min−1 in the kinetic
reactor in Sect. 2. This is due to the optical analysis requiring a low aeration rate
and the prevention of the risk of explosion leading to a low oxygen concentration in
the reaction gas. Therefore, compared to the experiments in the kinetic reactor, the
oxygen addition in relation to the reactor volume is smaller by a factor of 20 to 50.
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Fig. 15 Concentrations for benzaldehyde (left) and benzyl alcohol (right) for a bubble generation
with gas distributors with outlet openings of 0.1 mm (filled square), 0.2 mm (filled circle) and
0.4 mm (filled diamond) at a reactor height of 112 mm (bottom), 282 mm (middle), 452 mm (top)

The shown concentration curves in Fig. 15 are nearly superimposed. The compar-
ison shows that reaction yield and selectivity do not depend on bubble sizes. This
confirms the results of the simulation for KF = 1 in the previous chapter.

Further, the superimposed concentration curves in Fig. 16 show that there are no
concentration gradients over the reactor height which means that the reactor can be
regarded as ideally mixed. Thus, the bubble column reactor can be regarded simply
as an ideally mixed semi-batch reactor for reactions that are sufficiently slow.

A semi-batch model, using the reaction kinetics determined in Sect. 2 meets the
order of magnitude of the experimental determined concentrations quite well (see
Fig. 17). Since no oxygen could be detected in the exhaust gas, the semi batch
model assumes that all added oxygen dissolves in the liquid phase. Yet the semi-
batch model overestimates concentrations by predicting an exponential rise, while
in the experiment the concentrations rise in a linear manner. This may be explained
by the cooled recirculation of the condensed toluene, leading to a short, but strong
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Fig. 16 Concentrations for benzaldehyde (left) and benzyl alcohol (right) at a reactor height of h
= 112 mm, 282 mm, 452 mm for bubble generation of with gas distributors with outlet openings
of dn = 0.1 mm, 0.2 mm and 0.4 mm

and regularly occurring temperature reduction in the bottom of the column. Theses
fluctuations in temperature may reduce the reaction rate.

Yet one can conclude that the reaction course of the toluene oxidation is not
influenced by the bubble size of the rising oxygen containing bubble. Further, the
rising bubbles lead to an ideally mixing within the reactor. Therefore the bubble
column reactor can be described with a semi-batch reactor model, which, although
the course of the concentration curves are not met, can describe the yield of the
reaction.

The investigation of a faster reaction system, being influenced by the bubble
sizes is presented in Chapter “Investigation of Reactive Bubbly Flows in Technical
Apparatuses”.
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Fig. 17 Comparison of
concentrations of
benzaldehyde and benzyl
alcohol determined by a
semi-batch model (solid) and
experimental values
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5 Numerical Study of the Mixing Dependencies
in a Reactive Bubbly Flow

As discussed in Sect. 3 the toluene oxidation that has been sped up by a factor
100, runs at the bubble surface and in its vicinity. This leads to the conclusion, that
reactions running on a certain time scale, which is not too fast and not too slow, can
be influenced by the flow pattern in the bubble wake. In the following this statement
is studied in more detail by looking at the questions:

• Does the mixture masking in the wake of the bubble have an influence on the
reaction that takes place?

• Which reactions are influenced by mixture masking?
• What causes the mixture masking?

5.1 Preliminary Considerations

No matter which parameter is varied, always all physical processes are changed, due
to their strong coupling. A change in the velocity with the purpose of varying the fluid
dynamics leads, for example, to a change of the thickness of the boundary layer at the
bubble surface and therefore to a faster removal of the oxygen that has passed over.
This changed concentration gradient in turn leads to an enhanced mass transfer rate.
This example shows how distinct and close the linkage of these processes actually
is.

To illustrate the dependencies, in the following, non-dimensional numbers are
used. The flow around the bubble is characterized by the Reynolds number (Re).
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Re = ρPhCH3u∞db
ηPhCH3

(1)

Thereby, u∞ is the rising velocity and db the diameter of the bubble, ρPhCH3 and
ηPhCH3 are the density and viscosity of toluene. For the results presented, the inflow
velocity was varied. To characterize the chemical reaction the selectivity (SO2

j ) in
relation to the converted oxygen is used.

SO2
j = |νO2 |

ν j

N j,out − N j,in

NO2,in − NO2,out
(2)

Thereby ν j is the stoichiometric coefficient and N j the in or out flowing molar
flow of the component j. In all simulated cases the dissolved oxygen is completely
consumed. Thus, the amount of converted oxygen is also a measure for the amount of
oxygen transferred into the liquid phase. In this case the selectivity can be regarded
as a conversion normalized by the mass transfer. Thus, it allows the mass transfer to
be excluded from the analysis. Furthermore, the selectivity is a direct measure for
the efficiency of a reactor. If it is possible to increase the selectivity of a reaction by
changing the operatingmode of the reactor, a reactor can be operatedmore efficiently,
for example by generating large or small bubbles.

Another important dimensionless number for the characterization of a reactive
bubbly flow is the Damköhler number of first order (Da1).

Da1 = k1 db cPhCH3,in

u∞
(3)

Thereby k1 is the kinetic coefficient of the first reaction and cPhCH3,in the inflowing
concentration of toluene. Da1 describes the relationship between the time scales of
fluid dynamics (given by the inflow velocity) and the chemical reaction (given by the
reaction kinetics). Thus, the first order Damköhler number can also be interpreted as
the dimensionless residence time of a volume element until its complete consumption
through the reaction and is thus an indication of the location of the reaction. For small
Da1 numbers the reaction takes place in the bulk of the surrounding liquid phase.
With an increasing Da1 number the reaction site approaches the bubble surface.

5.2 Is the Overall Reaction Influenced by Mixing?

To emphasize the influence of non-ideal mixing in the bubble wake, the total reac-
tion in a representative volume around a bubble (REV), as introduced in Sect. 3, is
comparedwith that of an ideal tubular reactor (see Fig. 18). Inflowing concentrations,
the reactive volume and the mean residence time of the dissolved gaseous species are
chosen identical for both models. The models differ in their mixing characteristics
and the way oxygen is supplied to the liquid. The REV represents a non-ideal mixed
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Fig. 18 Idea of the
comparison of the
REV-Model with an ideal
plug flow tubular reactor
(PFTR)

case, where mixing is dependent on the Reynolds number and oxygen is fed into the
system via the mass transfer at the surface of the rigid bubble. The ideal reactor, on
the other hand, represents an ideal mixed case, where the mixing is independent of
any velocity, and the oxygen is added ideally mixed at the reactor inlet. Hence, differ-
ences in the produced product spectrum, given in terms of selectivity, are due to the
differences in the ideal and non-ideal mixing as well as mass transfer. In other words,
the comparison of the two settings permits to estimate whether the flow around a
bubble has an influence on the overall reaction.

Figure 19 displays the selectivity of the oxidation of toluene as function of the
Reynolds number for an accelerated reaction kinetics by the factorsKF = 1, 100 and
10,000. For the reaction kinetics as determined in Sect. 2 (KF = 1), the time scale of
fluid dynamics is significantly faster than the one of the reaction. Therefore, only the
first reaction step, the formation of benzylhydroperoxide, takes place and peroxide is
the only product. The reaction time constant is so large, that the REV can be regarded
as ideally mixed and thus the flow does not have any influence on the selectivity of
the reaction network (see Fig. 19 left column). An exception is the potential flow at
Re = 1, where the diffusive transport is the dominant radial transport mechanism.

An increasing acceleration of the reaction kinetics causes the reaction zone to
migrate towards the bubble. At an acceleration factor of KF = 100, the first reaction
takes place at the bubble surface and in its vicinity, as shown in Fig. 13. Consequently,
the selectivity shows a strong dependence on the flow around the bubble (see Fig. 19
center column).

In the ideal reactor, the acceleration of the flow leads to a decrease in residence
time, thus leading to an incomplete reaction pathway, which again leads to a shift of
the selectivity towards benzyl hydroperoxide. For longer residence times at Re < 10,
also the consecutive reactions take place, resulting in the formation of benzaldehyde,
benzyl alcohol and benzoic acid.

Although the bubbly flow of the REV shows the same trends of the selectivity
with respect to the residence time, the formation of a stationary vortex leads to a
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Fig. 19 Comparison of the reaction in the bubbly flow of the REV and in the ideal tubular reactor
by the selectivity of the components of benzyl hydroperoxide, benzyl alcohol, benzaldehyde and
benzoic acid with respect to the consumed oxygen as a function of the Reynolds number for toluene
oxidation with accelerated kinetics by the factor KF = 1 (left), 100 (center) and 10,000 (right)

delay of this influence. The vortex forms a transport barrier between its interior
and exterior [20, 21], so the residence time distribution significantly widens and a
pronounced tailing is formed. This tailing of the residence time distribution, caused
by the stationary vortex, slows down changes of the selectivities compared to the
ideal tubular reactor.
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Fig. 20 Locally resolved velocity field around a bubble at Re = 1, Re = 30, Re = 100

Figure 20 shows the velocity fields for the typical flow patterns around a bubble
with a potential flow at Re = 1 (left), a stationary bubble wake at Re = 30 (middle)
and a snapshot of a dynamically shedding vortex at Re = 100 (right). At Re = 30,
the transport barrier by the stationary vortex is clearly visible.

The kink in the selectivities at Re = 50 is due to the change in the flow regime.
For the flow around a 2D bubble with Reynolds numbers greater than 54 [20, 21], the
wake starts to shed from the bubble, leading to the formation of the Kármán vortex
street, (see Fig. 20 right). The vortex shedding breaks up the transport barrier and
thus improves the mixing, whereby the reaction process is increasingly converging
to that of the ideally mixed reactor.

With a further acceleration of the reaction kinetics of KF = 10,000 the reaction
takes place exclusively at the bubble surface. Consequently, the selectivity is only
a weak function of the Reynolds number. The differences between the REV and
the ideal reactor model result from the mass transport limitation in the REV due to
the introduction of the oxygen at the bubble surface, while in the ideal reactor case
oxygen is added ideally mixed at its entrance.

To conclude, Fig. 19 shows that the ongoing toluene oxidation would be signif-
icantly influenced by the fluid dynamics of a bubbly flow if the reaction occurs by
reaction rates that are around 100 times higher (KF = 100).

5.3 When Does Micro Mixing Affect the Overall Reaction
Rate?

As shown above, the selectivity is influenced by the fluid dynamics for a reaction on
the certain reaction time scale, which in this example corresponds to an acceleration
factor of KF = 100. In order to define this reaction time scale more precisely and to
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be able to make a generally valid statement, it is compared to the time scale of the
flow around a bubble. For this purpose, in the following, the first-order Damköhler
number (Da1) is used. It describes the relationship between time scale of reaction
and flow. For better readability the first-order Damköhler number is referred to as
Damköhler number subsequently.

Figure 21 shows the course of the selectivity with respect to the consumed oxygen
from the DNS simulations for the components benzyl hydroperoxide, benzaldehyde,
benzyl alcohol and benzoic acid as a function of the Damköhler number at constant
Reynolds numbers of Re = 1, 30 and 100. The graphs have two characteristics.
Firstly, the course of the selectivity differs for the three Reynolds numbers only in
the range of 0.1 < Da1 < 1000. Secondly, all selectivity curves can be divided into a
kinetics-limited, a mixture-masked and a mass transport limited range.

Kinetics Limited Range (Da1 < 0.1): In the kinetics limited range the reaction is
significantly slower than the fluid dynamics. The ratio of the time scales is much
smaller than unity. This means that the reaction does take place far away from the
bubble in the bulk of the liquid. Consequently, the selectivities of the components
do not depend on the flow pattern. Accordingly, the selectivities of the three charac-
teristic Reynolds numbers are superimposed. The diagrams shown in Fig. 19 with a
kinetics factor KF = 1 are assigned to this area. To increase the yield in a process
with this Damköhler number range, it is sufficient to intensify the mass transfer of
oxygen into the liquid phase.

Mass Transport Limited Range (Da1 > 1000): In the mass transport limited range,
the time scale of the reaction is significantly faster than that of fluid dynamics.
Accordingly, the reaction takes place exclusively on the bubble surface. This results in
the mass transport limitation, which favors reactions to the end product benzoic acid.
To improve the reaction yield, the mass transfer of oxygen needs to be intensified.
The diagrams shown in Fig. 19 with a kinetics factor KF= 10,000 are to be assigned
to this range.

Mixture-Masked Region (0.1 < Da1 < 1000): The mixture-masked region represents
a transition between the kinetics-limited and mass transfer-limited regions. The time
scales of the reaction and the fluid dynamics are similar, so that the reaction takes
place both at the bubble surface and in the wake of the bubble.

In contrast to the aforementioned regions, selectivity is a function of the Reynolds
numbers. If the reaction takes place in the mixture-masked region, a variation of the
flow pattern leads to significant changes in selectivity.

While the curves for Reynolds numbers Re = 1 and 100 are similar, the curve for
Re= 30 differs significantly. This confirms the previously mentioned conclusion that
the shedding vortex at Re = 100 improves the mixing, while the stationary vortex
at Re = 30 represents a transport barrier (see Fig. 20). For Re = 1, the reaction as
well as the convective mass transport are significantly slower than the diffusive mass
transport, thus the fluid is well mixed. This is similar to the situation of the detached
vortex at Re = 100.
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Fig. 21 Selectivity of benzyl hydroperoxide, benzaldehyde, benzyl alcohol, benzoic acid (from top
to bottom) with respect to the consumed oxygen as a function of the first order Damköhler number.
➀: kinetics limited area, ➁: mixture masked area, ➂: mass transport limited area
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For the intermediate components, benzaldehyde and benzyl alcohol, there is a
maximum in selectivity at 10 < Da1 < 100, with the maximum shifting to low
Damköhler numbers for flows forming a stationary vortex. With increasing reac-
tion speed and constant residence time, the subsequent reactions to the intermediate
and end products are more intense. In the case of very fast reactions (Damköhler
numbers Da1 > 100) the reactions shift more and more towards the end product, here
to benzoic acid. The diagrams shown in Fig. 19 with a kinetic acceleration factor KF
= 100 can be assigned to this area.

In summary, the range in which mixing in the bubble wake affects the selectivity
can be limited to 0.1 < Da1 < 1000. Outside this range, for these kind of reaction
systems, the reaction cannot be influenced by a change in the fluid dynamics of a
bubbly flow.

5.4 What Causes Mixture Masking?

In the previous chapter it has been shown, that reactions running on a relative time
scale of 0.1 < Da1 < 1000 take place in the vicinity of a bubble and on its surface
leading to a significant impact of thefluiddynamics of the bubblyflowon the chemical
reaction.

In order to generate a better understanding this dependency of the selectivitieswith
respect to the consumed oxygen at constant Damköhler numbers is discussed below
(see Fig. 22). As explained above, the Damköhler number describes a dimensionless
“place” of the reaction along the stream line of a flow around a bubble. Therefore, a
consideration of the product spectrum at a constant Damköhler number but varying
Reynolds numbers is a suitable way to show the influence of the bubbly flow on the
reaction.

Figure 22 represents a vertical cut through Fig. 21. Thereby, each Damköhler
number represent one of the previously discussed reaction ranges. As mentioned
before, Da1 = 0.01 describes slow reactions taking place in the bulk phase which
therefore are not influenced by the fluid dynamics of a bubbly flow. This is confirmed
by the graphs in Fig. 22. As well as the independence of the fluid dynamics of very
fast reactions at Da1 = 10,000.

Da1 = 10 characterizes a reactive bubbly flow in the mixture-masked area. As
described above, in that case, the fluid dynamics and the reaction take place on similar
time scales, leading to a reaction zone at the surface and in the wake of the bubble.
To describe this case in more detail, the concentration fields in the vicinity of the
bubble at Da1 = 10 are displayed in Fig. 23. Thereby the color code is the same for
each species.

The course of the selectivity over the Reynolds number, displayed Fig. 22 shows
a weakening descend for the selectivity of benzyl hydroperoxide up to Re = 50,
followed by a sudden increase between Re = 50 and Re = 60, which then flattens
out. For all other components this course is inverted and can be explained by the
different flow regimes of the bubbly flow. Starting from the potential flow around
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Fig. 22 Selectivity of a benzyl hydroperoxide, b benzyl alcohol, c benzaldehyde, d benzoic acid
with respect to the consumed oxygen as a function of the Reynolds number at constant first order
Damköhler number

the bubble at Re = 1 (see Fig. 23 first line) with the increase of the rising velocity
a standing vortex slowly forms. This leads to a transport barrier, so that the center
of the vortex is separated from the outside (see Fig. 23 second line). Leading to
the complete consumption of benzyl hydroperoxide inside the vortex, which further
results in an increased production of intermediate and final products. This is reflected
in an increase in selectivity of benzaldehyde, benzyl alcohol and benzoic acid.

At Re= 54 there is a sudden change of the flow regime from a stationary vortex to
a shedding vortex. By the detachment and subsequent dissolution of the vortex, the
transport barrier is eliminated and the content of the vortex is mixed with the bulk
phase. As the Reynolds number increases, the frequency of the vortex shedding and
consequently themixing quality increases. The increasedmixing quality is confirmed
by the locally low concentrations (see Fig. 23 lower line). The improvement of the
mixing leads to the reduction of the mass transfer limitation, so that the behavior
increasingly approaches that of an ideally mixed reactor.
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Fig. 23 Spatially resolved concentration fields for the components toluene, benzyl hydroperoxide,
benzaldehyde, benzyl alcohol, benzoic acid and oxygen with a bubbly flow at Da1 = 10 and Re =
1, 30, 100 The color scale is the same for each component

To the best of our knowledge, in literature, Khinast et al. are the only ones who
have done similar studies. By investigating a competitive consecutive reaction, they
found quantitatively the same reasons for the changes in the selectivity [21, 22]. In
Chapter “Development and Application of Direct Numerical Simulations for Reac-
tive Transport Processes at Single Bubbles”, a similar study has been performed
using a 3D and unsteady dynamics of the bubble interfaces. The authors found
that the product selectivity for a competitive consecutive reaction is monotonously
decreasing with increasing bubble Reynolds numbers, while Khinast et al. have
observed a non-monotone behaviour. The differences in the results are explained by
effects introduced by the 3D representation.

6 Conclusions

In this project a new reactor concept to determine the reaction kinetics of a gas
liquid synthesis was developed and successfully implemented.Within this new setup,
experiments in the homogeneous liquid phase have been performed and a kinetic
model was developed. As model system the oxidation of toluene has been used. For
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the experiments the oxygen input flow ratewas varied from V̇ =52.5 to 136.5 Lnm−3

min−1. Since the experiments were performed in homogeneous liquid phase, the
kinetic model is not affected by mass transport. The new setup requires to analyze
the oxygen concentration in an organic liquid at elevated pressure. To do so, the
withdrawal of a small side streams was found to be the most robust online analysis.
Using a cooled outer loop to dissolve oxygen also requires that at this temperature
level reactions are slow and intermediate liquid components do not degenerate.

The kinetic model meets the experimental data well for industrially relevant
oxygen concentrations. For high oxygen concentrations, a further investigation of
the reaction mechanism and its change due to these high concentrations is recom-
mended. Thermochemical calculations could make a considerable contribution to
the clarification of the underlying mechanisms.

Further, the determined reaction kinetics has been applied in a numerical model
of a single rising bubble. The single rising bubble is introduced as a representa-
tive elementary volume (REV) to describe the physio-chemical processes and their
interactions within a multiphase reactor.

Thus, it could be shown that the determined reaction kinetics is too slow to be
influenced by the fluid dynamics of a bubbly flow. This has further been verified
with an experimental study conducted in an optically accessible high-pressure bubble
column. Besides the verification of the aforementioned statement, it was shown that
the bubble column is, due to the rising bubbles, ideally mixed and can be modeled
as an ideal semi-batch reactor.

In further numerical studies the mixture masking has been investigated in more
detail by using the REV-Model and accelerated reaction kinetics.

It could be shown that reactive bubbly flows can be classified in three zones:

• Kinetic limited zone (Da1 < 0.1): describes slow reactions compared to fluid
dynamics which take place in the bulk phase.

• Mixture masked zone: (0.1 < Da1 < 1000): describes intermediate reaction on a
similar time scale as the fluid dynamics. Reactions take place at the bubble surface
and in its vicinity.

• Mass transfer limited zone (Da1 > 1000): describes very fast reactions compared
to fluid dynamics which take place exclusively at the bubble interface.

It could be shown that reactions in themixingmasked range are strongly influenced
by the mass transport properties and the fluid dynamics of the bubbly flow. This
impact is generated by the non-ideal mixing due to the bubble wake. For intermediate
Reynolds numbers 5 <Re<54 a stationary vortex is building up, leading to a transport
barrier between its interior and exterior. When vortex shedding starts (at Re = 54)
the transport barrier beaks up and the behavior slowly converges to that of an ideally
mixed reactor again.

In order to estimate the yield and selectivity of an industrial reactor the REV-
Modell can be studied as differential loop reactor. To do so, in further works, the
REV-Model needs to be extended by cyclic boundary condition including a dilution
factor for all reaction species. By a scaling factor all relevant processes are scaled to
the reactor size. The dilution and scaling factors are given by the reactor geometry
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and the fluid properties. Further, a reduced model, which is explained in Chapter
“Chemical Reactions at Freely Ascending Single Bubbles” has been implemented
to predict the reaction products with respect to the mixture masking in the vicinity
of the bubble.
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Mass Transfer Around Gas Bubbles
in Reacting Liquids

David Merker, Lutz Böhm, and Matthias Kraume

Abstract Within this project, the mass transfer of single bubbles in an unconfined
environment was investigated. Most published works with longer rising paths lack
the three-dimensional resolution of the bubble interface while smaller systems lack
the long-term effects appearing during the ascent. Here, two cameras were moved
in real-time with the bubble allowing a three-dimensional resolution of the bubble
for a long rising path. For validation purposes of the bubble dynamics, the ascent
of inert bubbles was investigated in clean systems and, due to the chemical systems
of interest within this project, in systems with surface active components (metal-
based complexes and different ligands). Furthermore, for comparison with widely
used Sherwood correlations, purely physical mass transfer of different gas types was
investigated in the same systems confirming a significant time-depending influence
of the surfactants not only on the bubble dynamics but on the mass transfer, as well.
For chemical reaction enhanced mass transfer, CO2 in NaOHaq and NO in a nitrosyl-
iron complex systemwith different ligands were investigated. The dependency of the
Sherwood number on the Péclet number was confirmed and concentration dependent
enhancement factors were determined. The results show a complex interaction of
ligand-depending contamination kinetics. Bubble dynamics and reaction rates and
the mass transfer can increase or decrease.

1 Introduction

To describe mass transfer in reactive gas/liquid systems with high accuracy, a funda-
mental understanding of all occurring effects is required. Especially the correct
consideration of the interactions between fluid dynamics, mass transfer and chemical
reaction is still a big challenge. To evaluate certain influencing parameters accurately,
measurements with known boundary conditions andwith a high degree of detail must
be available. The overall aim of predicting processes in a complex swarm of bubbles
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and optimizing processes to certain target parameters can only be achieved with
valid descriptions of fluid dynamics, mass transfer and the chemical reaction. In
the literature, mass transfer is often determined by integral quantities in the liquid
phase or described by a volume specific mass transfer coefficient. To reduce the
system’s complexity in comparison to a bubble swarm, single bubble experiments
are performed with a high temporal and spatial resolution over an ascending height
of almost 2 m. Thus, effects occurring at a single bubble can be precisely observed.
Since such a high resolution is not possiblewith swarmmeasurements, the knowledge
gained from single bubble measurements can be used to optimize the assessment of
swarms of bubbles.

1.1 Fluid Dynamics of Single Bubbles

An important parameter in the design and evaluation of mass transfer is the velocity
of a bubble since this not only determines the residence time, but also the occurring
mass transfer and mixing behavior in the wake and thus, if relevant, the yield and
selectivity of a chemical reaction. Therefore, it is of high significance to describe
the fluid dynamics correctly. In the literature there are mostly correlations for final
velocities,which neglect a potential transient behavior.Numerous publications canbe
found discussing the fluid dynamics of drops and bubbles. Clift et al. [1] summarized
a lot of relevant effects and measurements. To compare single free rising bubbles in
stagnant liquids, different dimensionless numbers are used. The Reynolds number

Re = vd

ν
(1)

characterizes the flow behavior. It contains v as the rise velocity, d the equivalent
bubble diameter of a sphere and ν the kinematic viscosity.

From the force balance for spherical particles the terminal rise velocity vt results
in:

vt =
√
4�ρgd

3ρLCD
, (2)

with the drag coefficient CD . Tomiyama et al. [2] published empirical correlations
that distinguish between how strongly a system is contaminated. For pure systems
the drag coefficient can be calculated with

CD = max

(
min

(
16

Re

(
1 + 0.15Re0.687

)
,
48

Re

)
,

8

3

Eo

Eo + 4

)
, (3)

for slightly contaminated systems with
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CD = max

(
min

(
24

Re

(
1 + 0.15Re0.687

)
,
72

Re

)
,

8

3

Eo

Eo + 4

)
(4)

and contaminated systems with

CD = max

(
24

Re

(
1 + 0.15Re0.687

)
,

8

3

Eo

Eo + 4

)
. (5)

To evaluate the deformation of bubbles, the Eötvös number

Eo = �ρgd2

γ
, (6)

is of interest where �ρ represents the density difference and γ the surface tension.
An alternative approach was pursued by Park et al. [3]. They developed a corre-

lation which gives results over a broad bubble spectrum from spherical bubbles to
large deformed bubbles with one correlation for the terminal rise velocity:

vt = 1/

⎛
⎝

√√√√ f 2sc

(
144μ2

L

g2ρ2
Ld

4
+ μ

4/3
L

0.144252g5/3ρ4/3
L d3

)
+ 1

2.14σ
ρLd

+ 0.505gd

⎞
⎠. (7)

The factor fsc varies between 1 and 1.5 and depends on the specific contaminants
present and their concentrations. A simple suggestion is

fsc = 1 + 0.5

1 + exp
(
log Eo+1

0.38

) . (8)

In addition to the rise velocity, the horizontal movement is also a characteristic
parameter for the ascent of bubbles. To perform a dimensionless characterization of
the frequency of the oscillations, the Strouhal number is used which is defined by:

Sr = fosd

v
, (9)

where fos is the oscillation frequency. To consider the fluid dynamics of the bubble,
the Tadaki number is used, which is calculated by

Ta = ReMo0.23. (10)

The Morton number is defined as

Mo = η4�ρg

ρ2
Lγ

3
, (11)
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where η represents the dynamic viscosity and ρL the density of the liquid. Fan and
Tsuchiya [4] collected different measurements and gave two empirical correlations
for the oscillation frequency in a pure system

Sr = 0.40

(
1 − 1.80

Ta

)2

at all T a (12)

and in a contaminated system:

Sr = 0.16

(
1 − 0.57

Ta

)2

at T a < 8. (13)

The oscillation onset for pure systems is estimated with Taos,pure ≈ 0.57 and for
contaminated systems Taos,conta ≈ 1.8.

In addition to the oscillation frequencies, the shape of the bubbles must be taken
into consideration. The shape of an ellipsoid bubble can be described by the eccen-
tricity. It is the aspect ratio of the maximum vertical axis dv to maximum horizontal
axis dh :

Ec = dv

dh
= 1

χ
. (14)

The lengths are perpendicular to each other, but can be angled with the bubble
orientation. Spherical bubbles have a value of Ec = 1. Some authors also use the
reciprocal value here χ . The influence of surfactants on the shape of bubbles was
analyzed in many studies [1, 5–8]. Aoyama et al. published correlations for clean
liquids [9]:

Ecclean = (
1 + 0.016Eo1.12Re

)−0.388
, (15)

as well as for contaminated systems [10]

Ecconta = (
1 + 0.024Eo1.17Re0.44

)−0.57
. (16)

1.2 Mass Transfer of Single Bubbles

To describemass transfer phenomena in a gas–liquid-system, a common parameter is
the volumetric mass transfer coefficient kLa. Since, here, the interfacial area between
gas and liquid can be measured precisely for a single bubble, the mass transfer
coefficient kL is measured. In dimensionless form, the Sherwood number
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Sh = kLd

DL
(17)

is usually used to describe the mass transfer, where DL represents the diffusion
coefficient in the liquid phase. The Schmidt number characterizes the fluid in which
the mass transfer takes place and is defined as:

Sc = ν

DL
. (18)

It can be seen as the ratio of the boundary layer thicknesses of velocity and
concentration. Often, the Péclet number instead of the Reynolds number is used in
correlations:

Pe = vd

DL
= ReSc. (19)

A set of Sherwood correlations is given in Deising et al. [11]. Figure 1 shows
various correlations of the Sherwood number as a function of Reynolds and Schmidt
number (or Péclet number) using the material properties of the system CO2 in water
and the velocity is calculated with the drag coefficient of Tomiyama (Eq. 3) for clean
systems.

Lochiel and Calderbank [16] found

Sh = 2√
π

(ReSc)0.5 f (χ) (20)

as a suitable correlation which additionally considers the inverse eccentricity χ with

Fig. 1 Compilation of Sherwood correlations from literature [12–19]
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f (χ) =
[
2

3
(1 + k)

]1/2 2χ1/3
(
χ2 − 1

)1/2
χ

(
χ2 − 1

)1/2 + ln
(
χ + (

χ2 − 1
) 1

2

) , (21)

k = eχ2 − χ sin−1 e

e − χ sin−1 e
, e = (

1 − χ−1
)1/2

. (22)

The correlation of Hughmark [12] has one of the steepest slopes and gives the
largest Sherwood numbers for large bubbles (and Péclet numbers):

Sh = 2 + 0.061 Sc0.546 Re0.779
(
dg1/3

D2/3
L

)0.116

. (23)

In processes involving a chemical reaction, significantly larger mass transfer rates
are observed. An enhancement factor is defined to consider the increase in mass
transfer due to the occurrence of a chemical reaction:

E = kReac,L
k0,L

(24)

where kReac,L is the reactive mass transfer coefficient and k0,L is the physical mass
transfer coefficient. It is the ratio between a reaction enhanced transport to a purely
physical mass transfer.

2 Experimental Setup and Methods

For the precise determination of the mass transfer from rising bubbles in a stag-
nant liquid a setup was designed, which allows reproducible measurements of mass
transfer and bubble dynamics both spatially and temporarily at a high resolution.

The experimental setup for the measurement of rising bubbles is shown in Fig. 2.
A previous version of this setup is described in Merker et al. [40]. The setup consists
of a vertical glass pipe of l = 2 m length with a diameter of d = 80 mm (1). It
is filled with the liquid phase. In all cases was ultrapure water with a conductivity
of κ = 0.055 mS cm−1 was used. At the bottom of the column, a glass capillary
is centrally located (2). Here, single bubbles are produced (3), which rise through
the stagnant continuous phase. To measure a wide spectrum of bubble diameters,
capillaries with different inner diameters are used, ranging from di = 0.05 mm up to
0.8 mm. In addition to the cylindrically shaped capillaries produced by Hilgenberg
GmbH, glass capillaries with a divergent inner diameter are used which feature a
trumpet-shaped opening as shown in Fig. 3. A pressurized gas tank contains the
desired gas to generate single bubbles. It is connected to the glass capillary at the
bottom of the glass column via PTFE tubing. The required volume is varied with
a pressure reducer and a car injection valve via the pre-pressure and the opening
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Fig. 2 Experimental setup of the rising test cell (left): (1) column, (2) glass, capillary, (3) bubble,
(4) gas source, pressure reducer and injection valve, (5) acrylic glass jacket, (6) thermostat, (7) inlet
inert gas, (8) pressure-control valve/extractor, (9) stripping gas, (10) two cameras, (11) LED-panels,
(12) traverse system, (13) computer; cross section at bubble height (right)

Fig. 3 Reconstruction of the bubble volume with two views for every pixel row

time (4). This procedure is similar to the one described by Ohl [20]. The PTFE tube
leading to the inlet tip of the glass capillary is always filled with gas and no additional
T-piece was applied to flush the gas out. To avoid any interaction between bubbles,
a waiting period of t = 8 s was used between individual bubbles.

The round glass tube is encased in an octagonal acrylic glass jacket (5). The space
in between is filled with water. With the help of a thermostat (6) the temperature
of the glass tube can be controlled in a range of T = 10–55 °C. The deviation is
below ±1 °C. The tube is closed at the top to allow working under an atmosphere
of an inert gas like N2 and under pressures above the atmospheric one. There is an
inlet for an inert gas (7) and an outlet with a pressure-control valve (8), with which
an overpressure of up to p = 3 bar can be realized at the top of the glass tube. The
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exhaust gas is led into an extractor. At the bottom of the tube there is an inlet next to
the capillary to fill and empty the system and to inject a stripping gas into the liquid
(9). The solutions were gassed for t = 2 h with a stripping gas and a gas holdup of
approx. 10% to saturate the liquid, remove other dissolved gases and create defined,
oxygen-free conditions. The liquid is solely in contact with glass, stainless steel and
PTFE.

When a bubble is generated, two high-speed cameras (Vieworks VC-4MC-
M180E0-CM with a max. resolution of 2048 × 2048 pixels2) with telecentric lenses
(Sill TZM 2298) are used to observe the rising bubble with an angle of 90° between
each other. The two cameras (10) and LED panels (11) are mounted on a traversing
system with a motor (12). The cameras capture the bubble with a shadowgraph tech-
nique, see Fig. 2 right. The start of the motor and the generation of the bubble are
synchronized by a computer (13). The position of the bubble in the image is used to
control the speed of the carriagewith a real-time image analysis. Thus, the bubble can
be tracked with a high temporal (100–250 fps) and spatial resolution (43.4 pixel/mm)
over a maximum rising height of in h= 1.8 m, depending on liquid level. The control
of the injection valve, the motor and image evaluation are realized in LabVIEW from
National Instruments (NI).

A large number of the measurements was recorded at 125 fps and a resolution
of 1400 × 1696 pixels2. This corresponds to approximately (width × height) 32 ×
39 mm2, whereby a volume of (width × depth × height) 32 × 32 × 1800 mm3 can
be observed by moving the cameras.

The two images, recorded synchronously by the cameras which are arranged at
right angles, are used to determine the bubble volume. Figure 3 shows an example of
a bubble. The 8-bit grayscale images are converted into binary images. Both views
show the same bubble height. For each pixel line ki , the widths of the two views ai
and bi are determined. With the approximation that the bubble can be represented by
ellipse-shaped slices with the height of one pixel (�zPixel), the volume is calculated
according to

VPixel =
k∑

i=1

(π

4
aibi�zPixel

)
. (25)

With the knowledge of the image scale, the determined pixel volume can be
converted into a real volume.

The shape of the bubble can be evaluated with the eccentricity according to
Eq. (14). Due to the potential three-dimensional trajectory, the two cameras do not
have an optimal viewing angle of the bubble at all times. The width dh of the bubble
is determined more accurately from both camera 1 and camera 2. The height dv

is more error-prone if the direction of trajectory is not orthogonal to the viewing
axis. To reduce the possible error, the minimum heights dh captured by the two
cameras is used, because one of the two cameras with a non-orthogonal viewing
angle overestimates the height and thus the volume of an oblate bubble more.
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Fig. 4 Parity plot of bubble
diameters measured with
picture analysis compared to
thus measured with a suction
probe (di = 0.5 mm)

For validation of the bubble diameter, for selected cases, individual bubbles are
collected with a funnel and sucked into a thin PTFE tubewith a syringe. This tube has
an inner diameter of di = 0.50 mm. The real volume can be determined by the length
of the bubbles in the tube and compared with the volume measured by the image
evaluation of the cameras. Figure 4 shows a parity plot in which the equivalent bubble
diameters measured in the tubing are plotted over the equivalent bubble diameters
measured in the tubing. The deviations are below ±10%. If the value determined via
the tube is assumed to be correct, then for small bubbles with a diameter smaller than
approx. dB = 3 mm, the volume is slightly underestimated by the image analysis and
for larger bubbles the determined volume is slightly overestimated. This is due to the
image processing and the reconstruction via the two shadow projections. With small
bubbles it has a greater influence if pixels on the edge of the bubble are included
or excluded in the analysis due to threshold settings. For larger bubbles, which are
no longer rotationally symmetric and the trajectory is not orthogonal to the camera
views, the volume reconstruction overestimates the real volume. In the considered
bubble spectrum, the optical measuring method shows satisfying results. Especially
for medium sizes, the optical reconstruction with two projection views results in
very accurate valid measurements and the measuring method can follow fast volume
changes well, because a high frame rate allows a good temporal resolution.

2.1 Measurement of Velocities

The detailed optical measurements allow an experimental determination of vertical
and 3D bubble velocities with high temporal resolution. The analysis is done by eval-
uating the vertical and horizontal position of the centroid of the projected greyscale
area seen in both viewing angles. While the horizontal component of the 3D particle
velocity can be extracted solely from the images, the vertical position of the traverse
system has to be considered for determination of the vertical rising velocity. By
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combination of both viewing angles, the 3D position and movement of the bubble is
experimentally accessible.

For validation of themeasurement technique, different inert gases (regardingmass
transfer and chemical reactions), namely nitrogen (N2), helium (He) and argon (Ar)
were measured in water. For each series of measurements, the continuous phase was
stripped with the respective inert gas for two hours before the start of the measure-
ments. Therefore, nomass transfer occurred during the rise of the bubble. The bubble
diameter stayed almost constant. Themeasured change in size can be explained by the
change in hydrostatic pressure: The decrease in hydrostatic pressure of approximately
p = 0.2 bar for two meters of water column results in a decrease of approximately
20% in volume or roughly 6% in diameter. In case of mass transfer measurements,
the correction of the volume change caused by the change in hydrostatic pressure
has to be considered, see Sect. 2.2 for a detailed analysis.

Figure 5 shows the experimental results for the inert gas experiments compared
with results from the literature. For the calculation of the drag coefficients Eqs. (3)–
(5) of Tomiyama et al. [2] for pure systems, slightly contaminated and contam-
inated systems were chosen. The experimental results fit well with experimental
data from the literature. The velocities for the pure systems can be measured with
high accuracy and reproducibility. For bubble diameters in the range of dB = 1.5–
4mm, larger terminal velocities weremeasured than calculated from the correlations.
Tomiyama’s correlations are valid for a wide range of Morton numbers. Comparing
Tomiyama’s experimental results with our own, the maximum values are in good
agreement. Nevertheless, the correlation predicts lower values for deformed bubbles
as the experiments would suggest, see in Fig. 5. Therefore accurate and reproducible

Fig. 5 Terminal rise velocities of bubbles in water
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measurements of fluid dynamics can be performed. It is possible to measure in clean
systemswith a negligible surfactant influence and thus to detect differences by adding
single components.

Besides the inert gas measurements, the diagram includes results from constant
final bubble diameters reached inmass transfermeasurements of CO2 inwater. These
bubbles reached constant bubble diameters with a terminal rise velocity comparable
to those expected from sphereswith amobile interface. The reason for the appearance
of a constant bubble diameter as a result of the occurring mass transfer is discussed
in Sect. 3, where the mass transfer of a single bubble is evaluated in detail.

In addition to the determination of the vertical terminal rise velocity, the 3D rising
path, oscillation frequencies and bubble shape can be measured with high accuracy.
All these parameters can have a significant influence onmass transfer. Figure 6 shows
exemplarily the 2D and 3D rise velocity and 3D trajectory of a nitrogen bubble of
dB = 2 mm in diameter in water. The trajectory shows the characteristic zig zag
movement.

The change in volume due to reduced hydrostatic pressure (max p = 0.2 bar)
and its influence on fluid dynamic, illustrated in Fig. 6, could almost be neglected,
because the bubble diameter can change by a maximum of 6.2%.

Focusing on the vertical and 3D rise velocities of the bubbles, a distinct oscillation
of the velocity is obvious, which is not randombut connected to the bubblemovement
and the oscillation noticeable by detailed consideration of the bubble trajectory.
In case of zig zag movement, the vertical velocity decreases before each turning
point and the bubble reaccelerates after changing its direction. This behavior is more
prominent for the vertical component shown in red in Fig. 6 and almost vanisheswhen
considering the 3D velocity. Analyses of the main frequency show good agreement

Fig. 6 Rise velocities and 3D velocity of bubbles dB = 2 mm—N2 bubble in water (left); 3D
trajectory (right)



242 D. Merker et al.

Fig. 7 Strouhal–Tadaki plot of N2 and CO2 bubbles in water and NaOHaq

between the path and velocity oscillations. Therefore, the oscillation is connected
to the trajectory during the ascent and not to statistical measuring errors. Figure 7
compares the resulting characteristic oscillation frequencies with values from the
literature by application of the Strouhal number (Sr) and the Tadaki number (Ta).
The experimental data show good agreement with the correlations for pure systems
(Eq. 12), thus, validating the precise measurement of the experimental setup. As
expected, for helical trajectories the rise velocity is not affected by a superimposed
oscillation but stays nearly constant over the whole ascent.

For the frequency determination a Fast Fourier Transformation (FFT) is done for
the last fifth of themeasurement. Its challenging for large bubbles because the bubbles
start to wobble and the frequencies that occur are not uniform, causing results to be
somewhat scattered for large Tadaki numbers and to be below the values calculated
by the correlation.

2.2 Evaluation of Mass Transfer Coefficients

The mass transfer measurement is based on the change of volume over time during
the ascent of the bubble. The line-wise evaluation of the current bubble volume, as
shown in Fig. 8, is applied to each pair of the two perpendicular recorded images
taken during the measurement. As a result, the bubble volume for each time step is
accessible. In combination with temperature and pressure information, the ideal gas
law yields the amount of substance
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Fig. 8 Bubble diameter and amount of substance of a N2 bubble (approximately dB = 2.2 mm) in
water with 100 mM FeII(hedtra)

N = pV

RT
(26)

constituting the bubble with R representing the ideal gas constant. For validation
purposes, a casewithoutmass transfer is analyzedfirst. Figure 8 showsameasurement
of a N2 bubble in water with 100 mM FeII(hedtra). This system is described in detail
in Sect. 2.3. On the left side, the measured bubble diameter is plotted over time. On
the right, the amount of substance calculated using the ideal gas equation can be
found. The measured value is shown in blue and the moving average with ±20 data
points is shown in red. The measuring noise is due to the oscillation of the bubble. It
can be seen that the bubble diameter slightly increases with decreasing hydrostatic
pressure. As expected, the amount of substance in the bubble remains constant and
shows the precision of the measuring method.

Different time-dependent values are determined for the evaluation of the mass
transfer. Measured are, e.g.,

Pe = Re(t)Sc = v(t)d(t)

DL
(27)

and with the knowledge of the driving concentration difference �c the mass transfer
coefficient

kL = dN/dt

A(t)�c(t)
(28)
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can be calculated. The assumptions made are discussed in more detail in Sect. 3 on
the basis of experimental results.

2.3 Material Properties and Fluid Dynamics of FeII(Ligand)
Systems

A reactive system that has been investigated by several groups in the priority program
is the FeII(ligand) system, also called nitrosyl-iron complex system (Chapters “In Situ
Characterizable High-Spin Nitrosyl–Iron Complexes with Controllable Reactivity in
Multiphase Reaction Media”, “Experimental Studies on the Hydrodynamics, Mass
Transfer and Reaction in Bubble Swarms with Ultrafast X-Ray Tomography and
Local Probes”, “Multi-scale Investigations of Reactive Bubbly Flows”, “Chemical
Reactions at Freely Ascending Single Bubbles” and “Chemical Reactions in Bubbly
Flows”). Iron sulfate heptahydratewas dissolved inwaterwith a ligand. By the choice
of the ligand the reaction rate can be influenced. Especially Schneppensieper has
published a detailed overview [21–23]. In addition to pure iron sulfate hepathydrate
(FeSO4 × 7 H2O), five ligands were used. The chemicals used are listed in Table 1.
To ensure that each dissolved FeII molecule forms a desired complex, the ligands
were dissolved with an excess of 10% of the corresponding iron concentration. Only
sodium citrate dihydrate was used with a metal/ligand ratio of 1/2.3. The ratio of
iron to ligand is determined by the coordination number of the components.

Table 2 and Fig. 9 show the measured densities (Anton Paar DSA 5000M) and
viscosities in relation to the concentrations tested.A rotational viscometer fromAnton
Paar with a cone plate system was used (MCR302 with CP60-1, P-PTD200, H-
PTD200). The results were averaged from shear rates γ̇ = 100, 179 and 316 1/s with
a measuring point duration of t = 60 s and triple determination. In the concentration
range used, the quantities can be linearly approximated using the following equations:

ρ(c) = 0.997 g/cm3 + sdensc, (29)

Table 1 Chemicals in the FeII(ligand) system

Abbreviation Name CAS No

FeSO4 × 7 H2O Iron(II) sulphate heptahydrate 7782-63-0

edta Ethylenediaminetetraacetic acid tetrasodium salt dihydrate 10378-23-1

hedtra N-(2-hydroxyethyl)ethylenediaminetriacetic acid trisodium
salt hydrate

207386-87-6

nta Nitrilotriacetic acid trisodium salt monohydrate 18662-53-8

citrate Sodium citrate dihydrate 6132-04-3

ida Iminodiacetic acid 142-73-4
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Table 2 Density, viscosity and interfacial tension of FeII(ligand) systems

Ligand c (mM) H2O ida nta citrate edta hedtra

Density ρ (g/cm3) 25 1.0098 1.0059 1.0052

50 1.0048 1.0077 1.0125 1.0223 1.0145 1.0131

100 1.0122 1.0183 1.0273 1.0474 1.0322 1.0283

sdens 10−4 (g/(cm3 mM)) 1.519 2.127 3.037 5.047 3.511 3.145

Viscosity η (mPa s) 25 0.945 0.924

50 0.934 0.930 0.938 1.048 0.950 0.944

75 0.968

100 0.964 0.963 0.997 1.117 1.018 0.988

Lin-fit svisc 10−3

(mPa s/(mM))
0.742 0.722 1.028 2.742 1.239 0.986

Interfacial tension γ

(mN/m)
100 72.8 73.1 <67 73.6 <55 <46

Fig. 9 Density and viscosity of FeII(ligand) systems

η = 0.892mPa s + sviscc. (30)

The slope si considers the concentration-dependent deviations of the systems to
water.

The choice of ligands influences the reaction rate of the system. Studies with
chemical reaction are shown in Sect. 4.2.

In addition to the reaction rate, the ligands can also influence other thermophysical
properties. The interfacial tension may change significantly. The interfacial tensions
of solutions with a concentration of c = 100 mM were measured with a pendant
drop tensiometer of the company Dataphysics (OCA 15), where a pure gas (N2)
forms the disperse phase and the complex solution the stagnant continuous phase.
The bubble is located on the needle. A clear influence of the active component’s
adsorption kinetics on the measured value of the interfacial tension is evident. This
leads to the temporal behavior shown in Fig. 10 and summarized in Table 2.
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Fig. 10 Time-dependent surface tension of FeII(ligand) systems

The pure iron sulfate with water and the ligands ida and citrate show a negligible
temporal influence on the interfacial tension. During the measuring time of at least
30 min, only a very slight decrease of the interfacial tension is observed. The trend
is clearly different for the ligands nta, edta and hedtra. At the beginning of the
measurement, a similar value as in pure water was measured. The diffusive mass
transfer of the surfactant to the interfacial area requires longer measurements. In a
measuring time of more than t = 30 min the interfacial tension dropped significantly.
The measurement did not result in a full interfacial coverage since no stationary
value could be measured. However, clear trends can be seen. The ligand hedtra has
the strongest influence followed by edta and nta. The measuring method determines
an integral interfacial tension over the entire surface of the bubbles at a given time,
because the shape of the bubble is analyzed using the Young–Laplace equation.

In contrast to the t = 30 min measurement time shown here, the longest time
measured for a single bubble ascent was 8 s. In real bubble columns, however, this
can be considerably longer due to larger scales and in countercurrent flow it can be
basically any desired time. The measurement of rise velocities shows that the choice
of ligand can have a strong influence on the fluid dynamics of the bubble. To discon-
nect fluid dynamic andmass transfer effects, inert nitrogen bubbles weremeasured in
the potentially reactive system along with the actual mass transfer measurements in
which the bubbles reach a stationary bubble size in the observation period. Figure 11
shows that iron sulfate heptahydrate does not have a major influence on the fluid
dynamics of the freely rising gas bubbles. The ligands citrate, ida and nta measur-
ably reduce the rise velocity. Nevertheless, the results are close to the values of pure
water and to the values resulting from the correlations of Tomiyama and Park for
bubbles in pure water. In contrast, the ligands edta and hedtra clearly reduce the rise
velocities.
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Fig. 11 Terminal rise velocities of bubbles in FeII(ligand) systems

The values of hedtra are significantly below the correlation for fully contaminated
systems of Tomiyama. For bubbles smaller than dB = 1.5 mm, there is a good
agreement with the correlation.

A change in fluid dynamics can have different reasons. The addition of the iron
complex could significantly change the density, viscosity or interfacial tension. The
density of the fluid is increased by a maximum of 6% by adding the educts. The
viscosity is also increased by the complexes from η = 0.89 mPa s maximum to
1.15 mPa s. The system FeII(citrate) has the largest change by adding c = 100 mM.
However, the rise velocities are only slightly reduced compared to measurements
in pure water and the system with only ferrous sulfate heptahydrate. The changes
in density and viscosity do not have a significant influence on the rise velocity in
the concentration range investigated. In addition, the effects can weaken each other,
since the ascent rate increases with a higher density difference, but decreases with
increasing viscosity.

The measurements of the interfacial tensions show that in the three systems with
the ligands H2O, ida and citrate the interfacial tension is constant or changes only
slightly. For the ligands nta, edta and hedtra a time-depending adsorption can clearly
be measured. In contrast to the pendant drop measurement, where the bubble is
fixed in a stagnant system, fresh fluid flows around the freely rising bubble and
surface-active ligand can adsorb in other time scales.

In purewater, the bubbles have amobile interface and a high rise velocity. Contam-
ination of the interface restricts mobility and, therefore, reduces the rise velocity.
The shape of the bubble is different and the eccentricity is closer to 1. To evaluate
the temporal influence of the adsorption of a surfactant, bubbles with a diameter
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Fig. 12 Time-dependent rise velocities and eccentricities of dB = 2.2 mm (N2) bubbles in water
and FeII(hedtra)

of about dB = 2.2 mm are considered. Figure 12 shows the time dependence of
rise velocity and eccentricity. In water with only iron sulfate dissolved (FeII(H2O))
with a concentration of c = 100 mM, a constant rise velocity and eccentricity is
measured, comparable with pure water. With increasing FeII(hedtra) concentration
the rise velocity decreases faster and the eccentricity increases. At the beginning of
the measurements the values are comparable with the pure system. Themeasurement
signal shows fluctuations that correspond to the frequency of the oscillation of the
bubble.

Since the measuring time is limited by the height of the measuring cell, no
stationary value can be measured for the lowest concentration (c = 25 mM). With
increasing concentration, these constant values are reached earlier. As the interfa-
cial mobility of the bubbles is reduced by the surface coverage, the rise velocity
decreases. In the stationary case, the bubble has almost a spherical shape. Besides
the change in velocity, a different oscillation frequency can be measured.

To analyze the change of the frequency more precisely, Fig. 13 shows the dimen-
sionless analysis with the application of the Strouhal over the Tadaki number for
different bubble sizes. For the system FeII(hedtra), a clear shift towards larger
Strouhal and lower Tadaki numbers is visible. The frequency increases as soon as
the interface is exposed to surfactants.

Fluid dynamic measurements in dichloromethane/Cu(DBED) and methanol and
the influence of theMNIC/DNIC system are discussed in Sect. 3.1 ofChapter “Chem-
ical Reactions at Freely Ascending Single Bubbles”.
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Fig. 13 Sr(Ta) plot for FeII(ligand) of N2 and NO determined at the end of a measurement (last
1/5)

3 Physical Mass Transfer

For validation, the physical mass transfer of single bubbles was observed and
compared with values from literature. Here, the mass transfer takes place due to
an existing concentration difference but is not enhanced by a chemical reaction. An
example is the dissolution of gases in unsaturated liquids.

The simplest description of mass transfer considers only one component in the
gas phase. In the case of a pure gas, it could be assumed that the gas component is
completely dissolved in the liquid phase as long as the liquid is not saturated with
the component. In the experiments, the liquid phase was gassed with a stripping gas
(in most cases nitrogen) for two hours to avoid traces of CO2 in the liquid phase.

The measurement of a CO2 bubble with an initial diameter of 3.8 mm is shown in
Fig. 14. Themeasuredmolar amount is plotted over time on the left side. The decrease
of the measured total amount of gas can be seen. At the end of the measurement the
bubble size approaches a stationary diameter. The mass transfer decreased at the end
of each measurement significantly. To evaluate the mass transfer and to compare it
with correlations from the literature, the Sherwood number is shown on the right in
Fig. 14.

The one component approach (1C), plotted in blue, assumes that the bubble
consists only of CO2 and the mass transfer is initially well described by a correlation
from literature [12]. Although the velocity may increase with decreasing diameter,
the influence of the diameter change is more dominant, which causes the Péclet
number to decrease during the measurement. With decreasing Péclet number, the
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Fig. 14 CO2 bubble in water dB,0 = 3.8 mm—dB,end = 2 mm with different assumption for the
time-dependent concentration change in the bubble N(t) (left); Sh(Pe) (right) �N is the transferred
amount of substance

Sherwood number decreases much more than predicted by the correlation. In this
one-component-case, the pressure in the bubble corresponds to the partial pressure
of CO2, the driving concentration difference is assumed to be constant. This results
in a strongly decreasing mass transfer coefficient kL and thus Sherwood number at
the end of the measurement.

Investigations of the gas phase showed that the CO2 concentration changes signifi-
cantly. Therefore, the rising bubbles were collected with a funnel at different heights
and, thus, contact times. The collected gas sample was analyzed with a GC (SRI
8610C with TCD and HID—6′ Mol Sieve 13X and 6′ Silica Gel). For one measure-
ment, a gas volume of approx.V = 3mLgas is necessary. Therefore, it is a cumulative
sample of many single bubbles. The gas phase could not be separated from the liquid
phase until the required sample volume was reached. An unwanted mass transfer
could not be prevented completely. The interface between gas and liquid was mini-
mized by gradually sucking off the gas phase. The determined gas compositions are
shown in Fig. 15. With increasing height, thus, contact time, the CO2 mole fraction
decreases. At the beginning, the bubble consists of more than 95% CO2. Actually,
gas with a higher purity was used. Obviously, mass transfer takes place during bubble
formation and between the bubble production at the interface at the capillary, as well
as at the gas/liquid interface in the funnel until the sample volume is reached. To
insert the funnel into the system, the lid was opened, allowing oxygen to enter the
system via the water surface and, therefore, contaminate the water. The measured
amounts of CO2 can be seen as the lower limit, as it is less than the actual amount in
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Fig. 15 Gas composition of CO2 bubbles over height

the single bubble. At the end of the measurement after an ascent height of h = 1.6 m
less than 2% CO2 is detectable.

When a second gas component is considered, the partial pressure of the CO2

changes not only because of the decreasing hydrostatic pressure, but also because
the partial pressure of the second component increases during the measurement.
Taking this aspect into account, the driving concentration difference decreases and
changes the measured mass transfer coefficient. It is difficult to estimate how much
stripping gas dissolves in the pure gas before and during the formation of a bubble.
The capillary is not closed at the top, which means that mass transfer can take place
only at a small interface. To be able to compare the measurements, it is assumed that
the bubble consists of one component at the beginning of the measurement.

The calculation of the mass flow of the stripping gas into the bubble could be done
with the same Sherwood correlation as for the CO2 transport into the liquid with the
correspondingHenry and diffusion coefficients. However, the amount of the stripping
gas determined in this way inside the bubble is significantly lower than the measured
amount of material in the stationary bubble at the end of a measurement. To be able
to evaluate measurements with a stationary amount of substance more precisely, it
is assumed that the bubble consists of a pure gas component at the beginning of the
measurement. At the beginning the change of the stripping gas amount is stronger
until it asymptotically increases to 98% of the measured constant final value. This
case is named in the following (2C). As a result the Sherwood number does not
decrease as much and the progression remains closer to the values predicted by the
correlation, as can be seen in Fig. 14 because a corresponding correction calculation
was made.

A worst case consideration results in the following two cases:
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• Only one component is considered and the driving concentration difference
remains constant (1C).

• The amount of substance that is in the bubble at the end of themeasurement would
be stripping gas and would be present in the bubble from the beginning (stripping
gas constant—SGconst). This reduces the amount of CO2 in the bubble and due
to the lower concentration difference the measured Sherwood numbers for large
Péclet numbers, shown in green, increase.

Figure 14 shows the two extreme cases and the results with a concentration profile
in the bubble. For all the time-dependent partial pressures, the vapor pressure of the
continuous phase was also taken into account. Table 3 lists the Antoine parameters
used for the consideration of the vapor pressure. For the calculation of the mass
transfer further parameters like Henry’s law constants and the diffusion coefficient
of the gases in the liquid are necessary, see Table 4.

Table 3 Antoine parameter—vapor pressure

log10(P) = A − (B/(T + C)) H2O H2O Methanol

Antoine parameter A 5.40221 5.20389 5.20409

B 1838.675 1733.926 1581.341

C −31.737 −39.485 −33.50

Temp. (K) 273–303 304–333 288.1–356.83

Ref. [25] [25] [26]

Table 4 Henry and diffusions coefficients (Tref = 298.15 K)

Hcp (at Tref) (mol/(m3

Pa))
dlnHcp/dT−1 (K) Ref. Diff. coef. D (10−5

m2/s)
Ref.

Water

CO2 3.3 × 10−4 2400 [27] 1.92 [28]

NO 1.9 × 10−5 1600 [29] 2.6

N2 6.4 × 10−6 1600 1.88

O2 1.2 × 10−5 1700 2.1

Ar 1.4 × 10−5 1700 2.00

He 3.9 × 10−6 15 [30]

Methanol

NO 1.43 × 10−4 [31] 2.14 [32]a

N2 1.52 × 10−4 [33]a 3.29 [34]

At 293.15 K 1.51 × 10−4

O2 2.60 × 10−4 1.88

At 293.15 K 2.63 × 10−4

aCalculated or derived values
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The diffusion coefficients are given for the reference temperature T = 298.15 K.
A rough adjustment to other temperatures can be made with the Stokes–Einstein
equation [24]:

D(T ) = T (T )

Tre f

η(T )

ηre f
Dre f . (31)

Since in the single bubble measurements both the Sherwood and Péclet number
change transiently, an average is applied to compare numerous measurements.

Shortly after detachment, in many cases the bubble is strongly deformed and the
volume determination is slightly incorrect. To obtain a single measurement value,
averaging is performed in a time interval starting t = 100ms after bubble detachment
until 70% of the transferred amount of substance has been transferred. Thus a curve
becomes a single data point. By varying the initial size, different Péclet numbers
can be generated. Figure 16 shows CO2 bubbles with an initial diameter of dB =
2–10 mm.

The first 70% were chosen because averaging the temporal behavior of the Sher-
wood andPéclet numbers is less prone to error and the influence of surfactants/ligands
is not strong for the systems studied. This enables a better comparison of all systems.
As shown in Fig. 16, the temporal concentration change in the bubblemust be consid-
ered. The bars show the possible ranges in which a determined Sherwood number
can be located, depending on the assumptions used. The lower limit (1C) would take
into account only one gas component (CO2) in the bubble. For the upper limit it

Fig. 16 Sh(Pe) of CO2 in water—averaged Sh and Pe for single bubble experiments with different
initial diameters and assumptions compared to correlations from the literature with vz (Eq. 3)
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was assumed that the amount of substance in the bubble at the end of the measure-
ment was stripping gas and was already present in the bubble from the beginning
(SGconst). The two cases described are the extreme cases that could be imagined,
so the real value must lie between them. It can, therefore, be considered a confidence
interval.

To determine the real Sherwood number more accurately, a partial pressure curve
is assumed, whereby the bubble would consist of pure gas at the beginning and the
remaining amount of substance of the bubble would consist of 98% stripping gas
(2C). The lower border takes the mass transfer from stripping gas into the bubble
with the correlation of Hughmark into account (SGkorr). Thus, the amount of the
stripping gas is underestimated. In all cases (except SGconst) it is assumed that the
bubble consists of pure CO2 after formation. The contamination of the gas phase
by mass transfer of stipping gas during bubble formation and between capillary
measurements is not considered.

A good agreement with the correlation of Hughmark is observed. If, for the
calculation of the Reynolds number, the measured rise velocity is taken from the
experiment, the correlation describes the measurement results even more accurately,
because the 2C approach probably gives more realistic results than the SGcorr. For
large bubbles themass transfer with the 2C approach is overestimated. These bubbles
do not reach a stationary size during the observation period and the molar amount
of CO2 during the measurement is more than 2%. Therefore, the Sherwood number
should be in the lower part of the confidence region and thus a good correlation with
Hughmark should be available for large bubbles.

Other correlations show too low mass transfer coefficients and also postulate a
lower dependence on fluid dynamics (Pe). In the literature an exponent of 0.5 is
often given for the Péclet number. This cannot be confirmed by the measurements
obtained. Both the quantitative results and the slope results were in good agreement
with Hughmark according to Eq. (23) with a dependence of d0.895 v0.779.

The characterization of the physical mass transfer is of great importance to
realistically evaluate the results of measurements with chemical reactions.

4 Chemical Reaction

The physical mass transfer can be significantly enhanced by a chemical reaction.
A common description is the enhancement factor E according to Eq. (24), which
relates the reactive to the physical mass transfer.
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4.1 Enhancement Factors Due to Chemical Reaction of CO2
in NaOHaq

The system CO2/water can be modified by adding sodium hydroxide (NaOH). This
leads to a neutralization reaction in the liquid phase, which intensifies the mass
transfer from the bubble to the surrounding liquid. Different NaOH concentrations
(or pH values) were investigated. The fluid dynamics of the bubbles are almost not
influenced by the addition of NaOH. It can still be considered a pure system, as
indicated by the rise velocities and oscillation frequencies (see Fig. 7).

Figure 17 shows the Sherwood number as a function of the Péclet number. A
concentration range from c = 1 to 900 mM of NaOH in water was investigated. The
diameter of the bubbles after generation was varied in a spectrum between approx-
imately dB = 4 and 9 mm. The measured mass transfer coefficients increase with
increasing NaOH concentration. The Sherwood and Péclet numbers which decrease
during a single bubblemeasurement are plotted as lines. Themean values of the Sher-
wood and Péclet numbers for a single measurement are plotted as points. For lower
concentrations a higher noise is visible, which is due to the slower mass transfer and
generally larger oscillating bubbles. Initially, as expected, the enhancement increases
with increasing concentration. For comparison with the purely physical transport
case, Fig. 17 also shows the enhancement factor over the Péclet number. Here, the
purely physical transport used for comparison was calculated with the Hughmark
correlation. A dependency of the enhancement factor on the Péclet number is shown.
The measured mass transfer is relatively higher for larger bubbles than for small
CO2 bubbles. The dependency gets stronger with increasing concentration. A clear

Fig. 17 Sh(Pe) and E(Pe) of CO2 in NaOHaq—averaged Sh and Pe for single bubble experiments
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Fig. 18 Enhancement factor CO2 in NaOHaq d0 ≈ 4–10 mm—E(c) (left); E(pH) (right) compared
with calculations of Fleischer et al. [35]

explanation has not yet been found. Potential explanations could be that in earlier
measurements, the strongly enhanced bubble dynamics for larger bubbles was not
considered. The shape of large bubbles changes very dynamically. This wobbling
could lead to a better mixing in the liquid, which in turn would result in a larger
mass flow. Or for larger bubbles, especially at high NaOH concentrations, interfacial
phenomena such as theMarangoni effect could appear, which are not detectable with
the applied material property measurement techniques.

Figure 18 shows the dependency of the enhancement factor on the NaOH concen-
tration. The given range is valid for the measured bubble spectrum. In the diagram
on the right, the obtained measurement results are compared with a simulation by
Fleischer et al. [35]. It is the pH-dependency of the enhancement factor, determined
by detailed simulations with the two-film model for a system with a well-mixed
liquid phase.

The measured enhancement factors agree with the values calculated by the two
film models. For high NaOH concentrations (c = 500 mM/pH > 13), the value of
Fleischer is only achieved with very large bubbles. For smaller bubbles a lower mass
transfer coefficient was determined experimentally.

4.2 System NO in FeII(Ligand)

For the nitrosyl-iron complex system, six ligands were investigated within this
project. Nitrogen monoxide (NO) was chosen as the gas phase. Table 5 lists the
ligands used, their reaction rate and stability constant according to Schneppensieper
et al. [21]. To keep the influence of the pH on the reaction low, a pH value of 7 ±
0.5 was adjusted by adding diluted sulfuric acid. Only ida, citrate and pure FeSO4
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Table 5 Reaction rate constants and stability constants in FeII(ligand)aq/NO system [21]

Ligand H2O ida citrate nta hedtra edta

Reaction rate constant kf
(M−1 s−1)

1.6 × 106 N/A N/A 1.4 × 107 3.1 × 107 1.7 × 108

Stability constant KNO
(M−1)

1.2 × 103 1.2 × 104 2.1 × 104 1.8 × 106 1.5 × 107 2.1 × 106

(ligand: H2O) were not adjusted, since the pH value of the dissolved educts/complex
solution was below 7. No buffer was used to keep the number of components and
their potential influence low.

Measurements were carried out in a concentration range from c = 25 to 100 mM.
Figure 19 (left) shows an example of the results for the nitrosyl-iron complex system
with edta as ligand for different concentrations. Again, the first 70% of the trans-
ferred amount of substance was evaluated. In the measured bubble spectrum with an
initial bubble diameter of about dB = 2–8 mm, the Sherwood number decreases with
decreasing Péclet number. As expected, the mass transfer increases with higher reac-
tive component concentration. To examine the influence more closely, the enhance-
ment factors are shown in Fig. 19 on the right. In contrast to theCO2/NaOHsystem, as
onewould rather expect, the enhancement factors are almost independent of thePéclet
number, for high concentrations and Péclet numbers a slight decrease is measurable.
The cause has not yet been clearly identified. The enhancement is approximately
linear with respect to the iron complex concentration.

Fig. 19 Averaged Sh and Pe for single bubble experiments—Sh(Pe) NO in FeII(edta) in a
concentration range of 25–100 mM (left), enhancement factor (Pe) (right)
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Fig. 20 Averaged Sh(Pe) in NO/FeII(ligand) systems c = 100 mM (left); averaged concentration-
dependent enhancement factors with the range of measured enhancement factors over the bubble
spectrum (right)

A comparison of the different ligands with the highest concentration of
c(FeII(ligand)) = 100 mM is shown in Fig. 20 (left). Qualitatively, all systems show
an increase in mass transfer with increasing Péclet number. The measured enhance-
ment factors differ significantly. Three groups can be identified. The ligands ida and
H2O show the lowest mass transfer coefficients. In the middle range is citrate and
the highest Sherwood numbers were measured with edta, nta and hedtra as ligand
systems. This is only roughly in agreement with the expectation, since reaction
rates and stability constants can vary by orders of magnitude between the different
complexes. The expected order is shown in Table 5. Mass transport is improved by
fast reaction kinetics. The differences between edta, nta and hedtra should be more
distinct. Such a consideration do not take into account the effects of changing fluid
dynamic behavior or interface properties that may occur. The grouping of the ligands
edta, nta and hedtra could have different causes.

To give a complete overview of the measured enhancement factors, they are
shown for all investigated iron complex systems as concentration-dependent values
in Fig. 20 on the right side. For all systems, an almost linear dependency of the
enhancement factor on the iron complex concentration has been measured. For high
concentrations, the slope decreases slightly. The displayed error bars show the range
of the measured enhancement factors in the considered bubble spectrum.

The slope of citrate, ida and H2O is slightly larger than that of the correlation
of Hughmark and the other ligand systems. This results in a dependency of the
enhancement factor on the Péclet number. These systems show a fluid dynamic
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behavior close to that of pure systems like shown in Fig. 11. Deviations can be
explained by deviating material parameters such as viscosity and interfacial tension.
The enhancement factor seems to increase in media without or with a small amount
of interface-active substances with increasing Péclet number, i.e., bubble size. The
same trend of the Péclet number dependency was already observed in the system
CO2/NaOH. A possible explanation is the stronger surface deformation (wobbling)
and intensified mixing of the liquid. Since the measured mass transfer is related to
the purely physical mass transfer for the determination of the enhancement factors,
deviations from the Sherwood correlation of Hughmark could lead to an erroneous
dependency of the enhancement factor on the Péclet number. Figure 16 illustrates that
for the CO2/water system the Hughmark correlation provides satisfactory agreement
with the measurements. Other correlations from the literature predict lower mass
transfer coefficients and also a weaker relation on the Péclet number. The use of such
correlations would lead to higher enhancement factors in the measured systems,
where a dependency on fluid dynamics would be even more pronounced.

The three systems with the highest reaction rate constants show an influence over
time in the measurement of interfacial tension (Fig. 10), which can be explained by a
coverage of the interface with surfactant. The experiments with N2 as an inert bubble
(Fig. 12) show that the fluid dynamics also depends on the contact time and thus on
the degree of surface coverage. At the beginning of the measurements, even at the
highest concentration, the bubbles show rise velocities comparable to those of pure
systems.

For the previous evaluations, the first 70% of the transferred amount of substance
was considered, so the influence of the surfactant was neglectable. In Fig. 21, the
time-dependent Sherwood numbers are shown as a function of the Péclet number for
the ligands edta and hedtra at c(FeII(ligand)) = 100 mM. The first 70% are plotted in
blue. The circles show the corresponding determined averaged values. The last 30%
of the observed mass transfer are shown in red.

On the right side, the averaged rise velocitieswith amovingmean value are plotted
over the bubble diameter. Therefore, fluctuations in velocity due to oscillations are
not visible. The color of the curves differentiates again between the first 70% (blue)
and the remaining mass transfer (red).

For short contact times, duringwhichmostmass transfer takes place due to initially
very high concentration gradients and to the highest difference in concentration, the
fluid dynamics of the bubble is not yet strongly influenced. With decreasing bubble
size and increasing surface contamination, the rise velocity of the bubble decreases.
The values given by Tomiyama’s correlation for fully contaminated systems (Eq. 5)
are in a good agreement with the measured velocities at the end of the measurement
for the system FeII(edta).

In the blue area, the measured mass transfer can be described with the approach
of one enhancement factor and the correlation of Hughmark multiplied with one
specific enhancement factor. As soon as the contamination by the surfactant influ-
ences the fluid dynamics, the Sherwood numbers increase for the system FeII(edta).
The mobility of the interface decreases and the shape of the bubble changes, which,
on the one hand side, is manifested by the low velocity, and on the other hand, by
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Fig. 21 Measured Sh(Pe) (left) compared to correlations of Hughmark and Lochiel and Calder-
bank with an enhancement factor; moved mean vz(d) (right) compared to velocities of clean and
contaminated system [2] for NO in FeII(edta) (top) and FeII(hedtra) (bottom) at c(FeII(ligand)) =
100 mM

a higher oscillation frequency. Even small bubbles, which would rise straight up in
pure systems, oscillate in the considered bubble spectrum. Local differences in inter-
facial tension can also lead to the occurrence of Marangoni convection. It cannot be
concluded from the measurements so far which effect is responsible for an increased
mass transfer coefficient.

In the lower part of the figure the results for the system FeII(hedtra) are shown. In
this case, the fluid dynamics are influencedmore strongly and themeasured velocities
are significantly below the correlation of Tomiyama. At the end of the measurement,
a slight increase of the velocity is visible. The change in the oscillation frequency
is more emphasized than with edta, which was shown in Fig. 13 with the Strouhal
and Tadaki number. Also in this system, the mass transfer can be described at the
beginningbyone enhancement factor,when thefluiddynamics are taken into account.
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In the further process, the influence of the coverage of the interface has a reducing
effect on the mass transfer. The mobility of the surface seems to be even more
restricted and an additional mass transport resistance is probably formed. At the end
of the measurement, when an approximately stationary bubble size is reached, the
rise velocity increases and the mass transfer coefficient also increases.

Althoughboth ligands are surface active and reduce the rise velocity in comparison
to same-sized cleanbubbles, edta intensifies themass transfer,whereas hedtra reduces
it, more than just a change in the Péclet number would cause.

Figure 22 shows the investigations in the systems FeII(nta) and FeII(citrate). In
the case of FeII(nta) an influence on the fluid dynamics with longer contact time can
also be measured. This is consistent with the slight decrease of interfacial tensions
during the pendant drop measurement. However, the influence is less pronounced

Fig. 22 Measured Sh(Pe) (left) compared to correlations of Hughmark and Lochiel and Calder-
bank with an enhancement factor; moved mean vz(d) (right) compared to velocities of clean and
contaminated system [2] for NO in FeII(nta) (top) and FeII(citrate) (bottom) at c(FeII(ligand)) =
100 mM
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than in the systems shown before. The mass transfer behavior is analog to that of the
FeII(edta) system. For bubbles with an initial diameter larger than dB = 2 mm, the
mass transfer is intensified with decreasing bubble size. Only for some small straight
rising bubbles a slight decrease in mass transfer could be measured.

Only citrate as ligand shows a fluid dynamic behavior as measured for the clean
system. The initial bubble size has hardly any influence on the mass transfer as a
function of the Péclet number. For oscillating bubbles with a Péclet number larger
than 400, the enhancement factor increases with increasing Péclet number. Bubbles
with a straight rise path show a lower dependence on fluid dynamics. Correlations
with an exponent of 0.5 for the Péclet number, such as Lochiel and Calderbank
(Eq. 20) and Sherwood et al. [15, 16] describe the slope of the course properly.

To evaluate the enhancement factor in the nitrosyl-iron complex system, many
information must be available. The measurement of the interfacial tension can be
an indicator for the fluid dynamic behavior. If the ligand has an interfacial effect
it reduces the rise velocity and mass transfer can be enhanced or reduced. For
systems where the fluid dynamics do not change due to contamination kinetics,
the enhancement factor depends solely on the bubble size.

In the literature [36–39], measurements with surfactant systems have shown that
the mass transfer in pure systems is higher than in contaminated systems. Cases
investigated are pure water and tap water as well as surfactants like Triton X-100
and SDS. For the ligand hedtra, a decrease of mass transfer can be confirmed by
contaminating the interface. For the ligands nta and edta, however, an improvement in
mass transferwas clearly shown for oscillating bubble at the end of themeasurements.
Figure 13 shows that the oscillation behavior of bubbles with the lower reaction rates
and frequencies differs from the clean system. Thus, Marangoni convection could
be responsible for the increased mass transfer. The FeII(hedtra) system shows these
largest differences to clean systems, both in oscillation frequencies and rise velocities.
In this case this leads to a decrease in mass transfer.

5 Conclusion

The mass transfer of single bubbles in an unconfined environment was investigated.
Here, two cameras were moved in real-time with the rising bubble allowing a three-
dimensional resolution of the bubble for a long rising path. During the ascent of up
to h = 1.8 m, the change of bubble size and, therefore, amount of substance was
tracked. Together with a detailed reconstruction of the current interfacial area, this
approach allowed a detailed investigation of the influence of numerous parameters
on the mass transfer coefficient, i.e., the Sherwood number. Varied parameters were
the initial bubble size, pressure, temperature, gas and liquid systems.

For validation purposes of the bubble dynamics, the ascent of inert bubbles was
investigated in clean systems and, due to the chemical systems of interest within
this project, in systems with surface active components (metal-based complexes and
different ligands). The shape, oscillation frequency and rise velocity can be used to
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determine the mobility and contamination of the interface. The measurement of the
interfacial tension shows the presence of a contamination kinetics for the nitrosyl-iron
complex systems FeII(nta), FeII(edta) and FeII(hedtra). This behavior could also be
confirmed in the measurement of bubble dynamics, since the rise velocity is reduced
with increasing contact time and the shape of the bubble changes.

Furthermore, for comparison with widely used Sherwood correlations, purely
physical mass transfer of different gas types was investigated in the same systems
confirming a significant time-depending influence of the surfactants not only on
the bubble dynamics but on the mass transfer, as well. To evaluate the occurring
mass transfer, the desorption effects on the driving concentration difference must be
considered as well, otherwise, the mass transfer coefficients will be too low.

For chemical reaction enhanced mass transfer, CO2 in NaOHaq and NO in a
nitrosyl-iron complex system with different ligands were investigated. In these
systems, it was shown that CO2 in NaOHaq and NO in nitrosyl-iron complex solu-
tions with the ligands H2O, ida and citrate show bubble dynamics independent of
the contact time of the bubble with the liquid. The velocities of the bubbles are
comparable to those of clean systems. The dependence of the Sherwood number
on the Péclet number was confirmed and concentration-dependent enhancement
factors were determined. Surprisingly, for CO2 in NaOHaq, the measured enhance-
ment factors were found to dependent on the Péclet number in the measured bubble
spectrum from approx. dB = 2 to 8 mm initial diameter and increase with growing
diameter. In case of the nitrosyl-iron complex system, for the evaluation of mass
transfer, the changing bubble dynamics with surfactants must be considered. For the
three systems with the highest reaction rates, no consistent influence was measured.
The ligand hedtra with the strongest impact on bubble dynamics reduces the mass
transfer coefficient. The ligands nta and edta show an enhancement compared to the
expected mass transfer with decreasing Péclet number and increasing contact time.
Applying local concentration measurement methods might give a deeper insight
into such phenomena. The results show a complex interaction of ligand-depending
contamination kinetics, bubble dynamics and reaction rates.

Still, the presented integral mass transfer coefficient determination approach
proved to be widely applicable and gave consistent results in a level of detail not
reached before. These findings confirm known Sherwood correlations but still point
out certain limits and crucial details that have to be considered in the mass transfer
analysis.
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Experimental Investigation of Reactive
Bubbly Flows—Influence of Boundary
Layer Dynamics on Mass Transfer
and Chemical Reactions

Felix Kexel, Sven Kastens, Jens Timmermann, Alexandra von Kameke,
and Michael Schlüter

Abstract Bubbly flows are extensively used processes in the chemical industry.
Since the complex interaction of fluid dynamics, mass transfer and chemical reaction
is not yet fully understood, a reliable prediction of yield and selectivity is not possible.
Within this work different benchmark experiments are developed, allowing the inves-
tigation of the interplay of mixing and chemical reactions. For precise predictions
of the chemical process, a detailed knowledge about the intrinsic kinetics is essen-
tial. Therefore, the guiding measure “SuperFocus Mixer” (SFM) has been developed
and successfully tested by determining the kinetics of a model system and of the
oxidation of a temperature sensitive copper complex. In a second step, the identified
reaction is transferred into the Taylor bubble setup, marking the second benchmark
system. Here the effect of mixing on the production of the products in consecutive
and competitive-consecutive reaction is investigated. The conducted experiments
show significant influence of the mixing intensity on the production of the first
reaction product MNIC and the side product DNIC, favoring the first product at
intensified mixing. Finally, the local mass transfer at freely ascending bubbles super-
imposed by a chemical reaction is determined by applying planar-LIF, and the influ-
ence of bubble–bubble bouncing is quantified. In addition, a novel method, the Time
Resolved Scanning-LaserInduced Fluorescence (TRS-LIF) for the visualization of
3D concentration fields, is introduced and tested at single rising oxygen bubbles.

1 Introduction

Bubbly flows, dispersing a gaseous phase into a continuous liquid phase, are widely
used within the chemical industry to perform fast gas–liquid reactions as oxidations,
hydrogenations or chlorinations. As all processes aim for a possibly high yield and
selectivity, a deep knowledge about the complex interplay of fluid dynamics, mixing,
mass transfer and chemical reactions is of imminent importance. While the fluid
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dynamic behavior of bubbles has been the topic of several comprehensive studies
in the past, e.g. by Clift et al. [1], Fan and Tsuchiya [2], Peebles and Garber [3]
and many others, the interplay of mixing in the bubble wake, mass transfer and the
ongoing chemical reaction is not fully understood. Although it is known that mass
transfer, mixing and the proceeding chemical reaction are depending on each other,
the impact of those dependencies cannot be quantified yet.

In order to obtain a better understanding of these complex processes, this project
aims to experimentally determine and model transport processes and the time scales
of mixing near the boundary layer of gas bubbles with superimposed chemical
reactions.

Evaluating the effects of mixing and transport processes in a gas–liquid chemical
reaction precisely is a challenging task, as both effects ideally need to be evaluated
separately but strongly depend on each other. To overcome those dependencies three
experimental setups have been developed within this project:

• The SuperFocus Mixer setup to determine the intrinsic kinetics of fast gas–liquid
reactions

• The Taylor bubble setup to identify suitable chemical reaction systems for further
studies

• A setup to investigate single bubbles, freely ascending or collidingwith each other
in 2-D and 3-D.

TheSuperFocusMixer (Sect. 2) is one of the guidingmeasureswithin theSPP1740
as it allows to determine suitable chemical systems, which are ideally consecutive
and competitive. In addition the intrinsic kinetics can be determined under ambient
conditions and in combination with numeric approaches, with only small amounts
of reactants being necessary. The Taylor bubble setup (Sect. 3) marks the second
step in order to further understand mixing, mass transfer and chemical reactions.
The Taylor bubble setup allows to determine reactive systems suitable for further
investigations in a larger scale and at freely ascending bubbles. Especially the well-
defined and reproducible conditions at Taylor bubbles are ideal to gain a first insight
into the production of the reaction products in dependency of the wake structures
and the mixing behavior. The last setup allows to study single freely ascending
bubbles or the bubble–bubble interaction and their effect on local mass transfer and
the proceeding chemical reaction by means of Laser Induced Fluorescence (Sect. 4).

1.1 Mass Transfer in Reactive Bubbly Flows

The mass transfer of species from the gaseous to the liquid phase is a complex
interlinked process between both phases and occurring interfacial effects. Therefore,
themass transfer phenomena are usually investigated at single bubbles and simplified
models as the two-film theory by Lewis and Whitman [4] or the penetration theory
by Higbie [5] are applied. Both theories are widely accepted and have been extended
only slightly [6–8].
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If themass transfer is superimposed by a chemical reaction, the exemplary descrip-
tion becomesmore complex, as the chemical reaction equals a sinkwith respect to the
transferred species. Therefore, the concentration of the transferred species decreases
stronger than with purely physical mass transfer. This mass transfer enhancement
caused by the chemical reaction is defined by the enhancement factor

E = kRL
k0L

= δL

δL ,reaction
(1)

where kRL is the reactive mass transfer coefficient and k0L is the physical mass transfer
coefficient. In dependency on the reaction kinetics, different concentration profiles
within the boundary layer can occur, which have been classified by Levenspiel [9,
10], Baerns et al. [11] and others. According to Levenspiel, a classification of the
mass transfer with chemical reactions is possible by applying the Hatta number

Ha =
√
tD
tR

, (2)

postulated by Hatta [12]. It is the ratio of the relaxation time of the diffusion tD and
the relaxation time tR of a chemical reaction, which is depending on the reaction order
[13]. In addition Hatta derived the enhancement factor E based on the condition of
a fast first order reaction that takes place only in the liquid film

E = Ha

tanh Ha
. (3)

2 Determination of Mass Transfer Relevant Kinetics
in a SuperFocus Mixer

For the understanding, prediction and numerical simulation of chemical reactions
in bubbly flows, the knowledge of the intrinsic kinetics is vital, but a challenging
and complex task and choosing a suitable reaction system for further experimental
studies is of essential significance.

For detailed investigations of the intrinsic kinetics and the decision on promising
model chemical reactions the guiding measure “SuperFocus Mixer” is used. It aims
for the elimination of mass transfer limitations bymeasuring in a single phase system
with small mixing times and high spatiotemporal resolution. The combination of
the Super FocusMixer (SFM) and a Confocal Laser Scanning Microscope (CLSM)
allows concentration field measurements with a high resolution while enabling time
independent investigations with the desired small mixing time.

The SuperFocus Mixer developed by Hessel et al. in 2003 [14], shown in Fig. 1,
is a laminar interdigital micromixer ideal for mixing two fluid streams. Interdigital
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Fig. 1 a Layout scheme of the SuperFocus Mixer according to Hessel et al. [14]; b Si-glass-Si
SuperFocus Mixer manufactured at the TUHH by the Institute of Microsystems Technology

mixing is achieved by the use of alternating feed channels that lead to a periodi-
cally alternating liquid lamella. Within the SFM 124 micro channels with a width
of 100 μm are merged in a triangular shaped focus chamber with a curved inlet
arrangement to obtain a more equal distribution. The mixing chamber rejuvenates
from 20 to 0.5 mm to achieve rapid mixing.

Early publications state mixing times of a few ms [14, 15] and a mixing time
of 5 ms for a 95% completion of mixing is stated by Drese [16]. However, these
mixing times seems to exclude the focusing chamber, as Kashid et al. [17] proposed
in 2014 a mixing time of 4 ms for a 95% completion, while neglecting the residence
time of the focusing chamber. Depending on the flow rate, the residence time is in a
range of a few 100 ms up to seconds. Therefore, mixing through diffusion cannot be
neglected.

Nevertheless, a laminar operating SFM in combinationwith numerical approaches
provides an excellent tool to determine intrinsic kinetics of chemical reactions.
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2.1 Sodium Sulfite Oxidation as a Model Reaction

For the precise investigation of mass transfer enhanced by chemical reactions and
boundary layer dynamics, a reaction system is chosen, widely discussed in the litera-
ture and frequently used. The oxidation of sodium sulfite to sulfate is generally used
in process engineering as a simple model reaction to determine the mass transfer
performance and interfacial area. The formal reaction equation found in literature is

SO2−
3 + 1

2
O2 → SO2−

4 . (4)

Though this reaction progression is only the overall reaction equation assembling
from several partial reactions, yielding a very complex reaction network. As the reac-
tion is not fully understood yet, the reaction kinetics cannot be determined without
any assumptions. Within this work a simplified reaction mechanism according to
Kück et al. [18] is used. This simplification is very close to the mechanism of Bäck-
ström [19], who published a reaction network in 1934 that marks the basis of most
mechanisms until today.

It is presumed that the reaction is catalyzed by metal ions within the solution, in
case of the experimental procedure cobalt(II)sulfate.

Me2+ + HSO−
3 � Me+ + HSO ·

3

HSO ·
3 + O2 � HSO ·

5

HSO ·
5 + HSO−

3 � HSO−
4 + HSO−

4 + HSO ·
4

HSO ·
4 + HSO−

3 � HSO−
4 + HSO−

4 + HSO ·
3

The advantage of this simplifiedmechanism is the possibility to formulate a second
order kinetics easily, yielding

d[O2]

dt
= −k1 · [O2] · [

HS−
3

]
. (5)

This reaction system is used to proof the applicability of the SuperFocus Mixer
for the visualization of chemical reactions by means of Laser Induced Fluorescence
(LIF) and determining diffusion coefficients as well as kinetic constants.
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2.2 Concentration Measurements Using Laser Induced
Fluorescence (LIF)

As the phenomena in the rather thin concentration boundary layer around gas bubbles
are crucial for the understanding of mass transfer and fluid dynamics in bubbly flows,
a measurement with a very high spatial and temporal resolution is necessary [20].

Laser induced fluorescence enables the visualization and investigation of concen-
tration fields in the vicinity of interfaces, with the desired high resolution. A big
advantage of LIF is that it allows local investigations due to a thin illuminated plane
andmoreover, enables the detection of instantaneous concentration fields. Thus, with
the recently developed temporal and spatial highly resolved equipment like pulsed
laser systems and cameras, LIF enables the investigation of time depended processes
such as vortexes, mixing layers and convective transport phenomena [20].

While the implementation is elaborate, themeasurement principle is rather simple,
by adding a fluorescent dye to the bulk phase acting as a tracer. The dye ideally acts
as a passive scalar not changing the fluid properties [20]. Therefore, there are several
aspects and requirements which need to be fulfilled by the dye: It must be soluble in
the bulk phase, it has to be stable under the influence of the laser radiation and the
absorption and emission spectra of the dye need to be clearly distinguishable [21].

To correlate the grey scale images with concentration values, a calibration
becomes indispensable. For this purpose, the fluorescent dye is mixed with defined
concentrations of the desired reactant and calibration images are recorded. The rela-
tion between concentration and grey value is then detected by fitting a curve. In
case an indirect measurement is performed and the fluorescence is quenched, the
Stern–Volmer equation is applied for fitting the signal to the concentrations [20, 22].

2.3 Experimental Setup and Methods

The experimental setup used for the determination of the intrinsic kinetics at the
TUHH is given in Fig. 2. The core elements of the setup are the SuperFocus Mixer as
described in the previous chapter and the Olympus Fluoview 1000 CLSM, allowing
measurements of the local concentration fields on a micro-scale in high resolution.
TheCLSMworks very similar to a conventionalmicroscope. In addition to the lenses,
it contains two pinholes, through which solely focused light is reaching the detector.
The remaining light is cut off, allowing a very small focus depth. Therefore, only
light from a chosen, narrow plane is detected and the obtained data is not influenced
by planes above or below the measurement plane. Using a laser beam as a light
source, several points in front of the microscope objective are scanned to obtain
a two-dimensional measurement plane. Each measured point equals a pixel in the
resulting image. The data acquisition enables a high spatial resolution below 0.35μm
per pixel. The detailed working principle of the CLSM is described in [23].
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Fig. 2 Scheme of the function principle of a confocal laser scanning microscope [23]

To obtain reproducible two-dimensional recordings, the SuperFocus Mixer is
placed on an X–Y table, allowing the exact positioning in front of the objective
of the CLSM. When changing the objective position relative to the scanned mixer,
slices in different depth are recorded, enabling a three-dimensional reconstruction
of the concentration fields [24].

The concentration fields within the SuperFocus Mixer are recorded using the LIF
technique (compare Sect. 2.2). Therefore, a fluorophore providing a reliable calibra-
tion is necessary. The fluorophore allows the assignment of the recorded fluorescence
intensity to the concentration of an analyte. The experiments are carried out using the
dye Dichlorotris(1,10-phenanthroline)ruthenium(II)hydrate (Sigma Aldrich), which
shows a dependency of the fluorescence intensity in relation to the oxygen concen-
tration. The fluorescence signal of the chosen dye decreases with increasing oxygen
concentration. This effect is described by the Stern–Volmer correlation and allows the
calibration of the fluorescence signal to the oxygen concentrations, which are moni-
tored using a PreSens oxygen sensor. Preliminary investigations [25] have shown
a high temperature dependency of the florescence signal. Therefore, the CLSM is
enclosed by an air-conditioned box, an additional heat exchanger is positioned in
front of the SFM and a cooling zone is implemented within to maintain a tempera-
ture of T = 20 °C± 0.5 °C at any time [26]. Each measurement is performed with an
aqueous solution containing a concentration of ρ = 30 mg L−1 of Dichlorotris(1,10-
phenanthroline)ruthenium(II)hydrate and, in the case of the catalyzed reactions, addi-
tionally ρ = 16 mg L−1 of cobalt sulfate hydrate as a catalyst. The catalyst is added
since high sodium sulfite concentrations influence the liquid properties, leading to a
density difference of up to 8% in the two reactant streams [27].

One half of the prepared solution is saturated with atmospheric oxygen while the
other half is oxygen desorbed by applying nitrogen to the solution. To enable the
measurement of the reactive mass transfer, sodium sulfite is added to the oxygen
desorbed solution. The oxygen saturated and the sodium sulfite solution are supplied
to the SuperFocusMixer by pressurized vesselswith a relative pressure of p= 0.5 bar.
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The mass flow rates are controlled by two Bronkhorst mini Cori-Flow M13 Coriolis
mass flow meters.

2.4 Experimental Results

2.4.1 Comparison of Physical and Reactive Mixing

In a first experimental setup to evaluate the intrinsic reaction constants, the catalyzed
oxidation of sodium sulfite is used. For the determination of the intrinsic kinetics, the
reaction parameters are adjusted. The oxygen concentration is set to ρ = 12 mg L−1

equivalent to c = 3.75 × 10−4 mol L−1 and the sodium sulfite concentration is
adjusted to ρ = 10.4 g L−1 equivalent to c = 3.17 × 10−3 mol L−1, resulting in a
sulfite excess of approximately 10 with respect to the oxygen consumption.

Figure 3 shows the concentration fields obtained with the CLSM for a flow rate
of V̇ = 300 g h−1 (top) and V̇ = 30 g h−1 (bottom) for physical (a) and reactive
mixing (b). In the case of physical mixing (left), a narrow diffusion-dominated layer
forms at the edge of the oxygen enriched stream. This diffusion-dominated layer

Fig. 3 Concentration fields of physical (a) and reactive (b) mixing at the inlet of the SuperFocus
Mixer for V̇ = 300 g h−1 (top) and V̇ = 30 g h−1 (bottom). Data from [27]
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Table 1 Listing of the
diffusion coefficient and
reaction rate determined for
the reaction of sodium sulfite
with O2 in a SFM [26]

Result Value Unit

Diffusion coefficient Deff 1.0 × 10−9 m2 s−1

Reaction rate kCR2 5.5 × 104 L mol−1 s−1

becomes clearly more pronounced with decreasing flow rate. This circumstance is
caused by the 10 times higher residence time at the flow rate of V̇ = 30 g h−1 and is
in accordance with theory.

When looking at the reactive mixing, the oxygen enriched stream is getting
constricted over the course of time, due to the superimposed sodium sulfate reaction,
causing an increased demand of oxygen. The reaction starts to consume the oxygen
within the diffusion zones at the edges of the stream. At the high flow rate this effect
can be observed by the narrowing of the oxygen enriched stream. Furthermore, the
influence of the reaction becomes more explicit while looking at the lower mass flow.
The oxygen enriched areas (red) are more distinct, while the oxygen depleted areas
(blue) are much broader and the oxygen is almost totally consumed by the chemical
reaction after approximately x = 300 μm.

The experimentally obtaineddata are the basis for the determinationof the intrinsic
kinetics. The experimental values can be validated and improved by numerical simu-
lations with a parameter optimization. The numerical simulations are conducted by
the group of Prof. Turek, TUDortmund, yielding precise information on the diffusion
coefficients Deff and kinetic parameters like the reaction rate kCR2, given in Table 1.
The performed numerical simulations are presented and discussed in more detail in
Chapter “Determination of Kinetics for Reactive Bubbly Flows Using SuperFocus
Mixers”. The determined reaction rate kCR2 for sodium sulfite is in good agreement to
those of Kück et al. [23], who proposes reaction rates in the observed concentration
range of kCR2 = 104–106 L mol−1 s−1.

Another approach for determining the intrinsic kinetics by experiments in a
SFM only is performed by Schurr et al. [28]. The study is conducted at the oxidation
of a copper(I) complex traceable by means of UV/VIS-spectroscopy in a contin-
uous flow setup using an SFM with a fast mixing behavior. By means of the setup,
Schurr was able to detect the formation and decay of a thermally very sensitive
bis(μ-oxo)dicopper species, provided by the working group of Prof. Herres-Pawlis,
RWTHAachen. The SuperFocus Mixer is used as the experiments can be conducted
under ambient conditions, without the need of cooling down the entire system signif-
icantly, as it is done e.g. with a stopped-flow method. In addition the SuperFocus
Mixer is applicable for very fast reacting systems in which the application of the
Stopped FlowMethod reaches its limits. In order to validate the data obtained by the
use of the SuperFocus Mixer, it is compared to data measured with the stopped-flow
method. Since the values obtained are in the range of those obtained by stopped-flow
methods, they pave the way for further experimental studies on kinetics using an
SFM setup [28].
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Both studies, the one performed bySchurr et al. and the one conducted byTimmer-
mann and Mierka, show that the SuperFocus Mixer is a useful tool for the determi-
nation of intrinsic kinetics, as it can be easily adapted to any reactive system if
one species is clearly traceable. Through the conversion of the reaction time scale
on a length scale in steady state operated microfluidic devices, a time independent
investigation is possible with low reactant consumption. Nevertheless, the mixing
through diffusion is not neglectable in a lamination device as the SFM, so that
diffusion has to be taken into account for the determination of the time constants (see
Chapter “Determination of Kinetics for Reactive Bubbly Flows Using SuperFocus
Mixers”).

3 Investigation of Chemical Reactions by Means of Taylor
Bubbles

The guidingmeasure “Taylor bubble” has been established to bridge the gap between
chemistry and process engineering. The experimental setup is designed for the
characterization of different chemical systems on a small scale with well-defined
gas/liquid phase boundaries and within a safe environment since the complete setup
fits easily under a fume hood.

Taylor bubbles are elongated, bullet shaped gas bubbles in narrow channels or
capillaries surrounded by a thin liquid film. The maximum bubble diameter dB
reached by those bubbles is only slightly smaller than the hydraulic channel diameter
Dh, as can be seen in Fig. 4. Taylor bubble flows appear in multiphase applications
as monolith-reactors, pipe reactors and many more.

Due to the well-defined fluid dynamic conditions, volume independent bubble
rising velocity and a high degree of reproducibility, Taylor bubbles are very well
suited for detailed studies of fast gas–liquid reactions. The fluid dynamic behavior
of Taylor bubbles is described by the Reynolds number using the hydraulic diameter
Dh as the characteristic length. However, the rising behavior of Taylor bubbles is
dependent on the ratio of buoyancy and surface tension yielding the Eötvös number

EoD = (ρL − ρG)gD2
h

σ
(6)

where ρL and ρG are the liquid and gas phase densities, g is the magnitude of the
gravitational acceleration and σ is the surface tension [29].

In vertical channels, two flow conditions can be distinguished, a pressure driven
bubble, set in motion by a liquid flow, and the free rising Taylor bubble, which
induces a flow field driven by the buoyancy force. Buoyancy is the dominating
force as long as the channel diameter is larger than a critical inner diameter Dcrit

calculated by the critical Eötvös number Eocrit ≈ 4 [29]. Hence, the critical diameter
is strongly dependent on the system properties and especially on the surface tension.
For aqueous systems, this results in a critical inner diameter ofDcrit = 5.4 mm, while
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Fig. 4 Rise velocity (left) and mass transfer coefficient (right) of Taylor bubbles in dependency of
the equivalent diameter deq and the channel diameter Dh for different channel geometries [33]

organic solvents as Tetrahydrofuran or Methanol allow critical diameters of down to
Dcrit = 4 mm. At low Eötvös numbers, no shape oscillation of the bubble occurs and
the bubble is self-centering within the channel, as long as it stays elongated. During
the dissolution process, the bubble is only decreasing in length and remains in the
centered position [30–32].

By varying the inner diameter of the channel, a change in rise velocity vB and there-
fore the contact time of the species can be achieved, influencing the fluid dynamic
time scales in a well-defined way, as shown in Fig. 4.

Within the DFG project SPP1506 “Transport Processes at Fluidic Interfaces”
[33] it has been found, that the mass transfer coefficient strongly depends on the pipe
inner diameter Dh. Therefore the Sherwood number Shd correlates with the Eötvös
number [33]

ShD = 290Eo0.524D −
[

1.23

(EoD + 1)0.0517

]50.1

. (7)

Additionally, it was found that due to a constant rise velocity the mass transfer is
constant for a wide range of bubble diameters in case of small circular channels.

The well-defined adjustment of the fluid dynamic conditions is used in this work
to create characteristic and reproducible flow patterns behind Taylor bubbles with
certain defined residence time distributions. As the characteristic flow patterns affect
themixingprocess of the diluted gas, they are also able to influence the ongoing chem-
ical reaction. For instance, the local availability of the gas species might influence
the yield and selectivity of a competitive chemical reaction.
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3.1 Experimental Setup and Methods

3.1.1 Test Systems for the Investigation of Reactive Bubbly Flows

To gain detailed information about the interplay of local fluid dynamics,mass transfer
and chemical reactions suitable test systems are necessary. Besides the already intro-
duced and commonly known oxidation of sodium sulfite another test system known
from literature is used. The oxidation of an aqueous copper(I)ammonia solution
[Cu(NH3)4]+ results in the immediate formation of a deep blue complex, so that the
wake structures behind rising bubbles become visible [34].

Supplementary to the already known reactive systems from literature, new reac-
tive test systemsmeeting the desired criteria of being consecutive or even consecutive
and competitive have been developedwithin the SPP1740. To overcome the influence
of surfactants at the stagnant cap of the bubbles rear end in aqueous systems, and to
acquire industrial relevant results, organic systems are required [35–37]. Within the
priority program, basically three different chemical systems have been developed,
which are shown in Fig. 5. In case of these reaction systems, only small amounts of
reactants are available and therefore, a small substance usage within the experiments
is essential. Here, the small volume of the Taylor bubble experiments is a strong
benefit. All three systems show a color change with progression of the reaction

Fig. 5 Overview of the different reaction systems available for the experimental studies
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allowing an easy qualitative visual evaluation of product and side product gener-
ation and are observable by means of UV/VIS spectroscopy for the quantification
of yield and selectivity. While the Fe–NO system is applicable in both organic and
inorganic solvents, the Fe–O2 and the Cu–O2 reaction system require an organic
solvent as methanol, acetonitrile or tetrahydrofuran. However, the Fe–NO system is
only observable by means of UV/VIS showing a strong coloration but no fluorescent
answer is detectable. In comparison, the Cu–O2 and the Fe–O2 system are showing
fluorescence signals and are therefore rather applicable for local investigations by
means of planar Laser Induced Fluorescence (p-LIF). A more detailed description of
the underlying chemistry can be found in the chapters of the corresponding working
groups listed in Fig. 5.

3.1.2 Experimental Setup

The Taylor bubble set up implemented for the experimental work of the SPP1740
is developed based on the experiences made in the SPP1506 “Transport Processes
at Fluidic Interfaces”. The setup is used to identify suitable chemical systems and
adjust the timescales of mixing and mass transfer in order to fine tune them to meet
the timescales of the chemical reaction. Especially the strongly reproducible fluid
dynamic conditions and the controllablemass transfer performance is of great benefit.
In addition, the experiments in the Taylor bubble setup need only a small volume
of reactants and can be placed in the fume hood, allowing to work with hazardous
chemicals if necessary.

For the experimental work, two Taylor bubble setups have been developed, which
enable an oxygen free environment necessary when dealing with oxygen sensitive
reaction systems. Both setups are shown in Fig. 6. The main part of the setup is the
exchangeable 300 mm borosilicate capillary, ranging in diameter from around Dh =
4mm toDh = 10mm depending on the desired Eötvös number and the fluid dynamic
conditions. The flow rate in the capillary is variable which enables a fixation of the
Taylor bubble and allowing long experimentation times. The flowrate is adjusted
by valve 1. The gas is injected using a Hamilton 1001 gas-tight syringe via a three
port valve located below the capillary. To match the refractive index, the capillary
is surrounded by a borosilicate cuvette, containing a solution of 97 wt% dimethyl
sulfoxide DMSO (Sigma Aldrich) and deionized water. To ensure the oxygen free
environment the entire setup is flushed with either argon or nitrogen, depending on
the observed reaction [30].

Various light sources can be coupled into the setup. In the first case a laser
system is applied as light source, enabling local investigations within the wake of
the bubble via Laser Induced Fluorescence (p-LIF) and Particle Image Velocimetry
(PIV). Depending on the chemical system and the resulting excitation wavelengths
of the fluorophore a high-speed laser (λ = 527 nm, repetition rate of f = 20 kHz)
or a Pulsar UV laser (λ = 355 nm, repetition rate of f = 10 Hz) can be applied. In
addition, the UV laser provides the opportunity to act as light source for a dye laser
(PulsarePro), which can be adjusted to nearly any wavelength desired. The second
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Fig. 6 Experimental setup for Taylor bubble experiments with laser and backlight imaging
according to [30]

configuration of the setup uses customized LED backlights as a light source. The
wavelengths of the LEDs are chosen to match the absorption peaks of the different
products and side products allowing for a broad variability and an easy adjustable
system, with low time and cost effort.
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3.2 Experimental Results

3.2.1 Fluid Dynamics of Taylor Bubbles in Aqueous Solvents

To compare wake structures occurring in reactive systems with wake structures influ-
enced only by physical mass transfer, a chemical reaction is needed, which allows
an easy observation of the wake structures e.g. by color change. Therefore, the
oxidation of an aqueous copper(I)ammonia solution is investigated, changing nearly
immediately from colorless to deep blue, when reacting with oxygen [34].

In Fig. 7, it is observed, that the wake structures are very similar for the physical
dissolution of CO2 in deionized water measured with p-LIF/PIV and the reactive
consumption of oxygen by the oxidation of the copper complex. For an Eötvös
number of Eo = 4.9, a laminar flow field becomes visible. With increasing capillary
diameters and therefore increasing Eötvös as well as Reynolds numbers, the flow
structure becomes more complex. At the intermediate Eötvös number, a toroidal
vortex is forming with an increased product concentration in the bubble wake. In
the largest capillary the flow structure becomes very turbulent, leading to a broad
product distribution in the wake. Furthermore, for all capillary diameters a high
correspondence between the p-LIF/PIV flow fields and the flow structures due to the
chemical reaction can be detected [30].

The results show that the wake structures and in conclusion the degree of mixing
can be adjusted by changing the capillary diameter, described by changing Eötvös
and Reynolds numbers. Hence, the setup allows to adjust the mixing timescales, and
is, therefore, particularly suitable for further investigations concerning the impact of

Fig. 7 Comparison of wake structures of rising Taylor bubbles in channels in stagnant water. a Dh
= 6mm: laminar wake; bDh = 7mm: toroidal vortex; c Dh = 8mm: turbulent wake with combined
p-LIF/PIV data of Kastens et al. [30]
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mixing timescales on yield and selectivity of competitive reactions. A tool for identi-
fying and defining the timescales ofmixing is the analysis usingLagrangianCoherent
Structures (LCS), explained and discussed in detail in Sect. 3.3. Concluding, the
exact conduction of the oxidation of an aqueous copper(I)ammonia solution shows
the feasibility of experiments under the exclusion of atmospheric oxygen [30].

3.2.2 Fluid Dynamics of Taylor Bubbles in Organic Solvents

To rule out the influence of surfactants on the mass transfer performance observed
in water based systems [35–37], and to be more relevant for industrial applications,
organic systems are also considered. In a first step a consecutive Cu–O2 reaction
is observed, which has been studied by Schurr et al. in a SFM already [28]. In
the first step, the reaction forms an orange bis(μ-oxo) complex when brought into
contact with oxygen and is subsequently decomposing to a greenish bis(μ-hydroxo)
complex, with the reaction rate of the first step being k = 10 s−1 and for the second
time step k = 1.5 s−1. Figure 8 shows the results for three different capillary sizes
and the corresponding Eötvös numbers.

At the lowest Eötvös number, a laminar wake is observed and due to the low rising
velocity and, therefore, long residence time, the green colorization indicating the
second reaction step is clearly visible. With increasing Eötvös numbers, a turbulent
wake structure results and the second step is not taking place within the field of view

Fig. 8 Backlight image of
the wake structures for the
Cu(btmgp)I-oxygen system
at a concentration of
c = 10 mmol L−1 in argon
saturated acetonitrile at
Eo = 4.4, 6.8 and 9.8 [23]
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Table 2 Listing of the mass transfer coefficients, Hatta numbers and enhancement factors for the
reaction of O2 with Cu(btmgp)I in a Taylor flow capillary for Eo = 4.4 and Eo = 5.5

Result Value Unit

Eo = 4.4

Mass transfer coefficient k0L 1.91 × 10−4 ± 4.8 × 10−5 m s−1

Reactive mass transfer coefficient kRL 2.67 × 10−4 ± 7.8 × 10−4 m s−1

Hatta number Ha 0.86 ± 2.8 × 10−2 –

Theoretical enhancement factor E 1.23 ± 3.49 × 10−2 –

Experimental enhancement factor E* 1.38 ± 2.8 × 10−1 –

Eo = 5.5

Mass transfer coefficient k0L 3.10 × 10−4 ± 5.4 × 10−5 m s−1

Reactive mass transfer coefficient kRL 5.34 × 10−4 ± 5.1 × 10−5 m s−1

Hatta number Ha 0.53 ± 6.7 × 10−2 –

Theoretical enhancement factor E 1.09 ± 3.49 × 10−2 –

Experimental enhancement factor E* 1.74 ± 5.1 × 10−1 –

Data from [23]

due to an increasing liquid velocity and a decreasing residence time. Though the
boundary layer becomes more unstable, resulting in a stronger mixing within the
bubble wake, which can influence the yield and selectivity in the case of a parallel-
consecutive reaction. Therefore, themass transfer coefficient and enhancement factor
for two Eötvös numbers Eo = 4.4 and 5.5 are investigated, by conducting mass
transfer measurements with oxygen bubbles in argon saturated acetonitrile and in
a solution containing c = 10 mmol L−1 of the Cu(btmgp)I complex. The resulting
values for both cases are listed in Table 2.

As expected, the reactive mass transfer coefficient is higher than the physical
mass transfer coefficient for both cases and the flow regime behind the Taylor bubble
seems to influence the mass transfer performance. On the one hand, the differing
enhancement of mass transfer by the reaction can be ascribed to inaccuracies in the
measurement technique, e.g., through the injection of oxygen. On the other hand,
the assumption of reaction kinetics of first order through the excess of oxygen, as
needed for the reaction, is most likely incorrect [23].

3.2.3 Visualization of Competitive Consecutive Reactions

To determine the influence of the fluid dynamic conditions on yield and selec-
tivity, a competitive consecutive reaction is used, where the reaction progress is
ideally traceable via UV–VIS or fluorescence. For the first successful studies, a
Fe–NO system dissolved in methanol is applied, providing characteristic UV–VIS
peaks for the desired products MNIC (mononitrosyliron-compounds) and DNIC
(dinitrosyliron-compounds). The reactive system developed by the group of Prof.
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Table 3 Experimentally
determined extinction
coefficients for the products
MNIC and DNIC

E MNIC DNIC

λ1 = 470 nm 0.4048 0.895

λ2 = 700 nm 0.051 0.195

Klüfers is explained in more detail in Chapter “In Situ Characterizable High-
-SpinNitrosyl–IronComplexeswithControllableReactivity inMulti-phaseReaction
Media”.

Asmentioned in the experimental setupSect. 3.1, LEDs covering the characteristic
peaks are used for backlight imaging. In the observed case, those characteristic
wavelengths are λ1 = 470 nm and λ2 = 700 nm. To convert the obtained grayscale
images into concentration fields, the working principle of an UV–VIS spectrometer
is used, which is utilizing Beer-Lamberts law

Eλ = log

(
I0
I

)
= ελdc. (8)

Eλ represents the extinction, I0 corresponds to the incident light intensity, I to the
light intensity behind the sample, E is the extinction coefficient, d is the layer thick-
ness of the liquid and c is the concentration. Since the products MNIC and DNIC
have a certain absorption at both wavelengths, it is assumed that the total measured
absorbance is a composition of the signals of both products. Therefore, two equations

E470 = log

(
I0,470
I470

)
= d

(
cMN ICεMN IC,470 + cDN ICεDN IC,470

)
(9)

E700 = log

(
I0,700
I700

)
= d

(
cMN ICεMN IC,700 + cDN ICεDN IC,700

)
(10)

describing the light absorption at the two wavelength are resulting [38]. The extinc-
tion coefficients of the two products required for evaluation are given in Table 3. The
values are determined experimentally directly within the setup for the used wave-
lengths of λ1 = 470 nm and λ2 = 700 nm by measuring a concentration series of
both products.

The layer thickness is assumed to be constant and is set equal to the respective
capillary diameter of Dh = 4 and 5 mm. The initial light intensity I0 is determined
for both wavelengths. For this purpose, the capillary filled with the reaction solution
is recorded without a bubble and an average value is determined from 10 grayscale
images. With all the necessary information and values, Eqs. (9) and (10) are solved
yielding the concentrations of the two products. The equations are then solved indi-
vidually for each pixel within the region of interest. The resulting concentration
fields are shown in Fig. 9, displaying the formation of the two products MNIC and
DNIC in the wake of the bubble. Though the applied methodology is capable to yield
conclusions about the local yield and selectivity of the investigated model reaction.
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Fig. 9 Concentration
gradients of the product
MNIC and DNIC in the
wake of a nitrogen monoxide
bubble within the
Dh = 4 mm capillary (a) and
Dh = 5 mm capillary (b) [38]

The concentration fields shown in Fig. 9 indicate similar flow structures than the
previous data in Fig. 8. With increasing capillary diameter, the flow structure behind
the bubble becomes more complex and turbulent as within the Cu(btmgp)I-oxygen
system. As both systems are dissolved within an organic solvent, the similarity is,
therefore, not unexpected. Likewise, Fig. 9 shows clearly that the first productMNIC,
following a rather fast kinetic of kobs(MNIC) = 5.0 × 105 s−1 (T = 20 °C), is formed
directly in the bubble vicinity in both capillaries. In the further course of the flow,
the second product DNIC is formed in the Dh = 4 mm capillary (a). This means that
there is still unreacted, dissolved nitrogen monoxide available in the flow, enabling
the formation of the second reaction product DNIC, following a slower kinetic of
kobs(DNIC) = 6.5 × 10−4 s−1 (T = 20 °C). However, this second reaction step is not
taking placewithin theDh = 5mmcapillary. The nitrogenmonoxide dissolved by the
convective flow is strongly mixed immediately behind the bubble and reacts with the
subsequent iron chloride almost completely. Though, only the first product MNIC
is formed and within the further course of the flow there is thus no free nitrogen
monoxide available, meaning that the second reaction step is almost absent. From
this it can be concluded that the selectivity of this model reaction depends strongly
on the mixing and its time scale in the bubble wake. If the mixing is faster than the
time that is necessary for the second reaction step, as is the case with theDh = 5 mm
capillary, no further reaction can take place. Though, the nitrogenmonoxide is mixed
so quickly that it reacts almost exclusively with the fresh reaction solution. However,
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if the mixing time is longer than the reaction time necessary for the second reaction,
the second reaction step may occur as it happens within the smaller capillary [38].

3.3 Analyzing Wake Structures at Taylor Bubbles Using
Lagrangian Coherent Structures

The progress of chemical reactions is determined by the interplay of the timescales
of mixing tmix and the timescales of the chemical reaction treac. This has long been
known and can be decribed by the Damköhler number for reactions formed by the
ratio of both

Da = tmix

treac
. (11)

If mixing is slow and this number is very large, the reactant can be treated as a
passive tracer that is already reacted when advected. If the number is very small, then
a perfect mixture of the liquid can be assumed and the whole liquid reacts at once.
A more complex picture is drawn whenever the mixing timescales are of the same
order as those for the reaction and Da = 1. Then the interaction of both dynamical
systems is less predictable and a detailed understanding of the local mixing and
its timescales is relevant. In this section, the transport within the wake of Taylor
bubbles is analysed for three different channel sizes as presented in Fig. 10. To
this end, PIV data of fluorescent particles are analyzed to obtain spatiotemporally
resolved velocity fields in which the pathlines of passive tracers are integrated. From
this pathlines the detailed mixing structures of the bubble wake can be obtained.
For the illumination of the PIV particles (Polystyrol dP = 3.16 μm, Microparticles
GmbH), a green laser light sheet (Nd-YLF laser, λ = 527 nm, Darwin Duo 527–
100 M, Quantronix/Continuum) is introduced perpendicular to the field of view of
a high speed camera (pco.dimax HS2, PCO AG). The images are recorded with a
frame rate of f = 600 fps, while the field of view was A = 11.49 × 30 mm2 resulting
in a resolution of 35 μm pix−1. The velocity fields are evaluated using the software
PIVview 2C 3.63 (PIVTec GmbH, multipass). The exact details of the PIV settings
are reported in [31, 32].

To analyze the local mixing, we rely on recent developments in Lagrangian trans-
port analysis stemming from dynamical systems theory. The so-called Lagrangian
coherent structures (LCS) methods extend the concept of fixed points and
stable/unstable manifolds in time independent velocity fields to unsteady flows. Here
the finite time Lyapunov exponent (FTLE) and the hyperbolic LCS are determined.
The FTLE fields provide information about the Lagrangian stretching/contraction
rates at every point of the flow � for a finite time interval t ± τ and are defined as

�±(x0, t, τ ) = 1

τ
ln

(√
λmax (x0, t, t ± τ)

)
(12)
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Fig. 10 a Instantaneous velocity fields from PIV/LIF experiments behind a Taylor bubble for
different capillary sizes. b Lagrangian coherent structure (LCS, red line) in the wake of a Taylor
bubble (Dh = 7 mm) separates the tracers that become entrapped behind the bubble (yellow) from
those that are flushed away (green) [31]

where λmax is the largest Eigenvalue from the Cauchy-Green strain tensor Ct+τ
t (x0)

that maps the square of an initial small perturbation to a trajectory at time t to its final
value at a time t + τ as introduced in [39]. The stretching rate and the forward FTLE
values are high where particles separate strongly in the future, while the contraction
rate and the backward FTLEvalues are high,where particles previously far apart have
come together. Themost repelling and attractingmaterial lines in theflowcanbemore
rigorously determined using the hyperbolic LCS theory, where additionally to the
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stretching and contraction rates also the stretching/contraction directions are taken
into account to determine the most repelling/attracting lines in the tracer fields [40,
41]. The hyperbolic LCS are determined using the freely available matlab toolbox
LCS-tool [41]. Figure 10a shows the instantaneous velocity fields from which the
pathline integration for the LCS detection was performed.

For the intermediate capillary sizeDh = 7mmand, thus, intermediate rise velocity,
a coherent LCS structure is found for an integration time of τ = 0.2 s (out of ~2 s of
experiment until the bubble changed its behavior). The red LCS depicted in Fig. 10b
separates the vortical structure in the direct bubble wake from the fluid that passes
the vortices by with a velocity faster than the mean superficial velocity ahead of
the bubble. The red repelling LCS coincides with the horseshoe like structure in
the FTLE fields where FTLE values are high. The colored points in Fig. 10 depict
the numerically advected tracers in the flow field at different time instants to show

Fig. 11 a Mean local residence time distribution in the wake of Taylor bubbles. White areas
indicate regions where no tracer has left the field of view and no residence time can be determined.
b Histogram over all tracers. A tail is observed for the Dh = 6 mm capillary (red ellipse) indicating
regions with long residence times [34]
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that the LCS is truly repelling. The yellow tracers get entrapped into the vortices
while the green tracers are rapidly flushed away. In this way tracers on the bubble
side of the red line are trapped behind the bubble. To further study the indication
of this coherent structure, the residence times of the tracers in the field of view are
calculated for all three bubbles (Fig. 11). A clear peak of long residing tracers is
found for the intermediate capillary size (Dh = 7 mm). The region coincides with the
detected LCS and, thus, confirms its importance as a transport barrier. The gradients
of the residence time distributions are much sharper for the intermediate case then
for the other two cases, where more smooth distributions are observed. A histogram
of the same data in time (Fig. 11b) reveals an unexpected phenomenon occurring
due to the red LCS: The residence time distribution has a tail towards longer times
in the intermediate capillary experiment. This seems counterintuitive at first, since
the mean liquid velocity increases by a factor of f ~ 3.6 from the Dh = 6 mm to the
Dh = 7 mm capillary and therefore the residence time should decrease. This finding
shows the importance of obeying and controlling possible coherent structures in
chemical reactors because they can drastically change expected residence times due
to backmixing.

A possible competitive-consecutive reaction in this flow might exhibit increased
side product formation and a break down in selectivity because the first (desired)
product recirculates close to the bubble where gas is largely available to form the
second (undesired) product. For the largest capillary diameter (Dh = 8 mm) the
rapid flow around the bubble increases mixing and disturbs the vortices coherency.
Therefore, less backmixing result that brings liquid into contact with the gaseous
phase again and a higher selectivity of a competitive consecutive reaction might
occured, if the timescales of the reactions are in the right order of magnitude.

3.4 Mass Balance for Wake Structures in Taylor Flows

The Taylor bubble experiment facilitates the simultaneous observation of the bubble
and its wake due to the confined bubble motion in the focal plane of the camera.
This effect and the high rotational symmetry enables to compare the volume of
gas transferred from the bubble to the liquid by two complementary measurement
techniques, namely measurements of the dissolved gas concentration by LIF and the
measurements of bubble volume reduction by bubble boundary detection. For this
study carbon dioxide gas in deionized water is used. To visualize the dissolved CO2

by means of LIF a pH sensitive dye (Acid Yellow 73, F6377 Sigma Aldrich/Merck)
in preparation of a c = 10 mmol L−1 solution is applied and the liquid temperature
is kept constant at TL = 298 ± 1.0 K. The reduced brightness of the dye due to
dissolved carbon dioxide was calibrated after intense purging with carbon dioxide
and subsequent degassing. The carbon dioxide concentration within the solution is
monitored using a pCO2 mini device with sensor spots (PreSens GmbH). A double
exponential function
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cCO2(int) = a exp (b int) + c exp (d int) (13)

is fitted to about 20 calibration pair points (CO2 vs. grey scale) for every pixel in
order to take the different local light settings and sensitivities of the pixels on the
camera chip into account. The resulting two-dimensional calibration matrices A,
B, C and D where stored and recalled for determination of the actual CO2 values
during measurements in the wake of the Taylor bubble. Especially for fast rising
bubbles in a Dh = 7 mm capillary, as shown in Fig. 12, where counter diffusion
can be neglected, the mass balance in between the two methods coincides well and
is exact within 5%. The reduction of the bubble volume is measured by manually
detecting the bubble boundary at two different timestamps (t1, t2) and calculating the
absolute difference inmol assuming rotational symmetry [30] which turned out to be,
	M1,2 = 2.73×10−6 mol. This reduction is compared to the totalwake concentration
from LIF assuming again rotational symmetry and using angular integration of the
concentration of half of the wake as described in [42] where the final absolute mol
value was determined to be MC = 2.84 × 10−6 mol. Therefore, the ratio of both

Fig. 12 LIF images of a Taylor bubble wake structure for Dh = 7mm. Dark areas below the bubble
indicate high concentrations of dissolved CO2 due to a pH sensitive dye. a Initial bubble position
at t1, b final bubble position at t2, c wake carrying liquid passed during the time interval t2 − t1,
d mass balances from bubble volume reduction and from the integration of the concentration wake
matching up to 5% deviation [42]
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measurements is 	M1,2

MC
= 0.96. This extraordinary agreement shows the potential of

Taylor bubble wake concentration measurements of dissolved gas using planar LIF.

4 Local Mass Transfer Measurements at Ascending
Bubbles

For free ascending bubbles the situation gets even more complicate compared to the
confined steady flow around a Taylor bubble that enables reproducible experiments
and detailed investigations. Small spherical bubbles are following a straight vertical
rising path and the mass transfer at their interface is following more or less the film
theory [1, 6, 43, 44]. Because of its rotational symmetry, only a single plane of the
flow and concentration field can be investigated to get an entire view of the mass
transfer situation. Such kind of experiments on local mass transfer phenomena at
rising bubbles have already often been performed by using p-LIF [43, 45–47]. If the
bubbles get larger and non-spherical, a more complex three dimensional rising path
aswell as flow and concentration field have to be expected. In this case, a reproducible
rising pass can be achieved by the use of a hypodermic needle as sparger [23] and a
time series of planar LIF images can be reconstructed to a pseudo-threedimensional
image of the flow and concentration field. In case of larger wobbling bubbles with
dynamic shape oscillations and therefore complex boundary layer geometries and
unsteady three dimensional concentration fluctuations, the more sophisticated Time
Resolved Scanning Laser Induced Fluorescence (TRS-LIF) is necessary [29, 48–53]
to image all information’s about the flow and concentration field instantaneously.

4.1 Experimental Setup and Methods

The basic flow scheme used for the p-LIF and TRS-LIF measurements is shown in
Fig. 13.Themainpart is themeasurement cellwith a cross sectionofA=15×15cm2,
made of stainless steel and glass, allowing an optical access from all directions. For
the accurate investigation of the localmass transfer at rising or interacting bubbles, the
generation of bubbles with reproducible shapes and trajectories is necessary. This can
be achieved by using a hypodermic needle as an orifice for the bubble formation. The
certain shape of the needle forces a deformation of the bubble interface at the exact
same position. This yields a highly reproducible bubble shape and rising trajectory
[54]. The bubble size mainly depends on the orifice and the adjusted flow rate, which
needs to be adjusted very accurately.Within all experiments the flow rate is controlled
by an injection valve and a function generator [55]. The pre-pressure is controlled
by a precision pressure regulator. The hypodermic needle is placed rotatable within
the center axis at the bottom allowing the adjustment of the trajectory e.g. for a
well-defined trajectory and point of impact with a second bubble. The lid contains a
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Fig. 13 Basic setup for mass transfer investigations with a injection valves, b flow scheme and
c measuring cell [23, 56]

linear slide unit, enabling the positioning of a second bubble, if needed by attaching
a capillary. The measurement cell is connected to a desorption column supplying the
cell with oxygen free solution, if desired. The oxygen concentration and temperature
within the measurement cell and desorption column is constantly monitored with a
sensor probe (PreSens) to ensure an oxygen free solution and a constant temperature.

4.1.1 Experiments on Rectilinear Rising Bubbles by Means of p-LIF

For the investigation of the interplay between mass transfer and chemical reac-
tion at rectilinear rising bubbles and the determination of the influence of inter-
face deformation by bubble bouncing, the p-LIF measuring technique is used
(Fig. 14). For the p-LIF measurements, oxygen bubbles with a diameter range of
dB = 0.5 – 0.9 mm are generated according to Kück et al. [57]. To visualize the
local mass transfer, ρ = 30 mg L−1 of the oxygen sensitive dye Dichlorotris(1,10-
phenanthroline)ruthenium(II)hydrate is added to the deionized water. The fluores-
cence of the dye is quenched in dependency to the oxygen concentration. This allows
the correlation of the grey values to the oxygen concentration using the Stern–Volmer
correlation. For the investigation of reactivemass transfer, additionally sodium sulfite
and ρ = 16 mg L−1 of the catalyst cobalt sulfate is dissolved in deionized water.

The fluorophore is excited by a pulsed Nd:YLF laser with a wavelength of 527 nm
(Continuum®), pulse width t < 210 ns and at a repetition rate of f = 1 kHz. The laser
beam is widened by a light sheet optic. The emitted light is recorded with a PCO
Dimax HS2 camera at a frame rate of f = 1000 fps, positioned perpendicular to the
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Fig. 14 Scheme of the experimental setup for the rectilinear bubble rise and the bubble bouncing
using p-LIF [56]

light sheet. The camera chip is protected by a bandpass filter with a center wave
length of λ = 590 ± 2 nm. To visualize the physical and reactive mass transfer it is
necessary to provide an oxygen free environment and solution. Therefore, the entire
setup and reaction solution is purged with nitrogen for t = 30 min and the oxygen
concentration is monitored [23, 56, 58].

For the quantitative analysis of the recordings, a post processing of the images
is required, due to the non-uniform illumination. To obtain reliable concentration
information, a background correction basedon theworkofDani is performed [59].By
recording a short sequence of images from the oxygen desorbed solution an averaged
background image is computed. The recorded raw image of a bubble is shown in
Fig. 15a. The raw image divided by the background image results in the corrected
images (Fig. 15b). Since high speed recordings are performed, the background noise
is reduced by averaging of the recorded sequences as shown in Fig. 15c. Therefore,
the already corrected images were processed using MATLAB® with an automatic
edge detection and the bubble center was specified. The bubble center is then used
to adjust the region of interest (ROI), so that the bubble center is always placed at
the same position. The resulting ROI images are again averaged to obtain one image
with a low noise information. Nevertheless, sub-pixel shifts of the bubble center are
not compensated, yielding a light blur [23, 58].

To gain a more profound understanding of the influence of bubble–bubble inter-
actions like bubble bouncing on the local mass transfer the setup displayed in Fig. 14
is used. The camera and laser settings are the same than for the investigations of
the rectilinear bubble rise. Therefore, a N2 bubble is fixed at the upper capillary and
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Fig. 15 Processing sequence of the raw images (a) resulting in the corrected image (b) and the
averaged image (c) according to Timmermann [23, 58]

the oxygen concentration profile of the rising and impacting O2 bubble is visualized
using LIF. Like the hypodermic needle at the bottom, the capillary is connected with
an injection valve to ensure reproducible bubbles. The upper N2 bubble is gener-
ated t = 100 ms ahead of the rising O2 bubble to allow an unimpeded generation.
The camera recordings are controlled by a light barrier to allow an ideal use of
the camera data storage. To enable the investigation of reactive mass transfer while
bubble bouncing, the same oxygen free environment as already described is estab-
lished. As the timescales of the oxidation of sodium sulfite can be adjusted fairly
easy over a broad range, this reaction is again used as a model system [23, 56].

4.1.2 Experiments on Wobbling Bubbles by Means of TRS-LIF

To overcome the limitations of the planar LIF that restricts the investigations to
linearly rising and fixed bubbles, a new setup was developed using a very fast scan-
ning approach inspired by scanning particle image velocimetry firstly introduced
by Brücker [48] and custom designed by the ILA5150 GmbH. The Time Resolved
Scanning Laser Induced Fluorescence (TRS-LIF) is shown in Fig. 16.

The planarLIF setupwith a cylindrical focus lens right behind the light sheet optics
(2) that widens the beam from the laser (1) was modified adding a rotating mirror
(3). The synchronization of the polygon rotation and the laser pulse emission can be
adjusted to vary the number of light sheets, the volume scan rate and the light sheet
distances. The rotational speed of the polygon is limited to 10,000 rpm≈ 166.667 Hz
while the maximum pulse rate of the laser is f = 20,000 Hz. Here, the polygon
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Fig. 16 Sketch of the experimental setup of TRS-LIF. A rotating mirror is introduced which spins
with a tuned frequency such that successive laser pulses hit neighboring facets of the mirror under
slightly different angles to produce a series of close-by light sheets (as shown exemplarily for a
large inter-light-sheet distance at the top left corner)

rotation was set to its maximum. An additional laser and a photodiode which detect
the actual rotation speed of the polygon mirror act as the master trigger for the
high-speed laser and the cameras, assuring, that after each volume scan all signals
are synchronized. The single light sheets were adjusted to an approximate minimal
thickness of 0.5 mm. Using a number of N = 40 light sheets and a laser pulse
rate of f = 6400 Hz the light sheets lay arbitrarily close together as was monitored
by a second high-speed camera of the same type (pco.dimax HS2 using a 50 mm
Zeiss Makro-Planar objective). Both cameras were triggered with the same signal
as the laser and image recording was, thus, synchronized to maximal laser light
intensity. Again, the same ruthenium solution as an oxygen sensitive dye was used
as in the planar LIF case and the emitted fluorescent light was recorded using the
same bandwidth filter. However, the calibration procedure deviates largely from the
one used in planar fluorescence and is, therefore, explained in some detail here. The
procedure is as follows: after the recording of a rising bubble the setup is flushed
alternately with oxygen and nitrogen to obtain a well-controlled state with a stable
oxygen level. Seven different oxygen levels were recorded in between c = 0 and
23 ppm. As described above, the oxygen level is constantly monitored using an
oxygen sensor spot (PreSens GmbH). Only after reaching a constant level of oxygen
and by assuring visually that no concentration gradients are left in the solution the
calibration measurements are recorded. By performing six volume scans at each
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concentration level, six distinct calibration images for every single light sheet are
obtained at each concentration. These six images for each light sheet are averaged
and stored in a multidimensional matrix M(l, k,m, n) with indices (m, n) being
the image pixels spanning the recorded field of view while k denotes the number of
concentration levels and l the number of light sheets. From this matrix an exponential
fit according to Eq. (14) is performed for each pixel in the light sheet.

c = a exp(b int) (14)

This accounts for different sensitivities of the camera pixels and locally varying
light sheet intensities. Here, c is the measured concentration from the sensor spot
reading and int is the greyscale intensity from the pixel recording of the camera. This
yielded two different calibration matrices A(l,m, n) and B(l,m, n) from which the
oxygen concentrations in mg L−1 in the wake of the rising bubbles were calculated.

Furthermore, due to defects in the rotating mirror and thickness variations in
the container glass the TRS-LIF images are additionally altered by a horizontally

Fig. 17 a The raw image of a laser light sheet hitting the rising oxygen bubble just shortly behind
the second inflection point [53]. b Using a pixel- and sheetwise calibration procedure the oxygen
concentration of the bubble wake can be calculated. c Amanually chosen mask indicates where the
bubble reflection alters the recorded concentrations. The left profile of the stripy pattern is subtracted
from the images where the mask equals one while, where the mask is zero, the profile is subtracted
from the other border (here right side). d The finally recovered wake concentration of one single
TRS-slice. e Exemplary experimental fit for one pixel to derive the calibration parameters a and b
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orientated stripy pattern. Most likely, this pattern occurs because of attenuated laser
intensity due to defects in the rotating mirror. Since the mirror speed is fluctuating
slightly the laser does not visit the very same spot periodically and the resulting stripy
pattern does never repeat exactly. These stripes bias the concentration values and are
hindering to the reconstruction of the bubble wake. Therefore, to reduce the effects
of the stripes the knowledge about the boundary conditions of the experiments are
considered. Right after stripping, there is still zero oxygen level on both sides of
the bubble trajectory therefore a vertical reference profile is taken from the left or
right edge of the recorded image and subtracted everywhere in the picture. However,
the stripes are not entirely perpendicular to the image boundaries as the camera is
slightly tilted. To subtract the reference profile from the obtained image, the image
needs to be slightly rotated, ensuring the occurring stripes are perpendicular to the
boundaries at any time. This procedure works well as long as the light sheet does
not hit the bubble. In this case, the bubble reflects the laser light randomly. In these
cases (around 5–7 images in one volume scan) a customized algorithm allows for
a manual definition of the brighter region in the raw images from which then the
reference profile from the image edge within this region is subtracted (the whole
procedure is depicted in Fig. 17).

4.2 Experimental Results

4.2.1 Reactive Mass Transfer at Rectilinear Rising Bubbles

A typical result for an oxygen bubble rising rectilinear in water with mass transfer
and rising in a sodium sulfite solution with reactive mass transfer is shown in Fig. 18.
The three left images of Fig. 18 show the physical mass transfer and the three right
images the reactive mass transfer. In Fig. 18a it can be observed, that the wake of
the oxygen concentration directly behind the bubble is broader and starts to elongate
shortly after, leaving a linear concentration wake behind the bubble. This behavior
has been already described in literature [60] and is confirmed for Reynolds numbers
between Re = 39 and 82.

The oxygen concentration field is visualized for different sodium sulfite concen-
trations at bubbles of a similar size and rising velocity. However, it needs to be
noted, that in accordance to literature [1, 61] the rise velocity is influenced by the
dye, contaminating the system. Thus, the rising velocity is higher than in a fully
contaminated system, but lower than in a slightly contaminated one. Therefore the
mass transport is realistically similar to that of a rigid sphere and the contamination
caused by the dye needs to be considered in numerical approaches [23].

To determine the mass transfer coefficient, the qualitative data needs to be eval-
uated and converted into a molar flow rate Ṁ . The analysis is based on the work of
Kück et al. [18, 45, 57] and Jimenez et al. [46].

The evaluation of the transferred mass is performed only for the physical mass
transfer, since the amount of oxygen consumed by the reaction cannot be determined.
The mass flow rate of oxygen
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Fig. 18 Influence of bubble size and sulfite concentration on the oxygen concentration as pseudo
color image [23, 58]

Ṁ = V̇ · cO2 (15)

is defined as the product of the volume flow rate V̇ and the concentration of oxygen
cO2 . While the oxygen concentrations result from the LIF measurements [18], the
volume flow rate is approximated by assuming that the liquid velocity wL within the
wake equals the rise velocity of the bubble vB [45]. By solving the surface integral in
cylindrical coordinates and balancing the concentration with the considered plane,
the transferred mass is determined. Additionally, due to the rectilinear bubble rise
it can be assumed that cO2(ϕ) is constant [18]. Considering all simplifications and
assumptions, the mass flow rate is calculated by

Ṁ = 2πvB

R∫
r

cO2(r)rdr (16)

enabling the calculation of the mass transfer coefficient kL by

kL = Ṁ

πd2
B · (

c∗
O2

− c02,bulk
) (17)
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Fig. 19 Comparison of the experimental and numerical determined mass transfer coefficients with
correlations from literature [23]

with the saturation concentration c∗
O2

at the interface and the bulk concentration
c02,bulk . The mass transfer coefficients calculated through integration of the oxygen
concentrations in the lateral planes in dependency of the distance to the bubble
is displayed in Fig. 19. The calculated mass transfer coefficients agree well with
the correlation of Frössling [62] for rigid particles in combination with the rise
velocity according to Tomiyama [61] for contaminated systems, proving the surfac-
tant behavior of the dye. In addition, there is an excellent agreement of the experi-
mental results, the numerical approaches of the group of Prof. Bothe, TU Darmstadt
and the correlation of Frössling [57, 62].

The determination of mass transfer coefficients by means of high-speed p-LIF
yields excellent results in case of rectilinear rising bubbles. Based on the averaging
procedure of several ROI images, the signal-to-noise ratio is significantly improved,
allowing a more accurate determination of mass transfer compared to [18, 46, 57].
Additionally the p-LIF technique allows a precise determination of bubble diameters
and velocity [23].
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4.2.2 Reactive Mass Transfer at Bouncing Bubbles

To understand themass transfer enhancement caused by bouncing and chemical reac-
tions in bubbly flows, the local mass transfer and oxygen concentration distribution
is visualized by means of p-LIF as described in Sect. 4.1.1. Figure 20 shows the
oxygen concentration field in the wake of a helical rising ellipsoidal bubble, with an
equivalent diameter of deq,V ≈ 2.0 mm and a rising velocity of vB ≈ 320 mm s−1

for physical and reactive mass transfer. As the fluorescence signal becomes weaker
with increasing oxygen concentrations, the darker regions are indicating directly the
presence of oxygen. The first image (a) shows a saturated concentration wake behind
the bubble. In the second and third image a medium reaction rate is superimposed
by adding sodium sulfite and the oxygen concentration is getting consumed by the
reaction. Therefore, only within the regions of a rapid mass transfer oxygen remains
detectable in the bulk. However, the concentration field looks very similar in both
cases, indicating a similar reaction rate as well. If the sodium sulfite concentration is

Fig. 20 Top qualitative oxygen concentration field around free rising bubble with superimposed
Na2SO4 reaction; bottom left oxygen concentration field 30 and 60 ms after bouncing of a mechan-
ically fixed bubble (1) and rising bubble (2) with physical (a, b) and reactive mass transfer (c, d);
bottom right model concept for the influence of bouncing on mass transfer [23, 56]
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further increased, the reaction rate is faster than the mass transfer rate and the oxygen
is consumed immediately at the boundary layer, so that no oxygen remains visible.

For studying the impact of bubble bouncing on local mass transfer, a nitrogen
bubble is fixed in the field of view and within the rising trajectory of an oxygen
bubble. Themean equivalent diameter of the fixed bubbles is deq,V = 2.42± 0.06mm
and deq,V = 2.03± 0.05mm for the rising bubbles, which have amean rising velocity
of vB = 31.8 cm s−1. A set1 of the resulting images is displayed in Fig. 20 on the
bottom left. Again physical (a, b) and reactive (c, d) mass transfer are compared
at t = 30 ms and t = 60 ms after bouncing. In case of physical mass transfer, an
oxygen eddy is formed after the impact by the detached wake and is dissipating over
time. At reactive mixing, the detaching wake is forming an eddy with high oxygen
concentration that is getting consumed by the chemical reaction [56].

The detachment of the wake structure and the formation of the eddy indicate that
bouncing causes a higher mixing intensity in the close proximity to the bubbles. In
addition, the deformation of both boundary layers becomes visible. The deformation
causes further detachments of smaller eddies at the rising bubble after the colli-
sion, likewise contributing to the mass transfer enhancement as already described
by Glaeser [44]. This is especially important for parallel-consecutive reactions,
where the product formation and distribution and, therefore, yield and selectivity
are determined by the degree of mixing [53, 56].

On the basis of the experimental data, some phenomena are identified, allowing
the development of a model concept for rising and colliding bubbles, presented in
Fig. 20 on the bottom right.While there is no reaction superimposed and the bubble is
rising, the concentration wake is maximally saturated and the oxygen is mixedwithin
the bulk phase primarily by diffusion. As soon as the bubble is bouncing into another
bubble, the concentration wake detaches and eddies are formed inducing an area of
increased mixing into the bulk phase. As a result from the collision, the interfaces of
the bubbles and with it the boundary layers are deformed, contributing to the mixing
of the bulk phase. Since the stable appearance of the rising bubble is an ellipsoid, the
shape oscillation is damped and the boundary layer deformation is reduced, meaning
no additional eddies are detaching from the bubble. A qualitative evaluation about
the influence of bubble bouncing and the dependency of the collision frequency can
be found in [56].

Nevertheless, due to the three-dimensional rising behavior and resulting complex
boundary layer effects, a mass balance for oxygen cannot be obtained by the two-
dimensional measurements. Therefore, further experiments aiming for the three-
dimensional concentration fields need to be obtained, to provide the necessary
information for numerical approaches and the development of amathematical model.

1 The video sequences are available in the supporting information of [55].
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4.2.3 Three Dimensional Mass Transfer at Free Rising Wobbling
Bubbles

The experiments shown in this section concern the concentration wake of a freely
rising oxygen bubble of an equivalent diameter of dB = 2.63mm± 0.05mm resulting
in a typical helical rising path. For the analysis the focus lies on the bubble trajectory
right after the first inflection point, at which the direction of movement of the bubble
is changing from the linear into the helical path. The position is indicated in the sketch
on the right of Fig. 21 similar as reported in [47] as, here, the maximal deceleration
and therefore interesting wake structures are expected. Due to the formation of the
bubbles using a hypodermic needle of dN = 0.5 mm diameter as described above, the
rising paths of the bubbles are largely reproducible. However, measurements with
Time Resolved Scanning Particle Image Velocimetry (TRS-PIV) in the same setup
show, that the bubble repetition rate of f = 1 Hz is still too fast and that the liquid has
not fully settled to zero velocity in between two consecutive bubbles (not shown).
The repetition rate should, thus, be chosen smaller in follow-up studies but it must be
considered that one cannot get arbitrarily slow because other unwanted effects such
as diffusion of nitrogen gas from the oversaturated solution into the needle might
occur resulting in bubbles of gas mixtures. An effect on oxygen concentration was

Fig. 21 The three-dimensional concentrationwakeCO2 of a freely rising ellipsoidal oxygen bubble
reconstructed from the TRS-LIF measurements and elaborated calibration (left). Two shedding
vortices are recorded in the bubble wake before the second inflection point of the bubble rise. High
oxygen concentration is confined to the regions of high vortical motion. The measurement section
is depicted in the sketch on the right [53]
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observed qualitatively, since, after nitrogen purging the first two bubbles sometimes
showed only a very faint wake. After the elaborate image processing described in
the experimental procedure above, the wake structure can be reconstructed three-
dimensionally as shown in Fig. 21.

Here the voxels have a size of V = 0.042 × 0.042 × 0.5 mm3. Two typical
horseshoe like structures are distinguishable, similar to those described byHuang and
Saito [47] for a mean wake of several CO2 bubbles rising in clean and contaminated
water. However, in the current study no binarization of the concentration fields was
performed to obtain the wakes but a direct calibration and some image correction as
elaborated above. Further, for the first time, these structures and their concentration
distributions are quantitatively analyzed from single bubbles. The spatial resolution
is thereby around five times coarser then claimed in [47] and is limited by the light
sheet thickness. It is, thus, very likely that fine structures of less than a voxel size are
missed, which are reported to exist in the vicinity of the second inflection section.
The two typical horse-shoe like structures that are detected further rise upwards,
since they are entrained by the bubbles rise. It can be clearly seen that the oxygen
concentration is highest inside the vortex cores and that the concentration almost does
not decrease during the successive time steps. This finding suggests that the vortices
have a stabilizing effect and might locally prevent the dissolved oxygen frommixing
with the surrounding fluid. Further analysis, e.g. of the amount of total transferred
oxygen concentration in the wake in time remains to be calculated. Also, more
bubbles need to be analyzed to be able to compare thefluctuations in betweendifferent
experiments. The results further suggest that spots of high oxygen concentration form
that stay “coherent” during a considerable amount of time (seconds) and prevent the
dissolved oxygen from mixing. This could potentially affect chemical reactions that
depend on the concentration of the dissolved gas.

5 Conclusion and Outlook

In this project, three experimental setups have been developed and successfully
implementedwhich all three provided new insights into the complex interplay of fluid
dynamics, mass transfer and chemical reactions. By applying the guiding measure
“SuperFocusMixer”, it is possible to determine the intrinsic kinetics of the oxidation
of sodium sulfite acting as a model reaction and the oxidation of a copper complex
yielding a thermally sensitive bis(μ-oxo)dicopper intermediate. Especially the deter-
mination of the intrinsic kinetics at the second reaction shows that the SuperFocus
Mixer is a helpful tool working under ambient conditions, supporting already estab-
lishedmethods as the stopped flowmethod, allowing the evaluation of fast gas–liquid
reactions with a low demand of chemicals and effort. Moreover, the results obtained
are a valuable basis for numerical approaches, which have been conducted by the
working group at the TU Dortmund, proving the experimental findings [26].

The Taylor bubble experiments, already known from the SPP1506, were success-
fully extended to reactive flows and proved to be able to visualise and quantify the
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influence of mixing on yield and selectivity. The investigation of the already known
copper complex, studied bySchurr et al. [28] in the SuperFocusMixer, show the influ-
ence of the mixing behavior in the wake of a bubble. Those results are supported by
the measurements of an aqueous ammonia test system, showing the similarities of
the wake structures and the formation of the reaction product, by means of backlight
imaging and PIV-LIF measurements [30]. Furthermore, it is possible to describe the
wake structures occurring behind theTaylor bubble bymeans ofLagrangianCoherent
Structures. The Taylor bubble experiments are concluded by the visualization of the
main productMNICand the side productDNICof a competitive-consecutive reaction
by applying imaging UV/VIS spectroscopy [31]. The results of those measurements
are showing that the influences of the mixing time scales are of great importance,
if they are much faster than the time scale of the second reaction step, shifting the
selectivity towards the first reaction product MNIC [38].

Within the last experimental stage, the local mass transfer at freely ascending
bubbles superimposed by a chemical reaction is studied, the influence of bubble–
bubble bouncing is quantified and a suitable model for the bubble bouncing is
conducted [56]. In order to visualize the unsteady concentration field around dynam-
ically wobbling bubbles the Time Resolved Scanning Laser Induced Fluorescence
(TRS-LIF) has been developed, allowing the investigation of threedimensional
bubble wakes [53].

In summary, it can be concluded, that the results of this project provide new
and deep insights into the complex interplay of mixing, mass transfer and chemical
reactions. The project established new tools for the detailed investigation of reactive
bubbly flows. In the future, the influence of the mixing on yield and selectivity,
which has been proved within the well-defined Taylor bubble setup need to be further
quantified and transferred into a setup with freely ascending bubbles. Furthermore,
the TRS-LIF setup opens up new opportunities to investigate structures in the wake
of rising bubbles in a quantitative manner.
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Experimental Characterization
of Gas–Liquid Mass Transfer
in a Reaction Bubble Column Using
a Neutralization Reaction

Katharina Zähringer and Péter Kováts

Abstract The bubble column developed at Otto-von-Guericke-Universität Magde-
burg (OVGU, AG Zähringer) was intended to facilitate the detailed characterization
of a bubble column with a quick neutralization reaction as an interesting limiting
case. The model column used for this purpose had a volume of about V = 12 L and
a modular injection system for the production of bubble chains and a bubble curtain,
consisting of four bubble nozzles. Exclusively optical measurement techniques have
been used to measure bubble sizes, velocities and aspect parameters, as well as liquid
velocity and concentration of the transferred component. The reaction examined in
this column was the absorption of CO2 from the bubbles to the slightly basic liquid
phase. The pH-change in the liquid phase could then be monitored by a laser induced
fluorescence technique, called Two-Tracer LIF, involving two different tracer dyes.
One of these dyes traces the pH-change, the other stays passive and images the
lightening situation in the column, including bubble shadows and reflections. This
“live-background” allows then for the correction of the pH images. The knowledge
of bubble parameters, liquid velocity and pH-fields enables the calculation of further
quantities like mass transfer coefficient and volumetric mass transfer coefficient.
These kinds of measurements have been executed for a variety of parameters like
gas flow rate, filling height, increasing liquid viscosity or decreasing liquid surface
tension. The results, used also for validation purposes of numerical calculations in
partner groups (see Chapters “Euler-Euler Modeling of Reactive Flows in Bubble
Columns”, “Multi-scale Investigations of Reactive Bubbly Flows” and “Chemical
Reactions in Bubbly Flows”), are made available for interested research groups in a
data-base accessible under https://www.lss.ovgu.de/Info/Downloads.html.
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1 Experimental Setup of the Bubble Column

Since optical measurement techniques should be employed, a completely transparent
three-dimensional bubble column was constructed. It consists of an acrylic glass
cylinder with a thickness of 4 mm and was surrounded by a rectangular acrylic box
for refractive index matching (Fig. 1 left). It has a diameter of D = 0.14 m and a
filling height of H = 0.73 m, that gives a volume of V = 11.5 L and an aspect ratio
of H/D = 5. The outer rectangular box was filled with the working fluid, generally
deionized water, but also in some experiments with solutions of water-glycerol-
surfactant mixtures. This allows for the correction of refraction, occurring on curved
walls, when optical measurement techniques are used. The interchangeable bottom
of the bubble column (Fig. 1 right) can be equipped with a single nozzle gas outlet
or a bottom with 4 in-line nozzles, which are spaced by x = 2.2 cm. The nozzles are
made from stainless steel capillaries with an inner diameter of d = 0.25mm. Through
these nozzles, bubbles with a diameter of about dB = 2–4 mm are produced.

In this column the absorption of CO2 in a deionized water–NaOH solution has
been examined, where NaOH is only used to increase the initial pH value in the
column to pH ≈ 9, that is necessary for the fluorescent tracer reaction used here to
start (see 2.2). CO2-gas with a purity of 99.5%was supplied from a pressurized bottle
into the initially stagnant liquid phase. The flow rate of the CO2 gas was set through
a rotameter to values between V̇G = 3.5 and 10 l/h. This corresponds to superficial

Fig. 1 Bubble column with rectangular box for refractive index matching (left). Modular column
bottom for different bubble generation configurations (right)
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gas velocities of jG = 6.14 × 10−5 to 1.75 × 10−4 m/s. With the present sparger and
flow settings homogenous bubbly flows were achieved. The four nozzle setup had a
maximum gas holdup around 0.1%. This low gas holdup is crucial for planar laser
measurement techniques, because the higher the gas holdup, the bigger is the area
covered by shadows of the bubbles, where no information can be recorded. Another
important advantage of this homogeneous bubbly flow is, that bubble coalescence
or break-up were not observed. Therefore, all bubbles in the column are generated
originally within the gas sparger capillaries.

Other typical values of the bubbly flow in the column, calculated for an air equiv-
alent CO2 flow rate of V̇G = 8 l/h, that has been mostly used, are given in Table 1.
All measurements have been done at atmospheric pressure and room temperature.
Further details of the experimental setup can be found in [1–4].

The influence of viscosity and surface tension of the liquid was also studied in this
column [1]. For this, mixtures of 0, 25, 50, and 60 mass percent glycerol in deionized
water were used and combined with the surfactant sodium dodecyl sulphate (SDS) in
three different concentrations: c = 0.0, 1.9 and 5.69 g L−1. The physical properties
of these different mixtures are shown in Table 2. The values were obtained with a

Table 1 Main flow parameters in the investigated bubble column at V̇G = 8 l/h air equivalent CO2
flow rate

de (mm) dB (mm) CB (–) UB (m s−1) UB,mean (m s−1) f (s−1) VB (mm3) AB (mm2) vl (m s−1)

1.44–6.3 2.8 0.453 0.044–0.56 0.30 130–150 12.8 29.98 0.045

Dimensionless numbers

Reb Rec Web Wec Frb Frc Eo Mo Sc

724 6368 3.53 3.94 3.28 0.0015 1.08 2.56E−11 558.38

Table 2 Physical properties of water/glycerol/SDS mixtures

Glycerol conc (m%) Surfactant (g/l) ρ (kg/m3) μ (mPa s) σ (mN/m) log10(Mo) (–)

0 0 996.89 0.9 72.24 −10.7673

0 1.9 996.89 0.86 58.19 −10.5645

0 5.69 996.89 0.89 51.34 −10.3417

25 0 1057.7 1.78 69.45 −9.5569

25 1.9 1057.7 1.79 52.7 −9.1876

25 5.69 1057.7 1.82 50.79 −9.1106

50 0 1123.6 4.76 67.81 −7.8433

50 1.9 1123.6 4.78 49.29 −7.4204

50 5.69 1123.6 4.538 47.52 −7.4630

60 0 1150.7 8.752 66.51 −6.7704

60 1.9 1150.7 8.875 48.86 −6.3443

60 5.69 1150.7 9.286 44.8 −6.1527
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Malvern Kinexus pro+ rotational rheometer, and the pendant drop method, realized
with an in-house Matlab script.

2 Applied Measurement Techniques

The purpose of the measurements at OVGU AG Zähringer, was the acquisition of a
complete as possible data set of bubble parameters (velocity, size, aspect ratio), liquid
velocity and mass transfer (concentration of transferred component in the liquid) in
the three-dimensional bubble column. For this, optical measurement techniques have
been used.

2.1 Bubble Characterization with Shadowgraphy
and Particle-Tracking-Velocimetry

The aim of the shadowgraphy experiments was to gain information about the influ-
ence of different parameters, as liquid composition, filling height, surface tension
and viscosity on bubble size, form, motion, and rising velocity at different gas flow
rates. A typical experimental setup is shown in Fig. 2 (see also [1, 2, 4]). It consists
of two 4 Mpixel high-speed cameras (LaVision Imager pro HS 4M) with 2016 ×
2016 pixels and f = 1279 Hz maximal frame rate at maximal resolution (1 in Fig. 2)
fixed one above the other, in order to simultaneously record all bubbles over the

Fig. 2 Experimental setup
for shadowgraphy



Experimental Characterization of Gas–Liquid Mass Transfer … 313

Combination of two images 
and detection of bubble 
diameters and velocities

Bubble detection (a) and 
filtering (b), bubble size 

distribution (c)

Bubble velocities 
and trajectories

ba

Fig. 3 Shadowgraphy processing steps

entire height of the column (2 in Fig. 2), by keeping a sufficient spatial resolution for
bubble size determination. On each camera, a Micro 50 mm lens was mounted and
allowed for a final pixel-resolution of 0.15 mm/pixel. Two Dedocool halogen lights
(3 in Fig. 2) assure contrast-full background illumination. The light was diffused on
a white background, which was located on the back wall of the column and produced
a very homogeneous light distribution. For each parameter variation, several experi-
mental runs with up to 1000 pictures each were acquired at f = 100 Hz imaging rate
with DaVis software (LaVision).

Post-processing of the shadowgraphy images (DaVis 8.4 software from LaVision)
comprises first of all a geometrical calibration via calibration plates, background
correction and bubble detection (Fig. 3 left). After filtering (Fig. 3 centre a and
b), position coordinates and equivalent diameters (Fig. 3 centre c) are calculated,
as well as centricity parameters and orientation angles. After combining always two
successive images and using an additional PTV algorithm [5], the velocity and bubble
trajectories could be determined (Fig. 3 right).

2.2 Mass Transfer Measurements through
2-Tracer-Laser-Induced-Fluorescence

The reaction to be investigated in this reactor is the chemisorption of CO2 in a
stagnant basic water–NaOH solution (pH ≈ 9) (see Sect. 3). During this reaction,
the pH value is decreasing. In order to quantify and track this change optically,
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without being troubled by the shadows, that are produced by the rising bubbles
in a light sheet, the Two-Tracer Laser Induced Fluorescence technique (2T-LIF) is
used [6, 7]. The reactor is filled for this purpose initially with the liquid (de-ionised
water and NaOH, pH = 9) that contains also two fluorescent dyes. One of these
dyes (uranine) is changing its fluorescence intensity with the pH, the other (pyridine
2) stays passive. Both are imaged simultaneously, but separately, by two cameras
and appropriate optical filters. With the help of the passive dye, as a kind of live
background, reflections on the bubble surface, bubble shadows and the laser light
sheet inhomogeneities can be reduced drastically by dividing both images (see Fig. 4
from left to right). Both tracers can be separated by their fluorescence wavelength:
uranine fluoresces at λ = 550 nm, pyridine 2 at λ = 700 nm.

The experimental setup for such 2T-LIF measurements is shown in Fig. 5, here
in combination with simultaneous liquid velocity measurements via Particle Image
Velocimetry (PIV).On the front side of the column, two Imager-IntenseCCDcameras
(LaVision) (1 in Fig. 5) with a resolution of 1376 × 1040 pixels were installed for
2T-LIF. The cameras were equipped with appropriate lenses and, additionally, one
with a λ = 550 nm band-pass filter (�λ = 10 nm @ FWHM) for the detection of
uranine fluorescence, and the other with a λ = 705 nm band-pass filter (�λ = 30 nm
@FWHM) for pyridine 2 fluorescence. The tracer concentrations used here were c=
10–20 mg L−1 for uranine (CAS: 518-47-8; Acros) and c = 2 mg L−1 for pyridine-2
(CAS: 89846-21-9; Exciton), respectively. Both LIF-cameras were situated side-by-
side in front of a 50–50% beam splitter (3 in Fig. 5), that allows for the observation
of the same region of interest with very low perspective distortion and used for a
better overlapping of the fields of view during latter post-processing. With this setup,
pixel-resolutions of 0.15 mm/pixel were achieved.

(a) (b) (c)

Fig. 4 a Raw image from 1st camera imaging the pH-tracer uranine; b raw image from 2nd camera
imaging the inert tracer pyridine 2; c treated image after calibration showing the pH. Bottom part
of the column (100–320 mm)
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Fig. 5 Experimental setup
for simultaneous
2-tracer-LIF and PIV

For excitation of the two fluorescent tracers and simultaneously the PIV particles,
a two-cavity, frequency-doubled Nd:YAG laser from Spectra Physics (4 in Fig. 5)
was used with a wavelength of λ = 532 nm and an energy of E = 95 mJ/pulse.
The light sheet optics (5 in Fig. 5) expanded the laser beam to a field of view of
maximum 350 × 140 mm, with a sheet thickness of less than 0.5 mm. It crosses
the bubble column in the centre, along the line of bubble capillaries perpendicular
to the camera axes. The cameras and the laser were controlled and synchronized
by a timing unit and DaVis Software from LaVision. The image frequency was f
= 5 Hz for 2T-LIF and f = 3.33 Hz for simultaneous 2T-LIF and PIV. For each
parameter, several measurement series with up to 1000 images were taken, which
corresponds to a physical time of t = 500 and 333 s respectively. In order to obtain
a sufficient geometrical resolution, the full column height was divided into several
sections, which were monitored one after the other by moving the cameras and laser
light sheet to the corresponding height.

Post-processing of the images comprises first of all classical steps, like noise,
background and laser-sheet correction, geometrical calibration and dewarping of
the two simultaneously acquired images. This allows then to divide the uranine
fluorescence image, containing the pH information, by the live background pyridine
2 image. The result is converted into pH values by the help of a calibration curve,
which is established for each experimental run by recording the fluorescence of
fillings with different pH, controlled by aWTWProfiline 3320 Multi pH-meter. With
that, every pixel intensity on the 2T-LIF images can be associated to a specific pH
value (e.g. Fig. 6). A detailed description of the processing steps can be found in [1,
2, 4].
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Fig. 6 Example of a calibration curve for a 25 m% glycerol/water solution in the upper part of the
column. Intensity is given in arbitrary units (a.u.)

2.3 Measurement of the Liquid Flow Field by Means
of Particle Image Velocimetry

The liquid velocities in the column have been measured by Particle Image
Velocimetry (PIV). Depending on the parameters to be examined, different PIV
setups have been used, startingwith classical PIV using frame rates of f = 10Hz, over
simultaneous 2T-LIF andPIVat 3.33Hz, to high-speedPIV (HS-PIV) at 1000Hz. For
this, different camera, lens and arrangement combinations have been used. Details
can be found in [1–4, 8].

For simultaneous concentration and velocity measurements, the PIV camera was
located on the backside of the column (2 in Fig. 5) and equipped with a polarization
filter tominimize the reflections on the LIF cameras situated in front of it. Fluorescent
rhodamine-B doped PMMA particles (Microparticles GmbH, Berlin) with a mean
diameter of dP = 10 μm were used in all cases. These fluoresce at λ = 580 nm
and can thus be separated by appropriate optical filters from the fluorescence of the
tracer dye, used for concentration measurements. The geometrical positions were
calibrated with a 3D calibration target.

The PIV images were processed with Davis 8.4 software from LaVision. This
includes pre-processing steps like masking walls, bubbles and their shadows, elim-
ination of high light levels due to reflections on the bubble surface and the vector
calculation itself. For this, cross-correlations (multi-pass with decreasing size from
64 × 64 pixels to 16 × 16 pixels with and without overlap) have been used (details
can be found in [1, 2, 4]). Due to the presence of the bubbles, postprocessing of the
PIV results is very important. A detailed description of the postprocessing steps can
be found in [1, 2, 4]. Finally, vector resolutions of about 1 vector/mmwere achieved.
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3 Reaction System

The reaction system used in AG Zähringer at Magdeburg is the chemisorption of
CO2 in basic water. Due to the method used (see Sect. 2.2) the pH range for the
chemisorption is limited to 4.5 < pH < 8…9. Only in this range the pH-tracer used
for Laser Induced Fluorescence is stable and shows a monotonic calibration curve
between concentration and fluorescence.

The chemisorption starts with the mass transfer of gaseous CO2 into the liquid:

CO2,(g) → CO2,(l)

There, as first major reaction step, the dissolved CO2,(l) reacts with hydroxide
ions (OH−) and forms hydrogen carbonate ions (HCO−

3 ).

CO2,(l) + OH− � HCO−
3

An alternative reaction pathway is the reaction of dissolved CO2,(l) with water as

CO2,(l) + H2O � HCO−
3 + H+

CO2,(l) + H2O � H2CO3

The relative importance of both reactions depends on the pH value. According to
[9] the hydroxylation dominates for pH > 10 and the hydration for pH < 8 while in
between those values both reactions are important.

As a second reaction step, the HCO−
3 ions react with OH− ions to carbonate

ions (CO2−
3 ).

HCO−
3 + OH− � CO2−

3 + 2H+

The pH-tracer uranine then reacts with the H+ ions and its fluorescence intensity
is dependent on the pH (Fig. 6). For pH > 9 the calibration curve saturates, thus it is
no longer possible to determine the exact pH. At pH < 5, uranine starts to dissociate
and fluorescence disappears.

4 Results

Some exemplary results obtained by optical measurement techniques in AG
Zähringer at Magdeburg University are presented in the following. The detailed
data for different column arrangements, and viscosity and surface tension variation
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of the liquid can be found in [1–4, 8]. This data is also made available to the inter-
ested research community via an online database, accessible with a password under
(https://www.lss.ovgu.de/Info/Downloads.html).

4.1 Bubble Parameters

In Fig. 7 size distributions of the equivalent sphere diameter (ESD) of bubbles in
different viscous liquids are shown without surfactant (top) and with surfactant SDS
(bottom). Important differences can be recognized depending on the viscosity and
surface tension: the size distribution of CO2-bubbles in pure water (squares on Fig. 7,
top) shows a large standard deviation, whereas an increase of viscosity (Fig. 7, top)
or decrease of surface tension (on Fig. 7, bottom) leads to much narrower bubble
size distributions. Also with decreasing surface tension, the mean bubble diameter is
reduced considerably,while the average bubble size increaseswith growing viscosity.

These bubble size changes are related to changes of their rising velocity (Fig. 8).
With increasing viscosity, the velocities decrease, while their distributions show
similar aspects (Fig. 8, top). The addition of surfactant (c = 1.9 g L−1 SDS, Fig. 8,
bottom) also leads to smaller velocities. Themonodisperse velocity distribution turns
to a polydisperse distribution with two peaks at 50 and 60% glycerol concentration.
This reflects the fact, that in these cases straight upward rising, nearly spherical
bubbles with higher velocity exist near the bottom of the bubble column, and in the
centre and top section wobbling spheroid bubbles with lower velocity are dominant.

These results are compared to known bubble velocity and diameter correlations
and results from the literature in Fig. 9. The results obtained for pure water (red
squares) fit very well to Clift’s correlation [10] for pure water. The results for the
lowest surface tension (yellow symbols in Fig. 9, left) are between the correlations of
Ishii-Zuber [11] and Tomiyama et al. [12], and that of Clift for contaminated water.
Compared to the data reported by Bryn [13], Haberman et al. [14], and Maxworthy
et al. [15] for clear water (Fig. 9, right), the velocities measured in this study for the
solutions without and with 25% glycerol, but without surfactants, correspond very
well. The high viscosity results, as well as all mixtures with surfactant, show good
agreement with data for a 60% water-glycerol solution from Maxworthy.

The aforementioned bubble variables can be used to calculate Eötvös, Reynolds
and Morton numbers, that are plotted in Fig. 10 in a diagram originally proposed by
Grace [16]. The experimental results of this study in the 0%Glycerol-water mixtures
lay, as expected, on the log(Mo)=−11 isoline. TheMortonnumber increaseswith the
addition of surfactant or increasing viscosity, while the Reynolds number decreases,
thus these conditions are situated lower in the diagram. The influence of the surface
tension is, in contrary, rather weak (some symbols are overlapping). All investigated
cases are situated in the “Spheroid” region of the diagram, even for the high viscosity
and low surface tension cases, where bubbles seem to be spheres. But, a detailed
analysis of the aspect ratios revels a smaller vertical, than horizontal axis in these
cases.

https://www.lss.ovgu.de/Info/Downloads.html
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Fig. 7 Distributions of equivalent sphere diameter of bubbles at different viscosity (top) and surface
tension (bottom) at 6 l/h CO2 gas volume flow rate
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Fig. 8 Distributions of bubble rising velocity distributions for different viscosity (top), and surface
tension (bottom) at V̇ = 6 l/h CO2 gas volume flow rate
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Fig. 9 Experimental results of bubble velocity versus bubble diameter compared to the correlations
of Clift et al. [10], Tomiyama et al. [12], and Ishii [11] (left) and to experimental data from Bryn
[13], Haberman et al. [14], and Maxworthy et al. [15] (right)

Fig. 10 Bubble shape regime map according to Grace: mean results (symbols) and complete
investigated region (grey cloud)

4.2 Mass Transfer from CO2-Bubbles

The development of mass transfer from the bubbles to the liquid in the complete
column is represented in Fig. 11. There, snap-shot images of the pH in the centre
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12s 24s 36s 42s

Fig. 11 Example of pH measurements represented for the complete column at different time steps
for the one nozzle configuration

plane of the column are shown for different times after release of the first bubble from
the nozzles for the bubble chain configuration with one nozzle. It becomes obvious,
that CO2 is first transferred in the centre of the column on the ascending path of the
bubbles. Then, the liquid movement in the column establishes and liquid with higher
CO2 concentration (lower pH, blue) is transported from the surface downwards, along
the column walls, to the bottom after approximately t = 42 s.

This pH change versus time is represented in Fig. 12 for six horizontal sections
of s = 20 mm thickness in the four nozzle configuration during the first t = 100 s for
different liquid compositions. The slowest pH change can be observed in the lowest
section close to the inlet nozzles, where pH change is mainly due to the convective
transport of the liquid from the upper regions of the column. Until a pH of about pH
= 6.5 (that means during about the first t = 40 s) the pH drops much quicker than
during the following about t = 60 s. First the pH in the upper sections decreases,
then in the lower ones. The pH value stagnates at the bottom of the column, for up
to t = 40 s in the high viscosity case (Fig. 12, c) around the starting pH, while in the
upper investigated sections the CO2-absorption is already in progress. For increasing
viscosity, the pH change becomes slower, showing the decreased mass transfer rate.
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Fig. 12 Change of pH at different vertical positions in the column during the first 100 s: a pure
water, b 25% glycerol, and c 50% glycerol

4.3 Mass Transfer Coefficients

From the known bubble parameters and pH-measurements the mass transfer coeffi-
cients in the bubble column can be calculated. For this, first of all, the total bubbly
liquid volume in the bubble column can be determined from the bubble formation
frequency f , the column height h, the mean absolute bubble velocity ub, the liquid
volume in the column Vc and the bubble volume Vb:

Vtot = Vc + Vb f
h

ub
(1)
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The gas holdup can then be expressed as:

ε = Vtot − Vc

Vtot
(2)

The specific interfacial area of the bubbles is then calculated by an equation from
Akita and Yoshida [17]:

a = 6
ε

db
(3)

The diffusion coefficient of CO2 is calculated by a correlation of Song et al. [18],
since it is in good agreement with experimental results for water-glycerol mixtures,
measured at different temperatures.

DCO2,water−glycerol = 0.3169 T (◦C)
0.5206

μ(cP)−0.7407 (4)

Themass transfer coefficient kl can then be calculated from the Sherwood number
Sh, the mean bubble diameter db and the diffusion coefficient DCO2 as:

kl = Sh · DCO2

db
(5)

A correlation for oscillating bubbles [19] has been applied to compute the
Sherwood number:

Sh = 2 + 0.015 Re0.89b Sc0.7 (6)

with:

Reb = us · db · ρl

μl
and Sc = μl

DCO2 · ρl

The volumetric mass transfer coefficient can now be calculated as

kla = kl · a (7)

As an example, in Fig. 13, the change of the mass transfer coefficients kl and kla,
calculated like this from the Sherwood number, is represented for different liquid
viscosities and surface tensions. The value of kl (Fig. 13, left) continuously decreases
with increasing viscosity and decreasing surface tension (higher SDS surfactant
concentration). On the other hand, with the addition of surfactant, the bubble size
decreases and the gas holdup increases, which results in higher kla values (Fig. 13,
right) for the mixtures with surfactant. But, with increasing viscosity, also kla shows
a decreasing trend.
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Fig. 13 Mass transfer coefficient kl (left) and volumetric mass transfer coefficient kla (right),
calculated from the Sherwood number, at different surface tension and viscosity

4.4 Liquid Velocity

An example of results obtained by PIV for the liquid velocity in the column is shown
on Fig. 14. The complete mean vertical liquid velocity field in the centre of the
column, assembled from the different measurement sections can be seen on the left,
with the strong upward flow in the centre, induced by the rising bubbles, and the
descending flow along the column walls. A zoom on the liquid surface region, where
the flow is reversed, is shown on the top right image on Fig. 14. A zoom on the
bottom, where the four injection nozzles of the bubbles induce four liquid jets, can
be found on the right bottom image.

This general aspect changes in details, depending on viscosity and surface tension
(profiles on Fig. 15 show, due to symmetry, only one half of the column diameter).
The biggest difference can be recognized for the lowest velocity profiles close to
the nozzles (Fig. 15, bottom). Higher velocity peaks due to the injection nozzles are
observable for the 50% glycerol-water-surfactant solution in the centre part of the
column (0.35 < x < 0.7). The vertical velocity profiles become more even above h =
0.2 m, since the bubbles occupy the whole column width (Fig. 15, centre). After h
= 0.35 m, the highest vertical liquid velocity can always be measured in the highest
viscosity solution. The profile of the section close to the liquid surface (Fig. 15, top)
shows the reversing vortex near the column wall (x = 0).

5 Conclusions

In a model bubble column bubble size and velocity, CO2-mass transfer from gas to
liquid, and the liquid velocitywere examined experimentally by opticalmeasurement
techniques for different parameter variations, viscosities and surface tensions. For
this, the optical techniques had to be further developed, to take into account bubble
shadows and reflections, occurring in the laser light sheet when using such techniques
(Shadowgraphy, 2T-LIF and PIV). Instantaneous andmean, temporarily and spatially
highly resolved results of 2D flow and concentration fields in the column could thus
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Fig. 14 Example of mean vertical liquid velocity measurements in the four-nozzle configuration
of the column. Four measurement sections are assembled in the left image to show the overall
aspect of the flow. The top right image shows a detail of the head of the column with the free liquid
surface, inducing the downward flow at the column walls. The bottom right image represents the
corresponding bottom velocity field, showing the four liquid jets induced by the bubble outlets

be obtained. Significant bubble shrinkage, as well as bubble velocity change from
bottom to the top of the column, were observed in the cases without surfactant. With
increasing viscosity and surface tension bubble size is increasing. Bubble velocity
decreases with increasing viscosity and decreasing surface tension. The effect of
surface tension and viscosity change was also investigated on mass transfer through
simultaneous 2T-LIF and PIV experiments. The highest mass transfer from gas to
liquid can be achieved with pure distilled water. The addition of surfactant and
glycerol has no advantageous effect on mass transfer, as could be shown by the
calculation of kL and kLa values. The liquid flow field is evidently also not the same
for different viscosities and surface tensions, due to the change in bubble size and
velocity. The highest liquid velocities could be found in the high viscosity solutions.



Experimental Characterization of Gas–Liquid Mass Transfer … 327

Fig. 15 Mean vertical
velocity profiles at h =
90–110 mm (left), h =
340–360 mm (centre), and
h = 650–670 mm (right) for
the mixtures with c =
1.9 g L−1 surfactant

These experimental results are made available to the interested research commu-
nity via an online database, accessible under https://www.lss.ovgu.de/Info/Downlo
ads.html and have been used for comparison and validation purposes by several
numerical groups of this SPP.The comparisons and further details of themeasurement
results are presented in Chapter “Chemical Reactions in Bubbly Flows”.
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Modeling and Simulation
of Convection-Dominated Species
Transport in the Vicinity of Rising
Bubbles

Andre Weiner and Dieter Bothe

Abstract For multiphase contactors, like bubble column reactors, it is of highest
interest to predict how the gas dissolves and reacts in the liquid phase. This mass
transfer process strongly depends on convection-dominated, extremely thin species
boundary layers forming at the liquid-side of the bubble’s surface. Numerical simu-
lations can play a significant role in understanding and predicting the complex inter-
actions between flow dynamics and species transport, but the direct solution of both
phenomena at the same time is currently not possible. This chapter summarizes two
approximation approaches for the efficient and accurate simulation of convection-
dominated concentration boundary layers. Thefirst approach is a subgrid-scalemodel
which allows to handle boundary layer widths that can be far smaller than the first cell
layer at the interface in the computational mesh. Convective fluxes, diffusive fluxes
and reaction source terms in the finite volume method are corrected based on non-
linear reconstructions of the species boundary layer profiles normal to the interface.
The second method is a hybrid simulation approach that solves the two-phase flow
problem based on the Volume-of-Fluid method and uses a single-phase solver for
species transport simulations. The concentration boundary layer is computed using
a highly resolved surface-aligned single phase mesh.

1 Introduction

Bubbly flows in bubble column reactors exhibit a large range of bubble sizes under-
going topological due to break-up or coalescence. However, state-of-the-art numer-
ical methods for interface-resolved simulations struggle already with much simpler
settings due to enormous computational costs. A millimeter-sized bubble rising in
water at room temperature reaches a terminal velocity of approximately v= 0.25m/s.
Assuming a kinematic liquid viscosity of ν = 10−6 m2/s yields a Reynolds number
of
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Re = dbUb

νl
= 0.001 × 0.25

10−6
= 250. (1)

In the absence of surface active agents or contaminants, the gas-liquid interface
may be considered as fully mobile. The shear forces at the bubble surface are small
compared to, for example, the ones acting at the solid-liquid interface of a rising
particle. As a consequence, only a small layer of liquid is significantly set in motion
around a rising bubble. The wake region may be considered an exception to this
observation in some cases. The thickness of the flow boundary layer δh around a
nearly spherical rising bubble can be estimated using the relation

δh = db√
2 Re

. (2)

We refer to page 263 in Ref. [1] for more details. Also for non-spherical bubble
shapes, the scaling often follows the relation δh ∝ db/

√
Re. Coming back to the

example of a millimeter-sized bubble, the average flow boundary layer width is
roughly fifteen times smaller than the bubble diameter.

The transport of chemical species within the liquid bulk occurs on smaller length
scales compared to the transport of momentum. The ratio of the length scales is
often characterized by means of the Schmidt number Sc = νl/D, whereD stands for
the molecular diffusivity of a chemical species dissolved in the liquid phase. As an
example, the Schmidt number for oxygen dissolved in water at room temperature is
about 400. The ratio between species and flow boundary layer at a clean gas-liquid
interface follows the trend δc ∝ δh/

√
Sc. Considering a millimeter-sized oxygen

bubble and the previous specimen calculation for the flow boundary layer, it can be
stated that the average species boundary layer width is roughly twenty times smaller
than its flowcounterpart, and that it is even 300 times smaller than the bubble size. The
latter fact may be also expressed more directly using the Péclet number Pe = Re Sc
and the scaling δc ∝ db/

√
Pe.

The consequence of this large gap between bubble size and boundary layer thick-
ness can be experienced firsthand by looking at Fig. 1. An oxygen bubble moves
in a confined channel and forms a Taylor bubble. The gaseous oxygen dissolves
and reacts with a copper complex present in the liquid phase. The reaction product

Fig. 1 Oxygen bubble moving (from left to right) in a channel filled with water. The oxygen
dissolves and reacts with a copper complex present in the water phase yielding a brownish color.
Picture from www.dfg-spp1740.com

http://www.dfg-spp1740.com
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displays a yellow-brown color. Looking at the picture, it appears that most of the
oxygen is dissolved at the bottom of the bubble (the left end in Fig. 1). What actually
happens is that the oxygen dissolves over the entire surface of the bubble while being
transported in an extremely thin layer to the rear part of the bubble. Only when the
flow detaches from the interface, the reaction product becomes visually accessible
in the bubble wake.

The problem of thin boundary layers or, in terms of dimensionless numbers, high
Schmidt and Péclet numbers poses an enormous challenge for both experimental
and numerical means of investigation. The mass transfer rate, but also yield and
conversion in the presence of a chemical reaction are to a large extend determined
by the species boundary layers. It goes without saying that investigations are even
more challenging if chemical reactions take place and multiple species have to be
considered.

The only class of numerical approaches that is currently able to approximate
species transfer at rising bubbles for realistic Péclet numbers relies on subgrid-scale
(SGS) modeling. There are currently two branches of such subgrid-scale models
available in the literature. The first model type was designed for Front-Tracking
based two-phase flow solvers [2–4] and completely omits the numerical solution
of the species transport equation on the Eulerian grid in a defined narrow region
around the interface. Instead, each front marker point carries an additional scalar
value representing the amount of species in the boundary layer in its vicinity. The
boundary layer mass is updated each time step by reconstructing and evaluating the
species distribution in interface normal direction. Once the boundary layer mass of
a marker point exceeds a certain threshold, the species is released into the liquid
bulk. The approach is relatively simple but very effective in terms of accuracy. A
drawback is that it is currently not clear how to incorporate two-sided interactions
between boundary layer and liquid bulk. Recent approaches only release species into
the liquid bulk but ignore the ambient bulk concentration.

The second class of subgrid-scale models was developed for finite volume solvers
and reconstructs the concentration profile in interface normal direction based on the
liquid-side concentration in an interfacial cell [5–11]. The reconstructed profile is
then used to correct the face-fluxes in the typical finite volume discretization of
convection and diffusion terms. In the context of two-phase approaches this correc-
tion mechanism has been implemented in Volume-of-Fluid [5, 6, 9] and Interface-
Tracking [7, 11] approaches. Since the profile reconstruction is based on concentra-
tion values close to the interface, changes in the liquid bulk concentration are natu-
rally included. However, this advantage comes at the cost of increased algorithmic
complexity or restricted mesh topology support close to the gas-liquid interface.

This chapter summarizes recent developments in the flux-based subgrid-scale
modeling approach [8–10]. These developments concern the profile reconstruction,
the flux correction, the extension to multiple species and reactions, and the validation
of new models.
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2 Numerical Methods

2.1 Geometrical Volume-of-Fluid Approach

The results presented in the following sections have been obtained with two Volume-
of-Fluid based solvers, namely Free Surface 3D1 (FS3D) [5, 6, 9] and Basilisk2; we
refer to the literature cited in Chap. 3.1 of [8] for more information on Basilisk. Both
solvers transport the volume fraction field using geometrically calculated fluxes.
Also the curvature computation, needed for the application of surface tension forces,
relies on height functions in both approaches. The main differences between the
solvers relates to two important features: adaptivemesh refinement and the two-scalar
approach for species transport.

The concentration jump of chemical species at the gas-liquid interface poses
a severe difficulty for numerical modeling. The two-scalar approach implemented
in FS3D [5] overcomes this challenge by introducing two distinct scalar fields for
each chemical species: one for the liquid and one for the gas phase. Both fields are
connected via mass-exchange terms in interface cells. Moreover, convective species
fluxes in interface cells rely in the geometrically computed fluxes for the volume-
fraction transport. Therefore, no artificial mass transfer due to erroneous convec-
tive fluxes takes place. The two-scalar approach requires more memory than, for
example, the single-field approach, but the numerical solution of the species trans-
port is characterized by a comparatively high accuracy, especially in the interface
vicinity.

The computational mesh in FS3D consist always of one or more structured Carte-
sian blocks. Structured meshes allow efficient computations and enable simplified
implementation and testing of newalgorithms. Suchmeshes are also favorablewhen a
uniformly high resolution is required and the spatial scales vary over less than three
to four orders of magnitude. In the field of bubbly flows, the uniform resolutions
practically limits simulations to Reynolds numbers below roughly 500 and moderate
shape deformations. Currently, it is not feasible to simulate the flow dynamics of
characteristic bubble shapes like spherical cap or dimpled ellipsoidal.

The range of investigated scales can be increased by means of numerical tech-
niques like adaptive mesh refinement, as employed in the Basilisk-based flow solver;
see Fig. 2. The mesh resolution is adapted locally according to the flow features in
the simulation. The results presented in the following sections were obtained using a
so-called wavelet refinement. The mesh adaptation algorithm works as follows: first,
the solution on the current grid is mapped to the next coarsest refinement level by
an averaging process. Then, the fine grid solution is reconstructed from the mapped
field. The discrepancy between the up-sampled and the actual field is used as an
error estimator and can be compared against a fixed user-defined criterion. If the
accuracy loss due to down-sampling is higher than the given threshold, the grid is

1 www.mma.tu-darmstadt.de.
2 www.basilisk.fr.

http://www.mma.tu-darmstadt.de
http://www.basilisk.fr
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Fig. 2 Typical elements of a Volume-of-Fluid simulation in Basilisk (www.basilisk.fr). Volume
fraction field (left), adaptively refined background mesh (center), and reconstructed interface
elements (right)

refined. If the information loss is marginal, the grid is coarsened. The refinement and
un-refinement operations are limited by a prescribed lower and upper bound of the
allowed refinement level.

A drawback of two-phase flow solver implemented in Basilisk is that the two-
scalar approach for species transport is currently not implemented. Therefore, the
following chapters present results obtained with FS3D as well as with Basilisk.

2.2 Single-Phase Approximation

The single-phase approximation or hybrid approach was developed due to a lack of
available reference data for subgrid-scale model validation. The idea is to combine
the robustness and efficiency of Volume-of-Fluid simulations with the accuracy of
surface aligned unstructured meshes. The combination of these favorable attributes
happens in three steps:

1. A two-phase Volume-of-Fluid simulation, as described in the previous section,
is executed to obtain the bubble rise velocity, the interface deformation, and the
velocity vector at the gas liquid interface.

2. An explicit representation of the bubble shape is created based on the volume
fraction field and saved as a geometry file; see Fig. 3.

http://www.basilisk.fr
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Fig. 3 Three essential steps in the single phase approximation

3. A standard single-phase simulation for flow dynamics and species transport
is executed with the bubble being a prescribed and fixed domain boundary.
The unstructured mesh employs surface-aligned cell-layers at the surface of the
bubble.

The single-phase approach requires to recompute the steady flowfield in the liquid
phase. Based on the bubble rise velocity, an inflow velocity is applied at the outer
domain boundary. Due to the absence of the gas phase, the interface velocity at the
bubble-boundary must be modeled. A standard free-slip boundary condition may
lead to qualitatively different flow fields compared to the two-phase flow simulation.
Therefore, the interfacial velocity is mapped from the two-phase simulation to the
single-phase simulation by means of machine learning. For more details on the
implementation and the setup, the reader is referred to Sect. 3.3 in [8].

Once theflowfield in the liquid phase is recomputed, transport equations for chem-
ical species can be solved with excellent accuracy at low computational costs. At the
bubble surface, a Dirichlet boundary condition for the transfer species is employed.
For bulk or product species, a Neumann condition is applied. The current implemen-
tation does not account for the varying species concentration in the gas phase, which
is a drawback compared to the two-scalar approach in FS3D. However, the main
aim of the single-phase approach is the creation of high-fidelity reference data for
the local and global mass transfer under complex conditions. Here, complex relates
to the shape deformation, the flow field close to the bubble, or the mass transfer
enhancement in the presence of chemical reactions.
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3 Modeling of Convection-Dominated Concentration
Boundary Layers

3.1 Overview

As outlined in the introduction, in a two-phase flow simulation it is hardly possible
to place sufficient cells in the species concentration boundary layer. In the best
case scenario, there is only a quantitative impact on the computed mass transfer
performance. In scenarios where the species transport is tightly coupled with the
flow dynamics [7, 11], more drastic side-effects occur. Results may be qualitatively
wrong or the entire flow simulation may become unstable due to numerical problems
in the solution of the species transport equations. Therefore, it is an essential step
to understand the influence of low mesh resolution on the species transport. Once
the main effects are isolated, subgrid-scale models can be designed to mitigate these
effects. Here, two attempts to improve the species transport solution in the boundary
layer are presented: the first one is based on analytical solutions of a simplified
substitute problem, and the second one leverages highly resolved boundary layer data
bymeans ofmachine learning.Both approaches are relatively easy to implement if the
cells of the computationalmesh are alignedwith the interface. If the discrete interface
is given by the PLIC elements in a Volume-of-Fluid simulation, the analytical profile
functions are favorable, as detailed in Sect. 3.4.

3.2 Effect of Insufficient Mesh Resolution

Figure 4 depicts the first cell-layers of a mesh suitable for a finite-volume discretiza-
tion of the liquid phase. The interface� separates the gas domain�− from the liquid
domain �+. In gas-liquid systems, the high-Schmidt number problem is specific to
the liquid phase because the Schmidt number in the gas phase is at least one order of
magnitude smaller than in the liquid phase. Therefore, we focus only on the liquid
phase in the explanations following hereafter. Important for further considerations
are the cell-faces aligned with the interface, denoted by f �

i , and the first layer of
cell-faces normal to f �

i , denoted by f oi (“opposite”). Moreover, it is assumed that
the scalar fields for the species concentration are available in the cell-center of each
control volume as values ci .

In the numerical solution of a convection-diffusion equation using a finite volume
discretization, the values and normal derivatives of a field have to be interpolated to
the cell faces fi to compute convective and diffusive fluxes. The species concentration
field in a convection-dominated boundary layer is characterized by strong changes in
direction normal to the interface. Therefore, the flux computation in interface normal
direction is, in most cases, the one introducing the largest errors to the solution. The
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Fig. 4 Simplified 1D scenario to analyze the effect of low mesh resolution on convective and
diffusive fluxes in the boundary layer

following explanations focus on the 1D scenario described before with x/δc being
the normalized distance to �. A single reaction of type 2A+ B → P is considered,
where A is the species being transferred from the gas to the liquid, B is a species
present in the liquid bulk, and P is the formed product. This reaction is complex
enough to explain also the main error sources in reactive species boundary layers
with several parallel reactions involving additional species. It should also be noted
that the reference concentration profiles, the cell averages and the interpolation lines
in the following figures are computed from the numerical solution of boundary-value
problems; see the footnotes in Chap. 5 of [8] for more details. The profiles are not
artificially exaggerated but rather mitigated to allow a visual assessment.

Figure 5 focuses on the flux interpolation for the transfer species A. The typical
normalized concentration profile c̃A corresponds to the solid blue line. In the scenario
depicted in Fig. 5, the transfer species decays to zero within the first two cells.
The numerical solution provides cell-centered values c̃A,i that correspond to profiles
which are assumed to be constant within each control volume. In Fig. 5, the shaded
blue areas correspond to the exact cell-averages in each cell computed from the
solid-blue reference profile. Based on these values, the derivatives dx c̃A(x/δc = 0)
and dx c̃A(x/δc = 0.5) as well as the concentration value c̃A(x/δc = 0.5) have
to be reconstructed (interpolated) in the first cell. A standard linear interpolation
between the cell-centered values corresponds to the solid orange lines depicted in
Fig. 5. Comparing the slope of the blue reference profile and the orange line segments
clearly shows that themagnitude of the diffusive fluxes is underestimated at x/δc = 0
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Fig. 5 Effect of low mesh resolution on convective and diffusive fluxes for the transfer species A

and over-predicted at x/δc = 0.5. Considering the interpolated face value at x/δc =
0.5, convective fluxes are strongly over-predicted. As the mesh gets refined, and
more cells are located within the boundary layer, the interpolation error changes
quantitatively and qualitatively. For this 1D scenario with exact cell-centered values,
the interpolation error in the diffusive flux at x/δc = 0 decreases monotonically with
increasing resolution. The error in the diffusive flux at x/δc = 0.5 is non-monotonous
and changes sign. The interpolation error in the convective flux at x/δc = 0.5 is also
non-monotonous but does not change sign.3

All the aforementioned interpolation errors have a different weight in the resulting
error of the species concentration field depending on the local Péclet number. Due
to the complex changes of the individual error sources, the fact that even more error
sources are present in the numerical solution of the full boundary layer problem, and
the propagation of errors make it extremely difficult to provide a general estimate
on how the resulting mass transfer is affected. However, the concentration boundary
layer in 3D simulations of rising bubbles is typically so far below the necessary one
that the global mass transfer is almost always underestimated. The same statement
does not necessarily hold true for the local mass transfer.

The over- and underestimation of diffusive and convective fluxes also occurs for
the bulk species B and the product species P. In many scenarios it is sensible to
assume that the diffusive fluxes of both species is zero at the interface, meaning that
neither B nor P is transferred to the gas phase or adsorbed onto the interface. Then
the remaining error sources result from the interpolation at the first cell face normal
to the interface. In contrast to the transfer species, even for the 1D example, errors
in both diffusive and convective fluxes change non-monotonously, and the errors
also change sign. For more information and visualizations, the reader is referred to
Sect. 5.1 in [8].

3 https://andreweiner.github.io/reveal.js/phd_defence.html#/3/2.

https://andreweiner.github.io/reveal.js/phd_defence.html%23/3/2
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Fig. 6 Effect of low mesh resolution on the approximation of the reaction source term

Besides the fluxes, also reaction source terms introduce an error in case of insuf-
ficient mesh resolution. This effect has not been considered in the first data-driven
implementation of the SGS model [10] because only a decay reaction was investi-
gated. The effect depicted in Fig. 6 occurs ifmultiple educts are involved in a reaction.
The effect is best described by the statement that the product of two averages is not
necessarily equal to the average of the product. Computing the reaction source term
in a single reaction from the cell-centered values c̃A,i and c̃B,i yields a much larger
source term in the first cell compared to the one computed from the exact profiles.
The effect is enhanced if the reaction order is higher, e.g., if two molecules of A are
consumed in the reaction, and the overall reaction becomes third order.

Finally, it should be emphasized that all the error sources introduced in this section
will influence one another, and it is difficult to predict the integrally observed effect
on the concentration field. Moreover, for coupled reactions, the errors in one species
concentration field influence the solution of all other species via the reaction source
terms. Fortunately, the reference profiles depicted and analyzed in Figs. 5 and 6
can be approximated with high accuracy even if the boundary layer is completely
embedded in a single cell layer. Non-linear profile reconstructions allow to compute
improved flux estimates. The following section describes how physical profiles can
be reconstructed based on analytical solutions and machine learning.

3.3 Analytical and Data-Driven Profile Reconstruction

Figure 7 shows the analytical solutions of a simplified substitute problem in case of
physisorption and a first-order chemical reaction of the transfer species. These two-
dimensional profiles have been used previously in subgrid-scale models for species
transport in two-phase flows, andmathematical details on the substitute problemmay
be found in [5] for physisorption and in [6] for the reactive scenario. Themathematical
expressions for both cases are depicted above each sub-figure. Useful approximate
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Fig. 7 Analytical solution of a simple substitute problem for physisorption (left) and a first order
decay reaction (right)

profiles for the correction of numerical fluxes can be generated by evaluating the
analytical solutions at a constant value of ỹ. The resulting profile may be imagined
as a slice through the concentration field in x̃-direction. The next logical step is to
determine a sensible value for the unknown ỹ.

Sensible approximations for ỹ may be found in two different ways outlined here-
after for physisorption. The known variables for each interfacial cell are the concen-
tration at the liquid-side of the interface, the concentration in the cell center, and
the cell geometry. To avoid round-off errors, the concentration profile of the transfer
species is typically normalizedwith its interfacial value. In the simplified1Dscenario,
the cell geometry may be reduced to the extension of the cell in interface normal
direction and the position of the cell center. The cell-centered concentration can be
interpreted in several ways, namely as the value of some concentration profile at the
center or as the average concentration value in the cell. The latter interpretation is
consistent with the formal definition of field values in a standard second-order finite
volume discretization.

Figure 8 depicts the estimation of ỹ based on the interpretation that the cell-
centered concentration value in the flow solver must be equal to the concentration
value of the approximate profile function at the given distance from the interface.Note
that for the special case of pure physisorption, it ismore practical to adjust directly the
parameter δ instead of ỹ. In the example depicted in Fig. 8, the iteratively found fitting
parameter is labelled as δnum . If the model parameter is known, the reconstructed
profile is suitable to compute improved numerical fluxes. In [5, 6], the concentration
profile was used only to correct the diffusive flux at the interface. This fitting and
correction scheme also appears in wall function modeling for turbulent flows or heat
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Fig. 8 Distance-based fitting of the model parameter for physisorption

transfer. Bothe and Fleckenstein [5] state that approximately one refinement level
can be saved employing the non-linear flux correction at the interface, which results
in a significant reduction of the mesh size, especially in 3D simulations. However,
mass transfer simulations with physical Schmidt numbers require a saving factor of
roughly 10–20.

Fortunately, the effectiveness of the profile reconstruction and flux correction
can be significantly improved with a few small changes. The first modification,
introduced in [9], is related to the profile reconstruction. Figure 9 visualizes how the
model parameter δnum is estimated based on the interpretation of the cell-centered
concentration as the average cell value. The model parameter is iteratively adjusted
until the integral of the approximate profile function over the cell volume is equal to
the cell-centered value provided by the flow solver. Especially if the species transport
equation is discretized explicitly in time, the integral fitting approach yields better
flux approximations compared to the distance-basedfitting because small errors in the
numerical fluxes quickly lead to unphysical concentration over- and undershoots. The
integral fitting condition significantly improves the connection between the amount
of the species present in an interface cell and the amount of species leaving or entering
the cell due to convective or diffusive fluxes. A second improvement introduced in
[9] is a logical consequence of the error analysis in the previous section, namely that
the reconstructed profile is also used to correct the convective and diffusive fluxes
at all cell faces of each interfacial cell. The modified profile reconstruction and flux
correction allows to approximate fully embedded boundary layers with astonishingly
high accuracy. In [11], this approachwas extended to account for a first-order reaction
of the transfer species.
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Fig. 9 Integral fitting of the model parameter for physisorption

Going beyond a single species and more complex or multiple reactions, the
aforementioned approaches are limited by the availability of analytical profile func-
tions. However, the numerical solution of moderately complex substitute problems,
complex in terms of geometry and flow field, requires little effort and is practically
not limited by the reaction type. A purely data-driven version of the subgrid-scale
modeling approach described before would require the following steps:

1. Define a substitute problem that encompasses the main transport and reaction
mechanisms and that can be solved with little computational effort.

2. Definemodel parameters characterizing the transport and reaction mechanisms,
e.g., the Péclet and Damköhler numbers of all species.

3. Run a parameter variation of the substitute problem such that the target regime
in the full simulation is included in the parameter space.

4. Extract the model parameters and the corresponding fluxes from the numerical
data and employ them in the full simulation as replacement of the analytical
solution.

The data extraction in the fourth step presumably requires some more detailed
information and is therefore outlined in Fig. 10. A 1D species concentration profile
in interface normal direction is considered. The mesh resolution in the numerical
solution of the substitute problem should be high enough to place at least 10–20
cells within the boundary layer. Note that this value range is simply a rule of thumb.
Fewer cells are possible if some loss in accuracy can be tolerated. More cells might
be required if the concentration profiles are, for example, non-monotonous and have
several extrema within the considered distance from the interface. The discretization
scheme used to solve the substitute problem must be able to capture convective
and diffusive fluxes, as well as the reaction sources terms with high accuracy. If this
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Fig. 10 Feature extraction from the numerical solution of the substitute problem

criterion is fulfilled, one can now start tomerge the cells in interface normal direction,
one cell at a time, and compute how a well-resolved solution would look like on a
coarser mesh. For example, considering the rightmost subfigure in the upper row of
Fig. 10, the exact average concentration 〈c̃A〉l of a single cell of length l/ lmax = 0.75
can be computed by the volume-weighted average of the cell-centered concentration
values in the first three cells. Moreover, the concentration at the first cell face of
the extended cell c̃A(l/ lmax = 0.75) can be approximated with high accuracy from
the two neighboring cell-centered values. In the same way, the concentration normal
derivative at the first cell face and at the interface can be computed. Following this
procedure up to a sensible maximum distance lmax from the interface, one assembles
input-target-value-pairs depicted in the table in Fig. 10.

An important step in the creation of data-driven SGS models is to decide
which information should be extracted from the numerical solution of the substi-
tute problem. An important criterion is that the model input data must be available
in the target simulation. This requirement is more challenging to fulfill than it may
seem on first sight. For example, the numerical solution of the substitute problem
might be time-dependent and so is the full simulation. However, time is not a suit-
able candidate as model input. The transient behavior of both numerical solutions is
most likely very different such that the concentration fields at the same time-instance
are not comparable. This difference is by design since the substitute problem must
be significantly simpler than the full problem. However, it is not necessarily true
that there are no comparable states. The main challenge and maybe the art of SGS
modeling is to find a small set of model inputs to map between similar states in both
solutions.

A quite efficient feature tomap results from the substitute to the full problem is the
average concentration in interface normal direction. In the data-driven SGSmodeling
approach presented in [8, 10], it is identified as the feature explaining most of the
variance in the numerical fluxes in convection-dominated concentration boundary
layers. Due to the design of the substitute problem, the average concentration also
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encompasses, to a large extend, effects like developing boundary layers, acceleration
anddeceleration aswell as curvature effects.Note that it is still possible that additional
model features may lead to an improved model performance.

The final question discussed in this section details how the discrete input-target-
value-pairsmight be employed in the full simulation. If the gathereddata are relatively
small, the simplest approach is to interpolate fluxes between the K nearest neigh-
bors in the input space. However, as the data size increases, such non-parametrical
approaches become less and less practical since many search operations have to
be performed. Instead, in [8, 10] we used multilayer-perceptrons (MLP) to create
approximate functions based on the extracted data. MLPs are characterized by high
parameter efficiency. For example, in [10] a model with only 230 parameters was
sufficient to approximate about two million training data points.

3.4 Implementation in Simulation Approaches

The SGS modeling approaches outlined in the previous section have been imple-
mented and tested in several different two-phase and single-phase flow solvers. The
implementation in a geometrical Volume-of-Fluid approach is the most effortful one
and was only performed based on the analytical profile functions. In contrast to
the explanations in the previous section, the reconstructed interface is typically not
aligned with the surrounding cell faces. The concentration profile in each interface
cell is still considered to be 1D in interface normal direction, but the integral fitting
as well as the flux computation require the solution of complex volume and surface
integrals. In Fig. 11, the reconstructed plane segment splits the cubic volume cell

Fig. 11 Cartesian
background mesh cell with
reconstructed interface and
embedded concentration
profile normal to the
interface
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into two sub-cells representing the two phases. The profile function has to be inte-
grated over the remaining volume, representing the liquid phase, to find the model
parameter via the integral fitting approach. Once the model parameter is determined,
the face average of each flux-term over each face of the liquid phase volume has to
be computed. In [9], both volume and surface integrals were evaluated analytically
for pure physisorption. Even for a simply decay reaction, the analytical evaluation is
no longer practical, and numerical integration would be necessary. If numerical inte-
gration is available, it is also possible to employ the data-driven modeling approach
in the Volume-of-Fluid context.

The SGSmodel has been also implemented in an Interface-Tracking approach [7,
11] and in a single-phase solver [8], with the latter case servingmainly for validation.
Both implementations are very similar in nature and are therefore outlined jointly
hereafter. The implementation requires that themeshhas at least one interface-aligned
cell-layer. In contrast to the Volume-of-Fluid approach, the time-discretization is
implicit. Therefore, the flux-terms cannot be overwritten directly with SGS infor-
mation coming from the analytical profile or approximate functions. Instead, the
molecular diffusivity coefficient and the face-velocity are adjusted based on the ratio
of SGS-prediction to standard discretization. For example, if the standard discretiza-
tion underestimates the diffusive flux at the interface, then the diffusivity coefficient
is artificially increased at these faces. This correction approach is also applied in wall
function models in the field of turbulence modeling. For more detailed information,
the reader is referred to the literature [7, 8].

3.5 Validation

This section presents only a small excerpt of the extensive validation in [9] for the
Volume-of-Fluid implementation, in [7, 11] for the implementation in Interface-
Tracking based on analytical profile functions, and in [8, 10] for the data-driven
approach. The difficulty in validating the various SGS-model flavors lies in the
absence of high-fidelity reference data. Experimental data are only available in the
form of integral mass transfer coefficients. Moreover, even for simple cases, the 95%
confidence interval can easily be about 50% of the computed mean value [11] and,
hence, such data is not suitable to validate a numerical method, where the relative
improvement due to the modeling is in the same range. It has been also shown that
the local Sherwood number might be sometimes over- and sometimes underesti-
mated as a consequence of insufficient mesh resolution [8]. Consequently, global
mass transfer quantities may appear more accurate due to a favorable compensation
of different error sources. Therefore, local and global quantities should be compared
against reference data. Such reference data can be obtained using semi-analytical
approaches. In [5, 6, 9], the analytical flow field solution for a spherical particle
rising in Stokes-flow was used to obtain a highly resolved numerical solution of
the concentration field in the species boundary layer. This approach provides local
and global reference data of high quality. A drawback is that shape and flow field
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are not very representative for the highly chaotic regimes encountered in bubble
swarms at high Reynolds numbers. Hence, it is difficult to assess how well a model
will perform in such complex circumstances. As a step towards more realistic refer-
ence data, the hybrid approach outlined in Sect. 2.2 was developed. Currently, the
hybrid approach allows to create reference data for the steady rise of highly deformed
bubbles with complex flow fields. The extension to dynamic scenarios is planned for
future developments.

Based on the hybrid simulation approach, the data-driven SGS models have been
assessed for several reaction mechanisms, with the most complex reaction being a
parallel-consecutive reaction involving four different species. Important criteria for
data-driven SGSmodels are the ability to generalize to various flow scenarios and an
independence of themodel performance from the underlyingmesh resolution. In both
categories, the data-drivenSGSmodel performs approximately aswell as the versions
based on analytical profile functions for physisorption. Even for complex reactions
with multiple species, the deviation in terms of global Sherwood number typically
ranges between one and four percent [8, 10]. An analysis of the local Sherwood
numbers shows that there is some space for further improvements in regions of
high species concentrations close to the interface, for example, in the presence of
recirculation zones and flow detachment. Additional model features could help to
improve the model’s accuracy in these regions.

4 Reactive Species Transport Around Single Rising Bubbles

4.1 Overview

The single-phase approach introduced in Sect. 1.2 was originally developed to create
highly realistic reference data to validate SGSmodeling approaches. A positive side-
effect is that the generated concentration fields allow detailed insights into the species
transport around highly deformed bubbles. Such data are typically not accessible by
experimental means, and numerical results obtained with two-phase flow solvers are
little insightful due to insufficient mesh resolution or unphysical simulation parame-
ters. This section presents an excerpt of the results obtained with the hybrid approach
in terms of concentration fields, local and global mass transfer parameters, and local
selectivity fields for a parallel-consecutive reaction.

4.2 Velocity and Concentration Fields

Based on the hybrid approach, the steady species transport around bubbles of various
shapes has been investigated in [8]. Three of the more exotic rise behaviors are
depicted in Fig. 12. The figure visualizes the full two-phase flow field computed
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Fig. 12 Velocity field around dimpled ellipsoidal, spherical cap, and skirted bubbles (from left to
right) visualized as contour plot of the velocity’s magnitude and as streamline plot colored by the
magnitude. For the exact simulation settings in terms of Morton, Eötvös, and Galilei number, refer
to Table 6 in [8]

using the Basilisk flow solver introduced in Sect. 2.1. The two-phase flow field is
a required input for the single-phase solver because the gas phase is omitted and
sensible boundary conditions for velocity and pressure at the bubble-boundary of the
single-phase domain must be derived. The examples in Fig. 12 have been selected
because several recirculation zones appear despite the steadiness of the rise. When
employing a free-slip boundary condition at the bubble surface instead of a data-
driven boundary condition based on the two-phase flow solution, these flow patterns
will not appear in the same form; see Sect. 6.4.2 in [8] for a visualization. Especially
the dimpled-ellipsoidal and skirted bubbles contain recirculation zones in the rear part
of the bubble that keep a portion of the liquid bulk trapped. From the point of view
of reaction engineering, these zones are of interest because reaction products and
transfer species accumulate, while bulk-species become slowly depleted. Therefore,
such shape regimes might be favorable or unfavorable towards the formation of
products or side-products. Consequently, it is essential to have a single-phase flow
field that resembles its two-phase counterpart as closely as possible.

Also for relatively simple cases in which the flow field around the rising bubble is
closed, a standard free-slip boundary condition for the velocity introduces a signif-
icant quantitative error even though the flow field is qualitatively correct. Figure 13
compares the velocity fields obtained with the data-driven and the free-slip boundary
condition against the two-phase flow field. There is an obvious discrepancy in the
wake velocity obtained with the free-slip boundary condition. This difference results
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Fig. 13 Comparison of the velocity fields obtained with two-phase and single-phase simulation
approaches

from the shear stresses introduced by the gas phase that is by definition zero when
employing a free-slip boundary condition. There is also a subtle difference in the
velocity field close to the bubble surface. As will be shown in Sect. 4.3, such a small
deviation in the velocity boundary layer is enough to cause a difference larger than 5%
in the computedmass transfer. On the other hand, the data-driven boundary condition
results in a velocity field that is almost indistinguishable from the two-phase flow
solution. Since the species transport is modeled as a passive process in the results
presented hereafter, it is assumed that concentration field and mass transfer proper-
ties computed with the hybrid approach reflect the true two-phase species transport
solution more closely than single-phase simulations employing a free-slip boundary
condition.

Figure 14 depicts exemplary species concentrationfields for a parallel-consecutive
reaction occurring around a dimpled ellipsoidal bubble. An advantage of the single-
phase simulation is that extremely densemeshes can be created such that it is possible
to use realistic values for the molecular species diffusivities. Unfortunately, the
resulting concentration boundary layers are so thin that they are hardly observable in
images. This observation emphasizes the need for complementary numerical simu-
lations since a visual inspection of the boundary layer by experimental means is
currently not feasible.
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Fig. 14 Concentration fields around a dimpled ellipsoidal bubble in case of a competitive-
consecutive reaction (A + B → P and A + P → S)

The liquid portion in Fig. 14 enclosed by the bubble’s tail presents an interesting
example for the interplay of different transport and reactionmechanisms. The transfer
species A reacts with the bulk species B and forms the product P. Since the diffusive
transport from the surrounding liquid bulk into the entrapped liquid portion is slower
than its consumption by the chemical reaction, a significant depletion of B occurs
close to the center line. At the same time, the consumption of A in this region drops
due to the absence of B, and A accumulates. The presence of both species A and P in
the entrapped liquid portion increases the formation of the side product S. The side
product accumulates in the wake region. Note that the naming convention of product
and side product is rather arbitrary. If S was the desired product, then the dimpled
ellipsoidal bubble itself would be a favorable “micro-reactor”. An additional analysis
of the product formation, also for other bubble shapes, follows in Sect. 4.4.

4.3 Species Transfer and Enhancement

The global Sherwood number and the enhancement factor are the two most impor-
tant quantities for scale-reduced modeling of reactive mass transfer processes. The
Sherwood number Sh is a dimensionless version of the mass transfer coefficient kL
defined as:

Sheff = kLdeq
D

with kL = ṅ

Aeff�c
. (3)
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Fig. 15 Global Sherwood number and enhancement factor for a db = 1.8 mm air bubble rising in
water

The effective surface area Aeff is often not known and not explicitly computed in
experimental investigations. Instead, the bubble volume is measured, and volume-
equivalent diameter deq and surface area Aeq are used to compute Sh. These different
definitions are important to keep in mind when comparing the mass transfer at non-
spherical bubbles between simulations and experiments or literature correlations.
Both Sh-relations are connected to one another by the ratio of equivalent to effective
surface area:

Sheff
Sheq

= Aeq

Aeff
. (4)

Figure 15 depicts the global Sherwood numbers at a small air bubble rising in
water. The investigated reaction mechanisms are as follows:

Label Reaction

Decay A → P

Single A + B → P

Consecutive (cons.) A + B → P & A + P → S

Figure 15 depicts both effective and equivalent Sherwood number. From their
ratio, the increase of the surface area due to the interface deformation can be inferred.
Noticeably, even for the simplest investigated case with a closed flow around the
bubble, employing a free-slip boundary condition for the velocity at the bubble
surface leads to a five percent higher prediction of the mass transfer. In contrast, the
computed enhancement factors remain mostly unaffected.

Visualization 16 depicts equivalent information as Fig. 15 but for the dimpled
ellipsoidal bubble analyzed in previous sections. A striking difference is the more
than two times enlarged effective surface area. Due to the complex flowfield, which is
not reproduced well employing a free-slip boundary condition, also the discrepancy
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between the two different velocity boundary conditions increases. A difference of
roughly 30 percent manifests for the Sherwood number and the deviation of the
enhancement factor ranges between 9% and 13% (Fig. 16).

A strong side of numerical simulations is the availability of local information
close to the gas-liquid interface. For example, one may analyze the local Sherwood
number Shloc to understand the behavior of the global Sherwood number in different
flow regimes or reaction systems. Figure 17 depicts the local Sherwood number at
a dimpled ellipsoidal bubble for different reaction types. Plots depicting the local
Sherwood number over the polar angle ϕ for axis-symmetric bubble shapes are
common in literature. However, the curves depicted in Fig. 17 require some more
explanation. In contrast to spherical or ellipsoidal bubbles, the surface of a dimpled
ellipsoidal bubble does not form a convex hull. However, it is still possible to analyze

Fig. 16 Global Sherwood number and enhancement factor for a dimpled ellipsoidal bubble

Fig. 17 Local Sherwood number for a dimpled ellipsoidal bubble. The area weight indicates to
which extend the local Sherwood number at a given polar angle contributes to the global Sherwood
number
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the mass transfer with respect to the polar angle, but for each polar angle two local
Sherwood numbers are available, one for the inner and one for the outer contour.
Moreover, it helps for the interpretation of the influence on the global Sherwood
number to know the contribution (weight) of the local Sherwood number to its global
counterpart. The weight is nothing but a normalized version of the circumference
at a given point on the interface. As for the local Sherwood number, there are two
weighting factors for each polar angle.

On the outer contour of the dimpled ellipsoidal bubble, the mass transfer is qual-
itatively similar for all reaction types. On the inner contour, the picture changes
drastically. In case of physisorption, the mass transfer drops to almost zero due to the
accumulation of the transfer species in the entrapped liquid volume. Consequently,
the presence of a chemical reaction leads to a relatively strong enhancement at the
inner contour of the bubble. For a simple decay reaction, the enhancement is mostly
uniform with respect to the polar angle. In contrast, the enhancement for single and
parallel consecutive reactions decreases to zero close to the center line because of
the strong depletion of bulk species in that region.

4.4 Local Selectivity

A quantity of high interest for chemical engineers is selectivity. While it is ultimately
important to knowhowmuch product and side product are formed integrally, the local
selectivity depicted in Figs. 18 and 19 reveals regions where product or side product
are mainly formed. We define the local selectivity for a parallel-consecutive reaction
as

Fig. 18 Local selectivity around small ellipsoidal bubbles with increasing aspect ratio from left to
right
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Fig. 19 Local selectivity around dimpled ellipsoidal, spherical cap, and skirted bubbles (from left
to right)

sloc = r1 − r2
r1 + r2

, (5)

where r1 and r2 are the reaction source terms for the first and second reaction, respec-
tively. Following the naming scheme from before, the source terms are computed as
r1 = k1cAcB and r2 = k2cAcP with the reaction rate constants ki . Note that there are
several sensible definitions for the local selectivity. A disadvantage of the definition
above is that integrating sloc over the fluid domain does not yield the global selec-
tivity. However, an advantage is that the fields in Figs. 18 and 19 are not masked by
other transport mechanisms.

Figure 18 shows the local selectivity in the wake of ellipsoidal bubbles for three
different aspect ratios. Such ellipsoidal bubbles occur, for example, if small air
bubbles rise in uncontaminated water at room temperature. The increasing aspect
ratio and Reynolds number reflects an increase in the bubble volume. Regions of low
selectivity towards the primary product occur in the rear part of the bubbles. As the
aspect ratio increases, the point of lowest selectivity shifts from the pole towards the
equator. Moreover, there is a tube-like region of low selectivity in the wake of the
almost spherical bubble. As the aspect ratio increases, this region becomes shorter.
Note that it is not straightforward to judge from these observations which bubble size
might be favorable to maximize the global selectivity. However, Fig. 18 may help to
identify the various effects that lead to a change in the global selectivity.

The local selectivity fields in Fig. 19 are much more diverse compared to the ones
in Fig. 18. Comparing Figs. 14 and 19, one observes that regions of low selectivity in
the entrapped liquid volume coincide with regions of high product accumulation for
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the dimpled ellipsoidal bubble. Another region of low selectivity forms around the
tail of the bubble’s skirt. The skirted bubble shows a similar behavior. Interestingly,
only a very small region of low selectivity forms around the spherical cap bubble.
This region coincides with the point (or ring), where the flow detaches from the
interface. Due to the enormous size of the recirculation zone behind the spherical
cap bubble, no significant depletion of the bulk species occurs, which is in contrast
to the other bubble shapes analyzed here.

5 Conclusion and Outlook

In this chapter we presented new modeling techniques to investigate the reactive
mass transfer at rising bubbles. Regarding the high-Schmidt number problem, a
subgrid-scale modeling approach was described that allows to approximate species
concentration boundary layers with high accuracy even if they are fully embedded
in a single cell layer around the gas-liquid interface. This modeling approach may
be used in the future to investigate the reactive mass transfer in bubble swarms.
Numerical simulations of bubble swarms allow to investigate their chaotic behavior,
and the subgrid-scalemodelmay aid to compensate the decreasedmesh resolution per
bubble diameter, which would be insufficient to resolve the species boundary layers
for realistic Schmidt numbers. To validate the SGS model performance, a hybrid
simulation approach was developed that maps the two-phase interfacial velocity onto
a single-phase simulation domain based on machine learning. The hybrid approach
also allows to take a close look at the local species transport around various typical
bubble shapes.

For future investigations it is desirable to investigate the data-driven version of the
SGS model in greater detail than presented here and in [8, 10]. Regarding the hybrid
approach, a version of the tool snappyHexMesh optimized for two-dimensional
meshes would greatly simplify the creation of meshes that are dense enough to
resolve the extremely thin species concentration boundary layers. Moreover, the
potential of the hybrid approach should be exploited to create high-fidelity reference
data for the reactive mass transfer at realistic bubble shapes. Such data can be used
in consecutive steps to create more accurate Sherwood number and enhancement
factor correlations and to validate the SGS model performance under more realistic
and challenging conditions.
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Development and Application of Direct
Numerical Simulations for Reactive
Transport Processes at Single Bubbles

Holger Marschall and Dennis Hillenbrand

Abstract In reaction engineering one major concern is with reactor performance
for competitive reaction networks in which the formation of desired product and
by-product takes place depending on process conditions. Particularly for gas-liquid
reaction systems, process design and analysis require detailed knowledge on the local
interplay of two-phase fluid dynamics, interfacial species transport and chemical
reactions to assess product yield and selectivity reliably. Direct Numerical Simula-
tions play a significant role in understanding these coupled processes. This chapter
focuses on numerical simulations of reactive mass transfer at bubbles using the
Arbitrary Lagrangian-Eulerian interface tracking methodology. For a prototypical
competitive consecutive reaction at freely rising and Taylor bubbles in a circular
milli-channel, we study local mass transfer coefficients, reaction enhancement and
local product selectivity for different reaction intensities, i.e. Damköhler numbers.
Local data gained from comprehensive simulation campaigns provide insights into
regions of enhanced mass transfer and high product selectivity in the bubble wake.
For realistic Schmidt numbers the influence of the bubble Reynolds number is found
to decrease.

1 Introduction

Many industrial applications in chemical process engineering include the reaction of
gaseous and liquid components. They range from large scale applications, such as
bubble column reactors to small monolith reactors processing Taylor flow [1, 2].

An important goal in intensifying chemical processes is to gain a high product
yield and selectivity, i.e. to maximize reactor performance. Local insights into the
underlying physico-chemical processes at the fluid interface are of high relevance for
reactor design and process intensification. Therefore, both local mass transfer coeffi-
cients and local selectivity fields in reactive bubbly flows are analyzed in this chapter
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so as to disclose the regions with the highest potential to improve the overall reactor
performance. The main objective of this work has been to reveal the local inter-
play between fluid-dynamics, mass transfer and chemical reaction, and its influence
on selectivity. To gain detailed insights, we perform Direct Numerical Simulation
(DNS) of single bubble systems, either freely rising in a quiescent liquid bulk phase
or confined in channels under counter flow of the liquid bulk phase (Taylor bubbles).

However, simulations of mass transfer at bubbles under realistic conditions are
numerical very demanding and computationally costly. One reason is the high spatial
resolution requirement of the typically thin species concentration boundary layer
around the bubble [3]. This is becoming more severe when considering reactive mass
transfer and further complicated by the presence of impurities such as surface active
agents in most industrial applications. Therefore, the vast majority of simulation-
based research work in this field is based on simplified setups, such as single-phase
flow around bubbles of fixed shapes [4, 5] or unduly small Schmidt numbers [6].

In this study, however, we attempt to investigate reactive mass transfer at bubbles
which are dynamic in shape.We focus onDNS of reactivemass transfer with realistic
transport parameters considering two different bubbly flow types:

Single Bubbles This includes the rise of initially spherical, deformable bubbles
of different sizes. These are ubiquitous in industrial reactors and their hydrody-
namic behavior significantly affects the overall mass transfer. Although interactions
between bubbles are always present in applications such as bubble column reactors,
it is important to investigate the main aspects of the mass transfer at single rising
bubbles. An overview of the most important results, both numerically and experi-
mentally, for single rising bubbles can be found in Chapter “Chemical Reactions at
FreelyAscending Single Bubbles”. One of the few fully three-dimensional numerical
analyses of two phase flow around rising bubbles was performed within this project
[7]. Themass transfer highly depends on the hydrodynamic behavior and shape of the
bubble, which is known to depend on the bubble size and fluid properties. The bubble
rising paths vary from straight to zig-zagging or helical ones. Numerical simulations
are able to give insights into local processes, which influence the performance of the
overall reaction process.

Taylor Bubbles Taylor bubbles are elongated bubbles, which almost completely fill
the cross-sectional area of a surrounding channel, separated from the walls only by
a small liquid film, see Chapter “Visualization and Quantitative Analysis of Consec-
utive Reactions in Taylor Bubble Flows” for more details. The liquid flow pattern
in Taylor flows, sometimes called slug flow, has several advantages for chemical
process engineering. The large ratio of interfacial area to volume leads to efficient
heat and mass transfer across the bubble interface, and recirculation in the liquid slug
behind the Taylor bubble leads to intense mixing of the involved species. For experi-
mental investigations, Taylor bubbles are advantageous because the flow parameters
can be well-defined and flow structures are reproducible, see Chapter “Experimental
Investigation of Reactive Bubbly Flows—Influence of Boundary Layer Dynamics
onMass Transfer and Chemical Reactions”. The terminal rise velocity of long Taylor
bubbles is independent of their volume, which ensures that the rise velocity does not
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change during the process. The stationary rise velocity can be measured in experi-
ments or an appropriate downstream counter flow can be applied such that the centre
of the bubble remains at its initial position [8]. As it is still challenging to obtain local
data from experiments, especially near the bubble interface and in the small liquid
film, we have conducted a numerical study to investigate these regions more thor-
oughly regarding local mass transfer and product selectivity for the specific bubble
rising in water introduced in [9]. Additional comparisons of numerical and experi-
mental investigations for different fluids can be found in Chapter “Visualization and
Quantitative Analysis of Consecutive Reactions in Taylor Bubble Flows”.

Reaction Engineering Quantities For the following investigations we define a
prototypical competitive consecutive reaction system, which is representative of
many chemical engineering applications in bubbly systems:

A + B
k1−→ P, (1a)

P + B
k2−→ S, (1b)

where B is the transfer species initially present in the gas bubble, A is the educt
in the liquid bulk, P is the desired product, while S is an undesired side product.
Rate constants of the chemical reactions are denoted by k1 and k2 for the indi-
vidual reaction steps, respectively. A summary of several bio-inspired complexes
which react according to the reaction scheme presented above is given in [10]
and used in both experimental and numerical investigations of bubbly flows [11].
Details on the chemical substances and their properties following such reaction
schemes can be found in Chapters “Control of the Formation and Reaction of
Copper-Oxygen Adduct Complexes in Multiphase Streams”, “In Situ Characteri-
zable High-Spin Nitrosyl–Iron Complexes with Controllable Reactivity in Multi-
phase Reaction Media” and “Formation, Reactivity Tuning and Kinetic Investiga-
tions of Iron “Dioxygen” Intermediate Complexes and Derivatives in Multiphase
Flow Reactions”.

The overall selectivity for the above reaction scheme can be defined as [7]

S(t) = nP(t) − nP,0

nB,0 − nB(t)
, (2)

where ni is the total number of moles and ni,0 represents the initial amount of moles.
To investigate the contribution from different regions to the overall selectivity, a local
selectivity can be defined as

Sloc(x, t) = r1 − r2
r1 + r2

= k1cAcB − k2cAcP
k1cAcB + k2cAcP

, (3)

where ri is the local reaction rate of the single reaction steps.
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The mass transfer of the gaseous species from the bubble into the liquid can
be measured as the liquid sided concentration gradient at the bubble interface. The
local non-dimensionalized concentration gradient is expressed by the local Sherwood
number

Shloc = ∂ncBdeq
cB,Σ

, (4)

where ∂n is the normal derivative at the interface, deq is the diameter of a volume-
equivalent sphere and cB,Σ is the interfacial concentration of the transfer species B.
The overallmass transfer can be quantified by the global Sherwoodnumber, forwhich
several correlations exist in the literature, e.g. [12]. The global Sherwood numberwill
be used to compare the numerical results to the experimentally gained correlations
and to assess the influence of fluid dynamics on themass transfer. Another possibility
is to evaluate the efficiency of mass transfer per interfacial area by means of the
specific mass transfer coefficient:

kl A =
∫

SΣ

DB
nΣ · ∇cB
cB,Σ

ds, (5)

where DB is the diffusivity of the transfer species in the liquid and the interfacial
area is denoted by A = |SΣ |.

In the forthcoming section, the governing equations for fluid dynamics and species
transport are introduced. Moreover, the used numerical discretization technique is
described briefly. Section 3 is devoted to the validation of the utilized flow solver,
while Sect. 4 puts forth the results for freely rising single bubbles. Section 5 relates
to the Taylor bubble flow and discusses local insights into the physico-chemical
processes at the interface with relevance to possible local mass transfer enhancement
and product selectivity improvement.

2 Model and Method

2.1 Mathematical Model

We employ a so-called sharp interface model, which means we presume a sharp
jump of material properties at the interface. The interface �(t) itself is assumed as a
surface of discontinuity of zero thickness, which separates two immiscible, Newto-
nian, and incompressible fluid phasesΩ± = Ω+(t)∪Ω−(t).We shall further restrict
ourselves to isothermal conditions (i.e., disregard phase change due to evaporation
or condensation) and to dilute multi-component systems. This yields the transport
equations for mass and linear momentum,
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∇ · v = 0, (6a)

∂t (ρv) + ∇ · (ρvv) = −∇ p + ∇ · τ + ρg, (6b)

being valid in the bulk regions, Ω±\Σ(t). Herein, the gravitational accelera-
tion is denoted as g and the viscous stress tensor for a Newtonian fluid reads
τ = μ

(∇v + (∇v)T
)
, where ρ denotes the fluid density and μ its dynamic viscosity,

both being constant within a respective phase.
We assume zero velocity jump at the interface, in particular volume effects due

to dissolution and phase change are disregarded. The presence of surfactants in the
bulk phases and on the interface is taken into account. Then, the interfacial jump and
transmission conditions are

[[v]] = 0, (7a)

[[p I − τ ]] · nΣ = σ κ nΣ + ∇Σσ, (7b)

on the fluid interface �(t), where [[·]] denotes the jump bracket, nΣ the outer unit
normal at the interface and κ = ∇Σ · (−nΣ) is twice the mean interface curvature.

In order to account for transport of chemical species, the governing equations for
fluid dynamics are accompanied by bulk and interface species transport equations as
well as by species transmission and jump conditions. For a species k, being subject
to interfacial mass transfer and chemical reactions within the bulk, these read

∂t ck + ∇ · (ckv + j k
) = rk, (8)

and

[[
j k

]] · nΣ = 0, (9a)

c+
k = Hkc

−
k . (9b)

Herein, ck denotes the molar concentration of the species k and j k the diffusive
flux. For species transport in the bulk we assume a dilute system (negligible inertia of
chemical constituents), thus the Fickian law of diffusion is applied j k = −Dk∇ck .
Diffusivities Dk are assumed as constant (but different, D+

k �= D−
k ) in each fluid

phase. The Henry coefficient Hk in the interfacial jump condition is assumed as
constant along the interface, for more details refer to [13]. The term rk denotes the
chemical reaction rate depending on the system under investigation. For example,
for the reaction network introduced in (1a, 1b) the transfer species B is consumed by
two reactionsmaking it a competitive consecutive reaction where the second reaction
gives rise to the undesired by-product by consumption of product. A more detailed
discussion can be found in [7]. In the case of surfactants, the interfacial transport of
a species k reads
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∂Σ
t cΣ

k + ∇Σ · (
cΣ
k v|| + jΣk

) − cΣ
k VΣκ = ṡΣ

k . (10)

Here, ∂Σ
t cΣ

k denotes the partial time derivative along a path which follows the
normal interface motion (Thomas derivative), where VΣ is the normal speed of
displacement of the interface. The surfactant system on the fluid interface should
be treated as non-dilute employing surface Maxwell-Stefan constitutive modelling
[14].

The remaining constitutive equations for the unclosed terms, i.e., the surface
tension σ = σ

(
cΣ
i

)
, the diffusive fluxes j k and jΣk and the sorption source term

ṡΣ
k as well as the reaction source rk can be found by closure modeling. Different
modeling options and corresponding constitutive equations are set out elsewhere but
would go beyond the scope of this contribution. The interested reader is thus referred
to [7, 15] and references therein.

2.2 Numerical Methods

The two-phase Navier Stokes equations and species transport equations are
discretized using a second-order Finite Volume Method (FVM) in OpenFOAM
(FOAM-extend version 3.1) with support for moving polyhedral meshes. This allows
to employ the Arbitrary Lagrangian Eulerian interface tracking methodology (ALE-
ITM). Within the framework of a previous DFG-funded project, namely within the
DFG priority program SPP 1506, we have advanced the ALE-ITM with respect to
interfacial mass transfer and multicomponent surfactant transport at fluid interfaces.
In this project, we have significantly improved the overall robustness (i.e. stability
and convergence) properties of the ALE algorithm allowing for dynamic interface
deformation while accurately solving for species transport including reactions. This
has enabled us for a detailed numerical study on the mutual influence of bubble
dynamics, mass transfer and chemical processes.

Within theALE-ITM, the flowwithin eachfluid phase is governed by a separate set
of (integral) conservation equations in Arbitrary Lagrangian Eulerian (ALE) formu-
lation. The fluid interface itself is represented by a computational mesh boundary,
or a part of it. Notably, this results in an explicit rather than an implicit interface
representation. The boundary mesh is of particular relevance as it enables to solve
for surfactant transport equations along the interface. Coupling between the bulk
regions is achieved through enforcement of interfacial transmission and jump condi-
tions by means of boundary condition updates to each fluid domain at the respective
locations in the PIMPLEC algorithm (combination of SIMPLEC and PISO) used for
pressure velocity coupling [16]. The motion of the interfacial boundary is obtained
as a part of the numerical two-phase flow solution, during which correspondingmesh
boundary faces and control points are moved so as to satisfy discretized forms of the
interfacial conditions. For their discretization we make significant use of the Finite-
AreaMethod (FAM) providedwithinOpenFOAM. The interface is then advected in a
semi-Lagrangian fashion in order to fulfill the SpaceConservation Law (SCL), which
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is crucial for phase volume conservation. More details on the numerical method can
be found in [17, 18]. A detailed explanation of the overall solution methodology,
including surfactant transport and their sorption processes, can be found in [15]. The
extension for treating species transport within the ALE framework is set out in detail
in [7, 19].

Different strategies have been developed, implemented and tested within this
project to approach a great challenge for numerical simulations, which lies in unduly
high demand for spatial resolution of the species boundary layer near the bubble
interface for high Schmidt numbers. The first approach introduces a second mesh
for the discretization of the species transport in the liquid phase only. This mesh
is statically refined in normal direction to the interface [7] to resolve the species
boundary layer, which is much thinner than the hydrodynamic boundary layer. The
additional computational cost for flow solution on the finer mesh is significantly
alleviated. Nevertheless, this approach is limited by the number of refinement steps,
as each refinement reduces the mesh quality.

To remedy the refinement requirements, sub-grid-scale models may be used to
augment the interpolation schemes by information based on analytical solution of a
simplified substitute problem [20], being valid close to the bubble interface. Numer-
ical results using such sub-grid-scales models are presented in Chapter “Modeling
and Simulation of Convection-Dominated Species Transport in theVicinity of Rising
Bubbles” and show convincing agreement with experimental results. Such a sub-
grid scale model augmented discretization has already been successfully applied
for cases with high Peclet numbers, but is only applicable for physisorption or
simple decay reactions for which an analytical model expression can be devised,
see Chapter “Modeling and Simulation of Convection-Dominated Species Trans-
port in the Vicinity of Rising Bubbles”. To extend the applicability of sub-grid-scale
models such that chemical reactions can be included, this procedure can be replaced
by machine learning techniques [21]. Despite these promising results, each subgrid-
scale model can only be used for one specific reaction system at present. Therefore,
the usage of sub-grid-scale models for reactive mass transfer will be included in
future work, expecting improved computational performance.

The numerical code used for the simulations in this work has been considerably
extended and enhanced to enable accurate and robust simulations of bubbly flow
with reasonable computational effort. To ensure physical fidelity, the revised code
has been subject to validation as set out in the next section.

3 Numerical Validation

3.1 Computational Case Setup

Within the ALE interface tracking framework, the mesh motion is accomplished by
means of an appropriate mesh velocity. The interface is represented as a part of the
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mesh boundary. For all simulations, meshes with prismatic layers on both sides of
the interface are used so as to improve the mesh quality and to ensure accuracy,
particularly regarding mesh skewness during interface deformation.

For all simulations of single rising bubbles, the bubble interface has been initial-
ized as a sphere. The outer domain boundary is at a distance of at least eight times the
bubble radius in order to avoid numerical bias of the solution close to the interface
from the domain boundary condition. The outer mesh consists of prismatic layers
which extend from the initially spherical bubble to the domain boundary. A part of
the outer layered mesh for a single bubble with db = 4 mm is depicted in the right
part of Fig. 1. The inset shows the high spatial mesh resolution close to the inter-
face. To reduce the overall number of cells, while maintaining sufficiently high mesh
resolution at the interface, aggressive mesh grading in radial direction is employed.

Figure 1 (left) shows the simulation setup regarding boundary conditions.Amixed
Dirichlet/Neumann boundary condition is set for the velocity at the domain boundary.
If the current velocity points inward on a specific boundary face, an inlet velocity
equal to v∂Ω,in is imposed. Otherwise, a zero normal gradient is applied. For the
pressure field, the normal gradient is set to zero on the entire domain boundary ∂Ω .
For all species of the multi-component system, the same mixed Dirichlet/Neumann
boundary condition as for the velocity is used. The concentrations of product P and
by-product S are initialized to 0 mol/m3 in the entire domain. The transfer species
B has an initial uniform and non-zero concentration value inside the bubble and c =
0 mol/m3 in the liquid phase. The opposite situation holds for the educt A. The inlet
value is set to c = 1 mol/m3 for the species A and c = 0 mol/m3 for the remaining
components.

a) Sketch of case setup b) Computational mesh 

Fig. 1 Case setup and mesh for a single rising bubble with db = 4 mm
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The jump and transmission conditions for the pressure and the velocity fields
as well as the transfer species B are enforced by means of a partitioned Dirichlet-
Neumann Algorithm (DNA) according to Eqs. (7) and (9), respectively. For non-
transfer species zero normal-gradient boundary conditions are applied.

3.2 Validation Study

The employed ALE interface tracking solver has been subject to in-depth validations
studies elsewhere, see [7, 15, 19]. However, as the solver has been substantially
revised and improved with respect to robustness (stability and convergence), we set
out an excerpt of validation results in the remainder. Here, we employ the analytical
solution of Satapathy and Smith [22]with corrections from [23], on the basis ofwhich
the revised ALE interface tracking two-phase flow solver is validated considering
a highly viscous flow around a spherical bubble. Due to the low Reynolds number
the bubble remains spherical and the solution is axisymmetric. As the solution is
independent from the azimuthal angle, this validation case is also of high relevance
to verify the correct treatment for axisymmetric setups in the ALE interface tracking
framework.

The results from both the 3D and axisymmetric simulations are compared to
the analytical solution. For the 3D case, three different mesh resolutions are used,
which are referred to in the following as mesh1, mesh2 and mesh3, respectively.
The total number of cells for each mesh is 6000, 24,000 and 192,000 respectively.
To demonstrate agreement with the axisymmetric simulation results, a wedge-type
mesh with 2000 cells is employed. It is important to note that the spatial resolution
of the axisymmetric mesh is finer in radial and tangential direction, while the overall
cell size is of course significantly smaller.

The parameter set used for the present validation study is given in Table 1. For
these parameters, the terminal flow velocity is U = 0.0288 m/s, which results in a
Reynolds number Re= 0.3104. The numerically calculated Reynolds numbers along
with their relative errors are reported in Table 2.

The analytical solution provides local velocity profiles which makes it possible
to spot errors better than with global data only, such as the bubble rise velocity for

Table 1 Material parameters
for Satapathy-Smith
validation

Parameter Value

ρl 1235 kg/m3

ρg 1.173 kg/m3

μl 0.46 kg/ms

μg 1.856 × 10−5 kg/ms

σ 0.07232 kg/ s2

db 4 mm



364 H. Marschall and D. Hillenbrand

Table 2 Mesh study of velocity and pressure errors compared to the solution of Satapathy and
Smith

Mesh Re Rerel,err in % εu × 10−4 εp × 10−4

mesh1 0.3010 3.032 8.55 3.32

mesh2 0.3059 1.444 7.15 3.48

mesh3 0.3104 0.004 6.49 3.27

Wedge 0.3168 2.065 11.13 3.84

a) 3D setup b) wedge setup

Fig. 2 Local velocity errors

instance. For local insights, the local errors are shown as a scatter plot in Fig. 2. The
color indicates the absolute error εu of the velocity magnitude, while the scatter size
scales with the corresponding relative error. The local velocity error is defined as

εu(xi ) = 1

N

√√√√ N∑
i

‖u(xi ) − unum(xi )‖2 , (11)

where i denotes the current cell index and N is the total number of cells. The local
pressure error can be defined in an analog manner. Figure 2 depicts local velocity
errors for the finest resolutions for the 3D as well as for the axisymmetric simula-
tion results. The scatter sizes show that the maximum relative errors occur near the
interface at the stagnation points of the bubble. The absolute errors are very small
and the numerical solution agrees well with the analytical one. The good agree-
ment between the results of the two numerical setups underpins the suitability of
axisymmetric simulations if applicable. Here, the highest errors occur at the domain
boundary, where the aspect ratio of the cells is much larger than for the 3D case.
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Table 3 Global Sherwood
numbers

Source Shgl

Clift (1978) 221.0

Oellrich (1973) 223.3

Takemura (1998) 229.6

mesh1 237.3

mesh2 225.1

mesh3 230.8

Wedge mesh 222.8

However, these errors have been found neither to bias the rise velocity nor to alter
the numerical solution inside the boundary layer, which is important for accurate
numerical predictions of interfacial mass transfer. We employ axisymmetric simu-
lation whenever applicable in order to reduce the overall computational mesh size
and thus to save computational time, which enables either higher spatial resolution
or faster computation for the parameter studies investigating the physico-chemical
processes in bubbly flow.

In Table 2 the global error for both the velocity and pressure, defined as the
average of the local error over the whole computational domain, is shown for the
different meshes. The global error decreases for increasing mesh resolution, which
implies numerical consistency. In addition to validation of two-phase fluid dynamics,
the steady-state velocity field has been used for the calculation of the transport
of a gaseous species into the liquid phase. Here, a realistic diffusion coefficient
D = 1 × 10−9 m2/s is employed, which results in a Peclet number of Pe = 1.16 ×
105. We further compare the global Sherwood number Shgl from the numerical
reference solution to correlations presented in literature in Table 3. A good agreement
of numerical Sherwood numbers has been found, especially with the most recent
correlation presented in [12]. The axisymmetric ALE interface tracking simulations
are also reproducing the Sherwood numbers accurately and thus can be used for
interfacial mass transfer computations if applicable.

4 Reactive Species Transfer from Single Rising Bubbles

4.1 Computational Case Setup

The computational setup for DNS cases of reactive interfacial mass transfer from
single rising bubbles is the same as described in the previous section, cf. Fig. 1.
However, while the initial bubble shape remains approximately spherical in the vali-
dation study, the bubbles considered in the present section are significantly deforming
during the transient simulations. Moreover, the concentration boundary layers are
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Table 4 Values of physical
quantities

Parameter Value

ρl 1000 kg/m3

ρg 1.205 kg/m3

μl 4.46 × 10−3 kg/ms

μg 1.81 × 10−5 kg/ms

σ 0.072 kg/ s2

db {1.49, 2.11, 2.73, 3.34, 3.86} mm

significantly thinner than the hydrodynamic boundary layers at the bubble inter-
faces. This numerical challenge of sufficiently resolving the concentration boundary
layer becomes pronounced with increasing Schmidt numbers and is known as the
High Schmidt Number Problem (HSNP). In the case of reactive mass transfer, this
multi-scale problem becomes even more severe. In order to alleviate the HSNP but
keeping the computational costs reasonable, the standard approach of solving both
for the bubble dynamics and for chemical species transport on the same mesh has
been revised. Instead, for the solution of the physico-chemical processes involved in
interfacial mass transfer, we use a second mesh to be able to provide higher spatial
resolution where needed, i.e. at the interface, while for two-phase fluid dynamics, a
coarser mesh can be used which has to provide only sufficient resolution for accurate
pressure-velocity coupling particularly at the interface, i.e. resolving the interfacial
viscous boundary layer.

The simulation campaign carried out has been based on a systemof fluid properties
corresponding to aMorton number

(
Mo := g
ρμ4

l /ρ
2
l σ

3
)
equal to 10−8. The values

of fluid properties are given in Table 4.
The parameter space considered includes five different bubble diameters db,

resulting in Eötvös numbers
(
Eo := g
ρd2

b/σ
)
ranging from 0.3 to 2 and bubble

Reynolds numbers (Re = ρlUbdb/μl) ranging from 58 to 232, which covers the full
range from nearly spherical, straight rising bubbles to strongly deformed bubbles
rising on helical paths.

For each bubble diameter, eight distinct simulations have been carried out with
computational analysis focus on reaction engineering aspects (see below). Addi-
tional numerical results for smaller bubbles rising on a straight path are compared to
experiments in Chapter “Chemical Reactions at Freely Ascending Single Bubbles”.

The underlying reaction system is a competitive consecutive reaction network as
introduced in Eq. (1a, 1b). The rate coefficients of both chemical reactions have been
varied by adopting different values for the Damköhler number of the first reaction(
Da1 = dbk1cA,in/Ub

)
and for the ratio κ := Da2 /Da2 of Damköhler numbers of

both reactions involved. Rate coefficients have been chosen such that the Damköhler
number of the first reaction is Da1 ∈ {0.01, 0.1, 1, 10} and κ = {10, 100}. Such a
parameter space allows to cover the technically relevant range of reaction intensities
from very slow to fast chemical reactions in bubble column reactors.

All simulations within the simulation campaign have been accomplished with
a single 3D mesh being scaled to the desired bubble diameter. The computational



Development and Application of Direct Numerical Simulations … 367

mesh in the inner (bubble) part consists of polyhedral cells, while for meshing of the
outer part, prismatic cell layers and mesh grading have been used. Here, a second
mesh is introduced so as to resolve the concentration boundary layer region by using
additional cell layers. Thenumber of refinements necessary for an adequate resolution
has been obtained by means of a mesh independence study, which identified three
refinement levels to be sufficient. More precisely, upon further refinement, the global
Sherwood number has been found to change only insignificantly (below0.1% relative
deviation).

In case of a competitive consecutive reaction scheme, which has been central to
the present 3D study, scientific questions which have been approached and answered
are

1. What is the effect of changing the bubble equivalent diameter on mass transfer
and selectivity for different Schmidt number regimes?

2. What are the reaction time scales, for which local product selectivity changes
significantly and where does this occur?

3. Where is the local enhancement most effective and how much does it increase
the overall mass transfer?

An overview of results is set out and discussed in the next two sections. The
interested reader is referred to [7] for more details.

4.2 Reactive Mass Transfer

Significant dependence of the local mass transfer coefficient kl on the bubble equiva-
lent diameter has been identified and quantified [7] for both nonreactive and reactive
cases, i.e. for physisorption and chemisorption (competitive-consecutive reaction
according to (1a, 1b)). Figure 3 depicts profiles of the local mass transfer coefficient
along the bubble polar angle θ for different bubble diameters. Note that the displayed
values are computed by averaging along the bubbles’ azimuthal angles. It can be
easily seen for both cases of physisorption (Fig. 3a) and chemisorption (Fig. 3b) that
decreasing values of the local mass transfer coefficients in region I correspond to
increasing bubble sizes. This can be ascribed to longer residence times, the flatter the
bubble shapes become. In the vicinity of the equatorial planes (region II), a significant
increase of the mass transfer coefficient can be observed. The higher the deformation
of the bubbles, the higher the tangential velocities in this region and the thinner the
concentration boundary layers. In region III, the local mass transfer coefficients are
found to rapidly decrease due to the appearance of closed wake zones in the rear
of the bubbles which effectively hinders exchange with fresh fluid by advection,
leaving diffusion the only transport mechanism for species to leave this region. In
region III, there are also noticeable differences between non-reactive and reactive
cases in the profiles for the local mass transfer coefficients corresponding to the
same bubble sizes. Here, the liquid slows down and thus higher local concentration
values of the transfer species cause the chemical reaction to intensify. This renewal
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b) chemisorption (competitive consecutive reaction)

a) physisorption

Fig. 3 Local mass transfer coefficients as a function of polar angle

of the boundary layers becomes even more evident in the presence of the recircu-
lating vortices. This enhancement due the chemical reaction significantly increases
the mass transfer locally. Obviously, this effect becomes more pronounced for higher
reaction rates, i.e. larger Damköhler numbers. However, the interfacial area affected
by mass transfer enhancement is only a small part of the total bubble surface (cf.
Fig. 5, upper row) with a limited contribution to the overall enhancement.

Regarding global reaction engineering parameters, the global Sherwood numbers
have been found to increase monotonically with increasing bubble Reynolds
numbers, while for the global mass transfer coefficient a maximum is observed
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at Reb = 118(db = 2.11 mm), which is explained above analyzing the local mass
transfer coefficient profiles. A particular good agreement has been found with the
Sherwood number correlation of Takemura and Yabe [12] for Reynolds numbers
less than 150, and with the one by Winnikow [24] for higher Reynolds numbers.
The global enhancement factor has been found to be nearly independent of both the
bubble Reynolds number and the Schmidt number, particularly for realistic parame-
ters, i.e. high Schmidt numbers. This almost independence is in agreement with the
film theory for species transfer, where the enhancement factor is solely dependent
on the Hatta number (Ha := √

k1cA,inDA,l/k
phys
l ). For more details, the interested

reader is referred to [7].

4.3 Product Selectivity

Regarding the impact of different fluid dynamic conditions and chemical reaction
intensities on the product selectivity of the competitive consecutive system (1a, 1b),
the present simulation campaign [7] revealed important differences to results from
a detailed computational analysis by Khinast et al. [4, 5]. The key point here has
been that, while Khinast et al. used a 2D fixed-bubble model, in this simulation
campaign a 3D ALE interface tracking method has been deployed, which enables
to gain detailed insights into the local interplay of the 3D and unsteady dynamics of
the bubble interfaces, transient mass transfer and chemical reactions. In particular,
it has been found for moderate to fast reaction intensities and for a given ratio of
reaction intensities of κ = 10 that the product selectivity is monotonously decreasing
with increasing bubble Reynolds numbers Reb, while Khinast et al. have observed
a non-monotone behaviour. This discrepancy of simulation outcomes of [4] versus
[7] is due to a combination of 3D and unsteady effects, which have been captured
solely in the latter work (see Fig. 5). More precisely, it can be observed that, if
breakup of the azimuthal symmetry occurs (cp. Fig. 5c for the largest bubble in this
simulation campaign, i.e. (db = 3.86 mm)), this leads to a flow configuration such
that fluid elements going around the bubble experience significantly different contact
times depending on the bubble side, alongwhich the elements flowaround the bubble.
Moreover, the presence of vortical structures developing perpendicular to the stream-
wise main direction, further increases residence time close to the bubble surface. As
a consequence, due to locally high concentrations of transfer species B, significant
amount of side product S is formed, leading to the formation of a region characterized
by low local product selectivity at the rear, see Fig. 5c for Eo = 2 (bottom row).
Increasing the ratio of reaction intensities (here to κ = 100), the global product
selectivity is observed to become almost independent from the bubble Reynolds
numbers for fast reactions [7]. Under such conditions, the reaction zone becomes
even smaller. Thus, there is no noticeable influence of the fluid dynamic conditions
of rising single bubbles on the local product selectivity in their wake. Increasing the
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Fig. 4 Global selectivity
versus bubble Reynolds
number for the competitive
consecutive reaction network
for Schmidt numbers Sc ∈
{10, 100}, Da1 = 1, κ = 10,
reproduced from [7] with
permission

Schmidt number, the dependence of product selectivity from the bubble Reynolds
numbers is likewise diminishing—cf. Fig. 4.

5 Reactive Species Transfer for Taylor Bubbles

Taylor bubbles are elongated bubbleswhich almost completely fill the cross-sectional
area of typically straight milli- or micro-channels. The advantages of Taylor flow
in reaction engineering are [25]: high values of specific exchange area, low axial
dispersion due to separation of the liquid by bubbles into distinct slugs, high mixing
rateswithin the liquid slugs due to recirculation. Clearly, due to the high characteristic
interfacial area density per unit volume and short diffusion lengths for mass transfer
from the gaseous phase through the thin liquid film to the channel wall, high heat
and mass transfer rates can be realised. Thus, Taylor bubbles have been a guiding
measure of the present priority program DFG-SPP 1740 and have been subject to
in-depth investigation in the second period.

In the present work we have numerically investigated a specific Taylor bubble
setup, which has been originally studied experimentally in [9] and since then has
been subject to further theoretical work in [26, 27]. Experimental details can be found
in the original article and also in Chapter “Visualization and Quantitative Analysis
of Consecutive Reactions in Taylor Bubble Flows” of this book. This work aims
to validate the most important geometrical parameters of the Taylor bubble, using
experimental data as a sensitive measure for correctly capturing the fluid dynamics.
Then, chemisorption with a chemical reaction scheme according to (1a, 1b) is inves-
tigated with focus on the product selectivity. In particular, we aim to reveal local
selectivities in the vicinity of the Taylor bubble surface and its wake region using
highly resolved computational data gained here.
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a) Eo = 1 b) Eo = 1.5 

c) Eo = 2

Fig. 5 Local distributions of Sherwood number on bubble surfaces and product selectivity in cutting
plane (images in top row). Local concentrations and reaction rates of transfer and product species
and resulting selectivity (images in mid and bottom rows)

5.1 Computational Case Setup

From a computational point of view, it is utmost demanding to accurately resolve the
thin film region between the bubble and the wall. Previous studies, e.g. [28], have
revealed that at least five mesh cells are required along the radial direction in the film
region for accurate results. Effectively, this decreases cell sizes in this region to a
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few micrometers. It is emphasized that capturing the velocity profile in the thinnest
film region is crucial for correctly predicting both the Taylor bubble’s shape and
its rise velocity. Since such challenging resolution requirements increase the overall
number of computational mesh cells significantly, particularly 3D simulations suffer
from high computational costs. For this reason, most numerical studies either have
used modified physical fluid parameters [29] (resulting in thicker liquid films) or
simplified geometries [4] (e.g. 2D setups). In this study, axisymmetry is exploited
and awedge setup is employed for the present Taylor bubble case. This is justified due
to the low Reynolds number of the flow and the symmetric velocity field including
symmetric vortex structures in the bubble wake, which have been observed in the
experimental studies.

To efficiently arrive at a stationary bubble shape and velocity field at affordable
computational time, the bubble shape from the experimental results has been used for
initialization. The in- and outlet boundaries of the channel are placed in such a way
that they do not bias the flow around the bubble. In Fig. 6 (left), the numerical setup
for aTaylor bubble using amoving reference frame is shown.On the right hand side of
Fig. 6, themesh is depictedwith focus on the liquidfilm region around the investigated
Taylor bubble, the inset reveals details of the fine mesh resolution applied in this
region. As shown, the mesh is hexahedra-dominated, with static mesh refinement

a) Sketch of case setup b) Computational mesh 

Fig. 6 Case setup and initial mesh for the Taylor bubble investigated experimentally in [9]
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Table 5 Values of physical
quantities for Taylor bubble

Parameter Value

ρl 1000 kg/m3

ρg 1.205 kg/m3

μl 4.46 × 10−3 kg/ms

μg 1.81 × 10−5 kg/ms

σ 0.072 kg/ s2

Dl 1.62 × 10−8 m2/ s

deq 7.58 mm

at the bubble interface. Additionally, this practice allows to refine the mesh, where
required. For instance, for species transport simulations with realistic diffusivities,
the mentioned high-Schmidt-number problem, i.e. species boundary layers of only
a few micrometers thickness, require significantly higher mesh resolutions around
the bubble. The axisymmetric setup used in the present study is shown to allow
for accurate simulation results at affordable computational times and high spatial
resolution of regions of interest for reaction engineering.

The physical parameters for the hydrodynamics and the physisorption of the
considered O2 Taylor bubble in water are reported in Table 5. The volume-equivalent
sphere diameter of the bubble is db = 7.58 mm, cf. [9].

5.2 Taylor Bubble Hydrodynamics

In analog to previous studies [25] and to Chapter “Visualization and Quantitative
Analysis of Consecutive Reactions in Taylor Bubble Flows”, we compare the shape
of the Taylor bubble with experimental results for validation. The comparison is
performed for a set of geometrical target parameters which has been shown to be
suitable for validation of the bubble fluid dynamics, cf. [25]. As depicted in Table 6,
the bubble volume, length and minimum film thickness are in good agreement with
the experimental results. The deviation of the minimum film thickness corresponds
to the maximum camera resolution from the experiments (approximately 1 pixel).

Table 6 Geometrical target
quantities assessing the
Taylor bubble shape

Bubble volume Bubble length Min. film
thickness

Experiment
[9]

2.28 × 10−7 m3 9.67 mm 174 μm

Simulation 2.285 × 10−7

m3
9.55 mm 184 μm

Deviation 0.002% 1.24% 5.75%
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The bubble volume remains constant over the whole simulation time, although the
bubble is subject to large shape oscillations until the steady state is reached.

Comparing the velocity field and rise velocity of the simulated Taylor bubble with
the experimental results, discrepancies are still observed and are subject to ongoing
research. Most obviously, where the experimental results suggest a closed vortex
behind the bubble, the numerical results show a closed wake region. Moreover, the
velocity values are significantly higher in the simulation than in the experiments.

The good agreement in geometric target quantities but differences in fluid
dynamics might be an indication for the presence of contamination, e.g. low concen-
trations of surface active agents (surfactants). With the influence of surfactant being
accounted for, it is expected that the resulting local Marangoni forces induced by
surfactants along the interface would lead to reduced velocities in the film region and
a smaller overall rise velocity of the Taylor bubble. Some examples for experimental
investigations on the influence of surfactants in Taylor bubble flow can be found in
[30–32]. Nevertheless, a high-fidelity computational analysis of surfactant influence
on the behavior of Taylor bubbles is not straightforward and indeed literature results
even contradict each other [33]. Therefore, this influence on hydrodynamics and
reactive mass transfer as well as product selectivity has to be investigated in-depth
within the remaining time of the present project. For these simulations, the above
mentioned subgrid scale models introduced in [13, 15, 21] will be utilized for the
sorption of surfactants onto the interface.

5.3 Reactive Mass Transfer

The competitive-consecutive reaction system (1a, 1b) is studied. To investigate the
local interplay of fluid dynamics, reactive mass transfer and chemical reaction, a
simulation campaign varying the reaction rates of both equations has been performed.

The same chemical parameters as for the case of single bubbles rising in quies-
cent liquid have been used such that the Damköhler number of the first reaction is
Da1 ∈ {0.01, 0.1, 1, 10} and κ = {10, 100}. For the Taylor bubble, only faster reac-
tions with Da1 ≥ 1 are investigated for comparison reasons to the reaction systems
provided in Chapter “Control of the Formation and Reaction of Copper-Oxygen
Adduct Complexes in Multiphase Streams”. Figure 7 shows the local simulation
results regarding the concentration fields of the involved chemical species and the
local product selectivity for two different physico-chemical cases. The upper row
shows the local Sherwood number distribution on the interface as well as the local
product selectivity in the cutting plane. Additionally, streamlines of the resulting
steady state are shown. Note, that all fields are axisymmetric—only displayed in
different cutting planes for clarity.

The depletion of selectivity, which corresponds to a higher production of the
undesired side product, is mainly present in the wake of the bubble as it has been
observed as well for the single rising bubbles, see Fig. 5. In the previous section,
Fig. 5a shows the local product selectivity for Da1 = 1 and κ = 10 for a rising
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a) Da = 1and     = 10 b) Da = 10 and    = 100

Fig. 7 Local distributions of Sherwood number on bubble surfaces and product selectivity in cutting
plane (images in top row). Local concentrations of transfer species, product and by-product (images
in bottom row)

bubble with a closed wake. Note that the minimum value of product selectivity in
Fig. 7a is still much higher than the one found for the freely rising single bubble, and
is ascribed to more intense mixing behind Taylor bubbles leading to the formation
of the desired product P rather than the side-product. Figure 7 also depicts the local
Sherwood number. In the bottom part of Fig. 7a the local concentration fields of the
transfer species B, the product P and the side-product SP are provided. The product
concentration is observed to be highest directly at the rear part of the bubble close to
the symmetry axis, where the species is quickly advected downwards and can thus
not react further with the transfer species. The side-product concentration is highest
in the vicinity of the channel wall, where the velocity is low. For comparison, the
same fields are shown for a reaction scheme with higher reaction rates in Fig. 7b. For
both conditions, the influence of fluid dynamics is qualitatively the same. However,
due to the higher reaction rates, the local concentrations of the transfer species are
significantly lower. Consequently, the local Sherwood number and mass transfer rate
are found to be higher. The selectivity is lower for higher reaction rates in the bubble
wake, particularly in regions of small fluid velocities, i.e. close to the channel axis.
Here, the product selectivity even becomes negative, which means that more of the
product P is consumed by the second reaction than locally formed by the first reaction.
In future work, the ALE interface tracking code, enhanced within this project, will be
deployed to systematically investigate the reactive mass transfer at Taylor bubbles.
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6 Conclusion

Direct numerical simulations of reactive mass transfer at rising bubbles have been
performed deploying anALE interface tracking flow solver which has been enhanced
to account for mass transfer and chemical reactions (chemisorption). A prototypical
competitive-consecutive reaction mechanism was employed to investigate the influ-
ence of bubble dynamics on local Sherwood numbers, enhancement factors and
product selectivities.

Twodifferentmethod enhancements have been implemented, tested and employed
in order to cope with the high bubble dynamics and multiscale issue of reactive mass
transfer at rising bubbles. The first approach, devised for freely rising bubbles, used a
second computational mesh for the liquid domain, which has been refined to capture
the thin concentration boundary layer in the vicinity of the bubble interface and used
for the species transport only. This has enabled the accurate computation of mass
transport across the interface of deformable bubbles at higher Schmidt numbers for
3D simulations. In the second step, a different two-mesh approachhas beendeveloped
and utilized. Herein, each fluid phase is represented by a separate mesh. The two-
phase fluid dynamics is realised in a coupled (partitioned) fashion by means of a
Dirichlet-Neumann algorithm, leading to significantly improved robustness (stability
and convergence) properties even for high interfacial dynamics.After validation, both
approaches have been used for simulation campaigns with focus on chemisorption
from single rising bubbles andTaylor bubbles, respectively. A detailed computational
analysis revealed the influence on bubble dynamics on local reaction engineering
quantities such as Sherwood numbers, enhancement factors and product selectivities.

Local selectivity fields, which are not available from experiments, have been
accessible from local simulation data gained within the present project. On this
basis, regions at the rear of the bubbles have been identified, which are characterized
by enhanced formation and high local selectivity of the desired product. The results
show that for realistic model parameters, i.e. high Schmidt and Damköhler numbers,
the influence of fluid dynamics vanishes, i.e. become virtually independent from the
bubble Reynolds number. Then, most of the relevant chemical conversion takes place
within the boundary layer.
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Modelling the Influence of Bubble
Dynamics on Motion, Mass Transfer
and Chemical Reaction
in LES-Euler/Lagrange Computations

Manuel A. Taborda and Martin Sommerfeld

Abstract The Euler/Lagrange approach is an attractive and descriptive method for
numerically computing large-scale dispersed multi-phase flows, such as reactive
bubbly flows, where however the dispersed phase elements are treated as point-
masses. This approach was extended in the present study in order to account for
finite size effects, specifically shape and trajectory oscillations aswell as the resulting
dynamicmass transfer,which are essential in bubble columnflows. Theflowfieldwas
computed by the Large Eddy Simulation (LES) concept with full two-way coupling
in momentum and the modelled sub-grid-scale (SGS) turbulence, respecting also
bubble-induced turbulence (BIT). Bubble motion was calculated including all rele-
vant forces (i.e. drag, lift, wall force, added mass, fluid inertia, gravity/buoyancy and
Basset force), which were extended considering the modelled instantaneous bubble
eccentricity and also incorporating bubble transport by the SGS turbulence. Mass
transfer was modelled also accounting for bubble dynamic behaviour (i.e. shape
oscillations). For validating the model extensions thorough numerical computations
were conducted for a number of experimental test cases with only CO2 absorption as
well as chemical reactions considering single bubble rise and also bubble swarms in
laboratory bubble columns. It is demonstrated that for point-particle approaches the
modelling of bubble dynamics in motion and mass transfer is essential for accurate
predictions. Only with this extension it is possible to obtain correct bubble lateral
dispersion (i.e. bubble fluctuating velocities) and a remarkably higher mass transfer
provoked by larger surface area of deformed bubbles. Thereby, the bubble size distri-
bution variation along the bubble column in a reactive system can be predicted with a
very good agreement compared to measurements. The transient evolution of species
concentration in the column occurred much faster considering the bubble dynamics
model resulting in a much better agreement with the measured pH variation.
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1 Introduction

Numerical modelling of bubble column reactors has been an intensive research area
during the last decades (see e.g. [1]), but due to the involved numerous transport
phenomena occurring at the bubble-level, the numerical computation of such two-
phase flows and their accurate modelling is still a challenge. Based on the assumption
of point-bubbles, numerous different models and closures have been proposed and
used for describing the transport of the bubbles during their rising path. However, the
dynamics of bubbles, i.e. tumblingmotion and oscillations, is so far mostly neglected
when mass transfer and chemical reactions are involved. Therefore, it is essential to
propose and evaluate models that can adequately capture the bubble rising dynamics,
their effect on the liquid phase characteristics and likewise be able to use them in
computational modelling.

Euler/Lagrangemethod is a computational approach for disperse two-phase flows,
in which the continuous phase is treated as a continuum. However, the disperse phase
is simulated with a discrete approach where a large number of point-wise bubbles
are tracked through the previously calculated liquid flow field, taking into account
relevant forces on the basis of Newton’s law of motion. The local properties of the
disperse phase are then obtained from temporal and spatial statistical averaging. The
benefit of such a Lagrangian computation is the high degree of detail with which
elementary processes can be modelled at the bubble scale (e.g., bubble-wall interac-
tion, coalescence, shrinking) despite the use of the point-particle approximation [2],
however, accurate models have to be devised. This method has also been applied very
frequently for flows in bubble columns [3–6]. A further advantage of this approach,
especially in the case of bubbly flows with mass transfer, coalescence and break-up,
is that the transient evolution of the bubble size distribution can be easily computed
with no additional numerical complexity [7, 8], and also allowing for modelling of
a possible back-diffusion [9].

2 Summary of Numerical Modelling

Numerical simulations were based on a custom CFD model using the open-source
platform OpenFOAM®, including an in-house developed advanced Euler/Lagrange
approach. In addition, this model for bubbly flows takes into account the effects
of bubble dynamics on motion, mass transfer and chemical reaction, grounded on
experimental observations, treating the bubbleswith the “point-mass” approximation
method. In order to give anoverviewof the developments, a summaryof the numerical
modelling used for the description of the treatment of both phases is presented below.
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2.1 Continuous Phase

The hydrodynamics of the flow field is computed based on the volume-averaged
Navier-Stokes equations and turbulence of the continuous phase is modelled by the
Large Eddy Simulation (LES) approach, requiring a fully transient solution of the
continuity and momentum transport equations, as follows:

∂(αcρc)

∂t
+ ∇ · (αcρcuc) = 0 (1)

∂(αcρcuc)

∂t
+ ∇ · (αcρcucuc) = −∇ p − ∇ · (αcρcτc) + αcρcg + Su,p (2)

τc = −μe f f

{(∇uc + (∇uc)
T
) − 2

3
I (∇ · uc)

}
(3)

In which, uc represent the velocity vector of the carrier phase, p indicates the
pressure and αc is the volume fraction of the carrier phase due to the presence of
bubbles. The effective viscosityμeff =μc +μt,c for the continuous phase is composed
of two contributions: the molecular viscosityμc and the so-called turbulent viscosity
μt,c. The interaction between the twophases is describedby the cell-basedmomentum
source-term Su,p, in Eq. (4) and it is calculated by summing over all the parcels k
crossing the computational cell with n Lagrangian time steps:

Su,p = − 1

Vcv�tE

∑
k

mkNk

∑
n

[(
uk

n+1 − uk
n
) − g

(
1 − ρc

ρB

)
�tL

]
(4)

Herein, Vcv, �tE, �tL and mk, indicates the volume of a cell, the Eulerian and
Lagrangian time-steps and the mass of the bubble, respectively. Nk is the number of
real bubbles in the parcel k and in this study one parcel represents one real bubble
only. uk

n and uk
n+1 are the bubble velocities at the beginning and the end of a

Lagrangian time step, ρc and ρG are the density of the continuous and gas phase,
respectively. Typically, the Lagrangian bubble tracking time steps �tL (see below)
are much lower than the Eulerian time step �tE so that during one Eulerian time
step multiple Lagrangian time steps may be performed. Thus, in this quasi-unsteady
approach, the bubbles see a frozen flow field [10] and the source terms are obtained
by ensemble and temporal averaging during one Eulerian time step.

The turbulent viscosity accounts for the contribution of the sub-grid scales to
turbulence (Eq. 5) and it was described by the work of Yoshizawa [11], which uses
a one-equation eddy viscosity model to describe the SGS turbulent kinetic energy
kSGS, transport equation (Eq. 6). It was derived to account for the production, diffu-
sion and dissipation transient effects. Furthermore, the bubble contribution to the
turbulent modification, generally called as bubble-induced turbulence (BIT), was
also considered including its effect as a source term in the kSGS transport equation,
as follows:
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μt,c = ρcΔCk

√
kSGS (5)

D

Dt
(ρckSGS) = ∇ · (

ρcνe f f ∇kSGS
) + ρcG − 2

3
ρckSGS∇ · uc

− Ceρck
3/2
SGS

Δ
+ Sk,BI T

G = νe f f ∇uc

(
2Si, j − 1

3
tr

(
2Si, j

)
δi j

)
(6)

Si, j = 1

2

(∇uc + (∇uc)
T
)

(7)

Sk,BI T =
3∑

i=1

uB,i Su,p,i − ucSu,p,i (8)

Here, the SGS length scale is giving by Δ, based on the volume of the computa-
tional cell and Ck = 0.094 as well as Ce = 1.048 are model constants. Furthermore,
Si, j is the symmetric deviatory part of strain tensor of the resolved scales. Sk,BI T term
accounts for the dissipation and enhancement of turbulence by the bubbles through
their lagged response behaviour and a possible wake separation [3].

The presence of chemical species in the modelling is accounted for through a
transport equation for each species as follows:

∂
(
αcρcYi,c

)
∂t

+ ∇ · (
αcρcucYi,c

) = ∇ · [αcDi,e f f ∇
(
ρcYi,c

)] + αcSi,c + S′
Y,i,p (9)

S′
Y,i,p = − 1

Vcv�tE

∑
k

∑
n

[(
mk

n+1 −mk
n
)
Nk

]
(10)

where Yi,c is the mass fraction of the species i in the continuous phase, the last term
in the Eq. (9) is the source term that accounts for production or consumption of
the species i due to chemical reactions. The cell-based species source term S′

Y,i,p
correspond to the phase interaction of the species transfer from the bubbles to the
continuous phase. In the same approach as for themomentum source term, the species
source term is summed over all parcels k traversing the control volume within a
number of n Lagrangian time steps. The effective diffusion coefficient is also taken
into account based on SGS turbulence, as follows:

Di,eff = Di,c + Dt,i,c (11)

Dt,i,c = μe f f

ρcScSGS
(12)
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where ScSGS is the subgrid-scale Schmidt number of the small unresolved structures
of turbulence, considered to be equal to 0.7. In this work, the SGS term is much
larger than the molecular diffusion coefficient Di,c, wherefore it could be practically
neglected.

2.2 Dispersed Phase and Bubble Dynamics

Transient and three-dimensional dispersed phase model describes the dynamics of
individual bubbles in a Lagrangian way. The motion of each individual bubble
is calculated by considering all the relevant forces such as drag, transverse lift,
added mass, wall-lubrication, Basset (history-term), gravity/buoyancy and pressure
gradient. The bubble tracking is described by the Eqs. (13) and (14), presented with
a complete explanation in Taborda et al. [9], and therefore only briefly summarized
here:

dxB

dt
= uB (13)

mB
duB

dt
= 3

4

ρc

ρBdB
mBCD(uc − uB)|uc − uB |

+ CLmB
ρc

ρB
[(uc − uB) × (∇ × uc)]

+ CAMmB
ρc

ρB

(
Duc

Dt
− duB

dt

)

+ mB
2

dB
CBW

(
dB
2h

)2

ρc|(uc − uB) · k|2n

+ CB

t∫
−∞

KB(t − τ) f (τ )dτ + mB g
(
1 − ρc

ρB

)
+ mB

ρc

ρB

Duc

Dt
(14)

dB = 3

√
6

π
VB ; VB = mB

ρB
= mB

RT

p

1∑
i YB,iWi

(15)

where CD, CL, CAM, CBW, CB correspond to the coefficients for drag, transverse
lift, added mass, wall-force, Basset-force coefficients respectively. KB is the Basset
integration kernel, f (τ) the derivative of the relative velocity between the bubble
and the liquid phase, and n and k are unit vectors normal and parallel to the column
wall, respectively.With Eq. (15) the volumetric change of the bubbles due to pressure
variation along the column height is calculated, based on the ideal gas law. Table 1
summarizes the closures for each force coefficient used in the Eq. (14).
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Table 1 Description of coefficients of the considered forces

Force Coefficient closure description

Drag force Composite model with instantaneous eccentricity for ReB- and Eo-regimes
[12]

Transversal lift Composite model with instantaneous eccentricity for ReB- and Eo-regimes
[12]

Added mass Eccentricity and wall effect—[13, 14]

Wall-lubrication Normal force with wall distance—Hosokawa et al. [15]

Basset force Coefficient: Michaelides and Roig [16], solution algorithm: van Hinsberg
et al. [17]

In Table 1, instantaneous values of the resistant coefficients were calculated based
on the instantaneous properties of the bubbles, i.e. eccentricity and motion angle
determined with the mentioned bubble dynamics model, explained below.

The stochastic turbulent dispersion model from Lipowsky and Sommerfeld [18]
was considered in order to capture the bubble transport by the SGS turbulence fluc-
tuations. Hence, it is necessary to generate the fluctuation of the fluid velocity seen
by the bubbles (i.e. unresolved turbulence), which is required for the calculation of
the forces. The model uses a generated single-step Langevin equation, dependent on
correlation functions and adapted for LES applications, as follows:

ún+1
i = RP,i (�tL ,�r) úni +σc

√
1 − R2

P,i (�tL ,�r)ξi (16)

in which the superscripts n and n + 1 denote the time step and the subscripts i
corresponds to the spatial component. �r is the spatial separation between the fluid
element and the bubble during the Lagrangian time step �tL. The SGS turbulence
may be considered to be isotropic so that σc represents the rms (root mean square)-
value of the fluid velocity fluctuation and ξi denote independent Wiener processes
with zero mean and unit variance. The correlation functions RP,i (�tL,�r) have
Lagrangian and Eulerian components:

RP,i (�tL ,�r) = RL(�tL)RE,i j (�r) (17)

RL(�tL) = exp

(
−ΔtL

TL

)
(18)

RE,i j (�r) = { f (�r) − g(�r)}�ri�r j
|�r|2 + g(�r)δi j (19)

where f (�r) and g(�r) are the longitudinal and transverse two-point correlation
functions [19]. The required integral time TL and the turbulent length scale LE of the
SGS turbulence were estimated with the turbulent kinetic energy and the dissipation
rate, making use of approximation introduced by Lilly [20] for the dissipation rate:
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TL = 0.16
kSGS

εSGS
; LE = 3.0σcTL (20)

εSGS = Cεk
3/2
SGS

Δ
(21)

σc =
√
2

3
kSGS (22)

the dissipation constant was selected as Cε = 0.7 [21] and the SGS length scale is
� = (VCV)1/3 based on the volume of the local computational cell.

The Lagrangian time-step for bubble tracking was dynamically calculated based
on the different relevant times scales. The drag response time τB , the SGS turbulence
time-scale TL, and the bubble oscillation period τosc according to Lunde and Perkins
[22] in order to provide an efficient use of the computational resources without losing
temporal resolution. The minimum value was selected and making it one order of
magnitude lower. A first-order Euler integration of the equations for bubbles position
and velocities was used with a time step independently for each bubble.

�tL = 0.1min(τB, TL , τosc) (23)

τB = 4(ρB + 0.5ρc)d2
B

3μcCDReB
(24)

τosc = 2π

(
16

√
2σχ2

ρc
( dB

2

)3(
1 + χ2

)3/2
)−1/2

(25)

Even with the consideration of SGS turbulent dispersion and bubble-induced
turbulence it is of course not possible to represent the oscillatory motion of bubbles
with point-particle Euler/Lagrange approaches [23]. This interaction is a conse-
quence of the coupling of the flow around the bubbles and the wake separation.
Typically, this bubble dynamics cannot be resolved when tracking point-masses
and therefore an additional model which mimics bubbles oscillations is required.
This oscillatory effect on bubble motion within the point-particle Euler/Lagrange
approach was described based on experimental observations [24], mimicking bubble
shape and trajectory oscillations as illustrated in Fig. 1 [12, 23]. This model extends
the classical Lagrangian tracking approach for bubbles in a liquid, considering addi-
tional properties for the bubbles, such as eccentricity andmotion angle, and predicting
them stochastically over time. On the one hand, the model was designed in a simple
way, ensuring low computational requirements and on the other hand, the model
should mimic bubble dynamics as close as possible, without the necessity to solve
the asymmetric deformation of the bubbles or the surrounded liquid flow.

In this framework, a Langevin model is used to describe the temporal evolution of
the instantaneous bubble eccentricity calculated thought a combinationof a correlated
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Fig. 1 Illustration of
parameters and angles used
for the bubble dynamics
model (the trajectory angle is
γ and the orientation angle is
defined as β; Source [23])

and a random part as follows:

χn+1 = χ + (
χn − χ

)
Rχ + σχξ

√
1 − R2

χ (26)

Rχ = exp

(
−�tL

τosc

)
(27)

where χ and σχ are the mean bubble eccentricity and its correspondent rms value,
respectively. These values will of course depend on the system properties (e.g. flow
conditions or kind of liquid) and have to be available through experimental obser-
vation. In the present study these parameters were taken from detailed experiments
performed in a bubble column using air bubbles in purified water from a reverse
osmosis and considering gas volume fractions below 5% [24, 25].

The movement of the bubbles and the characteristic oscillation time scale are
related in a fully three-dimensional way; therefore, it is necessary to evaluate two
motion angles by the following equation:

γ n+1
i = αn

i

[
1 + Kc

(
Rγ − 1

)] + σγ ξi

√
1 − R2

γ (28)

Rχ = Rγ = exp

(
− �t

τosc

)
(29)

where in the present study the correlation coefficient Kc = 0.5 is used in order to
obtain a good balance between entirely random in time when Kc → 0, or completely
correlated when Kc → 1 as suggested by Muniz and Sommerfeld [12] based on a
detailed experimental validation.
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2.3 Mass Transfer

In order to simplify the modelling of mass transfer from bubbles to the liquid, it is
common and practical to consider that the resistance for species transport remains
only on the liquid side [5, 8, 26, 27]. Consequently, the mass transfer rate ṁi is
dependent on the concentration gradient between the liquid side interface and the
liquid bulk defined as follows:

dmi

dt
= ṁi = Eρckc Ae

(
Ys,i,k − Y∞,i,k

)
(30)

Ae = 2π

[
a2 + c2

a tanh(e)

e

]

e =
√
1 − χ−2 ; a = dB

2
3
√

χ ; c = a

χ
(31)

where kc represents the mass transfer coefficient defined in function of the Sherwood
number, kc = Shi Di

dB
, Y∞,i,k represents the bulk mass fraction of species i and Ys,i,k

at the bubble surface (Fig. 2), both on the liquid side. Ae is the ellipsoidal bubble
interfacial area, which is determined with the modelled instantaneous eccentricity.

A relation between the mass fractions at both sides of bubble interface can be
obtained using Henry’s constant Ys,i,k = Hi,kYB,i

ρB

ρc
. In a similar way to the determi-

nation of the liquid velocity seen by the bubble, fluctuations of the species concen-
tration around the bubble may be taken into account by assuming that Y∞,i,k consists
of two contributions, the mean mass fraction of the species interpolated to the bubble
position Y∞,i,k and a standard deviation Ý∞,i,k resulting from the variations of the
mean values in the region around the bubble location as follows:

Y∞,i,k = Y∞,i,k + Ý∞,i,k (32)

Fig. 2 Illustration of species
mass fraction profile for a
bubble in a given
computational cell n;
constant value inside the
bubble, bubble interface,
species boundary layer and
outside bulk value
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Ý∞,i,k
n+1 = Ý∞,i,k

n
RL + σY,iξi

√
1 − R2

L (33)

σY,i =
√√√√ 1

nb

∑
nb

(
Y∞,i,knb − Y∞,i,k

2

)2

(34)

where σY,i is the local rms (root mean square) cell value for the mass fraction of
species i in the vicinity of the bubble position obtained from the nb (neighbouring)
control volumes surrounding the bubble, which are typically the six control volumes
connected to the faces of the control volume the bubble is residing in.

Numerous Sherwood number correlations for bubbles are commonly found in the
literature in dependence of the Reynolds and Schmidt dimensionless numbers [28–
31]. The bubble behaviour depends on its size, the bubbles are deformable and can
oscillate leading an extra contribution to themass transfer rate. The bubble oscillation
is characterized by the fluid properties, bubble volume, and the available energy in
the system. Montes et al. [32] proposed a correlation for the Sherwood number,
taking into account effects of modification of the concentration profiles surrounding
the bubbles as function of bubble oscillations:

Shi = 2√
π
Pe1/2i

[
In1 + In2

A

ω2
n

We1/2
]

(35)

Pei = ReBSci ; Sci = μc

ρcDi
;We = ρc|uB − uc|2dB

σ
(36)

A = 1

2

(
χ − 1

χ2/3

)
(37)

In which A correspond to the oscillation amplitude and We is the Weber number.
In1 and In2 are integral constants depending on the oscillation amplitude [32]. Pe,
Sc and ωn are Peclet number, Schmidt number and oscillation frequency of the
bubble, respectively. These integrals can be solved for the range of amplitudes in use
(0 ≤ A < 0.6) and fitted by a polynomial function of third order. Table 2 shows the
results for the parameters with respect to the second mode of oscillation, having the
form In(A) = p0 + p1A + p2A2 + p3A3.

Table 2 Parameters
determined for the integral
constants In1 and In2 in
Eq. (35)

In1 In2

p0 1 0.70538

p1 0.05189 0.04875

p2 0.34382 0.22029

p3 0.29444 0.22087
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Note that the terms inside the brackets of Eq. (35) become unity when the ampli-
tude reaches a null value (A→ 0), at this point the correlation recovers the form intro-
duced by Boussinesq [28] for an oscillating sphere, which is a reasonable assumption
for the considered bubble size spectrum:

Shi = 2√
π
Pei

1/2 (38)

In some reactive systems, chemical reactions can influence the mass transfer. This
influence is usually modelled through the multiplication with a so-called enhance-
ment factor E, that relates the reactive mass transfer flux and the non-reactive mass
transfer flux. In which a proper correlation is required for each reaction system
[33–35] as described below.

2.4 Reaction Modelling

Reactions describe the transformation of one set of chemical elements into another.
The solver can model the chemical reaction for a general stoichiometric equation for
I species that are included in the reactions by:

I∑
i=1

νi ′
j X

i �
I∑

i=1

νi ′′
j X

i (39)

where νi ′
j and νi ′′

j are the stoichiometric coefficients of the reaction j for the reactant
side and the product side and X j represents the species j summation formula. For a
chemical system with J reactions the production rate of a species i is specified by:

Si,c = Wi
J∑

j=1

r j
(
νi ′′
j − νi ′

j

)
(40)

The reactions velocity r j of the j-th reaction depends on the forward and back-
ward chemical reaction rates k ′

j and k ′′
j , respectively. In addition, it depends on the

concentrations of the participating species:

r j = k ′
j

I∏
i=1

(
Ci,c

)ν i′
j − k ′′

j

I∏
i=1

(
Ci,c

)νi
′′
j (41)

The concentrations of the species are derived from the mass fractions, density and
molecular weight:
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Ci,c = Yi,c
ρi,c

W i
(42)

Naturally, the reactions rates depend on the particular reaction case simulated, a
detailed description of the reaction rates can be found for the specific studied case.

3 Cases Description, Setup and Results

In the present work a comparison with experimental data was realized in two stages
using data which were obtained in the frame of the DFG priority research program
in Germany, namely the SPP-1740 “Reactive Bubbly Flows”. In the first case, the
size reduction of single rising bubbles composed of CO2 in pure water was eval-
uated in time, according to experimental setup of [36]. In the second test case, a
swarm of bubbles (also CO2) dissolving in a highly concentrated NaOH solution
decreases its pH value due to reactions occurring with OH− ions in the liquid phase
[37]. These two cases were computed as a batch-process; therefore, they need to be
simulated and evaluated also in a transient way, very well suitable for validation of
mass transfer rates. Although in the second situation a consecutive-competitive reac-
tion takes place, its mechanism has been extensively evaluated [38–43] and integral
models were evaluated and validated [5, 44].

3.1 Single Bubbles

The results described in the following part have been obtained in collaboration with
Prof.MatthiasKraume and his Ph.D. studentDavidMerker, inwhich the experiments
were conducted considering single CO2 bubbles rising in a cylindrical column filled
with water at the Technical University of Berlin. With the purpose to improve the
evaluation of mass transfer in the experiments, distilled water was stripped with N2

before each experiment. The column had a diameter of 75 mm and a height of 2 m.
A single bubble case with, dB0 = 4.5 mmwas considered here and evaluated in time
with respect to their volume during 6 s, making use of a high speed camera which
follows the rising bubble with a traversing system. In order to compute this case,
a numerical structured O-grid with 51,939 volumes in total (261 per cross-section
and 199 in the height) was used. The resulting ratio between the bubble size dB0
and the mean grid length scale �x was dB0/�x ≈ 0.54, which respects the limit
proposed by Milleli et al. [45] given as dB-mean/�x ≤ 0.67 for LES computations
considering point-particles. All wall boundaries were set as no-slip condition for the
liquid and the bubbles were rebound inelastically. Naturally, for this single bubble
case only one bubble was injected and then tracked through the quiescent liquid
without any flow and turbulence, similar to the experiment. Therefore, also two-way
coupling is not relevant for this case. The applied Henry’s dimensionless constant
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Table 3 Description of the modelling assumptions related to describing bubble behaviour for
different computational setups

Case Model case description

Case 0 Pure CO2 bubbles full dynamic model (dynamic Sherwood number Eq. (32))

Case 1: NO Spherical bubbles—no trajectory oscillations, Sherwood number for
non-deformable spherical bubble, Eq. (38)

Case 2: TO Spherical bubbles—only trajectory fluctuations, Sherwood number for
non-deformable spherical bubble, Eq. (38)

Case 3: FDM Bubble trajectory and eccentricity oscillations (full dynamics model) and
dynamic Sherwood number for deformed bubbles, Eq. (35)

for T = 25 ◦C was HCO2−H2O
∼= 0.833 [46], the diffusivity coefficient was set to

DCO2−H2O = 1.92 × 10−9m2/s and the Eulerian time-step was set to 5 ms in this
case.

The simulations using the present model were conducted for the initial bubble
size dB0 = 4.5 mm, considering at the beginning to consist of pure CO2 (Case
0 specified in Table 3). The computed transient bubble diameter is compared with
the experimental data (see also [36]) as shown in Fig. 3. In the experiments, after
6 s, bubble was still present in the system. In the simulations for Case 0 (Table
3) on the other hand the bubble has disappeared completely after 4 s already due
to mass transfer. This situation is explained by a possible presence of a second
component dissolved in the system and diffusing into the bubbles. This issue was
already discussed byMerker et al. [36]. Considering pure CO2 bubbles rising in such
a system, they should be completely dissolved in the liquid which however was not
observed experimentally. Therefore, only a back-diffusion of another species from
the liquid into the bubble or the initial purity of the CO2 bubbles was not 100%
may yield such a finite size of the bubbles at the end. For comparison, the saturation
concentration of oxygen and nitrogen in the liquid were calculated. Therefrom, a
possiblemaximumconcentration of both gases inside the bubbles could be estimated,
giving values of 1.0% for oxygen and 2.02% for nitrogen. Hence, it seems that both

Fig. 3 Decay of bubble
diameter in time; Case 0:
pure CO2, full dynamic
model; Case 1 (NO): CO2 +
back diffusion, no
oscillations; Case 2 (TO):
CO2 + back diffusion,
trajectory oscillations; Case
3 (FDM): CO2 + back
diffusion, trajectory and
shape oscillations, dynamic
Sh (Eq. 35), compared with
experimental results
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effects were present in the experiments, back-diffusion and an additional species
inside the bubble.

Therefore, and with the idea of imitating the experiments in a more realistic way,
two simulations were conducted; the first, as an initial condition of the second, was
injecting N2 bubbles for a time of 60 min and transfer during this time a certain
amount of the N2 into the liquid. With this absorbed N2 condition in the liquid phase,
the second simulation was started by injecting CO2 bubbles with an initial purity of
98%,while the remaining fraction of 2%was assumed to beN2. The results regarding
the temporal evolution of the bubble diameter can be seen in Fig. 3.

The subsequent simulations were then performed by allowing for back-diffusion
of N2 into the bubble for the cases listed in Table 3, in which the effect of bubble
oscillation on the mass transfer is evaluated. Case 1 assumes that the bubbles remain
spherical and have therefore no shape and trajectory oscillations. Case 2 considers
also spherical bubbles, but trajectory oscillations were taken into account whereby
naturally lateral dispersion and the residence time of the bubbles in the system will
be increased. Case 3 considers the complete dynamic model, i.e. effects of bubble
dynamics are taken into account not only on their motion, but also on shape and mass
transfer, in which the bubble eccentricity increases contact area and the dynamic
Sherwood number accounts for the oscillation amplitude. In this case, the resulting
mass transfer rates are enhanced, since here larger bubbles are considered which
exhibit a pronounced dynamic behaviour. The comparison with the measurement
clearly shows when bubbly dynamics is not modelled properly (i.e. Case 1 and
Case 2) the bubble size is remarkably over-predicted. With the complete FDM the
predicted bubble size almost falls on the measured values in the initial period, but in
the middle time period the bubble size is slightly over-predicted. After 4 s however
the numerical result again overlaps with the measured size approaching the correct
final value at the end of the test section.

The consideration of an additional species initially inside the bubble and also
allowing for back-diffusion of N2, improved the results significantly with respect to
bubble size. This behaviour can be better understood comparing the mass fraction of
CO2 at the bubble surface, estimated by Henry’s law, as shown in Fig. 4.When a pure
CO2 bubble is considered (Case 0), the mass fraction inside the bubble is obviously

Fig. 4 CO2 mass fraction at
bubble surface on the liquid
side comparing all four cases
(see Table 3)
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constant and equal to unity. In this manner, a nearly constant mass concentration at
the surface is the result, with a very slight decrease caused by hydrostatic pressure
effects on the bubble density during its ascendance in the column. Here, the driving
gradient is totally over-estimated resulting in high mass transfer rates and rapidly
shrinking bubbles (see Fig. 3). On the other hand, the presence of a second species
inside the bubble and its possible diffusion from the liquid into the bubbles for Case
3 produces a transient decay of CO2 mass fraction according to their instantaneous
composition. Although a “point-mass” approximation is being used, such level of
modelling can be handled practicallywithout additional computational costs, and this
information is calculated and stored individually for each bubble, at each Lagrangian
time-step.

The bubbles considering the Full Dynamic Model (FDM) exhibit oscillations in
shape and motion, based on experimental information regarding the bubble eccen-
tricity and trajectory angle [47]. Such a behaviour produces a direct effect on mass
transfer, since the ellipsoidal bubble surface area is greater than that of the volume
equivalent sphere; beside the additional increase of Sherwood number considering
dynamic effects (i.e. integration over oscillation periods, see Eq. (35)) as described
by Montes et al. [32].

The influence of the degree of modelling on the mass transfer of CO2 given by
Eq. (30) can be best visualized by looking at the temporal development of the mass
transfer coefficient kc being closely connected to the bubble size and rise velocity
(Fig. 5).Again, forCase 1withoutmodelling any bubble dynamics, a smooth increase
of kc in time is observed, mainly driven by the reduction of bubble size and hence
surface area. Now if bubble tumbling motion is modelled (Case 2), the mass transfer
coefficient in the entire period is below that of Case 1 and shows some low intensity
fluctuations which slightly increase towards the end (Fig. 5). For Case 3 with the
full dynamics model (FDM) the mass transfer coefficient shows stronger fluctuation
over time (i.e. due to random variation of surface area and relative velocity) and the
values of kc are mostly above those obtained with the model simulations Case 1 and
Case 2 since ellipsoidal bubble have larger surface area. At larger times, towards the
end, the fluctuations in kc become even larger since the bubble size has reached about

Fig. 5 Comparison of
temporal evolution of the
mass transfer coefficient kC,
considering the three
different modelling
approaches, NO, TO and
FDM cases (see Table 4)
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Table 4 Cases description of the modelling assumptions for the computational setups

Case Model case description

Case 1: NO Spherical bubbles—no trajectory oscillations, Sherwood number for
non-deformable spherical bubble, Eq. (38)

Case 2: TO Spherical bubbles—only trajectory fluctuations, Sherwood number for
non-deformable spherical bubble, Eq. (38)

Case 3: FDM Bubble trajectory and eccentricity oscillations (full dynamics model) and
dynamic Sherwood number, Eq. (35)

Fig. 6 Comparison of the
computed correlation
between Sherwood and
Peclet number with
experiments (Exp. one
component: only mass
transfer of CO2; Exp. two
components: allowing for
Nitrogen back-diffusion)
considering Case 1 and Case
3 in the modelling

2 mm where the randomness in eccentricity fluctuations is larger (see Sommerfeld
et al. [23]).

A comparison of the numerically obtained correlation between Sherwood number
and the square root of the Peclet number (see Eq. (35)) with experimental data is
shown in Fig. 6. The standard point mass approach (NO: Case 1) shows practically
a straight line (in red) following the Boussinesq [28] correlation (Eq. 38). However,
with the full dynamic model (FDM: Case 3) the Sherwood number is always above
this line showing strong fluctuations over the entire span of Pe-numbers. Please
note that the Sh-axis is plotted with a log-scale. The experimental results are shown
for the same experiment but with two evaluations approaches; one without species
back-diffusion (one component) and the other one accounting for back-diffusion (two
components). It is clear that the first case yields too small bubbles (see Fig. 3), espe-
cially at a later stage, whereby a strong decay of the Sherwood number is observed.
The correct case with back-diffusion provides the expected decay of the Sherwood
number along the bubble rise path coupled with a decrease of the Peclet number (i.e.
running from right to left). The decay slope however is slightly higher as obtained
in the numerical simulations. For the initial bubble rise period the trend is not very
clear (i.e. Pe0.5 > 700) since there is also a region with increasing Sherwood number.
This might be caused by the development of a bubble rise just after release from the
injection nozzle and associated variations in bubble velocity. Unfortunately for this
case the measured bubble rise velocity is not available for comparison.
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3.2 Bubble Swarms

The experiment conducted by Darmana et al. [48] used a rectangular laboratory scale
bubble column reactor. The column with a cross-section of A = 0.2 m × 0.03 m was
filled up to H = 1 m with V = 6.0 L of NaOH solution. Bubbles consisting of pure
CO2 were generated by a 21-needle gas distribution system located in the middle
region of the bottom plate of the column (see Fig. 8) which then move through the
NaOH solution. The gas flow rate through all nozzles was 2.832 L/min and the initial
bubble size was specified with 5.5 mm, yielding a low gas hold-up of around 1.2%.
The bubble size was obtained applying imaging technique while the bubble velocity
was evaluated using PIV (particle image velocimetry) technique. An electrode probe
was placed 20mm submerged from the surface in the centre of the column, in order to
follow the process of chemical absorption ofCO2. The experimentwas initiated using
first N2 gas for aeration for 20 s until the flow pattern was almost fully developed.
Afterwards, the gas supply was switched to CO2, which started the beginning of
the measurements. This period lasted for 260 s and time-averaged properties were
determined.

The reactionmechanismof the chemisorption ofCO2 into aqueousNaOHsolution
has been widely studied [5, 8, 44, 49–51], since it considers important phenomena
encountered also in practice. Initially, during the physisorption process, the carbon
dioxide must be transported from the gaseous phase into the liquid phase (Eq. 43):

CO2(g) � CO2(aq) (43)

NaOH � Na+
(aq) + OH−

(aq) (44)

CO2(aq) + OH− � HCO−
3 (45)

CO2(aq) + H2O � HCO−
3 + H+ (46)

HCO−
3 + OH− � CO2

3
− + H2O (47)

The sodiumhydroxide dissociates in aqueous solutions into sodiumand hydroxide
ions as shown in Eq. (44). After theCO2 dissolution, two consecutive and competitive
reversible reactionmechanisms take place, the firstmechanism considers the reaction
between the dissolved CO2 in contact with the hydroxide ions in the water (Eq. 45),
which is dominant for pH > 10 [39]. The second mechanism, the reaction between
the dissolved CO2 and H2O (Eq. 46), is dominant at pH < 8 [39]. In principle both
mechanisms result in a formation of bicarbonate ions HCO−

3 which further react to
form carbonate ions CO2

3
−
(Eq. 47). In the pH range 8–10, both mechanisms are

crucial [39]. The reaction constants corresponding to each reaction mechanism are
presented as follow.
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The forward rate constant of the first reaction k ′
1 (Eq. 45) is calculated with the

relation presented by Pohorecki and Moniuk [43]:

log k ′
1 = 11.895 − 2382

T
(48)

This equation is valid in the temperature range of 291–314 K. The backward
reaction rate of the first reaction k ′′

1 is calculated via the equilibrium constant K3 and
Kw. K3 is calculated according to [41]:

K3 = exp(−12092.1/T − 36.786 ln T + 235.482) (49)

and the solubility product Kw was taken from [40]:

KW = 10−(5839.5/T+22.4773 log T−61.2062) (50)

The backward reaction k ′′
1 is then obtained using the following relation:

K1 = k ′
1

k ′′
1

= K3

KW
(51)

The forward constant rate of the second reaction k ′
2 (Eq. 46) is calculated with the

relation presented by Johnson [42]:

log k ′
2 = exp

(
−61900

T
[K ] − 183.0 ln(T [K ]) + 1246.98

)
(52)

and the backward reaction rate k ′′
2 is obtained using the relation:

k ′′
2 = k ′

2

K3
(53)

For the third reaction rate (Eq. 47) Eigen [38] concluded that the reaction involves
a proton transfer and the rate have a rage of 1010–1011. A value of 106 m3/kmol s was
used according to Darmana et al. [52] due to computational savings. The backward
reaction rate is calculated using the equilibrium constant proposed by Hikita and
Asai [34]:

log

(
K3

K∞
3

)
= 1.01[Na+]1/2

1 + 1.27[Na+] + 0.125[Na+] (54)

With: log
(
K∞

3

) = 1568.94/T + 0.4134 − 0.00673T .

The backward reaction constant k ′′
3 is obtained using the following relation:
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Fig. 7 Enhancement factor
E as a function of pH-value,
accounted for chemisorption
of CO2 according to Eq. (57)

K3 = k ′
3

k ′′
3

(55)

For the present study case, namely the consideration of the chemical absorption of
CO2 in basic (alkaline) solutions there exists an influence of the chemical reaction on
mass transfer, this is accounted for through the enhancement factorE. This property is
the ratio between mass fluxes through the phase interface with and without reaction,
based on the same driving force of concentration [35]. The enhancement factor E
is calculated according to an algebraic equation (Eq. 57), as a function of the Hatta
number and it is strongly increased for growing pH-values beyond about 12 (Fig. 7).

E = kcreac
kc

(56)

E =
{

− Ha2

2(E∞−1) +
√

Ha4

4(E∞−1)2
+ E∞ Ha2

E∞−1 + 1; E∞ > 1

1; E∞ ≤ 1
(57)

E∞ =
(
1 + DOH−

[
OH−]

2DCO2Cl,s

)√
DCO2

DOH−
(58)

Ha =
√
k ′
1DCO2

[
OH−]

kc
(59)

4 Simulations Case Setup

The numerical mesh consists of 50,400 volumes in total (400 per cross-section and
126 in the height) as shown in Fig. 8. In this case bubbles with a constant diameter
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Fig. 8 Numerical mesh for the considered rectangular bubble column with a cross-section of A
= 0.2 m × 0.03 m and a height of 1 m, a total view of the grid including coordinate system,
b cross-sectional grid with location of the 21 gas injection needles in the bottom of the column

of 5.5 mm were injected according to the experimental flow rate. The resulting ratio
between the bubble size dB0 and themean grid length scale�x was dB0/�x ≈ 0.626,
which is within the limit suggested by Milleli et al. [45] for LES simulations using
a point-particles approach. All wall boundaries were set as non-slip condition for
the liquid phase and bubbles were reflected in-elastically. The free surface of the
bubble column was considered as planar with slip velocity boundary for the liquid at
atmospheric pressure. For the species no transfer across the surface was allowed. The
bubbleswere injected through the equally spaced 21 injection nozzles in a rectangular
array of 35mm×15mm(Fig. 8b). In this case each computational parcel corresponds
to one real bubble. With the predefined flow rate about 530 bubbles were injected per
second, which resulted in roughly 1300 bubbles residing inside the column. Bubbles
reaching the free surface are removed from the computation.

For resolving the temporal variation, the LES time-step was selected as �t E =
5ms, which guaranteed a CFL number below 1. All bubbles after injection move
simultaneously through the column using a dynamic tracking time step independent
for each bubble according to the criterion given by Eq. (23). The computations were
run with an initial aeration with N2 bubbles for 20 s in column, although without
mass transfer, and then for a sequence of 260 s CO2 bubbles are injected and average
procedure is done throughout this period.

The diffusivity coefficient was set to DCO2−H2O = 1.91818 × 10−9 m2/s and
the applied Henry’s dimensionless constant for T = 25◦C was HCO2−H2O = 0.8472
[53]. Five species transport equation are used to compute the mass fractions, CO2(aq),
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OH−, CO2
3
−
, HCO−

3 , H
+ and H2O. The initial mass fraction of each species was set

to zero, except for OH− which is computed from the initial pH of 12.5, and H2O,
which is considered the background species and calculated as

∑N
i=1 Yi,c = 1.

5 Results and Discussion

The system behaviour in the reactive bubble column and its modelling is a very
challenging procedure due to the fully transient process which involves different
linked phenomena. The dynamics of the bubbles and the appropriate modelling of
the accumulation and transfer of the carbon dioxide inside the column, have to be
considered in detail. In order to demonstrate the effect of bubble dynamics modelling
in the frame of the point-mass Lagrangian approach (see also [9]), three different
computationswith increasingmodel refinementwere conducted and compared (Table
4). The classical point-mass approach which neglects completely bubble dynamics
formotion andmass transfer is studied inCase 1.One step further inmodelling,which
include trajectory fluctuations in order to mimic an enhancement of bubble lateral
dispersion is studied in Case 2 where mass transfer is not yet directly affected. Case 3
is the most representative modelling approach, where bubble shape oscillations (i.e.
eccentricity fluctuations) and trajectory fluctuations are modelled just like in reality.
The mass transfer is enhanced through the considered effective ellipsoidal surface
area of deformed bubbles as well as a dynamic Sherwood number. Surely, chemical
reactions are influenced by the enhanced mass transfer, therefore in this case a strong
coupling between hydrodynamics, mass transfer and chemical reaction is observed.

First the integral gas hold-up numerically obtained with the advanced fully
dynamics bubble model (FDM: Case 3) is compared with the results of Darmana
et al. [48] in Table 5. Muniz and Sommerfeld [47] experimental result gives a value
of 1.2%, while their simulations give a much larger value of 1.6%. The present simu-
lations with the FDM give clearly a better agreement, namely a gas hold-up value of
1.3%. This better agreement is the result of considering oscillating bubbles combined
with a dynamic Sherwood number yielding highermass transfer rates, thus the bubble
volume becomes smaller and consequently the gas hold-up reduces. Darmana et al.
[48] attribute the larger numerical hold-up prediction to an over-estimation in the
bubble size distribution.

Table 5 Integral gas hold-up
obtained in the present
computations using the full
dynamic model, comparison
with experimental and
simulation data [48]

Experiment
Darmana et al. [%]

Simulation
Darmana et al. (%)

Present simulation
with FDM (%)

1.2 1.6 1.3
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5.1 Bubble Size

Hydrodynamics and mass transfer are considerably affected by the local bubble size
distribution and only an appropriate prediction of both is a good basis for reliable
bubble column computations. The temporal evolution and spatial distribution of
bubble sizes is a good point of comparison and validation. In order to compare the
results including the effect of bubble dynamics in mass transfer, the three different
simulation cases were computed (see Table 4).

First, a comparison of numerical and experimental results may be conducted for
the bubble size distribution evolving along the column. For that purpose, the local
computed number mean diameter is selected and normalised with the initial diameter
of d0 = 5.5mm. In order to be comparablewith themeasurements, thismean diameter
was taken for the core region of the column and averaged over a time period of t
= 20–95 s. As expected, the trend is a continuous decreasing of the bubble size
from the gas distributor to the column surface (Fig. 9). In the experimental results
there exist an unreliable region for z/H < 0.4, since here bubbles are closely spaced
and therefore may be identified as clusters and hence were rejected from further
processing. Thereby, the detected bubbles do not represent the correct size and hence
in this region bubbles are much too small [48]. All the computations considering the
different model assumptions with and without bubble dynamics have a similar trend
following the experimental observation, except for the region z/H < 0.4. Shortly
above the injection needles, the three models give very similar values. However,
further away from the injection, the two reduced models (NO Model (Case1) and
TO (Case2)) yield remarkably larger bubble mean diameters due to the achieved
lower mass transfer rates. Even the result neglecting the oscillating model (i.e. NO:

Fig. 9 Volume equivalent number-based bubble diameter ratio (normalized by the injection diam-
eter of dn = 5.5 mm) along the bubble column core region averaged over a time interval t =
20–95 s, comparison of numerical simulations using different model assumptions (see Table 4)
with experimental and simulation results of Darmana et al. [48] as well as Krauß and Rzehak [51]
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the standard point-mass approach) shows much lower values compared with the
Euler/Lagrange results of Darmana et al. [48]. This is of course associated with a
number of different modelling assumptions. In this study different formulations of
the force resistance coefficients were used and it was accounted for SGS bubble
transport as well as BIT. Likewise, a comparison using an Euler-Euler method (see
Krauß and Rzehak [51]) is presented which is just between the Darmana et al. [48]
result and the present NO (Case 1) model case (Fig. 9). This results was obtained
with the MUSIG (Homogeneous multiple size group) model for describing bubble
shrinkage. The full dynamic model (FDM, Case 3) which includes shape oscillations
and a dynamic Sherwood number yields the best agreement with the measurements,
although the bubble mean diameter is still slightly over-predicted in the upper part of
the column. This differencemay be caused by an unclear specification of the injection
bubble size. It is probably not true that the injected bubbles are really mono-sized,
so that it would be worth to analyse the influence of injecting bubbles with a size
distribution.

In order to analyse the performance of the bubble phase modelling, instantaneous
distributions of bubble sizes are compared in Fig. 10. Here results for two different
modellingdepths are compared, namely, the standardpoint-mass approachneglecting
completely bubble dynamics (NO case, see also Table 4) and the full dynamic model
in bubble motion and mass transfer (FDM case). Moreover, the size distributions
are averaged over three different cross-sections along the column and shown for
two different time levels, i.e. t = 70 s and 180 s. As to be expected, in the initial
reaction period (t = 70 s) the CO2 concentration in the liquid is relatively low,
so that the driving gradients of species are high and hence mass transfer causes a
remarkable reduction of bubble size, the effect of which becomes evident especially
in the upper region of the column, after a certain residence time. Comparing the
two model versions reveals that the full modelling of bubble dynamics (FDM) yields
smaller bubbles in the upper part of the column. Certainly, above the aeration system,
the two models give almost identical size distributions due to the available short time
formass transfer.When time proceeds (i.e. t = 180 s) of course theCO2 concentration
in the column has grown and the driving gradient has reduced, therefore the bubbles
loose less CO2. Nevertheless, the FDM case results in smaller bubbles compared to
the NO case, which neglect the bubble dynamics (see also Fig. 9).

As mentioned above, the entire reaction process in the bubble column is fully
dynamic with regards to hydrodynamics and mass transfer. Naturally, the flow is
induced by the buoyancy driven bubble rise, characterized mostly by a zig-zag
shape. This movement leads to the generation of vortex structures in the liquid
phase. Figure 11 shows the instantaneous bubble distribution within the column
and the resulting flow velocity structure of the liquid at two different time levels (t
= 70 s and t = 180 s) for both modelling approaches, i.e. NO and FDM. At the first
glance, the dynamics of the bubble plume seems not to be very different for both
cases; nevertheless, when looking more closely, it is clear that the bubbles are more
homogeneously distributed with the refined FDM, especially in the upper part of the
column. The bubble symbols are also coloured coded based on bubble size (bright
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Fig. 10 Instantaneous bubble size counts for two representative times (upper row t = 70 s, lower
row t = 180 s) collected within three cross sections (i.e. ±5 mm) along the column (z/H = 0.2,
0.5 and 0.8); comparison of numerical computations using two model variants (left column) NO:
standard point-mass approximation and (right column) FDM: full bubble dynamics model (see
Table 4)

colour is large and dark colour is small), which gives some impression about the
prevailing small bubbles in the FDM case.

In Fig. 11b the developing liquid hydrodynamics is presented for the two model
simulations and two time levels. Here the liquid velocity distributions in the centre
plane of the flat bubble column are clearly more homogeneous when considering
the more realistic FDM case, which mainly concerns the upper part of the column.
This is of course the result of the better lateral bubble dispersion. For the standard
Lagrangian point-mass model, both the up- and down-flow regions are stronger and
more concentrated for both time levels. Therefore, there exists a qualitative difference
comparing the full dynamics model (FDM) and the point-mass model (NO).
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Fig. 11 Comparison of
numerical results obtained
with the fully dynamic
model FDM and the standard
point-mass model r the
temporal evolution of a the
instantaneous bubble
distribution (all simulated
bubbles are shown) where
the size is scaled in grey
levels (m) as well as by
symbol size and b the
vertical liquid velocity (m/s)
in the centre plane of the
column at two different time
levels, i.e. t = 70 and 180 s

5.2 Mean Velocity Profiles

From the experimental studies of Darmana et al. [48] the vertical bubble mean
velocity at z/H = 0.75 was also available as an average over the time period of t =
260 s. Therefore, the simulations using the three modelling assumptions (see Table
4) were compared with these data for the same averaging time (Fig. 12). Addition-
ally, Euler-Euler simulation performed by Krauß and Rzehak [51] were considered.
Expectedly the best agreement is found with the full bubble dynamics model (FDM
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Fig. 12 Computed velocity profiles for the time-averaged (i.e. t = 260 s) vertical components for
a the bubbles and b the liquid phase; comparison of present simulations with the three different
model assumptions and for the bubbles comparison with experimental results [48]; cross-section
z/H = 0.75 above the bottom of the column

Case 3), which yields the best lateral dispersion and due to the modelled bubble
tumbling motion and the bubble eccentricity giving higher values for the drag force.
Surprisingly, the Euler-Euler simulations [51] not considering any bubble dynamics
show similar values for the bubble velocity in the core of the bubble column, however,
a remarkable over-prediction is found in the outer region between core and wall.
This was explained by the trend of the bubbles to move towards the wall caused
by the lateral lift force. Moreover, a free slip boundary condition was applied for
the dispersed phase which also yields a finite bubble velocity at the walls. Espe-
cially, the model neglecting completely bubble dynamics (i.e. NO: Case 1, Fig. 12a)
produces too high bubble velocities in the column core due to the lower drag force
when considering spherical bubbles, but also due to the larger bubble size (see Fig. 9)
when not considering bubble dynamics in the mass transfer. On the other hand, the
case with Trajectory Oscillation (i.e. TO: Case 2) gives a reasonable prediction of
lateral bubble dispersion, but the velocity is still slightly overestimated in the core
of the column.

A comparison of the three different model results (Table 4) with regard to the
resulting vertical liquid velocity profile is shown in the Fig. 12b, however, without
experimental validation since these data is not available. The trends are very similar
to the bubble velocities with the different models, since of course the bubbles drive
the fluid flow. Because in the FDM case the bubble dynamics model for motion and
mass transfer gives smaller bubble sizes and rise velocities also the liquid velocity
is lower in the core of the column. Analogously, neglecting this important effect
(i.e. NO: Case 1) gives very high liquid velocities in the core of the column and
consequently because of mass flow conservation stronger downward flow near the
wall.



Modelling the Influence of Bubble Dynamics on Motion, Mass … 405

Fig. 13 Temporal species
concentration evolution in
the liquid phase obtained
from simulations with the
three different modelling
cases (see Table 4); recorded
at the location x/W = 0.5,
y/D = 0.5, and z/H = 0.95

5.3 Reaction Progress and pH Values

Asmentioned above, hydrodynamics, mass transfer and chemical reaction are highly
coupled and completely transient in the considered bubble column, consequently
all the physical details should be taken into account in the simulations. The entire
chemical reaction process is related not only to the mass transfer but also to the
dynamics of the bubbles which is very often not considered. During the rise of the
bubbles from the injectors to the liquid surface, the bubbles will transfer CO2 gas
to the liquid through the interface, and subsequently initiate the chemical reactions
within the liquid phase. The evolution of the chemical species inside the bubble
columnwasmeasured in a centre-point at z/H = 0.95 (i.e. just underneath the surface)
and is shown in the Fig. 13. It is observed that there is a small delay at the beginning of
the evolution since the bubbles havenoyet reached themeasuringpoint.After that, the
dissolved CO2 reacts with the hydroxide ions, while at the same time it is converted
into carbonate. The reaction products are transported by the convective flow to the top
of the column in the centre of the column (Fig. 12b), but due to recirculation zones
close to the wall, some products are also transported downwards. While the reactions
are carried out, the decrease of OH− is proportional to the increase of the carbonate,
and a shift of equilibriumof thefirst reactionmechanismoccurs at approximately 85 s.
At this time the hydroxide is consumed and the maximum concentration value for
the carbonate is reached, leading the increase of the bicarbonate. As the bicarbonate
concentration increases, a time is reached where no more reaction takes place, and
therefore the carbon dioxide begins to accumulate because all the hydroxide has been
completely consumed.

This evolution behaviour occurs for all the three different modelling cases simu-
lated (see Table 4), but there is a clear shift in time between them (Fig. 13), showing
the faster variation when the bubble dynamics (i.e. FDM) is considered. This is
explained by the higher mass transfer rate when including the dynamic model, also
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Fig. 14 pH-value variation
in time measured centrally at
z/H = 0.95, comparison of
the different models with
experimental and numerical
results of Darmana et al. [48]

seen in the bubble size change, where the CO2 is transferred faster to the liquid
activating the reaction system earlier. Naturally, when the dynamics of the bubbles
is omitted, the mass transfer rate is lower; causing a slow activation of the chemical
reaction (dashed and dotted lines in Fig. 13).

Since it is not possible to measure in-vitro the concentration of species in the
experiments, the change of the local pH value, which reflects the consumption of
hydroxide ions, was measured to follow the reaction process. Hence, a satisfactory
mass transfer rate prediction leads to a good prediction of the pH value evolution.
The resulting variation of pH-values is shown in the Fig. 14, considering the different
models (see Table 4) and compared with the experimental data.

It is clear that the model neglecting bubble oscillations (NO Case1) overestimates
the pH-value during the reaction period (Fig. 14), demonstrating low mass transfer
and thus a slow reaction (see also Fig. 13). This happens because the predicted
residence time of the bubbles is too low and the mass transfer is remarkably underes-
timated. When trajectory oscillations are modelled (TO Case 2) the bubble residence
time increase, leading to a higher mass transfer and therefore, to a faster varia-
tion of the consumption of the hydroxide. Including additionally shape oscillations
(eccentricity) and a dynamic Sherwood number for mass transfer (FDM Case 3), the
simulations can capture the experimental variation of the pH in a much better way,
but still slightly shifted in time. This is mainly caused by the higher driving gradient
that leads to a substantial mass transfer of CO2 (see also Fig. 9) when the dynamic
eccentricity is included in mass transfer model. Surprisingly, the initial part of the
predicted pH-variation (i.e. up to t = 150 s) runs almost parallel to the numerical
result of Darmana et al. [48]. Here this may be coming from the different models
considered in his work, such as, drag and lift coefficients and more important the
Sherwood number. The improvement for the present numerical results with the FDM
at a later stage of the reaction progress (i.e. from about t = 175 s) with respect to
the experiments, is a consequence of the use of the second mechanism reaction (see
Eq. 46), neglected by Darmana et al. [48] in the simulations and it is noticeable for
pH-value <9.
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Fig. 15 Images of instantaneous CO2 concentration (a) and pH-values (b) in the vertical mid-
plane of the column for different simulations times, using the full bubble oscillation model and the
dynamic Sherwood-number (FDM), please note the different ranges of the colour coding for both
CO2 and pH-value for the different time levels

With the purpose of illustrate the temporal and spatial evolution of the reac-
tion process, colour fields of CO2 concentration and pH-value in the middle cut of
the column, are shown for the full dynamic model (bubble dynamics and dynamic
Sherwood number, FDM Case 3) in Fig. 15 for two different time levels during
the reaction process. At the beginning of the process is clear that small traces of
dissolved CO2 are found in the whole domain, naturally, at this time the pH-value in
the liquid is high, but as the mass transfer of CO2 and the chemical reaction proceed,
pH-value decrease (see Fig. 14). Large vortical structures are mainly present in the
lower part of the column, driving the transport of CO2 from the bottom to the top in
the core region, thereby mass transfer and reactions occurs faster from the middle
part to the upper part of the column. It is also observed, that the recirculation of
liquid close to the walls (see also Fig. 12b) supports a convective transport of the
reacting species in this region from the top region towards the bottom, which is most
pronounced at t = 180 s, when the recirculation is developed. Consequently, the
fresh carbonate and consumed hydroxide ions will be transported to the top of the
column in the core region by the flow and are transported downwards close to the
columnwalls. At the final stage (i.e. t = 180 s) a drastic increase of dissolved CO2 has
occurred showing however still strong inhomogeneity due to the involved transport
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processes. On the other hand, pH has reached a lower value which however appears
very homogeneously throughout the column.

6 Conclusions and Outlook

Bubbly flows with mass transfer and chemical reactions have been numerically
computed and the results were validated based on different experiments conducted
with the DFG-SPP “Reactive Bubbly Flows”. In such reactors both bubble motion
and mass transfer are strongly influenced by bubble shape and trajectory (zig-zag
or spiral rising) oscillations. These effects are not captured by standard numerical
methods for dispersed multi-phase flows applicable to large-scale industrial systems,
such as the Euler/Euler (also called multi-fluid) or the Euler/Lagrange approaches,
since herein the bubbles have to be smaller than the size of the numerical mesh and
are assumed to be point-masses for numerical efficiency.

In the present research project an LES-based Euler/Lagrange approach was devel-
oped which accounts for transport processes going beyond a point-mass repre-
sentation, but still being numerically very efficient. A bubble dynamics model
was elaborated considering shape and trajectory oscillations as well as employing
dynamic bubble deformation inmass transfer and the Sherwood number. The features
of the LES-Euler/Lagrange method implemented in the OpenFOAM® library are
additionally the following:

• Large eddy simulations using an one-equation eddy-viscosity model by solving
an additional transport equation for the SGS turbulent kinetic energy,

• Two-way coupling accounts for momentum transfer and direct SGS turbulence
modification; dissipation and bubble induced turbulence (BIT),

• Bubble motion was calculated considering all forces; i.e. drag, lift, wall force,
added mass, fluid inertia, gravity/buoyancy and Basset force; all extended to
account for bubble eccentricity if possible,

• Bubble transport by SGS turbulence is modelled through a single step Langevin
model,

• TheSherwoodnumber for an oscillating spheroid is extended by a termaccounting
for the bubble oscillation amplitude.

The validation of the developed models was conducted for several experimental
test cases, where only two cases are presented here; CO2 absorption for a single
bubble rising in a vertical column (Case with only mass transfer) and a CO2 bubble
swarm rising in a rectangular column filled with a NaOH-solution yielding a quite
low gas hold-up of only 1.2% (Case with mass transfer and chemical reaction). The
major findings from these studies are:

• A possible back-diffusion of species from the liquid into the bubbles has to be
considered for correctly predicting the bubble size evolution,
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• The full bubble dynamics model (FDM) yields higher mass transfer compared to
the classical point-bubble approximation due to the larger surface area of deformed
bubbles,

• Applying the FDM provides stronger lateral dispersion of the bubbles and
therefore strongly modifies the hydrodynamics in a bubble column,

• Consequently, only the FDMproduces in comparison tomeasurements the correct
bubble velocity fields (i.e. mean velocities and their rms-values),

• Due to the higher mass transfer obtained with the FDM, chemical reaction occurs
remarkably faster compared to the point-bubble method,

• As a result, the temporal evolution of pH in the bubble column agrees much better
with the measurements and also other numerical computations,

• For the bubble column case with an initial bubble size of dB = 5.5 mm and a
height of 1 m, the bubbly full dynamic model (FDM) predicts about 15% smaller
bubbles at the end, compared to the standard point-bubble assumption.
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Numerical Simulation Techniques
for the Efficient and Accurate Treatment
of Local Fluidic Transport Processes
Together with Chemical Reactions

Otto Mierka and Stefan Turek

Abstract This work describes a numerical framework developed for the efficient
and accurate simulation of microfluidic applications related to two leading experi-
ments of the DFG SPP 1740 research initiative, namely the ‘SuperfocusMicromixer’
and the ‘Taylor bubble flow’. Both of these basic experiments are considered in
a reactive framework using the SPP 1740 specific chemical reaction systems. A
description of the utilized numerical components related to special meshing tech-
niques, discretization methods and decoupling solver strategies is provided and its
particular implementation is performed in the open-source CFD package FeatFlow
(FeatFlow Homepage, www.featflow.de, version from July 2020 [5]). A demonstra-
tion of the developed simulation tool is based on already defined validation cases and
on suitable examples being responsible for the determination of the related conver-
gence properties (in the range of targeted process parameter values) of the developed
numerical framework. The subsequent studies give an insight into a parameter esti-
mationmethod with the aim of determination of unknown reaction-kinetic parameter
values by the help of experimentally measured data.

1 Introduction

Micromixers and microreactors provide a novel technology from which their suit-
able application even in industrial processes is expected. The mechanisms related to
the flow dynamics are in general considered to be more deterministic than of those
associated to their larger counterparts. This advantageous property is even more
dominant in the field of numerical simulations, which therefore might possess an
important role in the stage of design of the underlying equipment in order to achieve
their theoretically best performance. Since numerical simulations are suitable tools
to describe the flow dynamics and/or reaction kinetics in the underlying equipment
for the accurately prescribed (physical, geometric or process) parameters, they also
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offer the advantage of determination of parameters—which due to different sorts
of reasons cannot be determined with other techniques. Such an interplay between
experimentally obtained measurement results and numerical simulations is the main
idea described in the present work. However, it also has to be emphasized that the
particular numerical techniques employed by the individual simulation software are
extremely influential on the range of parameters in which the given simulation soft-
ware can be applied for reliable predictions. Even in cases of just simple single-phase
flow problems accompanied by mixing of species and chemical reactions there are
high requirements put on the accuracy and efficiency of the given simulation tool,
since the resolution of the steep concentration gradients is unavoidably inevitable for
obtaining the mesh independent solution of the underlying problems. Suppressing
the numerical diffusion and exploiting the highest non-oscillatory resolution of the
results by the number of available grid points is the prerequisite of the employed
efficient and robust solvers. In case of simulation problems extended by the presence
of multiple phases with dynamically moving interfaces are even larger restrictions
on the employed solution software introduced.

In thisworkwepresent a suitable numerical frameworkwhich is fulfilling the chal-
lenges requested by the targeted applications, which are the two basic leading exper-
iments (Superfocus Micromixer and the round capillary Taylor bubble) of the SPP
1740 research initiative, both applied in the framework of SPP 1740-specific reaction
systems. In Sect. 2 we describe the mathematical model with special emphasis on the
series of employed numerical components in the framework of the used Projection
Method. In the subsequent Sects. 3 and 4 we provide numerical results in terms of
(1) validation cases, (2) model problems estimating convergence of the developed
numerical framework and (3) reverse engineering applicationswith the aimof estima-
tion of kinetic parameters with respect to experimentally measured reference results.
Finally, the presented work is closed by conclusions in Sect. 5 which provides the
summary of the numerical simulations and the possibilities of the presented reverse
engineering method.

2 Mathematical Model

The developed numerical simulation method is based on the open-source FEM soft-
ware package FeatFlow [5] which provides the backbone of the flow solver supported
by geometrical multigrid methods, domain decomposition based MPI paralleliza-
tion and higher order FEM discretization of the Navier–Stokes equations. These are
essentially the main features, which define the accuracy and efficiency of the basic
FeatFlow flow solver, which has already proven to provide benchmark solutions
for numerous numerical benchmark problems [2, 8]. The main numerical feature
of the basic single phase FeatFlow flow solver is related to the Discrete Projection
(DP) method which provides a solution strategy for the nonlinear algebraic system
of equations of the arising fully (spatially and temporally) discretized system of
Navier–Stokes equations.
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Since the targeted numerical framework involves additional concentration trans-
port problems of species undergoing chemical reactions, which are partially related
to gas/liquid flows, the basic flow solver has been extended with the corresponding
multiphase and reaction modules. The general solution strategy is related to a direct
numerical simulation (DNS) of the corresponding multiphase flow problem in a
framework of an interface tracking approach, which requires an instationary direct
resolution of the g/l interface by the computationalmesh. The arising set of governing
equations written in the generalized ingle- or multiphase) framework is as follows:

ρ(x)
[
∂u
∂t

+ u · ∇u
]

− ∇ · (
μ(x)

[∇u + ∇uT
]) + ∇ p = ρ(x)ag + f�(x, t) (1)

∇ · u = 0 (2)

∂ci
∂t

+ ∇ · (uci ) − Di,l · �ci = si
(
c j=1,2,...,N

)
for i = 1, 2, . . . , Np. (3)

where ρ(x) and μ(x) represent the density and viscosity of the given phase which,
however, depend on (in case of application for a multiphase problem) the particular
interface location � separating the liquid and the gas phase from each other. Further-
more, at the arising dynamically evolving interface the surface tension force f�(x, t)
is activated, which is defined as:

f� = σl/gκn� (4)

where σl/g , κ and n� stand for particular (material dependent) interfacial tension
coefficient, curvature and outward normal to the interface �, respectively. The last
parameters in the above equations are ag—gravitational acceleration, Di,l—diffusion
coefficient of the ith species in the liquid phase, and si represents the source/sink terms
of the ith species due to the occurring chemical reactions. The system of the resulting
nonlinear equations is therefore defined for the quantities u, p and ci , corresponding
to velocity, pressure and concentration of the individual species from all present NP

species taking part in NR chemical reactions defined by the underlying chemical reac-
tion mechanisms. Now, depending on if the particular numerical problem involves
the presence of multiple phases or only a single phase, determines the activation of
the next transport equation controlling the deformation of the computational mesh
with respect to the dynamic interface,�. Therefore, in case of gas–liquid simulations
with resolved interfaces according to the used Interface Tracking (IT) approach the
above defined system of equations is to be appended by theMesh Deformation (MD)
equation for the displacement vector d, as follows:

∇ · (∇d + (∇d)T
) = 0 (5)

The equation above is solved with respect to the updated deformation vector on
the interface and for the side condition allowing a free slip of the mesh nodes on the
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already updated and constructed interface�. It has to be noted that due to the adopted
IT approach the underlying computational mesh is of constant topology during the
whole simulation, only the coordinates of the individual element vertices are being
modified giving therefore rise to a mesh velocity ω. More details to the developed
IT method is provided in Sect. 2.1.

Since all the listed equations defining the addressed problem aremutually coupled
with each other in a strong nonlinear fashion, their solution requires a robust mech-
anism, unless their simultaneous monolithic solution is to be performed. However,
due to the targeted full 3D applications and thus the related high number of degrees
of freedom, only a decoupling solution mechanism in a framework of the already
mentioned DP method is feasible. According to the applied DP method, the solu-
tion of the system is decomposed into individual solution steps as explained below.
Due to the fact, that the particular target applications are characterized by strictly
laminar flow conditions and are expected to develop towards steady flows, the main
decomposition of the system consists of decoupling the flow solution from the trans-
port and reaction of the chemical species. According to such an (at the first look)
invasive decoupling mechanism it is assumed that (1) the characteristic time-scale of
hydrodynamics (i.e. reaching steady state flow conditions) is much smaller than the
characteristic time-scale of the transport of species and the related chemical reac-
tions and that (2) the chemical species are present in the respective phases only in
such low concentrations that their back-coupling on the flow can be neglected (such
as buoyancy or Marangoni effects). Therefore, the solution algorithm is directly
decomposed into 2 simulation sub-steps, which in particular means the solution of
the Navier–Stokes system in the first step and with the obtained velocity solution
to solve the corresponding mutually coupled species transport problem in the next
step. In this respect, we provide more details for the underlying numerical methods
used for the particular IT approach in Sect. 2.1 and for the solution of the scalar
transport problems in an Operator Splitting (OS) framework in Sect. 2.2. There-
fore, it is inevitable to introduce our generalized DP method of the fully discretized
Navier–Stokes system already now, so to present the overall computational scheme
before describing its special features in details. The fully discretized Navier–Stokes
equations can be written in the following representation:

[
A �t B
BT 0

][
u
p

]
=

[
gu
0

]
(6)

where A is the complete transport operator A = M + θ�t(K + D), consisting
of the contribution of mass, convection and diffusion operators. B and BT are the
discrete gradient and divergence operators, �t is the time step between tn and tn+1,
and gu represents the right hand side encompassing the explicit contributions of the
particular time steppingmethod and the explicit force terms. Now, if A is nonsingular
the velocity can be formally expressed as u = A−1(gu − �t Bp) and plugged into the
discrete continuity equation BTu = 0, which gives the Schur complement equation
for the pressure:
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(
BT A−1B

)
p = 1

�t
BT A−1gu (7)

However, due to the fact that the BT A−1B operator is impossible to build for
realistic 3D problems (as it is a full, not a sparse matrix) the solution is realized by
a preconditioned Richardson iteration where S: = BT A−1B (the so-called Schur
complement) operator is approximated by a suitable counterpart. Now, assuming a
framework of flows characterized by moderate Re numbers and the use of small
time step sizes [18], the Schur complement can be suitably approximated by S ∼=
P = BT M−1

L B, (ML being the lumped mass matrix) which allows us to define the
iteration step l → l + 1 for computing the pressure at the new time level tn+1.

pl+1 = pl + [
BT M−1

L B
]−1 1

�t
BT A−1

[
gu − �t Bpl

]
, (8)

Finally, the overall solution strategy can be described by the following steps:

1. Solve the nonlinear momentum equations for ũ with the pressure from previous
time level pn

ũ = A
(
ũ, �n, ωn

)−1(
gu

(
un, �n, ωn

) − �t Bpn
)

2. Solve the Pressure-Poisson problem for the pressure update q

P
(
pn+1 − pn

) := Pq = 1

�t
BT ũ

3. Correct the pressure and the velocity

pn+1 = pn + q, un+1 = ũ − �tM−1
L Bq

4. Update the interface position (only in the interface normal direction)

�n+1 = �n + (
n� · un+1

�

)
n��t

5. Solve the mesh deformation equation for the displacement dn+1

Add
n+1 = 0

for the boundary conditions given by �n+1, where Ad represents the discrete
deformation operator being reconstructed at every time step.
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2.1 Realization of the Interface Tracking (IT) Approach

According to the general framework of the IT method the computational mesh is
perfectly aligned with the free interface � which consequently means that the mesh
has to be deformed at every single timestep and that not only at the interface but
also in the volume of the present phases. This deformation may be realized on an
algebraic basis, however a more robust realization is performed by means of the
PDE based MD equation [6] which is to be solved to “steady state” at every timestep
for the updated coordinates of the vertices at the interface. Due to the stability of
the numerical scheme, the Q2/P1 FEM discretization of the Navier–Stokes system
is extended with an additional Q1 FEM PDE for the displacement MD equation.
The accompanying effect of the used IT approach is related to the mesh movement
treated by the ALE (Arbitrary Lagrangian–Eulerian) method, which gives rise to
the mesh velocity ω(x, t). The applied ALE method leads to the transformation of
the underlying Navier–Stokes equations, which depending on the applied temporal
discretization results in the problem of evaluating the old velocity distribution on
the new mesh. Therefore, the currently implemented realization is performed only
by use of an implicit Euler scheme, which completely overcomes these interpolation
difficulties, however, for the price of using smaller timestep sizes, which on the other
hand, due to the presence of the relatively large surface tension forces, is constrained
anyways. The next special feature of the used IT approach is the resulting semi-
implicit treatment of the surface tension force by taking advantage of the Laplace–
Beltrami transformation following the work of Hysing [7]. The surface tension force
in the context of FEM discretization for the IT approach is introduced as a surface
integral into the momentum equation in the following form:

fst =
∫
�

σκn� · v d� (9)

which by taking advantage of the surface tangential derivatives ∇ and � can be
formulated as:

fst =
∫
�

σ
(
�x |�

) · v d� (10)

Since the new interface position (x |�)n+1 can be expressed as the function of the
old interface position and the new velocity at the interface:

(x|�)n+1 = (x|�)n + un+1
� �t (11)

by substituting it into (10) it allows us to represent the surface tension term in a
semi-implicit manner by building its contribution into the transport operator A and
into the right hand side of the Navier–Stokes equation.
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Last, but not least, it is important to mention that the Q2/P1 FEM discretization
for the Navier–Stokes system is performed by the use of isoparametric interpolation
functions, which offer the advantage of exploiting the higher order discretization
also for the geometric representation of the computational domain. Accordingly,
the corresponding face- or edge-vertices located on the interface are not defined
implicitly as simple coordinate averages of the corresponding corner points but are
assigned to uniquely computed coordinates defining the curved interface. This is
especially beneficial for the related element faces located on the interface, because
it allows a higher order approximation of the interface. Moreover, it provides the
necessary framework for the surface integration of the surface tension force term by
means of the above-described Laplace–Beltrami transformation.

2.2 Realization of Scalar Transport Problems in Operator
Splitting (OS) Framework

As described in Sect. 2, the scalar transport problem is solved subsequently, after
obtaining the corresponding steady state flowdistribution for the considered problem.
Under the condition of fulfilling the related assumptions this approach offers the
possibility of performing the scalar transport problem on an essentially differently
constructed computational mesh than it was used for the flow simulation. This advan-
tage is related to the fact that the transport of species is governed by a strongly
convection dominated mechanism (compared to diffusion fluxes) according to which
steep gradients of the species concentrations are expected to be resolved what might
be possible only by the use of specially constructed high resolution computational
meshes. For this reason, it is absolutely inevitable to enrich the arising discretization
schemes with additional mechanisms (1) providing the necessary resolution there
where needed and (2) to protect the discretization scheme from numerical diffusion
as much as possible, so to gain maximum profit from the provided mesh resolution.
The first component is provided in the current work by the AlgebraicMesh Deforma-
tion (AMD)method, which is essentially the extension of the classical umbrella mesh
smootheningmethod [6] which is commonly used for mesh regularization purposes,
however its application with a variable weight function enables its use for mesh adap-
tation purposes. Thus, the application of this AMDmethod requires a construction of
a weight (or monitor) function, w

(
x, ci=1,...,Np

)
, which might be related to different

sort of measures, but it has to be designed in such a way that it has large values there
where the mesh nodes are required to be dragged to and small elsewhere. In this
work, the construction is directly related to the distribution of maximum concentra-
tion gradient of all species, so to guarantee the maximum resolution possible (which
is limited by the total number of elements) for all species. The second component
being responsible for suppressing numerical diffusion but sustaining an oscillation-
free high-resolution discretization is the Algebraic Flux Correction (AFC) method
developed by Kuzmin and Turek [11]. This component transforms the originally
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linear spatial transport equation to a nonlinear one. However, it provides the local
extremum diminishing property (maximum due to convection does not increase,
minimumdoes not decrease)which controls and enforces the conservation of convec-
tive fluxes on the algebraic level. This last property is especially of high interest for
the reason that the velocity field is interpolated onto the deformed computational
mesh used by the scalar transport module from the computational mesh used by the
flow solver. The interpolation of the velocity field is performed in the framework of
an L2 projection, which is supported by an octree based search engine to provide an
efficient mapping between the two computational meshes.

An additionally used mesh deformation mechanism is related to the PDE based
MDmethod already described in the previous chapter. In particular, it is used for the
multiphase simulation problems where the computational meshes have to be inflated
with additional boundary layers along the mesh layer surrounding the gas phase.

The discretization of the scalar transport equations is performed by Q1 FEM
discretization supplemented by the above mentioned AFCmethod. Due to the possi-
bility of numerical simulations of problems where the corresponding time-scales of
reaction might be orders of magnitude faster than the corresponding timescales of
spatial transport (convection or diffusion) the arising transport equations of the indi-
vidual specieswere decomposed from each other in anOperator Splitting framework.
Accordingly, the spatial transport step is performed for all species independently from
each other for the given time step size�t , which is followed by the next step—decom-
posed to arbitrary number of sub-time-steps covering the same time step size�t used
for the spatial transportation—taking the chemical reaction into consideration. This
transport of species (happening in the dimension of the species) is then performed
independently in space—i.e. in each Q1 nodal value of the computational mesh—by
means of an ODE step for which we used the numerical realization described and
implemented in the open-source library of Shampine and Gordon [16].

3 Numerical Results of Single-Phase Problems

3.1 T-Mixer

The results of the simulation analysis provided in this chapter has been used for
validation purposes with respect to the originally described studies of Bothe et al.
[4] and has already been described in a detailed way in our paper [13]. Therefore,
here we present only a brief summary of proofs demonstrating the capabilities of the
developed framework for the simulation of reacting single-phase flows. The under-
lying problem is related to a T-shape micromixer (for the geometrical representation
the reader is referred to [4]) into which the two inlet streams are provided in a 1:1
volumetric ratio for a range of characteristic Reynolds numbers from which the most
interesting case is the one with the upmost value Re = Udh

ν
= 186. As a result,

the interaction of the two inflow streams transforms into an engulfment flow, which
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is characterized by complex flow structures thus drastically affecting the mixing
of the reacting species. The inflow streams provide the reactants for the chemical
reaction in an equimolar ratio so to enable a classical neutralization reaction of
sodium-hydroxide (A) and hydrochloric acid (B), which is considered to be a nearly
instantaneous chemical reaction:

A + B
k−→ P with k ≈ 1011L/(mol s). (12)

This property is exploited for the numerical simulations in a framework of a trans-
formation (seeToor andChiang [17]), which allows us to simulate the evolution of the
distribution of only one scalar quantity, namely φ = cA−cB . According to this trans-
formation the reaction sink and source terms for the transported quantity φ cancel out
each other and the corresponding reactant concentrations can be simply recovered
by cA = max{φ, 0} and cB = max{−φ, 0}. Considering that the values of the diffu-
sion coefficients of the relevant species are on the order of DA,B ≈ 3 × 10−9m2/s
(and thus resulting in a Schmidt number of Sc = ν

DA,B
= 300) the occurrence of

steep concentration gradients is expected which imposes high resolution require-
ments on the simulation software. Since the occurrence of such regions is a priori not
known, but obtained only after the simulation, the approach of simulations by means
of pre-refined static meshes is not realizable, instead simulation approaches using
adaptively moving meshes offer the possibilities to deliver most accurate and most
effective (compute power per simulation accuracy) results. Therefore, the realization
of the simulations here was decomposed into the following two steps:

1. Since the velocity field exhibits a much more regular and smooth distribution
as φ, recovering the steady flow field was performed on a moderately fine static
mesh of ≈ 2× 104 structured mesh consisting of uniform hexahedral elements.

2. Simulation of the transport of the scalar quantity φ was performed on an initially
equidistant mesh of ≈ 1 × 107 hexahedral elements, the distribution of which
was then adaptively changing based on the evaluated monitor function distribu-
tion until reaching steady state of φ distribution and therefore also of the mesh
movement. The convective term has been updated by means of an L2 interpola-
tion from the previously computed flow field onto the deformed computational
mesh.

The mechanism and the performance of the computational framework is demon-
strated by means of Fig. 1, which provides the distribution of the transported scalar
quantity φ at the same axial (reference) position as it is published in the original study
from Bothe et al. [4] using roughly the same number of elements. As it can be seen
from the corresponding figure, the regions characterized by the presence of steep
gradients are resolved with the necessary quality so to guarantee a high accuracy of
the computational framework. The additional subfigures of Fig. 1 display the distri-
bution of the computational mesh along the reference slice, such as the distribution
of the monitor function, which has been related to the gradient of the scalar quantity
φ. As it can be seen from the individual figures, the adaptation of the computational
mesh with respect to the overall number of available elements is capturing the critical
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Fig. 1 Computational results computed for the T-mixer. Visualization of the results are displayed
at a cutplane normal to flow direction at the position z = 250 µm. Top-left: representation of the
quantityφ. Top-right: distribution of themonitor function. Bottom: distribution of the computational
mesh

regions in a very accurateway.However, due to the relatively large overall differences
of the results for the analyzed resolutions it cannot be estimated if a next resolution
level would already provide a satisfactory quantitative match with the here computed
highest resolution results. Nevertheless, the results presented here—considering the
achieved resolution—provide the most accurate numerical approximations to the
considered problem.

3.2 Validation of the Numerical Framework for SFM

Due to the geometrical realization of the Superfocus Micromixer the mixing effi-
ciency of this engineering equipment is much higher than of the T-mixer described in
the previous subchapter. Since the inflow streams contact each other in an interdigital
manner, the chemical species from the individual inlet streams need to tackle a much
shorter distance by molecular diffusion so to provide a high mixing efficiency of the
mixing unit. Since the concentration gradients in the liquid mixture are expected to
be very high the numerical simulation of such flows, especially in combination with
chemical reactions is not only a challenging problem, but if once such a simulation
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Fig. 2 Geometrical
representation of the
computationally simulated
SFM with a mesh detail
showing the distribution of
the generated hexahedral
elements

tool is successfully designed, it offers the possibility of a reverse engineering frame-
workbeing suitable for determinationofmissingparameters of the system.According
to such a reverse engineering framework, by the help of performing simulations for
parameter variations (in certain parameter ranges) with respect to experimentally
measured data, parameters like diffusion coefficients or reaction constants might be
determined. The prerequisite of such a computational engineering tool is to guar-
antee its spatial convergence for the corresponding parameter space. For this reason,
we have adopted the geometry of a standard SFM displayed in Fig. 2.

It has to be noted that the flow distributor located upstream of the SFM plays an
extremely important role since it is responsible to provide the inflow streams into
the mixer as equally homogenized as possible. Subsequently, its geometrical repre-
sentation had to be included into the numerical simulations, however only in those
stages, which concern the hydrodynamics. Details of the half-automatically created
hexahedral coarse mesh (Level 1) used for the flow simulations are displayed as
shown in subfigures in Fig. 2. The fluid parameters for the simulations correspond
to water and the concentration of the chemical species were considered at such low
levels that their respective back-coupling effects on the flow could be neglected. For
the underlying convergence study the same reaction mechanism has been assumed
as described for the T-mixer above (see Sect. 3.1). Accordingly, the transforma-
tion of Toor and Chiang [17] was utilized resulting in a simulation of only one
single scalar transport equation for φ. In order to guarantee larger range of parameter
spaces for subsequent simulation problems the diffusion coefficient of the respec-
tive species (and thus also φ) has been chosen 10 times lower as in the previous
T-mixer case, namely DA,B = 3.0 × 10−10m2/s. The considered total flowrates
were V̇ = [100, 250, 500] cm3/h resulting in characteristic Reynolds numbers
on the order of Re = [50, 125, 250] with respect to the average outflow velocity
and channel depth. Since the underlying Q2/P1 FEM flow simulations provided
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smooth velocity distributions of the computed flow fields, already the Level 2 spatial
refinement solutions were considered as mesh independent solutions for all consid-
ered liquid throughput cases. The correspondingly obtained velocity solutions were
utilized in the subsequent scalar transport simulations which have been interpolated
onto the dynamically deformed computational meshes. The originally structured
mesh spanning the tapering geometry of the SFM has been simulated on two succes-
sively refined mesh resolutions corresponding to number of hexahedral elements of
NEl = 1.25 × 106 and NEl = 1.0 × 107. Only these two mesh resolution levels
have been considered because a coarser representation of the computational mesh
was a priori excluded from the analysis and an even finer representation was due to
the resulting computational requirements unrealizable. Some typical deformations
of the computational meshes are visible as additional subpicture of Fig. 3. As it
can be seen from the corresponding figures, an alignment of the final steady state

Fig. 3 Top: details of the computational mesh used for the scalar transport problem at different
positions. Middle: distribution of the scalar quantity φ at the 80% axial length position (circular
slice) for 100, 250 and 500 cm3/h. Bottom: Concentration distribution along the symmetry line at
the outflow plane from the SFM
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Table 1 Mesh convergence
of the chemical reaction
conversion χr for the
analyzed flowrates

Mesh Resolution NEl χr [%]

Re = 50 Re = 125 Re = 250

1.25 × 106 97.3 88.5 75.4

1.00 × 107 95.8 81.9 68.3

mesh is observable along the inlet streams; moreover, also the circumferential adap-
tation of the mesh density is also clearly visible which gradually homogenizes in
the flow-direction by the flattening of the scalar gradient used as monitor function.
The corresponding steady state solutions have been used for post-processing and for
mutual comparisons with respect to the determined overall conversion of the chem-
ical reaction χr , defined as a ratio of generated product amount to the initial amount
of reactant (A or B, since they are present in an equimolar ratio). Accordingly, the
concentrations of the individual reactants have been integrated and averaged with
respect to the outflow area, as follows:

cA(B) =
∫
A(v · n)cA(B)d A∫

A(v · n)d A
(13)

where v and n stand for velocity and outflow normal, respectively. The integration
surface A corresponds to the outflow surface, and since cA0 = cB0 and the chemical
reaction is equimolar cA = cB at the outflow, as well. The corresponding simulation
results are summarized in Fig. 3, showing the fine level representation concentration
profiles along the circumferential direction at the outflow for the considered flowrates
as a (1) graphical representation along the symmetry line and as a (2) spatial distribu-
tion at a respective axial positions. According to the related figures, the effect of the
increasing flowrate is clearly observable by means of the sharper segregation of the
black/white signal representing the individual species. Besides of such a qualitative
representation of the results a more comprehensive evaluation is provided in Table
1, which shows the dependency of the determined conversion χr with respect to the
applied mesh resolution. As it can be seen from the table, the differences between the
mesh resolutions are increasing for the increasing flowrate, what is due to the occur-
rence of the increasing concentration gradients. Therefore, the differences between
the resolution levels are increasing because the resolution of the arising concentra-
tion gradients is more restricted with the amount of available elements. However,
the effective differences are in the range of only 10% for the largest flowrate (and
only 2% for the smallest one) which due to the employed finite element framework
gives a well-founded expectation for an already negligibly small deviation for an
even higher resolution simulation. Finally, yet importantly, it also has to be noted
that the diffusion coefficient has also been chosen to be amagnitude lower than diffu-
sion coefficients of typical chemical species (used in our subsequent studies). The
correspondingly estimated mesh resolutions were determined as reference for our
subsequent studies, which have been supported by experimentally measured data.
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3.3 Reaction Parameter Estimation by the Help of SFM

In this subchapter we provide an insight into the developed reverse engineering
framework applied in the framework of the SFM which is one of the basic leading
experiment units of the SPP 1740. The description of the numerical realization of the
developed tool is essentially identical to the above described two applications (see
Sects. 3.1 and 3.2) with the difference that instead of a numerical reconstruction of
the experimentally measured behavior with known parameter settings here the deter-
mination of unknown parameters is performed. Realization of a suitable prototype
exploiting the designed numerical components has already been reported by Mierka
et al. [13] that tackled the problem of estimation of the diffusion coefficient of oxygen
in the carrying liquid by means of utilizing optimization methods with respect to the
experimentally measured spatially resolved concentration distributions at different
locations of the mixer. Furthermore, a kinetic parameter of a Sulfite/Sulfate chem-
ical reaction was also estimated by the utilization of similar optimization techniques
supported by experimental data corresponding to a large range of operating condi-
tions. The only drawback experienced in the mentioned studies is related to the
computational efficiency, since the necessary computational resourcesmight explode
by covering a large range of parameter values in case of a multi-parameter optimiza-
tion framework. As a remedy a geometrical acceleration of the optimization proce-
dure has been developed which exploits the similarity of the core-region of the SFM
with the performance of the overall mixing unit. Accordingly, a predictor/corrector
realization of the optimization procedure has been proposed which allows a quick
estimation of the narrow parameter ranges (predictor) which in the next step can be
further improved to an optimal combination of parameters by means of performing
the corresponding simulations on the full geometrical representation (corrector).

The particular chemical reaction system used for the demonstration of reaction
parameter estimation of a consecutive reaction system (for details see [15]) is an
oxidation reaction of a btmgp copper(I) complex (A). The first reaction gives rise
to formation of a thermally unstable intermediate bis(µ-oxo)dicopper species (C)
which is then subsequently transforming to bis(µ-hydroxo)dicopper(II) species (D)
being the final product of the reaction scheme (for details of the reaction system we
refer to [15]):

2A + B
k1−→ C

k2−→ D (14)

In the above equation (B) referring to the dissolved O2 species in acetonitrile, k1
and k2 are the reaction constants specifying the speed of the reaction rates r1 and r2,
which are defined as follows:

r1 = k1c
1
Ac

0
B = −dcA

2dt
= −dcB

dt
= dcC

dt
(15)

r2 = k2c
1
C = −dcC

dt
= dcD

dt
(16)
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The experimentally measured reference data has been provided by our collabo-
ration partners from RWTH Aachen and therefore for details of the utilized exper-
imental techniques, the reader is referred to Schurr et al. [15]. The such provided
reference data—evaluated in terms of averaged concentration values of the inter-
mediate species (C)—corresponds to a large range of flowrates of the inlet streams
V̇ min = 0.44 mL/min up to V̇max = 56.0 mL/min and was measured for two
inflow concentrations of the reactants cinCuI = 2.0 mM and cinCuI = 5.0 mM. The
diffusivity values of the underlying Cu complexes in acetonitrile have been experi-
mentally determined as DA = DC = DD = 1.40 × 10−9 m2/s and the diffusivity of
oxygen has been estimated by means of the proposed correlation of Schumpe and
Lühring [14] as:

DB = (
2.6 × 10−11

)
μ

−2/3
L

∼= 5.0 × 10−9 m2/s (17)

but because of the undetermined accuracy of the proposed correlation this parameter
has been also included into the reverse engineering framework. Thus, the complete
initial parameter space has been estimated as:

k1 = 〈3, 30〉 s−1; k2 = 〈0.6, 2.0〉 s−1; DB = 〈4.0, 6.0〉 × 10−9 m2/s (18)

The two geometrical representations used for the reverse engineering framework
correspond only to the tapering part of the SFM (without the inflow distributor and
without the residence channel at the outflow), which considering their geometrically
defined volume ratios correspond to a small (NEl = 2.8 × 104) and to a large
(NEl = 1.0 × 106) computational mesh covering the core (2 + 2 streams) and
the full (64 + 64 streams) geometrical representation of the SFM. The provided
resolutions are in agreement with the estimated resolution requirements found in the
previous Sect. 3.3, especially with respect to the roughly 10 times higher diffusion
coefficients values of the considered species. Concerning the boundary conditions
and the numerical realization the large geometrical variant has been treated in the
same way as in the previous validation chapter. However, it is worth to mention,
that for the smaller geometrical variant the simulations were restricted only to the
scalar transport equations of the individual species, because the flow field has been
sampled according to the analytical parabolic solution. Therefore, the velocity v
for an arbitrary point [x0, y0, z0] in the smaller geometrical variant is prescribed as
follows:

v = vmax
(
h2 − z20

)
16

(
x20 + y20

) [x0,−y0, 0] (19)

where vmax is a parameter used for calibrating the corresponding flowrate and h
represents the half of the thickness of the SFM, i.e. h = 250 µm. The correspond-
ingly designed flow field fulfills periodicity at the tapering sides and therefore it is
also suitable for numerical simulation of the respective transport equations in the
framework of periodic boundary conditions at the corresponding boundaries. The
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Fig. 4 Comparison of computational results against the experimental references obtained for a
sequence of simple and a full geometric representation for two inflow concentration values of the
reactant species Cu(I). Left: cin

CuI
= 2.0 mM and right cin

CuI
= 5.0 mM. Computational values of

the full representation (with orange) correspond to the ratios of reaction constants k1 : k2 = 10 : 1.3
in s−1 and DB = 400×10−7 cm2/s. The parameters of the individual curves are the corresponding
ratios of kinetic constants, k1:k2

mesh deformation with the aim of mesh adaptation at the regions of steep gradients
is then performed analogously as for the full geometrical variant.

The results of the performed optimization process are displayed at Fig. 4, which
shows the variation of simulation results for the small geometrical representation
with respect to the experimental reference data. Based on the initial simulations in
the searched parameter space the optimal combination of reaction constants has been
estimated as [k1, k2] = [

6 s−1, 1.3 s−1
]
. The value of the diffusion coefficient was

found to be only slightly influential in the considered range of values and was deter-
mined to be best fitting the experimental reference data for DB = 4.0× 10−9 m2/s.
Concerning the prediction quality of this predictor step we have performed a
corresponding simulation for the full geometric representation for the parameter
values [k1, k2, DB] = [

10 s−1, 1.3 s−1, 4.0 × 10−9 m2/s
]
. The average concentra-

tion values for the intermediate species (C) obtained by this way are matching the
corresponding smaller geometrical representation results in an almost perfect way
(see Fig. 4). Considerable differences are observed only for the high flowrate cases
what is attributed to the arising differences in the underlying flow fields occurring
especially at the entrance regions. Aside of these extreme flowrate cases it can be
concluded that the accuracy but especially the efficiency of the developed reverse
engineering toolboxhas been considerably improved compared to its basic realization
described in Mierka et al. [13].
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4 Numerical Results of Chemically Reacting Multi-phase
Problems

The presented numerical framework used for the multiphase flow simulations is
essentially based on the method already presented in [13], which at the same time
provided results for the benchmark problem of a single 3D rising bubble originally
introduced by Adelsberger et al. [1]. The presented work has provided—up to the
best knowledge of the authors—the so far most accurately determined (benchmark)
evolution of quantities involving the bubble circularity, bubble rise velocity and char-
acteristic bubble sizes. All these carefully chosen quantities are extremely sensitive
with respect to the accuracy of the underlying numerical method, and therefore in
light of the generated results the used numerical framework has proved its appli-
cability and efficiency for a segment of multiphase flow problems, which neither
undergo topological changes, nor experience strong deformations of the interface.
Therefore, this numerical framework has been extended with an additional simula-
tion module enabling the simulation of chemical reactions. Since the flows standing
in the focus of our presented studies are characterized by a rather low Re numbers
and rather low concentrations of chemical species taking part at chemical reactions,
it allowed us to decompose the two transport problems of momentum and species
concentration into two (from each other) decoupled computational modules. The first
computational module is responsible for the determination of the steady state shape
of the interface and the related flow field for an initially prescribed bubble volume
enclosed by an initially defined regular interface separating the two present phases.
The next computational module consists of a mesh construction method which is
related only to the liquid phase since the gas phase is from the scalar transport simu-
lations excluded (under the assumption of a very low effective mass transfer of the
reactant from the gas to the liquid phase). The coarse mesh (in the context of geomet-
rical multigrid) is extended with additional recursively refined boundary layers along
the layer surrounding the bubble from the liquid side and is used for further succes-
sive refinements in the framework of the same PDE based mesh deformation method
as used in the previous hydrodynamics simulation step. The previously determined
velocity distribution is then in the last step projected in an L2 projection sense on the
such obtained high-resolution computational (static) mesh, which is subsequently
used for the numerical simulation of the species transport accompanied by chemical
reactions. The highlighted computational method is demonstrated and used in the
next two numerical subchapters with the aim to present its convergence properties
(Sect. 4.1) and, moreover, to undergo a reverse engineering framework in order to
estimate kinetic parameters of the underlying chemical reactions (Sect. 4.2).
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4.1 Numerical Simulation of a Large Taylor Bubble

Before providing computational details for a chemically reacting Taylor bubble flow
let us demonstrate the accuracy and suitability of the developed framework for Taylor
bubbleflows.Anexcellent example for this purpose has been reported fromMarschall
et al. [12] that provides all prerequisites of a numerical multiphase flow benchmark,
since aside of the precise description of the problem with all necessary parameters
it provides numerical predictions for several computational methods supported by
an experimentally measured high-quality segmentation of the bubble surface [3].
The geometrical realization of the problem corresponds to a bubble of a prescribed
volumeVb located in a straight andvertically aligned square-cross-sectional capillary.
The free rise of the bubble is modified by providing a flowrate of the liquid phase
represented by an average plug velocity of vL resulting in a final transportation
velocity of the bubble Ub. The liquid phase used in the experiments corresponds
to an aqueous solution of glycerol (resulting in a ≈ 30 times larger viscosity than
water), while the gas phase corresponds to air. The combination ofmaterial properties
together with the related operation conditions can be characterized by means of the
corresponding Capillary Ca = μlUb/σ and the Reynolds Re = ρldhUb/μl numbers,
which for the here considered flow result in Ca = 0.088 and the Re = 17.0. The
particular values of the above introduced parameters and physical properties are
provided below:

ρl = 1195.6 kg/m3, μl = 28.54 mPa s

ρg = 1.3 kg/m3, μg = 2.0 × 10−5 Pa s σ = 66.69 × 10−5 N/m

dc = 1.98 mm, Vb = 17.49 mm3 Lc = 13.5 mm

Ub = 205.57 ± 0.82 mm/s, vL = 138.2 mm/s.

The numerical simulations were performed in a transient fashion starting from
rest, so that an initial bubble volume Vb was prescribed which then due to the interac-
tion of the individual forces started tomove and deform its surface.Due to the adopted
Reference Frame Transformation with respect to the center of mass of the bubble, it
is possible to minimize the deformation of the bubble, which is this way relatively—
to the computational domain—always at the same axial position. According to the
corresponding translational transformation, the boundary conditions become nonsta-
tionary and therefore are updated at every timestep together with the acceleration
related force term, which vanishes by reaching steady state. The simulations have
been initially performed on the coarsest resolution Level 2, which after reaching
steady state (relative changes become smaller than the threshold defined for this
purpose) have been interpolated to the higher resolution Level 3 and subsequently to
the highest resolution Level 4. However, because the bubble volumes after interpola-
tions have changed (≈ 0.2%) all coarser level simulations (Level 2 and 3) have been
restarted for the bubble volume determined from the finest Level 4 solution. This
enabled us to organize the results into a suitable format for amesh-convergence study
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Table 2 Mesh convergence of the large Taylor bubble problem with respect to the experimental
references [3]

Sim L2 Sim L3 Sim L4 Exp

Lb[mm] 7.185 7.204 7.214 7.200

d [µm] 431.6 434.4 435.4 433.1

l [µm] 46.8 49.7 49.7 50.5

Ub[mm/s] 19.17 19.78 20.07 20.56

χ̇b[%/s] 0.025 0.0003 <0.00001 –

Lb stands for length of the bubble, d and l stand for the diagonal and lateral film thickness
between the bubble and wall of the capillary, Ub is the terminal bubble velocity and χ̇b stands for
the rate of change of bubble volume

with respect to a list of several sensitive quantities, such as the bubble length Lb and
rising speed of the bubble Ub, and the related film thicknesses in the lateral l and
diagonal direction d . The such extracted data is displayed in Table 2 which shows
that already the coarse level resolution results are very close to the experimentally
measured references and by the increased resolution the changes remain very small
with respect to the higher resolution levels.

However, due to the still remaining differences in the corresponding bubble
volumes (< 0.01%) it is not possible to clearly identify a convergence order of
the computational method. It also has to be noted that the simulations are performed
in a transient fashion, which are unfortunately influenced by a marginal volume loss,
which on the different resolution levels exhibits a different mass-loss-rate violating
the assumption of reaching an asymptotical steady state. Nevertheless, the volume
loss of the coarse level is on the order of 0.02% for the simulation time of 1 s—what
is already nearly identical to a characteristic time interval needed to achieve a steady
state solution of the corresponding problem—which is already a challengingly low
mass loss rate compared to the capabilities of classical front capturing methods even
on very fine mesh resolutions. Moreover, the decrease of the corresponding mass-
loss-rate with respect to the higher resolution levels shows the expected high conver-
gence order (see Table 2). Last but not least, the convergence of the computations are
also well demonstrated by means of the bubble shapes for the individual resolution
levels as displayed in Fig. 5, which are practically overlapping with each other and
are in a fairly good agreement with the experimentally provided measurement data.

Due to the above-considered square-cross-sectional capillary the liquid film
squeezed between the bubble and the capillary wall has a varying thickness which
has still a relatively large minimum thickness being only on the order of ∼= 2.5%
of the hydraulic diameter. However, in case of a subsequent simulation of transport
of species the boundary layer around the bubble might have orders of magnitude
smaller thickness the numerical resolution of which without using special meshing
techniques is nearly impossible and therefore can be approached only by the use
of suitable sub-grid scale models [19]. This is the reason why the underlying setup



432 O. Mierka and S. Turek

Fig. 5 Mesh convergence of the bubble shape for the large Taylor bubble problem with close-ups
at regions characterized by the largest deviation. Experimental reference is plotted with black line
and the mesh resolution levels 2, 3 and 4 are colored by green, blue and red, respectively

has been used in combination of the SPP1740-specific copper based chemical reac-
tion system [15] for a convergence study, however considering the targeted round
capillaries of the SPP1740 the realization of the problem was changed to a circular
capillary. Accordingly, the hydraulic diameter and length of the capillary, volume of
the bubble and the respective material properties of the two phases were kept iden-
tical as in the previous flow validation example and only a different imposition of
boundary conditions has been realized, namely, via periodic boundary conditions at
the inflow and outflow of the capillary. This realization is utilized in order to mimic
an infinite sequence of bubbles and liquid slugs, which will be the central mechanism
in our subsequent reverse engineering analysis. Therefore, a pressure drop value of
�p = 385Pa has been used in order to obtain a comparable transportation velocity
Ub = 206.9mm/s of the bubble in the capillary as for the above described validation
example. According to the developed computational strategy the coarse mesh of the
obtained steady state solution has been extended with additional recursively inflated
boundary layers (Fig. 6) and refined to the required mesh resolutions up to Level
6 with the use of the corresponding PDE based mesh deformation. For demonstra-
tion purposes, the Level 3 resolution of the correspondingly prepared computational
mesh for the scalar transport problem is displayed in Fig. 6.

The numerical simulations of the subsequent reacting flow problems were
performed by using the already determined diffusion coefficients and reaction
kinetics from Sect. 3.3 for the corresponding consecutive Cu complex chemical
reactions. The initial boundary conditions of the chemical species were defined as
cA0 = 0.001 M/L and as zero for all other species and the boundary conditions
were defined as cB�

= 0.008 M/L on the bubble surface and as zero flux of all other
species at all other outer walls of the computational domain. Finally, the previously
mentioned periodicity (without concentration jump) at the inflow/outflow faces of
the capillary was imposed. The numerical simulations were performed for a time
window of 2 s, which for the considered highest mesh resolution (Level 6) took
roughly a day on 4 nodes of a 16 core intel Xeon cluster on LiDo3. A visual compar-
ison of the obtained results with the results of a one level coarser simulation (Level
5) is displayed in Fig. 7, which provides the spatial distribution of the individual
species at time t = 2 s and provides close-ups of the critical regions with respect to
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Fig. 6 Visualization of the computational meshes constructed for the scalar transport problem. Top:
original coarse mesh (without the bubble phase) used for the flow simulation. Middle: boundary
layer extension of the above mesh. Bottom: final computational mesh (visualized on Level 3) after
adaptation to the bubble surface and deformation of the inner nodes

the corresponding mesh resolution. As it is clearly seen from the provided graphical
proofs, the qualitative agreement of the respective species concentrations is excellent
between the twomesh resolutions and therefore the obtained results might be consid-
ered as spatially converged numerical solutions. The concentration boundary layer
of oxygen (B) shown in the subpictures exhibits nearly identical representations on
bothmesh resolutions thus the corresponding resolution requirements are considered
to be fulfilled and therefore were applied in this sense for the subsequent studies.
Furthermore, it also has to be noted that the considered numerical problem is charac-
terized by a rather high value of the Schmidt number Sc = μl/(ρl DA) ∼= 5000, for
which by the use of the here applied resolution techniques a nearly mesh independent
solution has been obtained. Considering, that for the forthcoming numerical example
the corresponding Schmidt number is of an order of magnitude smaller offers the
potential of obtaining even more accurate results.
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Fig. 7 Mesh convergence of the scalar transport problem extended with chemical reactions after
2 s of real-time simulations. Top: two subpictures showing the distribution of the computationally
most critical species A (oxygen) at the bubble surface and its wake on mesh resolutions of Level 5
(left) and 6 (right). Bottom: concentration distribution of all A, B, C and D species with respect to
the two considered mesh resolutions: L5 and L6

4.2 Kinetic Parameter Estimation for Reacting Taylor Bubble
Flow

In this subchapter wewill provide computational details for the application of reverse
engineering technique in the framework of the reaction parameter estimation of a
consecutive-competitive reaction system. The experimentally measured results—
supporting the presented studies—were obtained by the chair of Laboratory of
Equipment Design, Department of Biochemical and Chemical Engineering at the
TU Dortmund. A detailed description of the corresponding innovative experimental
setup is provided by Krieger et al. [10] which has utilized Arduino based regulation
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techniques for the camera movement during the experiments. The analyzed chemical
reaction system corresponds to the oxidation of leuco-indigo carmine (B) to an inter-
mediate (C) which then further oxidizes in the second step to keto-indigo carmine
(D) according to the following reaction scheme:

A + B
k1−→ C and A + C

k2−→ D (20)

where the species (A) stand for oxygen. The chosen reaction system is not related to
any industrially relevant production, however, due to the two distinct color changes of
underlying oxidation steps it offers the advantage of spatial concentration measure-
ments of the individual indigo species (B, C and D) at the same time. Additionally,
due to the developed experimental technique of a sliding camera travelling with the
liquid slug along the capillary the corresponding measurements could have been
done not only spatially but also temporally in a highly resolved fashion. The reaction
constants k1 and k2—in the meantime also estimated by experimental techniques
by Krieger et al. [9]—have been targeted to be determined by means of numerical
simulations in a framework of reverse engineering techniques. As reference data the
spatial distributions of the optically active species have been used at distinct time
levels referring to t = 3.3 s, 6.6 s and at 11.0 s, with respect to the time elapsed
from contacting the two phases, i.e. the bubble formation at the needle downstream
in the capillary. The such generated bubbles were produced periodically leading to
a periodic sequence of gas bubbles and liquid slugs. The liquid stream entering the
capillary contained only species B of a concentration cB:t=0 = 3 × 10−4 mol/L,
and no species of A, C and D, thus cA,C,D:t=0 = 0 × 10−4 mol/L. Oxygen has
entered the system by blowing it periodically into the capillary through the coaxial
needle as a controlled volume air bubble, which due to the overall volumetric flow
rate (V̇t = V̇g + V̇l = 4.0 cm3/min) were travelling through the capillary. The
generated air bubbles began gradually releasing oxygen by means of mass transfer
into the liquid slugs, which subsequently gave rise to the above described chemical
reactions. The complete list of physical properties used for the numerical simulations
is provided for the here considered system in Table 3.

The numerical realization of the underlying problem has been done on the same
basis as in the previously described example of Sect. 4.1 according to which only

Table 3 List of parameters used for the numerical simulations of the reacting small Taylor bubble
problem

Phase ρ
[
kg/m3

]
μ[
10−3 × Pa.s

] σ

[N/m]
Species D[

10−9 × m2/s
]

Liquid 1000 1.12 0.075 A 2.0

Gas 1.2 0.018 B, C, D 0.6

Diffusion coefficients have been determined by Krieger et al. [9]
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one single pair of a slug and bubble has been considered with the use of peri-
odic boundary conditions at the inflow/outflow planes. Thus, the geometrical repre-
sentation was restricted to a capillary of a diameter of D = 1.6 mm and of
length L = 3.32 mm. The experimentally provided bubble volume—assuming to
be constant due to neglecting its volume change due to mass transfer—has been
Vb = 1.98 mm3 which has been initialized in the flow computations as a perfect
sphere and in the course of the simulation sequences on low and high mesh reso-
lutions it has reached its final steady shape. The underlying flow simulations were
iterated with respect to the prescribed pressure drop as long as the requested flow
rates have been achieved. The correspondingly obtained pressure drop was estimated
as �p = 3.3 Pa and the obtained flow field and interface distributions were used for
the subsequent concentration transport equations with the corresponding chemical
reactions.

As alreadydescribedbefore, the gas bubblewas represented in the numerical simu-
lations of the concentration scalar equations only in terms of a Dirichlet boundary
condition with respect to the oxygen species in the framework of a Henrys Law
approximation. The corresponding value of this boundary concentration was repre-
sented by the value of cA,� = 2.5 × 10−4 mol/L. The value of the characteristic
Schmidt number for the here considered numerical simulations was Sc = 330, thus
the use of the previously introduced meshing strategy in terms of the boundary
layer resolution such as overall resolution was expected to provide nearly mesh
independent solutions, as for the numerical example analyzed in Sect. 4.1. Accord-
ingly, a graphical comparison of the two finest resolution level solutions for the
found combination of kinetic parameters in terms of the oxygen concentration distri-
bution is displayed in Fig. 8 at the time level of t = 6.6 s. According to the
inserted graphics, it can be seen that the concentration distribution of this most
critical species A is nearly identical along the interfacial boundary surface and in
the core of the liquid slug, as well. The values of the computationally found kinetic
constants is k1,comp = 8.0 × 105 L/(mol s) and k2,comp = 8.0 × 105 L/(mol s)
which compared to the experimentally found kinetic constants by Krieger et al.
[9]—k1,exp = 6.3×105 L/(mol s) and k2,exp = 22.4×105 L/(mol s)—arematching
reasonablywell.According to the numerical simulations, the ratio of these twokinetic
parameters is the most influential on the intermediate product C, which in case that
k1 : k2 < 1.0 clearly underpredicts the concentration of these intermediate species.
Therefore, the experimentally determined combination of parameters was compu-
tationally not confirmed and the experimentally provided reference data could be
reproduced in the most accurate way only with a ratio of k1:k2 = 1.0.

It has to be noted that the comparison of the computational results with the exper-
imental references had to be performed in a framework of a data transformation,
which in particular means a projection of the full 3D data into a 2D representation,
with the aim to provide a compatible analogy between the two (experimental and
computational)methods. The corresponding representation of the results is presented
in Fig. 9, which shows the computational and the respective experimental concentra-
tion distributions at the three reference time levels. From the displayed sequence of
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Fig. 8 Visualization of the spatial convergence analysis of the reacting small Taylor bubble problem
with mesh details. The full simulation domain with the corresponding concentration distribution is
displayed in the middle for the two finest resolutions (L4 and L5) and at the sides close-ups of two
representative regions at the bubble interface

Fig. 9 Comparison of the computationally obtained (top sequence) and experimentally measured
(lower sequence) concentration distribution of the opticallymeasurable species (B, C andD) at three
reference time levels of t = 3.3 s, 6.6 s and 11.0 s. The color scales refer to 0 : 4 × 10−4 mol/L
for species B and D and 0 : 4 × 10−5 mol/L for species C
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pictures, it can be seen that the dynamics of the reaction is reasonablywell captured—
namely the consumption rate of B and the production rate of D—by the computations
for the found kinetic parameters. Moreover, also the shape and the thickness of the
characteristic ring of the intermediate product C is computationally resembled in a
very good agreement with the experimentally recorded pictures.

5 Conclusion

In this study we have developed and demonstrated a reverse engineering framework
applied in the field of single- and multiphase flows accompanied by chemical reac-
tions. The computational strategy consisting of the individual numerical components
has been applied for typical validation problems—mixing of species in a T-mixer [4]
and the non-reacting Taylor bubble benchmark [12]—yielding fairly good agreement
with the available reference results. Next, the basic flow modules (single- and multi-
phase) have been combined with the corresponding module of transport of species
with chemical reaction and convergence estimation of the developed numerical simu-
lation software has been performed. Based on the estimated necessary resolutions,
the determination of reaction parameters has been performed for experimentally
measured systems. The correspondingly estimated parameters have been proven to be
in a very good accordance with assessments through independently performed exper-
iments, which justifies that the use of the developed technique also in the framework
of other possible reaction systems operating under the here considered assumptions.
Moreover, the here developed numerical toolbox makes possible its application for
detailed performance analysis of the chemical reactions in the framework of simple
multiphase flows with respect to engineering quantities expressing the efficiency of
the overall process like the yield of the wanted product or selectivity of a system of
chemical reactions with respect to the desired product.
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Euler-Euler Modeling of Reactive Flows
in Bubble Columns

Roland Rzehak

Abstract In the present project, closure models for chemical reactions as well as
the associated mass transport are included in the Euler-Euler description of bubbly
flows. This approach allows to capture inhomogeneous distributions of gas fraction
as well as local differences in concentration and flow fields on the scale of the bubble
column. In thisway, calculations up to the size of industrial equipment or components
thereof become feasible. To achieve this goal, suitable closure models for processes
occurring on the scale of individual bubbles have to be devised. The simulation
results are then compared with experimental data to validate the employed models.
The challenge in this endeavor based on the state-of-the-art at the beginning of the
project, is threefold: First, the available understanding of mass transfer from or to
single bubbles both without and with the simultaneous occurrence of a chemical
reaction is limited. Second, experimental data of a quality which is suitable for
the purpose of model validation are scarce. Third, for reactive systems the intrinsic
reaction kinetics and material parameters depending on the concentrations of all
involved species and temperature are often not known.

1 Introduction

In Euler-Euler simulations, both phases are treated as interpenetrating continua, each
described by a set of conservation equations for mass and momentum (aka conti-
nuity and Navier–Stokes equations). Momentum exchange between the phases is
accounted for by coupling terms between both sets of conservation equations [1].
These describe the average volumetric force exerted by the liquid on the bubbles and
the corresponding volumetric reaction force, which is equal and opposite. In addi-
tion to drag, the typically considered bubble forces comprise (shear-) lift, wall (-lift),
and virtual mass, while the (Basset-) history force is most often neglected. Contri-
butions to the drag force arising from the mean flow and the turbulent fluctuations
are frequently separated, the latter describing the effect of turbulent dispersion. Only
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the mean flow contribution is typically considered for the other forces. In deriving
these force models, a point-bubble approximation is tacitly made, which imposes a
restriction on the possible grid-refinement.

Concerning turbulence, the Euler-Euler approach is most frequently combined
with a RANS turbulence model ranging from simple k-ε to sophisticated Reynolds
stressmodels. Thesemodels,which have originally been developed for shear-induced
turbulence in singlephase flows, are extended to multiphase flows by adding source
terms in the model equations describing the bubble-induced contribution to turbu-
lence [2]. The use of LES models has been attempted as well, but common subgrid-
scale models have requirements on the grid-resolution that often conflict with those
due to the point-bubble approximation [3].

In all of the mentioned submodels, the bubble size appears as a parameter. Setting
this to a constant value gives the monodisperse approximation, which has been
adopted in the majority of studies. In addition, swarm-effects have not been consid-
ered in most previous works, which is appropriate for dilute flows. Within these
approximations, a model that has been validated over an extended period of time for
a rather large database of experimental test cases, comprising bubbly flows in pipes
as well as bubble- and airlift-columns, is described in Ref. [4].

A distribution of bubble sizes which changes in time may be accommodated by
coupling the approach described so far to a population balance equation. In doing so,
it is important to allow bubbles of different size to move in different directions when
necessary. An example where this is important, is furnished by the finding of e.g.
Tomiyama et al. [5] that the lift force changes its direction at a certain bubble size.
While different frameworks have been proposed to numerically solve the population
balance equation, one that meets this requirement in a rather straight forward way is
the so-called inhomogeneous MUSIG model [6]. Among physical phenomena that
change the bubble size distribution, bubble coalescence and breakup have received
most attention so far, but a consensus on the most appropriate models has not yet
been reached [7].

As obvious from the foregoing discussion, the Euler-Euler approach has been
widely used for purely fluid dynamical processes in bubbly flows. In contrast, Euler-
Euler modeling and simulation studies involvingmass transfer both with and without
chemical reaction to date are rather scarce. In order to account for mass transfer
processes as well, the conservation equations for mass and momentum have to be
complemented by additional ones for the species concentration in each phase. If
highly endo- or exothermic chemical reactions occur, the energy equation has to be
considered as well, but this topic is excluded from the present work.

Phenomena for which closure models are needed, are summarized in Fig. 1, most
obvious being the mass transfer between the gas bubble and the liquid surrounding it,
which is quantified by the mass transfer coefficient. Turbulent diffusion of the trans-
ferred species within the liquid can be modeled in the same way as in singlephase
flows, assuming that the bubble-induced contribution to the turbulence is properly
accounted for. In the reactive case, one needs to distinguish between fast reactions,
which occur predominantly in the boundary layer around the bubble, and slow reac-
tions, which take place mostly in the bulk of the liquid. Fast reactions increase the
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Fig. 1 Illustration of small-scale phenomena requiring closure models for Euler-Euler simulations.
A second order reaction between two reactants A and B is assumed, one of which is supplied in
the gas bubbles, the other one in the liquid. Two cases corresponding to the limits of fast and slow
reactions are shown

mass transfer, which is described by a so-called enhancement factor. For slow reac-
tions, micro-mixing has to be accounted for, which can be done again in the sameway
as in singlephase flows. Preferably, a single model for each of these quantities would
be desirable that gives reasonably accurate results over a wide range of conditions.
The validity of all models should be established by comparison to comprehensive
measurements that resolve the local variations in the species concentrations on the
large scale of the bubble column or other apparatus.

In the case of high mass transfer rates, where the bubbles shrink during absorption
or grow during desorption, suitable source terms for the MUSIG model are needed
to capture this change in bubbles size and the resulting interaction between fluid
dynamic and mass transfer phenomena. Since mass transfer rates are particularly
high in the reactive case, yield and selectivity may be affected significantly by the
fluid dynamic conditions.

Last but not least, CFD simulations must be fed by reasonably accurate values
of the material properties. For purely fluid dynamical questions this rarely poses
a problem since constant values for density and dynamic viscosity of each phase
together with the surface tension between them suffice. For questions involving non-
reactive mass transfer the Henry constant describing the solubility of the transferred
species and its molecular diffusion coefficient must be added to this list and all
quantities become concentration-dependent unless the solution remains dilute. In the
presence of chemical reactions, furthermore the intrinsic reaction rates are needed,
which are often not available.

This chapter describes progress made during the 3-year funding period towards
the overall goal of developing Euler-Euler simulations including mass transfer to
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a state similar to that already achieved for purely fluid dynamical problems. All
simulations are performed using the software ANSYS CFX 15.

The first section provides a validation example of the already established fluid
dynamical modeling that is used as a basis of the development. Comparison is
made with experimental data obtained by one of the project partners within the
SPP1740 (see Chapter “Experimental Characterization of Gas-LiquidMass Transfer
in a Reaction Bubble Column Using a Neutralization Reaction”).

The second section is concerned with non-reactive mass transfer. Simple concep-
tual models for the mass transfer coefficient for different flow conditions around the
bubble are discussed and unified and an initial attempt to validate an Euler-Euler
simulation model using data found in the literature prior to the project is presented.

The third section focuses on the effect of chemical reactions on the mass transfer.
Again, simple models for the enhancement factor are evaluated first. These depend
strongly on the reaction network and the absorption of CO2 into an aqueous solution
of NaOH is considered. This choice is determined by the literature data available for
model validation prior to the project. Results of the comparison between these data
and the simulation results are shown.

Finally, a summary of the achievements is given and prospects for further
investigations are discussed.

2 Fluid Dynamics

The fluid dynamical part of the models has been amply described in previous works
(e.g. [1] and references therein). Therefore, only a brief summary is given here for
the sake of completeness. The conservation equations for mass and momentum of
the disperse gas and continuous liquid phases are summarized as follows:

∂

∂t
(αGρG) + ∇ · (αGρGuG) = 0 (1)

∂

∂t
(αLρL) + ∇ · (αLρLuL) = 0 (2)

∂

∂t
(αGρGuG) + ∇ · (αGρGuG ⊗ uG) =
− αG∇ p + ∇ · (

αG
(
TG + TRe

G

)) + αGρG g + Finter
G (3)

∂

∂t
(αLρLuL) + ∇ · (αLρLuL ⊗ uL) =
− αL∇ p + ∇ · (

αL
(
TL + TRe

L

)) + αGρG g + Finter
L (4)

Here, the indices φ = G, L denote gas and liquid phases, αφ , ρφ , and uφ the phase
fraction, density, and phasic velocity. The pressure p is shared between both phases
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Table 1 Summary of fluid
dynamical closure models

Sub-model Reference

Drag force Ishii and Zuber [9]

(Shear-) lift force Tomiyama et al. [5]

Wall (-lift) force Hosokawa et al. [10]

Turbulent dispersion force Burns et al. [11]

Virtual mass force CVM = 0.5

Base turbulence model k-ω SST (Menter [12])

Bubble-induced turbulence Rzehak and Krepper [2]

Liquid-phase wall model Single-phase wall function

Gas-phase wall model Free-slip

and g is the gravitational acceleration. Two terms require closure models. First,
the interfacial forces Finter

φ , which due to momentum conservation are related as
Finter

G = −Finter
L . As already mentioned, these comprise of a number of contri-

butions, here specifically drag, (shear-) lift, wall (-lift) turbulent dispersion and
virtual mass. Second, the Reynolds stresses, which are expressed in terms of an

eddy viscosity as TRe
φ = μturb

φ

(
∇uφ + (∇uφ

)T)
. The eddy viscosity is computed

from a turbulence model, here specifically the k-ω SST model with added source
terms to describe the bubble-induced turbulence. A variant using a Reynolds stress
turbulence model with anisotropic bubble-induced source terms has been developed
within the present project [8], but is not applied in the simulations presented herein.
Due to the small density of the gas phase in comparison with the liquid one, the gas
phase Reynolds stresses can be neglected. A compound single phase turbulent wall
function assuming a smooth wall is employed to avoid the need to resolve the viscous
sub-layer. A free-slip condition is applied for the gas phase. The main ingredients of
the model are summarized in Table 1.

Within the present project, comparison of the fluid dynamical part of the model
has been made with experimental results from a partner, the research group of Dr.
Zähringer, Magdeburg (see Chapter “Experimental Characterization of Gas-Liquid
Mass Transfer in a Reaction Bubble Column Using a Neutralization Reaction”)
[13]. There, the two-phase flow of CO2 bubbles in water at a superficial velocity
of JG = 12 mm/s was investigated in a cylindrical bubble column. Diameter and
ungassed fill height of the column were D = 0.142 m and H = 0.73 m. The gas was
supplied through four nozzles arranged in a line at the column bottom, which created
bubbles of a size of dB = 2.7 mm. Optical measurement techniques were employed
to determine gas fraction and liquid mean velocity as well as turbulent fluctuations.
An example of the comparison is shown in Fig. 2. Both panels display the mean
liquid velocity field in the plane of observation, which is in the center of the column
at the position of the nozzles superimposed on the color-coded value of the vertical
liquid velocity component. As can be seen, the overall structure of the flow field from
the experiment (left) is well reproduced by the simulations (right). Quantitatively,
the calculated velocities are somewhat too low compared with the measured ones in
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Fig. 2 Comparison ofmean liquid velocity in a vertical central plane through the column containing
the gas-supplying nozzles obtained from the experiments (left) and from the simulations (right) for
CO2 bubbles in water at JG = 12mm/s. Flow field (arrows) with superimposed color-coded vertical
velocity component [13]

the middle of the measurement plane, but the agreement is still reasonable. For more
detailed results we refer to Chapter “Chemical Reactions in Bubbly Flows” of this
volume.

3 Mass Transfer Without Reaction

An overview of the scarce literature on Euler-Euler simulations with mass transfer
[14] shows that despite the small number of works, the applied models for the mass
transfer coefficient variedwidely. Therewas not even agreement about the parameters
on which this quantity depends. Someworks considered the size and relative velocity
of the bubbles in a laminar flow, others the turbulence of the liquid. In the latter case,
contradicting assumptions about the size of the relevant turbulent eddies were made,
with some works taking the smallest ones, i.e. those of a size corresponding to the
Kolmogorov scale, and others the largest ones, having a size of the order of the
integral length scale.

Specifically, the penetration model yields an expression

kL = 2

π1/2

(
DAτ

−1
c

)1/2
(5)

for the liquid side mass transfer coefficient kL by considering one-dimensional time-
dependent diffusion of the transferred component A from the interface with a bulk
concentration imposed at infinity, DA denoting the diffusion coefficient. The mass
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flux at the interface is evaluated from Fick’s law and averaged over a time-interval up
to the so-called contact time τc. After this time the surface is supposed to be renewed,
i.e. to be brought into contact with liquid at the bulk concentration. Depending on
the mechanism by which this renewal occurs, different expressions are used for the
contact time. For the laminar mechanism [15]

τ−1
c = urel

dB
(6)

where dB is the size of the bubble and urel its velocity relative to the liquid. For the
turbulent mechanism based on the largest eddies [16]

τ−1
c ∝ ε

κ
∝ κ1/2

�
∝ ε1/3

�2/3
(7)

where κ , ε, and � denote the turbulent kinetic energy, dissipation rate and integral
length scale. For the turbulent mechanism based on the smallest eddies [17]

τ−1
c ∝

( ε

ν

)1/2
(8)

where ε is again the turbulent dissipation rate and ν the viscosity of the liquid. For
both of the turbulent mechanisms, an unknown prefactor Cc has to be determined by
comparison to experimental data.

To facilitate comparison with literature data on the mass transfer from single
bubbles in different duct flow configurations, the dependence on the pipe Reynolds
number ReH = JL DH/ν, where JL denotes the liquid superficial velocity and DH

the hydraulic pipe diameter, has to be made explicit for the turbulent models. This is
achieved by assuming that the turbulent dissipation rate equals the total power input,
the latter being obtained using the Blasius correlation for the friction factor. For the
model based on the large eddies, furthermore a correlation for the integral length
scale is applied. For details of the derivations we refer to the original work [18] and
state here only the final results. For the large eddy model

kL ∝ 1.7
(νDA)

1/2

DH
Re0.46H (9)

while for the small eddy model

kL ∝ 0.71
(νDA)

1/2

DH
Re0.69H (10)

For the laminar model the bubble Reynolds number ReB = ureldB/ν is readily
introduced to obtain
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kL ∝ 1.13
(νDA)

1/2

dB
Re1/2B (11)

Suitable data for the comparison are found in the works of Lamont and Scott [17]
for horizontal and upward vertical flow in round pipes of two different diameters
and Alves et al. [19] for downward flow in a slightly diverging square duct. For the
former, the flow rate was varied and the bubble size changed only moderately during
the absorption process. For the latter, the flow rate was constant, but the bubble size
varied strongly due to the long residence time in the downward flow. A comparison
between these two data sets and predictions obtained from the above three models is
made in [18], the main results of which are summarized in Fig. 3.

For the data of Lamont and Scott [17] (left) in horizontal pipes the mass transfer
coefficient data (symbols) follow a power law with an exponent close to the value
obtained for the large eddy model (solid lines) over the entire range of Reynolds
numbers. The prefactor in Eq. (7) needed to match the data is determined as Cc =
0.56. The exponent predicted by the small eddy model (dashed lines) in contrast is in
clear disagreement with the data. Best match with the data is achieved by a prefactor
of Cc = 0.063 in Eq. (8). For the vertical pipes, a power law behavior is found only
at large values of ReH . At smaller values, crossover to a constant value of kL is
found, which agrees well the prediction of the laminar model without an additional
prefactor. This clearly shows the existence of the two mechanisms: In the horizontal
pipe, there is no relative velocity due to bubble rise and the laminar mechanism is
absent. For the data of Alves et al. [19] (right) the overall trend in the data is well
captured by the laminar model, although deviation from a pure power law behavior is
obvious. This could be caused by changes in the bubble shape, path, or wake, which
are not captured by the simple penetration model. At large values of ReB , values of

Fig. 3 Comparison of experimental data with predictions of the penetration model using different
expressions for the contact time [18]. Left: data of Lamont and Scott [17]. Right: data of Alves et al.
[19]
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kL in line with the turbulent models are approached. The deviation between large and
small eddy models, each calibrated by its respective parameter Cc, is rather small in
this case, which is possibly due to a lower value of the duct Reynolds number for this
setup. The transition between both mechanisms appears rather sharp and a unified
model comprising both limiting cases is proposed as

kL = 2

π1/2

(
DA · max

(
urel
dB

, 0.56
ε

κ

))1/2

(12)

Furtherwork should focus on improving the accuracyof themodeling by including
effects of bubble shape, path, and wake, which have been neglected in the laminar
type of models and by accounting for the full spectrum of eddy sizes in the turbulent
type of models. DNS techniques developed within the SPP1740will be of great value
to this end.

Concerning validation of the applied models for the mass transfer coefficient,
previous simulation studies only considered global quantities like the integral kLa-
value, becausemeasurements of spatially resolved concentration profiles hardly exist
in the literature [14]. Thework of Deckwer et al. [20] is identified as one that provides
such measurements and other information necessary to set up a simulation. It was
concerned with the absorption of CO2 from air bubbles into water in a bubble column
at T = 14 °C. Diameter and height of the column were 150 mm and 4400 mm,
respectively. Gas was supplied through a circular porous plate of 140 mm diameter,
the remaining gap was used to feed liquid for co-current flow. A peculiarity found in
that work is that despite a significant mass loss of the bubbles, the measured average
bubble size did not appear to change over the column height. This was interpreted
as a result of simultaneously occurring coalescence processes.

For the simulations, additional balance equations for the species concentrations,
here only CO2, are needed. In fluid dynamics, mass fractions YCO2

φ are customarily

used as variables. Transformation tomole fractions XCO2
φ is easily achieved bymeans

of the molar mass, so both may be used interchangeably. The balance equations read

∂

∂t

(
αGρGY

CO2
G

)
+ ∇ ·

(
αGρGuGY

CO2
G

)
=

∇ ·
(
αGρGD

turb
G ∇YCO2

G

)
+ 

CO2
G (13)

∂

∂t

(
αLρLY

CO2
L

)
+ ∇ ·

(
αLρLuLY

CO2
L

)
=

∇ ·
(
αLρL D

turb
L ∇YCO2

L

)
+ 

CO2
L (14)

Again, two terms require closure models. These are the mass sources due to
transport across the phase interface 

CO2
φ , which due to mass conservation are related

as 
CO2
G = −

CO2
L , and for absorption 

CO2
L > 0. Considering the resistance to mass

transfer only on the liquid side and using Henry’s law to relate CO2 concentrations
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in gas and liquid at the interface one gets


CO2
L = kLρLaI

(
HeYCO2

G

ρG

ρL
− YCO2

L

)
(15)

where the interfacial area concentration aI can be obtained assuming spherical
bubbles as

aI = 6αG

dB
(16)

The Henry constant He is a material property, which leaves the liquid side mass
transfer coefficient to be modeled.

The further terms to be modeled are the diffusion coefficients Dturb
φ . Assuming

turbulent transport to dominate, these do not depend on the chemical species. For
the continuous liquid phase, the somewhat crude but frequently used approximation
of a constant turbulent Schmidt number is made [21], i.e.

ScturbL = μturb
L

ρL Dturb
L

(17)

For the dispersed gas phase no diffusive transport occurs between bubbles so
Dturb

G = 0.
On impermeable walls, the boundary conditions YCO2

G = YCO2
L = 0 are imposed.

Due to the mentioned peculiarity found in the experiments, two further simpli-
fications are made in the simulations, namely constant values of the bubble size
were imposed according to the measured values and the experimentally determined
values of the mass transfer coefficient were applied. Due to these restrictions, only
a preliminary validation could be obtained. An example of the results obtained is
shown in Fig. 4. For this case, gas and liquid volume fluxes are JG = 27.5 mm/s,
JL = 47.2 mm/s, the initial mole fraction of CO2 in the air bubbles is X

CO2
G = 0.835,

the bubble size is dB = 2.9 mm, and the mass transfer coefficient has a value of
kL = 0.21 mm/s. To obtain the material properties at the unusual temperature of the
experiment, correlations were assembled from the literature as described in detail in
Ref. [14].

The comparison for the axial profiles of gas fraction (left) and CO2 mole fraction
(right) in Fig. 4 shows quite good agreement between simulation and experiment.

Data which are more suitable for a full model validation have now become avail-
able from other projects in the SPP1740 that will enable more definite conclusions
about the suitability of correlations for the mass transfer coefficient in the future.
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Fig. 4 Axial profiles of gas fraction (left) and CO2 mole fraction (right) in the setup of Deckwer
et al. [20] compared with Euler-Euler simulations [14]

4 Reactive Mass Transfer

A reaction system that has received significant attention in the literature so that the
required material properties and reaction rates are known is the absorption of CO2

into aqueousNaOH solution. The complete reaction network for this system is shown
in Fig. 5.

Two reaction pathways exist, a hydroxylation (upper branch) and a hydration
(lower branch) reaction [22]. Both lead to the formation of bicarbonate, which then
reacts further to carbonate. This latter reaction can be considered as instantaneous and
only the equilibrium is relevant. The hydroxylation is fast and practically irreversible,
while the hydration occurs at a slower rate and is reversible. The hydroxylation is
frequently combined with the bicarbonate-carbonate equilibrium into a single effec-
tive reaction. This reaction dominates at pH values larger than 10, while the hydration
is dominant for pH < 8. In between, both reactions play a role. All investigations
described in this section apply to this reaction system. Expressions used for material
properties and reaction rates are detailed in Refs. [23, 24].

Fig. 5 Reaction network for
the system of CO2 in
aqueous NaOH solution
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If the mass transfer is accompanied by a fast chemical reaction, the enhancement
factor E appears as an additional factor on the right hand side of Eq. (15), which
requires a closure model. In general it depends on the entire network of occurring
reactions. In view of the intended application, the CO2/NaOH reaction system, we
restrict ourselves to a single irreversible second order reaction corresponding to the
hydroxylation branch in Fig. 5. For this case a number of results are available in
the literature. An extensive comparison between these is made in Ref. [23]. First it
is found that expressions based on the renewal, penetration, and film models show
only insignificant numerical deviations, although the obtained formulas look very
different. Thus the simplest and most frequently applied expression may be used,
which is the one based on the renewal model [25]

E =
(

Ha4

4(Ea − 1)2
+ Ea

Ha2

(Ea − 1)
+ 1

)1/2

− Ha2

2(Ea − 1)
(18)

Here, Ha is the Hatta number and Ea the enhancement factor for the asymptotic
limiting case of an instantaneous reaction. For this latter quantity, an implicit relation
that applies to both the penetration and renewalmodels has been given byDanckwerts
[26]. Since this implicit relation is impractical to use in simulations, an approximate
explicit expression valid for Ea � 1 is often substituted, namely

Ea =
(
DA

DB

)1/2

+ CB,∞
νBCA,I

(
DB

DA

)1/2

(19)

where DA and DB are the diffusion coefficents, CA,I and CB,∞ the concentrations
at the interface and in the bulk liquid, and νB the stoichiometric coefficient of the
reactants A and B.

A comparison of this approximate explicit expression with the numerical solution
of the implicit relation is shown on the left panel of Fig. 6. It is clearly seen that
depending on the ratio of the diffusion coefficients the explicit expression Eq. (19)
produces large errors at lower values of Ea . A fit formula is developed in Ref. [23],
which matches the numerical solution of the implicit relation over a large range of
parameters as shown on the right panel of Fig. 6.

Experimental data suitable for an assessment ofmodels for the enhancement factor
appeared in the work of Darmana et al. [27] on the absorption of CO2 into aqueous
NaOH solution in a rectangular bubble column of D= 200mmwidth and T= 30mm
depth. The column was initially filled up to a level of H = 1000 mm with aqueous
NaOH at a pH of 12.5. Pure CO2 gas was supplied at a superficial velocity of VG =
0.007 m/s through 21 needles arranged with a square pitch of 5 mm in the center of
the column bottom. The size of the bubbles generated in this way was dB = 5.5 mm
and an integral gas fraction of αG = 1.2% was obtained. Measurements related to
the absorption process were the time-dependent pH-value at a single point located
2 cm below the liquid surface and a time-averaged vertical profile of bubble size,
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Fig. 6 Expressions for the enhancement factor of an instantaneous irreversible second order reac-
tion. Left: approximate explicit expression Eq. (19) (dashed) versus numerical solution of the
implicit relation from Danckwerts [26] (solid). Right: fit formula from Ref. [23] (dashed) versus
numerical solution of the implicit relation from Danckwerts [26] (solid)

both in the centre of the column. The average bubble size at the pH measurement
point was dB = 3.5 mm.

In addition to the experiment, Darmana et al. [27] also presented simulation
results using an Euler–Lagrange method. In these simulations two simplifications
were tacitly made: (i) the hydration reaction between dissolved CO2 and water was
neglected and (ii) the approximate expression for the enhancement factor E Eq. (19)
was applied.

As a first step of the present investigation, these assumptions are challenged by
means of a simple zero-dimensional model valid at the pH measurement point [23].
In this model, the time-dependent equations for the species concentrations in the
liquid accounting for all occurring reactions are solved, i.e. Eq. (14) augmented
by source terms describing the chemical reactions but without any terms involving
spatial gradients. In the source term describing mass transfer from the gas phase the
mass transfer coefficient correlation from Brauer [28] is used, which had also been
applied by Darmana et al. [27] and the interfacial area is determined using the local
values of bubble size and gas fraction. The main results from this investigation are
summarized in Fig. 7.

The thick dotted and dashed lines in Fig. 7 show the experimental and simulation
results from the work of Darmana et al. [27]. While both are qualitatively similar,
quantitative deviations are readily visible. The thin dotted line shows the outcome
of a calculation based on the zero-dimensional model making the same two approx-
imations as the simulations from Darmana et al. [27] described above. The good
agreement with the Euler–Lagrange simulations shows that the simplified model
provides reasonable predictions for the pH value at the measurement point. For the
thin dashed line, the approximate expression for the enhancement factor is replaced
by the correlation evaluated on the right panel of Fig. 6, which is very accurate over a
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Fig. 7 Evolution of pH
value in the setup of
Darmana et al. [27] based on
a simplified
zero-dimensional model [23]

large range of parameters. This is seen to improve the agreement with the measured
data up to ~ 150 s, which is consistent with the observation that the maximum value
of the enhancement factor is only E(t = 0s) ≈ 1.5. For the solid line, in addition
the hydration reaction between CO2 and water is taken into account. This results in
quite good agreement with the measured data also beyond t = 150 s. Since by then
the pH is already down to a value of 9, this has to be expected due to the increased
importance of the water reaction pathway. Investigation of additional model variants
using the zero-dimensional model showed that an effective one-step reaction is valid
for the hydroxylation pathway under the present conditions and no enhancement
effect results from the hydration reaction. For full details of these investigations we
refer to the original work [23].

By combining the thus qualified mass transfer model, which accounts for all
occurring reactions and employs an expression for the enhancement factor valid
over the entire range of conditions, with the fluid dynamic model validated in the
beginning of this chapter, a fully three-dimensional Euler-Euler simulation of the test
from Darmana et al. [27] was undertaken in Ref. [24]. The main findings are shown
in Fig. 8 with the experimental and simulation results from Darmana et al. [27] again
shown as the thick dotted and dashed lines and the previous result using the simplified
model as the thin solid line. As may be seen, the Euler-Euler simulation results (thick
solid line) quantitatively differ as much from the measurements as the earlier Euler–
Lagrange simulations of Darmana et al. [27]. However, the origin of the deviations
must obviously be different. Since shortcomings of the mass transfer modelling
have been remedied, the most likely source of errors for the present Euler-Euler
simulations is the treatment of bubble shrinkage within the MUSIG model. Starting
from a sharply peaked shape at the inlet, the distribution broadens rather than simply
shifts to smaller values while maintaining its shape. This latter behaviour is quite
easy to achieve in Euler–Lagrange simulations, but devising numerical methods to
ensure it within the MUSIG method to discretize the population-balance equation
remains subject for future work.
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Fig. 8 Evolution of pH value (left) and axial profile of mean bubble size (right) in the setup of
Darmana et al. [27] based on a fully three-dimensional Euler-Euler simulation [24]

5 Summary and Further Directions

A first step has been made towards the goal of including mass transfer and reac-
tion phenomena in the Euler-Euler description of bubbly flows. The additionally
needed balance equations for chemical species have been set up and source terms
for the MUSIG model describing shrinkage or growth of bubbles due to absorption
or desorption have been derived. Terms requiring closure models have been iden-
tified and initial tests for model candidates have been performed. In particular the
absorption of CO2 in water and aqueous NaOH solutions has been studied.

Major achievements comprise (i) amodel for themass transfer coefficient unifying
laminar and turbulent mechanisms; (ii) a broadly applicable model for the enhance-
ment factor of an irreversible second order reaction, (iii) a complete model for
material properties and reaction rates in the CO2/water + NaOH system.

Clearly, further improvements are desirable concerning a more detailed and accu-
rate model for the mass transfer coefficient, enhancement factor models for more
complex reaction networks, and a more comprehensive validation of the overall
model. By building on results obtained in other projects of the SPP1740 progress in
these directions has now come within reach.
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Multi-scale Investigations of Reactive
Bubbly Flows

Mark Hlawitschka

Abstract Reactive bubble columns are widely used in chemical, petrochemical,
biochemical and metal industries. Besides many other apparatuses applied in the
process industry, bubble columns are governed by a complex, non stage-wise flow
structure and concentration distribution, that limits the application of simplified
models. Recent research indicated a good agreement when coupling computational
fluid dynamics (CFD) simulations with mass transfer models. However, there still
exists a gap between detailed modelling, including interface tracking algorithms,
and model based approaches such as Euler-Euler based population balance models
(PBM) and Euler–Lagrange simulations. On the one hand, this gap can be closed by
enhanced multi-scale analysis. On the other hand, the numerical models were until
now not able to describe the existing uncertainties such as the bubble shape varia-
tions, rise, interactions andmass transfer without experimental investigations. There-
fore, an experimental and computational multi-scale closure of the layout process is
presented to reduce these uncertainties based on the system FeII(edta)/NO.

1 Introduction to the Design of Reactive Bubbly Flows

Reactive bubble columns are widely used in the chemical, petrochemical, biochem-
ical andmetallurgical industries [1–3]. Thebubble columns are used for the oxidation,
chlorination, alkylation, polymerization and hydrogenation [4, 5] and the column
involves a liquid and a gaseous phase, often also applied with a catalyst phase that
are brought into contact. For high interface areas and efficient contact between gas,
liquid and solid phases, the gas is dispersed as bubbles. Despite their widespread
technical application, the interaction between product quality, yield, hydrodynamics
and mass transfer mechanism and chemical reactions is unsatisfactory described so
far. For example, an overview of high-pressure bubble columns [6] showed that the
gas phase hold-up is highly dependent on the operating conditions such as pressure,
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temperature, superficial gas velocity, dispersion as well as the used system proper-
ties. The influence of the column geometry is reduced from diameters of D = 0.7 m
as well as height-to diameter ratios of 5.

Despite an evaluation from Leonard et al. [6] of 122 literatures, no independent
(empirical) correlation could be found to describe the hydrodynamics. One of the
reasons behind the huge deviations is the relatively simple construction and the wide
variety of applications from slow to instantaneous reaction, resulting in amultitude of
different designs. The advantages of bubble columns are the absence ofmoving parts,
minimal maintenance, small footprint, good heat transfer and mixing characteristics,
handling of solids (e.g. catalysts), high pressures and temperatures, lowcosts and high
throughputs. Besides the advantages, the high number of influencing factors, such
as backmixing, coalescence and breakage, affecting efficiency, yield and selectivity
are tough to grasp.

However, the layout of these columns is commonly based on simplified integral
models that are not able to track the complex interactions between the local hydro-
dynamics and the mass transfer/reactions and the system properties, implicating that
a layout based on zero- or one-dimensional models is restricted to a limiting number
of well-defined applications. Factors affecting gas–liquid mass transfer rates and
making a universal correlation impossible are reported by Sideman et al. [7]:

• physical properties of gas and liquid
• type of distributor, orifice diameter, spacing and position
• dimensions of column or tank, baffles (number, position, size)
• type of mechanical agitator, size and relative dimensions
• velocity of rotating impeller and energy input
• gas flow rate
• continuous phase flow rate in counter current flow system
• presence of chemical reaction, concentration of electrolytes
• position of downcomers in multiplate counter current systems
• presence of solid catalyst
• bubble size
• gas hold-up
• bubble velocity or relative slip velocity
• actual power input

However, these phenomena can be studied by experimental and numerical inves-
tigations on the respective scale and the gain in knowledge can be transferred to a
successful layout of an industrial scale bubble column.
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2 The Multi-scale Appraoch

An optimum layout of bubble columns requires a reasonable description of the
phenomena on different scales (Fig. 1).

At the beginning of SPP 1740, new reactive systems gave new challenges to the
process design and analytics. The focus was set in this work on the FeII(ligand)/NO
system. In addition, barely no data was available in literature and this brought up
new questions that had to be answered:

• How can we handle the system in the lab and the pilot plant scale?
• How can we measure the concentration profiles without intrusive measurement

techniques?
• How can we estimate adequate data e.g. for diffusion coefficients, enhancement

factor, etc. in the respective liquids?
• What are the parameters required for a predictive CFD bubble column simulation?

For the smallest scale, a mini bubble column was constructed with a volume of
approximately V = 500 mL which allowed principal investigations using a small
amount of chemicals. The cell cross section was constructed rectangular for optical
analyses with its dimensions of 90 × 55 × 115 mm, similar to the one used for
liquid–liquid systems [8]. The cell was sealed additionally by a top plate, which
enabled to work under inert conditions.

At the bottom of the cell, a single needle is positioned that is connected via a
magnetic valve to the NO gas bottle. At the top, an additional needle could be posi-
tioned to investigate the bubble/bubble repulsion influence to reactive mass transfer.
In addition, an inlet for inert gas is given. Together with the TUMunich, first results
could be obtained about the safe handling of the system. It could be shown that the
system shows a light absorption peak at λ = 450 nm due to the reaction that can

Fig. 1 Experimental and numerical multi-scale approach
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Fig. 2 Bubble interaction cell (left) and bubble rise with reaction (right)

be used for concentration analyses e.g. by high speed cameras (Fig. 2). The wake
structure and integral concentrations could be determined by the application of two
high speed cameras. The quantity of the concentrations in the wake as well as the
wake structure can be significantly enhanced by more cameras. The interaction of
two colliding bubbles revealed that the mass transfer is enhanced after the contact of
the bubbles.

Furthermore, the smallest scale of the here presentedmulti-scale approach enabled
investigations of the single bubbles, such as coalescence times, for the NO system
and the influence of different ions to the coalescence time. The coalescence time
itself was also identified as a reasonable parameter for the detection of impurities
in the system, affecting the hydrodynamics of the bubbles. It could be shown that
some ions influence the repulsion behaviour and others show a small effect on the
repulsion. The coalescence time in reversed osmosis water was found to be t =
75 ms (Fig. 3). The addition of e.g. NaCl leads to an increased coalescence time. At

Fig. 3 Cumulative distribution of the coalescence time at different NaCl concentrations
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Fig. 4 Schematic of the two-dimensional bubble column setup

a concentration of c = 0.2 M NaCl, the coalescence time of the bubble is above one
second. In technical applications, where bubbles rise side by side with short contact
times, the system is described as a coalescence inhibited system. A first database was
developed for alcohols and electrolytes and will be extended in the next few years.
This will enable the engineer to identify the coalescence behaviour of the applied
system and therefore gives a direct identification about the flow regime.

On the next scale, bubble swarm investigations, e.g. in pseudo two dimensional
columns, were frequently applied to study the hydrodynamic behaviour of reactive
systems. We developed a pseudo two-dimensional column made of stainless steel
that enabled further investigations with liquids other than water (Fig. 4). The column
was used to investigate the transient reaction of FeII(edta)/NO at different flow rates
and initial concentrations. The height of the bubble column is H = 1500 mm, the
width b = 200 mm and the depth is s = 40 mm. The bubble column inlet is a 21
needle disperser which can be easily replaced by another inlet structure. The needles
have a spacing of t = 9 mm to each other. The needle tip ends are x = 5 mm above
the inlet plate. The diameter of the needle is dn = 1mmwith a wall thickness of s =
0.25 mm. The gas flow rate is measured by a Rotameter (Rota L63/2400–13430).

For the experiments, only six needles were used: three to the left and three to the
right from the middle position. The needles were connected to the NO gas bottle.
In between, three washing bottles with sodium hydroxide were installed to remove
impurities. At the outlet, a bottle filled with amidosulfuric acid is applied to remove
possible NO in the outlet stream. In addition, nitrogen is used as purge gas as well
as to degas the column for at least 2 h. Behind the column, an LED panel (Lead
LED Panel Dynamic PDW120W ) is used to illuminate the bubble column. In front
of the column, a high speed camera (Imaging Solutions, OS8) enables a tracking of
the bubble movement as well as a detection of the concentration change by light
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absorption. For the investigation of concentration change, the column was operated
at five different concentrations of FeII(edta) solutions. The column was operated at
a superficial gas velocity of vG = 6.2 mm/s. The sequence of concentration change
is shown in (Fig. 5) and the corresponding bubble size distribution is depicted in
(Fig. 6).

Further data was exchanged with AG Zähringer from University of Magdeburg
regarding reaction and bubble hydrodynamics [9, 10]. These could be used to extend
the applied CFD models.

The investigations of the flowbehavior in cylindrical bubble columns represent the
pilot scale. The circular structure corresponds to the industrial bubble column scale.
Bubble sizes and hold-up can be determined and compared to analytical solutions.
Furthermore, accumulation and non-ideal and long termeffects such as foaming at the
column top can be studied. Modern techniques, such as pressure sensors combined
with data analytical approaches enable a description of the different flow regimes
inside the mostly non-transparent columns and build the basis for the digitization of
bubble columns together with optical bubble size detection.

The pilot plant scale enables in addition a validation or extension of the numerical
tools, e.g. Euler-Euler and Euler–Lagrange approaches, but also to identify transi-
tion regimes e.g. by pressure sensors. The experimental approach was accompanied
and further replaced by Computational Fluid Dynamics (CFD). The CFD helped to
identify single phenomena, such as mass transfer and enhancement, but also enabled
studies at different operational conditions. The extension and investigations using
CFD will be explained in the following section.

Fig. 5 Sequence of the reaction at a gas superficial velocity of vG = 6.2 mm/s
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Fig. 6 Measured bubble size
distribution at a gas
superficial velocity of vG =
6.2 mm/s

3 Simulation Methods

Arecent reviewof themethods for bubbly flow simulations is presented inMühlbauer
et al. [11]. The introduction of meshless methods, such as the finite pointset methods
are beneficial compared to other methods, when it comes to the description of
complex deformations. The shape of the bubble is directly given by a defined set
of moving particles carrying the information for velocity, density, viscosity, surface
tension, etc. The finite pointsetmethodwas applied to study the bubble rise and defor-
mation aswell as the breakage of bubbles [12] (Fig. 7). Compared toVoF simulations,
FPM enables a direct investigation of bubble repulsion there the interphase is directly
tracked (Fig. 8).

However, the computational time required for simulation exceeds a reasonable
time for further mass transfer investigation focusing on an industrial layout proce-
dure. Therefore, a two-dimensional reactive mass transfer model was developed
accounting for variations in fluid flow velocity and reactive mass transfer studies,
such as variations in reaction rate and diffusion coefficient. The single bubble inves-
tigations by simplified models, such as the developed two-dimensional simulations,
help to reveal unidentified parameters for an engineering purpose. The code is devel-
oped in Matlab and allows to study concentration profiles, mass transfer coefficients
and enhancement factors within minutes (Fig. 9).

The results of the simulations can be used in addition to literature data as an input
for bubble column simulations, such as Euler–Lagrange and Euler-Euler simulations.
In the first period of SPP 1740, a Euler-Euler multiphase solver was extended to
enable investigations of reactive mass transfer in bubble columns by enabling a
coupling of the complex hydrodynamics, bubble size and shape and reactive mass
transfer.
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Fig. 7 Bubble breakage at a tube [12]

The solver is based on themulti-fluidmodel “multiphaseEulerFoam”which is part
of the OpenFOAM® toolbox (www.openfoam.org, version 2.3.1). The Euler-Euler
based approach treats the phases as interpenetrating continua. The hydrodynamics
of the continuous and the dispersed phases are represented by the volume-averaged
Navier–Stokes momentum equations. The continuity equation, representing the
conservation of volume of the liquid phase l is given by:

http://www.openfoam.org
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Fig. 8 Bubble repulsion simulation

Fig. 9 Concentration profile around a bubble and the influence of different diffusion coefficients
to the local concentration profile

∂αl

∂t
+ �ul · ∇αl + ∇ · (

αl �ucomp(1 − αl)
) = 1

ρl

n∑

p=1

(
ṁgl − ṁlg

) + αl Sl (1)

Sl defines the source term applied to the liquid phase and αl is the liquid holdup.
The first term on the left hand side handles the accumulation, the second term
the convection and the third term a possible interface sharpening. The interface
compression velocity is given by Wardle and Weller [13]:

�ucomp = Cα|�u| ∇α

|∇α| (2)

where

Cα =
{
0, no inter f ace sharpening

1, inter f ace sharpening active
(3)
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In addition, the momentum equation has to be solved for each phase and is
described here for the liquid phase:

∂

∂t
(αlρl �ul) + ∇ · (αlρl �ul �ul) = −αl∇ p + ∇ · (μlαl∇�ul)

+ αlρl �g + �FD,l + �FLi f t,l + �FVM,l +
n∑

p=1

(
ṁgl �ugl − ṁlg �ulg

)
(4)

The velocity �ul represents the velocity of the continuous (liquid) phase and ṁgl

describes the mass transfer from the liquid phase l to the dispersed (gaseous) phase
g and ṁlg is the mass transfer vice versa. The viscosity of the liquid phase is given
by μl , the gravitational vector is named �g. The interaction between the continuous
and dispersed phases are given by a set of forces ( �FD,l , �FLi f t,l and �FVM,l ) as is the
drag force, lift force and virtual mass force.

The drag force �FD,l is given by

�FD,l = 3

4
ρlαlαgCD

∣∣�ug − �ul
∣∣(�ug − �ul

)

d
= αlαgK

(�ug − �ul
)
, (5)

where

K = 3

4
ρlCD

∣∣�ug − �ul
∣∣

d
. (6)

The dispersed phase fraction is given by αg and the corresponding velocity is
described by �ug . The drag coefficient may depend on the purity of the used liquid
and gas. For the validation of these, a simple bubble rise experiment, such as the
bubble rise in a mini plant bubble column helps to reduce possible uncertainties.

In general, the drag coefficient CD can be described by a various number of
correlations. Among them are are models from Ishii and Zuber [14]

CD = 2

3

√
Eo, (7)

and Tomiyama et al. [15]

CD = max

(
min

(
16

Re

(
1 + 0.15Re0.687

)
,
48

Re

)
,
8

3

Eo

Eo + 4

)
(8)

where the Eötvös number Eo is defined by the bubble characteristic length as follows:

Eo = g
(
ρl − ρg

)
d2
h

σ
(9)
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Themodel of Tomiyama et al. [16] is applicable at conditions of lowphase fraction
and deformable bubble shape.

CD = 8/3 ·
(

Eo

E2/3
sh · (

1 − E2
sh

) + 16.0 · E4/3
sh

)

·
(

1 − E2
sh

(1 − E2
sh)

1/2 − Esh · (
1 − E2

sh

)1/2

)2

(10)

The shape factor, or aspect ratio, Esh as the relation between shortest to longest
ellipsoidal bubble diameter can be derived by as correlations by Moore [17], Wellek
et al. [18] for contaminated systems, Clift el al. [19], Okawa et al. [20], Sanada et al.
[21], Legendre et al. [22]. Due to the uncertainties arising from surfactants and their
determination, the aspect ratio has to be determined by experiments (Fig. 10).

The virtual mass force �FVM,l includes the virtual mass effect occurring when a
phase accelerates relative to another phase:

�FVM,l = CVMρlαgαl

(
dl �ul
dt

− dg �ug

dt

)
(11)

The lift force �FLi f t,l is a shear-induced force on the fluid particle. It is the most
important force besides the drag force, since it acts lateral to it. Hence, it may have
an impact on the shape of the radial profiles:

�FLi f t,l = CLρlαg
(�ul − �ug

) × rot �ul (12)

The coefficientCL is taken fromanalytical, numerical or experimental approaches.
Since 1980, a huge variety of models have been developed. Here, the model of
Tomiyama et al. [23] is presented:

Fig. 10 Comparison of different aspect ratio models
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CL =
{ {min[(0.288 tanh (0.121Re), f (Eo)] f or Eo < 4

f (Eo) f or 4 ≤ Eo ≤ 10.7
(13)

with

f (Eo) = 0.00105Eo3 − 0.0159Eo2 − 0.0204Eo3 + 0.474 (14)

The preferred turbulence modelling is based on the large eddy approach with
a simulation of large-scale turbulence structures and a fine-tuned modelling of the
smaller scales there it gives a goodpredictionof e.g. bubble plumeoscillation timeand
hold-up for a wide variety of conditions. In this work the latter is by the Smagorinsky
model [24], where the turbulent viscosity is given by:

μsgs = C2
s �

2
(
2Ŝmn Ŝmn

)0.5
(15)

where � represents the grid size and Ŝmn is the rate-of-strain tensor. In the used
OpenFOAM version, Smagorinsky constant Cs is defined as follows:

C2
s = Ck

√
2Ck

Ce
(16)

The turbulence model constants are given by Ck = 0.03742 and Ce = 1.048. In
addition, bubble induced turbulence is accounted for the turbulent viscosity by Sato
and Sekoguchi [25]:

μsgs,BI T = CBITαgd
∣∣ul − ug

∣∣ (17)

The parameter CBIT is set to 0.6 [26, 27]. The effect of the turbulent fluctuations
of liquid velocity on the bubbles is described by the turbulent dispersion force [28]:

�Fdisp = −3

4

αg

d
ρlCD

∣∣�ug − �ul
∣∣

d

μturb
l

σT D

(
1

αg
+ 1

αl

)
gradαg (18)

where σT D is referred to as turbulent Schmidt number, given as a value of 0.9 [27].
Further details on the selection of adequate models are presented in [29].

4 Absorption Modelling

Gas absorption involves mass transfer from the gas phase to the liquid phase (water).
Gas molecules must diffuse from the inner part of the bubble to the gas–liquid
interface, cross the interface into the liquid side and finally diffuse from the interface
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to the main (homogeneous) part of the liquid. The mass transfer across the interface
is accounted for by the film theory

ṁ j = k jaρl

(
Y ∗
l − Y j

l

)
(19)

The specific interfacial area is given by a. The concentrations in the liquid (bulk)
and at the interface are given by Y j

l and Y ∗
l respectively. Themass transfer coefficient

k j for each chemical species j is calculated based on the Sherwood Sh j number and
the diffusion coefficient D j .

k j = Sh j D j

d
(20)

Therefore, we use a Sherwood correlation for gas bubbles [30]:

Sh j = 2 + 0.6415
√
Re j Sc j , (21)

which is in good agreement to the measurements of Nock et al. [31]. The
concentration at the interface is derived by the Henry constant H for species j .

H j = c j∗
l

c j
g

= Y j∗
l

Y j
g

ρl

ρg
(22)

This finally results in the following mass transfer across the interface:

ṁ j = Abubble

Vbubbled
EαgD

j Sh jρl

(
H j ρg

ρl
− Y j

l

)
(23)

5 Reaction

The measurements for validation are based on the pH-value. Therefore, we have to
solve additionally the reactions in the liquid phase. The solver allows solving any
number of reactions in the liquid phase. The general stoichiometry equation for a
reversible reaction for J species taking part in a reaction is given by:

J∑

j=1

β j ′
m X j �

J∑

j=1

β j ′′
m X j (24)

β
j ′
m and β

j ′′
m are the stoichiometric coefficients of the reaction m for the educt side

(left) and product side (right). X j represents the summation formula of species j .
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For a chemical system with M reactions the production rate Ṡ j of a species j is
described by:

Ṡ j =
M∑

m=1

(
β j ′′
m − β j ′

m

)
ωm (25)

We use the production rates Ṡ j as source terms in the species transport equa-
tion. The reaction velocity ωm of the m-th reaction depends on the rate coefficients
k ′
m and k ′′

m for the forward chemical reaction and the backward chemical reaction.
Furthermore it depends on the concentrations c j of the participating species j .

ωm = k ′
m

J∏

j=1

(
c j

)βm j ′ − k ′′
m

J∏

j=1

(
c j

)β
j ′′
m (26)

The concentration c j of the species j is derived from the mass fractions Y j , the
density ρl and the molar mass W j .

c j = Y j ρl

W j
(27)

The temperature dependence of the rate coefficient k ′
m is described by the

Arrhenius equation for the forward reaction:

k ′
m = Ame

− TA
T , (28)

where Am is the pre-exponential factor. The activation temperature TA can be inter-
preted as thermal energy required to start the reaction. The rate constant k ′′

m of the
backward reaction is derived from the equilibrium constant KEq,m :

KEq,m = k ′
m

k ′′
m

(29)

Besides the existing models in OpenFOAM 2.3.1, an additional model for the rate
constant k ′

m was implemented to account for the literature data:

k ′
m = Ame(

Bm ln ln T+ Cm
T +Dm+EmT) (30)

where Am , Bm , Cm , Dm and Em are reaction specific constants.
For a first validation of the mass transfer, a case study of Cachaza et al. [32] was

used. This study considers only a global mass transfer coefficient, which does not
allow a universal use. Nevertheless, our own results were in good agreement to liter-
ature data and own experimental measurements (Fig. 11). A comparison to a reactive
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Fig. 11 Numerical
investigation of the O2
absorption in degassed water

bubble column was successfully achieved in collaboration with AG Zähringer from
University of Magdeburg [10].

Concerning the heterogenous bubble regime, optimized results were found using
the Euler-Euler multiphase approach by a continuous improvement of the numerical
techniques, e.g. by considering the bubble size distribution by the sectional quadra-
ture method of moments [33]. The application of the multi-scale approach for the
FeII(edta)/NO system [29] required further investigation of the system. Based on the
single bubble experiments, repulsion was dominant. The mass transfer coefficient
and enhancement factor were obtained by the work of Merker et al. [34]. Similar
results could also be obtained by the described two-dimensional bubble modelling
framework [29]. The diffusion coefficients were taken from Fuller et al. [35] for the
gas phase and Wilke and Chang [36] for the liquid phase. For the NO/water system,
a gas diffusion of D = 2.0E−5 m2/s could be determined and for the liquid phase, a
diffusion coefficient of D = 2.23E−9 m2/s was found. For the NO/methanol system,
the liquid phase diffusion coefficient is D = 2.14E−9 m2/s. Based on the multi-scale
investigation (detection of bubble size at the inlet, determination of mass transfer
from single bubble experiments and modelling), a successful simulation (Fig. 12) of
the pseudo two dimensional bubble column was possible and indicates, that CFD in
combination with the developed models may be a promising tool for reactive bubble
column layout in the near future.

While Euler-Euler simulations are beneficial at higher gas fractions, Euler–
Lagrange simulations track the particle position and diameter of each bubble. The
bubble diameter is directly influenced by pressure differences aswell asmass transfer.
Themass transfer into the liquid as well as mass transfer from the liquid to the bubble
is accounted for. The bubble behaviour at higher gas fraction is governed by the
turbulence in the liquid. However, a single bubble or at low gas hold up, bubbles start
to tumble at a certain size and velocity. A recent extension of the Euler–Lagrange
framework enabled a study of different viscosities and surfactant concentrations to
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Fig. 12 Product
concentration over time for
the FeII(edta)/NO system in
the rectangular bubble
column

the bubble motion and reaction development. The extensions and a comparison to
experimental results are presented in Hlawitschka et al. [36]. From this study, the
following conclusions could be drawn:

• Bubble oscillation modelling is required at low hold-up
• Bubble motion transition point inside the column changes with viscosity and

surfactant concentration
• An increased viscosity leads to a longer straight path of the bubbles and to a

delayed concentration change

A current study on bubble coalescence and breakage using the bubble oscilla-
tion revealed a distinct influence and the need to account for bubble oscillatory
motion in combinationwith the Euler–Lagrange approach, especially at lower bubble
concentrations.

6 Visualization Techniques

In Euler-Euler data sets, the bubbles are represented by the total gaseous phase
fraction in a numerical cell and the diameter in each cell. A direct comparison to
experimental data is hardly given. To overcome this disadvantage, Tomiyama et al. in
[37] showed a principle visualization of bubbles and compared them to experimental
data. The approach assumes spherical, equivalent sized bubbles and combines the
phase fraction and the bubble diameter in a single figure. The limitation of spherical,
equi-sized bubbles can be overcome by a stochastic sampling visualization (Fig. 13).
A more detailed description of this approach is given in Hlawitschka et al. [38].
The total bubble volume is conserved and the bubble shape is reconstructed. Further
techniques, such as the Lambda2 vortex criterion enables an objective identification
and localization of vortex structures from a three-dimensional velocity field [39]. In
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Fig. 13 Stochastic visualization of bubble position, size and shape (left), middle detailed view
(middle), visualization of the Lambda2 vortex criterion (right)

bubble columns, it enables a description of mixing efficiency of the continuous phase
and together with comparing visualization, an evaluation of different fluid properties
to the column layout.

7 Conclusion

The developedmulti-scale approach allows an interlinking step-by-step investigation
of reactive bubble columns starting from single bubble investigations, over swarm
investigations up to a pilot-scale bubble column. In each scale, relevant characteris-
tics such as bubble rise, coalescence, repulsion, swarm behavior and mass transfer
coefficients can be identified and used for a better prediction of a numerical layout
procedure based on one, two and three dimensional CFD methods. The aim of the
project, by obtaining a deeper insight into the complex coupling between hydro-
dynamics and mass transfer could be achieved by model extensions, e.g. reaction
scheme, bubble motion, as well as by the development of advanced visualization
techniques.

From an experimental point of view, many publications focused on the
CO2/NaOH(aq) system, where the reaction kinetics as well as the basic models are
given in literature. A first investigation of the FeII(edta)/NO system in the presented
single bubble cell enabled further investigation of the system in other projects. In
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addition, the cell enabled an investigation of coalescence at the interface and there-
fore provides an adequate indication of e.g. the effect of alcohols (as surface active
agent) and this indication about the coalescence time can be used for bubble column
layout accounting for the correct bubble size distribution and (reactive) mass transfer.
For industrial applications, high pressure tanks equipped with inspection glasses are
commercially available and could build a reference setup for the future application.
A further reduction of the liquid e.g. to V = 250 mL is possible.

The newly developed pseudo two-dimensional bubble column allows easily acces-
sible investigations of the flow structure, bubble size and reaction and was the basis
for the validation of Eulerian based CFD simulations. The extension of population
balance and reactivemass transfer, aswell as oscillation in theEuler–Lagrange frame-
work enabled a description of the hydrodynamics (e.g. hold-up) and chemisorption
for a wide range of applications based on a view experimental studies to validate the
applied correlations. The principle multi-scale approach, ranging from the determi-
nation of diffusion coefficient and enhancement factor to the simulation of a bubble
column, was finally successfully validated by comparing the results to the pseudo
two-dimensional bubble column experiment.

To conclude, experiments on the smaller scale were developed that enable an
identification of system properties and a selection of adequate models. Validated
models based on the multi-scale approach are a key changer to account for the
complex hydrodynamics and to replace the experimental effort by computational
modelling on the larger scale.

Acknowledgements This work was funded by the Deutsche Forschungsgemeinschaft (DFG,
German Research Foundation)—priority program SPP1740 "Reactive Bubbly Flows" (237189010)
for the project HL-67/1-1 (256646572).

References

1. Shah YT, Kelkar BG, Godbole SP, Deckwer W-D (1982) Design parameters estimations for
bubble column reactors. AIChE J 28:353–379

2. Deckwer W-D, Schumpe A (1985) Blasensäulen - Erkenntnisstand und Entwicklungsten-
denzen. Chem Ing Tech 57:754–767

3. Fan L-S (1989) Gas-liquid-solid fluidization engineering. Elsevier Science, Burlington
4. Degaleesan S, Dudukovic M, Pan Y (2001) Experimental study of gas-induced liquid-flow

structures in bubble columns. AIChE J 47:1913–1931
5. Kantarci N, Borak F, Ulgen KO (2005) Bubble column reactors. Process Biochem 40:2263–

2283
6. Leonard C, Ferrasse J-H, Boutin O, Lefevre S, Viand A (2015) Bubble column reactors for

high pressures and high temperatures operation. Chem Eng Res Des 100:391–421
7. Sideman S, Hortaçsu Ö, Fulton JW (1966) Mass transfer in gas liquid contacting systems. Ind

Eng Chem 58:32–47
8. Gebauer F, Villwock J, Kraume M, Bart H-J (2016) Detailed analysis of single drop

coalescence—influence of ions on film drainage and coalescence time. Chem Eng Res Des
115:282–291



Multi-scale Investigations of Reactive Bubbly Flows 477

9. Hlawitschka MW, Kováts P, Dönmez B, Zähringer K, Bart H-J (2020) Bubble motion and
reaction in different viscous liquids, Exp. Comput. Multiph. Flow: 1-13.

10. Hlawitschka MW, Kováts P, Zähringer K, Bart H-J (2017) Simulation and experimental
validation of reactive bubble column reactors. Chem Eng Sci 170:306–319

11. MühlbauerA,HlawitschkaMW,BartH-J (2019)Models for the numerical simulation of bubble
columns: a review. Chem Ing Techn 91:1747–1765

12. Hlawitschka MW, Tiwari S, Kwizera J, Klar A, Bart H-J (2017) Simulation of fluid particle
cutting—validation and case study. Arxiv: 1709.01729v1

13. Wardle KE,Weller HG (2013) Hybridmultiphase CFD solver for coupled dispersed/segregated
flows in liquid-liquid extraction. Int J Chem Eng 128936:1–13

14. Ishii M, Zuber N (1979) Drag coefficient and relative velocity in bubbly, droplet or particulate
flows. AIChE J 25:843–855

15. Tomiyama A, Kataoka I, Zun I, Sakaguchi T (1998) Drag coefficients of single bubbles under
normal and micro gravity conditions. JSME Int J Ser B 41:472–479

16. Tomiyama A, Celata GP, Hosokawa S, Yoshida S (2002) Terminal velocity of single bubbles
in surface tension force dominant regime. Int J Multiphase Flow 28:1497–1519

17. Moore DW (1965) The velocity of rise of distorted gas bubbles in a liquid of small viscosity.
J Fluid Mech 23:749–766

18. Wellek RM, Agrawal AK, Skelland AHP (1966) Shape of liquid drops moving in liquid media.
AIChE J 12:854–862

19. Clift R, Grace JR, Weber ME (1992) Bubbles, drops, and particles, 3 print. Acadmic Press,
New York

20. Okawa T, Tanaka T, Kataoka I, Mori M (2003) Temperature effect on single bubble rise
characteristics in stagnant distilled water. Int J Heat Mass Transfer 46:903–913

21. Sanada T, Sugihara K, Shirota M, Watanabe M (2008) Motion and drag of a single bubble in
super-purified water. Fluid Dyn Res 40:534–545

22. Legendre D, Zenit R, Velez-Cordero JR (2012) On the deformation of gas bubbles in liquids.
Phys Fluids 24:43303

23. Tomiyama A, Tamai H, Zun I, Hosokawa S (2002) Transverse migration of single bubbles in
simple shear flows. Chem Eng Sci 57:1849–1858

24. Smagorinsky J (1963) General circulation experiments with the primitive equations. Mon
Weather Rev 91:99–164

25. Sato Y, Sekoguchi K (1975) Liquid velocity distribution in two-phase bubble flow. Int J
Multiphase Flow 2:79–95

26. Sato Y, Sadatomi M, Sekoguchi K (1981) Momentum and heat transfer in two-phase
bubble flow—II. A comparison between experimental data and theoretical calculations. Int
J Multiphase Flow 7:179–190

27. Rzehak R, Krepper E (2013) Bubble-induced turbulence: Comparison of CFD models. Nucl
Eng Des 258:57–65

28. Burns AD, Frank T, Hamill I, Shi J-M (2004) The Favre averaged drag model for turbulence
dispersion in Eulerian multi-phase flows. In: Proceedings of 7th international conference on
multiphase flow, ICMF2004, Yokohama, Japan

29. Hlawitschka MW (2019) Multiscale investigations of reactive bubble columns, Habilitation.
TU Kaiserslautern, Kaiserslautern

30. Bird RB, Stewart WE, Lightfoot EN (2007) Transport phenomena, Rev, 2nd edn. Wiley, New
York

31. Nock WJ, Heaven S, Banks CJ (2016) Mass transfer and gas–liquid interface properties of
single CO2 bubbles rising in tap water. Chem Eng Sci 140:171–178

32. Cachaza EM, Díaz ME, Montes FJ, Galán MA (2009) Simultaneous computational fluid
dynamics (CFD) simulation of the hydrodynamics and mass transfer in a partially aerated
bubble column. Ind Eng Chem Res 48:8685–8696

33. Schäfer J, Hlawitschka MW, Attarakih M, Bart H-J (2019) Modelling of bubble column
hydrodynamics using CFD and SQMOM as a population balance solver. In: 29th European
symposium on computer aided process engineering. Elsevier, Amsterdam, pp 715–720



478 M. Hlawitschka

34. Merker D, Böhm L, Oßberger M, Klüfers P, KraumeM (2017) Mass transfer in reactive bubbly
flows—a single bubble study. Chem Eng Technol 40:1391–1399

35. Fuller EN, Schettler PD, Giddings JC (1966) New method for prediction of binary gas-phase
diffusion coefficients. Ind Eng Chem 58:18–27

36. Wilke CR, Chang P (1955) Correlation of diffusion coefficients in dilute solutions. AIChE J
1:264–270

37. Serizawa A, Bataille J, Fukano T (eds) Multiphase flow 1995: Proceedings of the second
international conference on multiphase flow, Kyoto, Japan, 3–7 Apr 1995. Elsevier Science,
Amsterdam

38. Hlawitschka MW, Schäfer J, Hummel M, Garth C, Bart H-J (2016) Populationsbilanzmodel-
lierung mit einemMehrphasen-CFD-Code und vergleichende Visualisierung. Chem Ing Techn
88:1480–1491

39. Jeong J, Hussain F (1995) On the identification of a vortex. J Fluid Mech 285:69



Determination of Kinetics for Reactive
Bubbly Flows Using SuperFocus Mixers

Otto Mierka, Stefan Turek, Günter Rinke, Sven Simon, Siegfried Schindler,
Alexander Hoffmann, Marko Hoffmann, Michael Schlüter,
and Sonja Herres-Pawlis

Abstract For the well-defined investigation of reactive bubbly flows it is crucial
to know the kinetics of the chemical reaction steps as detailed as possible which
means that the hindrance due to mixing should be minimized (intrinsic kinetics).
This is especially difficult for fast chemical reactions that are addressed in this book.
Therefore, to distinguish between convective mixing and diffusion a tool should
be used that enables an optical access to visualize and detect the instant mixing
on a microscale and the comparison with numerical simulations. Furthermore, this
tool should be easy to handle for chemical engineers and inexpensive. A SuperFocus
mixer in a continuous-flow setup is used for this purpose, inwhich twomixable liquid
streams are mixed, with the gas phase dissolved in one of the streams. The results
are compared with a classical stopped-flow apparatus. Because chemical reactions
are generally following a complex reaction network with many reaction steps and
intermediates that are mostly difficult to detect, the measurement of the formation
of the relevant products and by-products is a difficult task by its own. Spectroscopic
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methods including absorption or fluorescence measurements are used here to detect
the formation of the relevant products and to determine the gross kinetics for the
relevant reaction steps. Finally, the experimental results are used to adapt direct
numerical simulations for an estimation of the corresponding diffusion coefficients
and reaction constants.

1 Introduction into SuperFocus Mixers

For the evaluation of the influence of hydrodynamics and mass transfer in bubbly
flows on the performance of a chemical reaction concerning yield and selectivity, a
deep knowledge of the reaction kinetics is necessary. If the reaction is faster than the
timescales of hydrodynamics, it will take place directly in the liquid film surrounding
the bubble. If the reaction is slower than the timescales of hydrodynamics (respec-
tively mixing times), there is little influence of the characteristics of the bubbly flow
on the reaction. For chemical reactions that are sensitive to the mass transfer and
flow structure in the vicinity of a bubble, the reaction products should be formed
within the range of one hundredth of a second to one second (compare Sect. 4.1
in Chapter “Chemical Reactions at Freely Ascending Single Bubbles”). This influ-
ence can be shown clearly with a reaction whose rate can be adjusted relative to the
rate of absorption of the gaseous phase in the liquid phase in order to consider both
cases: mass transport limited reactions and kinetics limited reactions. The first step
to estimate whether a chemical reaction is influenced by the local hydrodynamics
in bubbly flows is the determination of the overall reaction kinetics. At this point,
not the detailed kinetics of the reaction network is of interest but the most sensitive
reaction step that influences the selectivity toward the valuable reaction product. For
research groups that are not equipped with high sophisticated devices for kinetic
measurements (like stopped-flow apparatuses), a SuperFocus Mixer (SFM) can be
used for the determination of the relevant reaction kinetics. In the continuous-flow
SuperFocusmixer twomixable liquid streams aremixed,with the gas phase dissolved
in one of the streams. This method has been developed as a guiding measure in the
DFG priority program 1740. Several chemical reaction systems have been tested and
studies on the kinetics have been performed in a continuous-flow setup by means of
a SuperFocus Mixer and for comparison in a stopped-flow setup. The design of the
SuperFocus Mixer is based on the development by Hessel et al. [1, 2]. The principal
concept is shown in Fig. 1.

The contacting of the two miscible fluids to be mixed is realized by multiple
microchannels which provide an alternating arrangement of the two fluids. Conse-
quently, a high contact area in-between the two fluids is achieved. It is followed by
a focusing zone where the diffusional length is reduced gradually by reducing the
width of the lamellae of the fluids. In comparison to other micromixers, the Super-
Focus Mixer is characterized by a large focusing ratio of a to b, respectively the ratio
of the widths of the arc at the feed channels to the width at the beginning of the
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Fig. 1 Schematic drawing of the SFM according to Hessel et al. with its characteristic dimensions
a, b and c [3]

rectangular mixing channel. c is the distance between the arc of the feed channels
and the beginning of the rectangular mixing chamber.

A special SFM based on the design of Hessel et al. [2] has been developed at
the Institute of Microsystems Technology at Hamburg University of Technology and
was used for the determination of kinetics by Schurr et al. [3] and Mierka et al. [4].
The structure of the mixer is etched anisotropic into a silicon wafer using the deep
reactive ion etching process. Glass plates of 0.5 mm thickness are anodic bonded
to the bottom and the top of the silicon wafer. The design of the mixer is shown in
Fig. 2a. The two fluids enter continuously via two curved fluidic inlets. Each of them
is split into 64 feed channels. The focusing zone has a length c of l = 22 mm and
a ratio a/b of 38; see notations in Fig. 1. For the experiment two different designs

Fig. 2 (a) Design of the SFM with a total length of the mixing channel of (i) l = 200 mm,
respectively (ii) l = 60 mm and (b) photo of a SFM with cooling or heating channels [3]
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of the mixing channel have been used, shown in Fig. 2a. Both of them have a cross
section of A = 0.5 mm × 0.5 mm. However, one has a total length of l = 200 mm
(i), the other one a total length of l = 60 mm (ii). Figure 2b shows the photo of a
version with additional heating or cooling channels.

During the mixing in continuous-flow mode, the progress of the reaction can be
monitored along the channel in order to determine the kinetics. By calculating the
velocity of the liquid flow the spatial coordinate can be converted into a time scale.
The residence time can be roughly calculated by dividing the traversed volume,
beginning with the focusing zone and mixing channel up to the measurement point,
by the total flow rate.

2 Experimental Setup: Benchmark Experiment

Depending on the chemical reaction that has to be studied, two different experimental
setups of the SFM can be used to determine the kinetics. If the reaction product can
be detected by UV/VIS spectroscopy, the so-called “clamp-on” system can be used.
If the reaction product shows fluorescence, the diffusion coefficients and kinetics can
be measured by means of Laser Induced Fluorescence (LIF). Both systems need an
optical access.

For the clamp-on system, the SuperFocus Mixer is attached to a stainless-steel
holder. The two inlets are coupled via Luer connectors and 1/8′′ fluorinated ethylene-
propylene (FEP) capillaries to 100 ml syringes of glass and PTFE. For the exemplary
experiment shown below, the total flow rates have been set between V̇ = 0.4 and
52 mL/min (corresponding to a residence time between t = 130 ms and 17 s at
a distance of x = 22.5 mm from the outlet of the focusing zone) for the shorter
mixing channel (ii), respectively V̇ = 0.4 mL/min and 34 mL/min (corresponding to
a residence time between t = 260 ms and 22 s at a distance of x = 157 mm from the
outlet of the focusing zone) for the longer one (i). The maximum flow rate is limited
by the pressure resistance of the cover glass of the focusing zone. The pressure in
the mixing channel results from the pressure drop, which is mainly caused by the
mixing channel [3].

For the concentration measurements an in situ analysis technique based on
UV/VIS spectroscopy with multimode fiber optics is used, see Fig. 3 [3].

The light of a combined halogen and deuterium lamp is coupled into a first fiber
including a beam attenuator and focused into the mixing channel on a spot of 0.6 mm
diameter using a lens with a short focal length of 5 mm. This results in a transmission
of 97% through the channel. The optical path length is determined by the channel
depth of 0.5mm. The transmitted light is collected by a second identical lens, focused
into a second fiber and guided to a miniature diode array spectrometer (ocean optics
USB2000). With this setup a spectral range between λ = 270 nm and 800 nm can be
monitored.

For a fluorescing system, the Confocal Laser Scanning Microscopy (CLSM) can
be used (see Fig. 4). The core elements of the setup are the SuperFocus Mixer as
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Fig. 3 Optical setup using UV/VIS spectroscopy [3]

Fig. 4 Scheme of the experimental setup for measuring intrinsic kinetics and function principle of
a Confocal Laser Scanning Microscope [4, 6]

described in the previous section and the CLSM, allowing measurements of the local
concentration fields on a micro-scale in high resolution. The CLSM works very
similar to a conventional microscope [5]. In addition to the lenses, it contains two
pinholes, through which solely focused light is reaching the detector. The remaining
light is cut off, allowing a very small focus depth. Therefore, only light from a
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chosen, narrow plane is detected and the obtained data is not influenced by planes
above or below the measurement plane. Using a laser beam as a light source, several
points in front of the microscope objective are scanned to obtain a two-dimensional
measurement plane. Each measured point equals a pixel in the resulting image. The
data acquisition enables a high spatial resolution below 0.35 μm per pixel, though it
is not instantaneous [6]. The working principle of the CLSM is displayed in Fig. 4.

In order to obtain reproducible two-dimensional recordings, theSuperFocusMixer
is placed on an X–Y table, allowing the exact positioning in front of the objective
of the CLSM. When changing the objective position relative to the scanned mixer,
slices in different depths are recorded, enabling a three-dimensional reconstruction
of the concentration fields [5].

The concentration fields in the SuperFocus Mixer are recorded using Laser
Induced Fluorescence. The fluorophore allows the assignment of the recorded
fluorescence intensity to the concentration of an analyte. For example, the dye
dichlorotris(1,10-phenanthroline)ruthenium(II)hydrate shows a dependency of the
fluorescence intensity in relation to the oxygen concentration. After a calibration of
the fluorescence signal, a measurement of the oxygen concentration is possible e.g.
for an oxygen consuming reaction, like the oxidation of sulfite (see Sect. 3.4).

3 Chemical Reaction Systems and Experimental
Investigation of Reactions in SuperFocus Mixers

In this section, an overview is given on the chemical reaction systems which have
been investigated by SuperFocusMixers. All selected reaction systems are detectable
byUV/VIS or fluorescence spectroscopy and their kinetics can be adapted to the time
scales of a bubbly flow. Table 1 summarizes the chemical reaction systems used and
their reaction types. All systems use consecutive reaction types where a chemical

Table 1 Overview of the investigated systems

Reaction system Particular features Measured with Section

Bis(μ-oxido)dicopper complex Kinetics in a fine range, proof of
principle, comparison between
clamp-on SFM and stopped-flow
setup

SFM UV/VIS 3.1.1

Peroxido dicopper complex Too fast for detection SFM UV/VIS 3.1.2

Copper NO complex Too fast for detection SFM UV/VIS 3.2

Diiron peroxido complex In methanol, validation of
clamp-on setup

SFM UV/VIS 3.3

Sulfite/Sulfate Aqueous, simple to use, local
measurements possible by means
of LIF and CLSM

SFM CLSM 3.4
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precursor reacts with a dissolved gaseous component which decays afterwards. The
challenge lies in the detection of the mostly short-lived species. By using different
systems, we were able to clarify the detection limits of the SFM setups.

3.1 The Cu–O2 Chemical Reaction Systems

3.1.1 The Bis(µ-oxido)dicopper Complex Starting with Cu(btmgp)I

As described in Chapter “Control of the Formation and Reaction of Copper-Oxygen
Adduct Complexes in Multiphase Streams”, [Cu(btmgp)I] offers a consecutive reac-
tion with O2 and the subsequent decay of the intermediate bis(μ-oxido) dicopper(III)
species (Fig. 5). Because Cu(III) is UV/VIS sensitive, the clamp-on measuring
method has been used and the formation and decay of this species has been moni-
tored successfully in the SuperFocus Mixer. For the experiments a continuous flow
setup has been used and compared with the results to those obtained with a stopped-
flow setup. Thus, in terms of ideal reactor concepts the first one is comparable to a
continuous process with steady state flow and the latter one to a batch process.

The formation of the Cu(III) complex is very fast at ambient temperature. Due
to the optical access to the mixing zone it can be shown that the Cu(III) complex is
formed directly after contacting, respectively at the outlet of the feed channels. In
Fig. 6a the characteristic orange color of the Cu(III) complex formed in the focusing
zone is shown.

By varying the flow rates, it was possible to change the residence time. The
measured spectra are shown in Fig. 7.

With increasing flow rate the maximum absorbance at λ = 395 nm is increasing.
The absorbance for the Cu(III) complex decreases with time. Thus, we observe the

Fig. 5 Schemeof the consecutive reaction of [Cu(btmgp)I] to a bis(μ-oxido) species and subsequent
decay [3]
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Fig. 6 Formation of the Cu(III) (a) good mixing and (b) several channels blocked by air bubbles
[3]

Fig. 7 UV/VIS spectra
obtained in the SFM when
varying the flow rate with an
average initial concentration
of c = 2.5 × 10–3 mol L−1 at
295 K [3]

decay to the Cu(II) complex for t > tmax. Regarding the straight logarithmic plot of
the absorbance against the residence time in Fig. 8, an exponential decay can be
confirmed and the decay constant is determined to be k = 0.87 s−1 for an initial
averaged concentration of c = 2.5 × 10–3 mol L−1 of the Cu(I) in the focusing zone.

The Cu(I) concentration has varied from c = 2 × 10–3 mol L−1 to 5 × 10–3

mol L−1 (Fig. 9).
The initial concentration of the Cu(I) complex does not affect the rate constant of

the decay rate of the Cu(III) complex. The average rate constant of the decay was
determined to be k = 0.90 s−1. To review the results on the kinetics obtained with the
SFM and to investigate the reaction further, stopped-flowmeasurements were carried
outwith the same chemical system.Hereby, the rate constant of the decaywas elicited
to k = 1.57 s−1 at T = 295 K and to k = 1.27 s−1 at T = 293 K. Thus, the value
for the rate constant deviates by the maximum factor of 1.7. However, the studies
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Fig. 8 Logarithmic plot of the decay in the SFMwith an average initial concentration of c = 2.5 ×
10–3 mol L−1 at T = 295 K, slope = -0.87 s-1, R2 = 0.9989 [3]

Fig. 9 Experimental results obtained for two inflow concentration values of the reactant species
Cu(I)

with the stopped-flow device showed a very strong dependency of the decay constant
on temperature. �T = 2 K temperature difference does change the rate constant by
20%. In the stopped-flow setup, the temperature was well adjusted by the cryostat
and kept isothermal within the flow cell as well as throughout the measuring time.
The simple SFM setup was not thermostatically controlled, but chemicals as well as
setup were maintained at the same lab with defined room temperature of T = 295 K.

Taking into account the experimental effort of a SFM vs. a stopped-flow setup,
the advantages of the SFM become clear: The SFM is a mobile and robust apparatus
which can be transported in a backpack and needs only 50 cm of bench spacewhereas
the stopped-flow setup needs 4m of bench space and can hardly bemoved.Moreover,
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Fig. 10 Reaction of [Cu(PimiPr2)CH3CN]CF3SO3 with O2 to form the copper peroxido complex
[7, 8]

the SFM needs an investment of approx. 15,000 e which is only one sixth of the
investment costs of the stopped-flow setup.

3.1.2 The Peroxido Dicopper Complex Using
a Tris(Imidazolyl)phosphine as Ligand

The copper(I) complex [Cu(PimiPr2)CH3CN]+ (Pim = tris[2-(1,4-
diisopropylimidazolyl)]phosphine) reacts reversibly with dioxygen to the dinu-
clear side-on peroxido complex [{Cu(PimiPr2)}2O2]2 + according to Fig. 10
[7]. The obtained UV/VIS spectra show maxima at λ = 343 nm and 549 nm
typical for a side-on peroxido copper complex but the peroxido species decays
within seconds at room temperature. In contrast to [Cu(btmgp)I], the reaction of
[Cu(PimiPr2)CH3CN]CF3SO3 with O2 at room temperature is slower with a faster
decay (for decay: kobs = 0.06 s−1 at T = 25 °C). Hence, the detection of the peroxido
species with the SuperFocus Mixer was difficult. Variation of complex concentration
and flow rates revealed that formation and decay of this species already occur during
mixing and thus prevent kinetic data collection. This is supported by stopped-flow
measurements under the same conditions indicating that reliable kinetic data for the
formation only can be obtained using this instrumentation [8].

3.2 The Cu–NO Complex Starting with [Cu(btmgp)I]

Cu(I) guanidine complexes do not only react with O2 but also with NO with color
change. In a large series of experiments, we evaluated the reaction of 20 Cu(I)
guanidine systems and found a reaction with NO, but only at low temperatures
(T < 60 °C). NO chemistry is not trivial and for a deep insight, we recommend
to read Chapter “In situ Characterizable High-Spin Nitrosyl–Iron Complexes with
Controllable Reactivity inMultiphase ReactionMedia”. At higher temperatures, NO
is again released from the adduct complexes. Only in the case of [Cu(btmgp)Br], a
NO adduct could be detected at low temperature which lives some minutes and then
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wavelength [nm]

Fig. 11 Left: time-dependent UV/VIS spectra of the reaction of [Cu(btmgp)Br] with NO, right:
DFT-optimized structure (TPSSh, def2-TZVP) [9]

decays (Fig. 11) [9]. The reaction could also be monitored in the SuperFocus Mixer
but the intermediate decays within seconds which is too slow for the investigation
of reactive bubbly flows and shows only a weak absorption at λ = 360 nm that is
difficult to detect.

3.3 Diiron Peroxido Complex and Iron NO Systems

The dinuclear iron(II) complex [Fe2(H-HPTB)Cl3] (Fig. 12, R = H, X = Y = Cl−)
reacts with dioxygen to form the corresponding iron(III) peroxido complex that is
persistent for a few seconds in the protic solvent methanol prior to decomposition
(Fig. 12).

The reaction therefore can be easily followed using low temperature stopped-flow
techniques thus obtaining time resolved UV/VIS spectra. Analysis of the kinetic
data allowed to obtain activation parameters for this reaction with �H# = 15.0
± 0.4 kJ mol−1 and �S# = −146 ± 3 J mol−1 K−1 and supported an associative

Fig. 12 The reaction of the iron(II) HPTB complex with dioxygen to form the corresponding
peroxido complex [10]
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Fig. 13 The reaction of [Fe2(H-HPTB)Cl3] complex with O2 in methanol. c(complex) =
1.0 mmol/L, c(O2) = 4.2 mmol/L, T = 21 ± 1 °C, d = 0.5 mm. Inlay: absorbance versus time at
λ = 560 nm together with fit (reprinted with permission from Ref. 10])

mechanism [10]. This reactionwas investigated in the SuperFocusMixerwith clamp-
on UV/VIS system based on a continuous-flow technique described previously to
above [3]. It was possible to perform a full kinetic analysis using the SuperFocus
Mixer. Spectral changes are shown in Fig. 13. The same rate law, v = k × [complex]
[O2] was observed with identical (in the range of error) pseudo first order constants
of kobs = 1.14 s−1 (SuperFocus Mixer) and kobs = 1.45 s−1 (stopped-flow) at T =
21 ± 1 °C. The confirmation that the results of the kinetic data of the stopped-flow
measurements and the SuperFocus Mixer are identical in the range of error clearly
demonstrates that kinetic data obtained from the clamp-on UV/VIS spectroscopic
measurements can be used for calculations in industrial setups [10].

As seen in the proceeding sections, the clamp-on UV/VIS SuperFocus Mixer is
limited by the pressure in the glass system. Chapter “In situ Characterizable High-
-Spin Nitrosyl–Iron Complexes with Controllable Reactivity inMultiphase Reaction
Media” has summarized the rich chemistry of iron complexes with NO but those
systems are too fast to allow detection with this setup.

3.4 Sulfite-Sulphate System

As a model reaction system that can be easily used in aqueous systems, the oxidation
of sodium sulfite to sulfate is well known. The typical reaction equation (Eq. 1) found
in literature is
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SO2−
3 + 1

2
O2 → SO2−

4 (1)

although this formal course of reaction is only the overall reaction equation, which
is composed of several partial reactions, yielding a very complex reaction network
which is not fully understood yet and is controversially discussed in literature. As
the reaction is not totally determined yet, the reaction kinetics cannot be determined
without assumptions. Within this work a simplified reaction mechanism according
to Kück [11] (Eqs. 2–5) is used. This simplification is very close to the mechanism
of Bäckström [12], who published a reaction network in 1934 that marks the basis
of most mechanisms until today.

It is presumed that the reaction is catalyzed by metal ions within the solution, in
case of the experimental procedure cobalt(II)sulfate.

Me2+ + HSO−
3 � Me+ + HSO·

3 (2)

HSO·
3 + O2 � HSO·

5 (3)

HSO·
5 + HSO−

3 � HSO−
4 + HSO−

4 + HSO·
4 (4)

HSO·
4 + HSO−

3 � HSO−
4 + HSO−

4 + HSO·
3 (5)

The advantage of this simplifiedmechanism is the possibility to formulate a second
order kinetics easily, yielding Eq. 6:

d[O2]

dt
= k1 · [O2] · [

HSO−
3

]
. (6)

For the detailed visualization of the reaction, Laser Induced Fluorescence is
used. Because the reaction products are not fluorescing by themself, the reaction
is measured indirectly by detecting the consumption of oxygen. This can be visual-
ized in the SuperFocus Mixer with an aqueous solution containing a concentration
of c= 30mg L−1 of dichlorotris(1,10-phenanthroline)ruthenium(II)-hydrate as fluo-
rescent dye. The fluorescence of the dye is quenched in dependency of the oxygen
concentration, which allows to recover the local oxygen concentration from camera
recorded grey values by prior calibration. To avoid influencing the liquid properties
by high sodium sulfite concentrations, additionally c = 16 mg L−1 of cobalt sulfate
hydrate is added to catalyze the reaction [13].

One half of the prepared solution is saturated with atmospheric oxygen while the
other half is oxygen desorbed by applying nitrogen to the solution. To enable the
measurement of the reactive mass transfer, sodium sulfite is added to the oxygen
desorbed solution. The oxygen saturated and the sodium sulfite solution are supplied
into the SuperFocus Mixer by pressurized vessels with a relative pressure of p =
0.5 bar. The mass flow rates are controlled by two Bronkhorst mini Cori-Flow M13
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Fig. 14 Photo of the confocal laser scanning microscope Olympus Fluoview 1000 with attached
SFM

Coriolis mass flow meters (compare Sect. 2). For the visualization and quantitative
analysis of the oxygen concentration distribution within the SFM a Confocal Laser
Scanning Microscope (CLSM Olympus Fluoview 1000) is used (see Fig. 14).

The numerical simulations are shown in Fig. 15.

4 Numerical Simulation of Reactions Within
the SuperFocus Mixer

The relatively simple geometrical setup of the SFM (especially the focusing region
downstream from the interdigitally organized inflow streams) offers the possibility
of numerical simulations for the transport of all relevant species being involved in
the underlying chemical reactions. However, all the transport equations and their
respectively discretized counterparts are coupled and therefore dependent on the
corresponding flowfield, which is to be determined by the solution of the incompress-
ible Navier–Stokes equations. In the special case that the chemical species taking
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Fig. 15 Geometrical representation used for numerical simulation of the flow for the SuperFocus
Mixer with the flow distributor supplying nearly uniformly distributed flowrates into the focusing
mixing chamber. On the right are provided subpictures of simulation results demonstrating the
corresponding flow distribution at the sides and middle of the SFM

part in the chemical reactions are present only in diluted amounts opens the possi-
bility of decoupling the system of these two transport phenomena. Subsequently,
this allows the computation of (a) the velocity distribution in the mixer and use it
in a subsequent step for (b) computation of the transport of species in space, time
and in the dimension of the species due to the presence of chemical reactions. The
realization of the above described framework has been performed on the basis of the
open-source Finite Element (FEM) software package FeatFlow [14] which has been
extended by additional numericalmechanisms offering the performance of robust and
accurate simulations for challenging problems involving a large range of flowrates
and different reaction networks. In particular, the extension modules introduced into
the standard software package are related to the increase of overall efficiency of the
simulation tool, such as:

• Mesh deformation algorithm (MD), which adapts the computational mesh by
means of an anisotropic (umbrella) mesh smoothening method on the basis of a
concentration-gradient related monitor function [15]

• Algebraic Flux Correction (AFC), which is a non-linear stabilization method
being responsible to limit the amount of numerical diffusion while preventing the
system from numerical oscillations and over- and undershoots of the predicted
concentration values [16]

• Operator Splitting (OS) technique, which makes it possible to efficiently decom-
pose the two transport equations (momentum and concentration of species)
from each other and to allow interpolation of the velocity solution from the
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computational fluid dynamics (CFD) solution onto the dynamically changing
computational grid used for the simulation of transport of species.

The such designed simulation software has been integrated into a reverse engi-
neering toolbox making possible the determination of such parameters of the system
(diffusion coefficient, reaction rate constant) the value of which was either not
possible to be estimated by experimental methods or their respective prediction accu-
racy was not satisfactory. The used reverse engineering framework was supported
by numerous experimentally measured reference results providing either integral or
even spatially resolved concentration values of at least one of the species (mostly
optically detectable) taking part in the related chemical reactions.

4.1 Physical Mixing of Oxygen in Aqueous Solutions

The necessary step before approaching chemically reactive systems of multiple
chemical species is the validation of the numerical components and a calibration
of the required computational resolution. In this regard a system related only to
physical mixing offers itself as an optimal framework, which allows for validation of
the two main transportation mechanisms of species, namely, convection and diffu-
sion. The necessary resolution is determined in a framework of a spatial convergence
study, which is supported by the use of an adaptive mesh deformation algorithm. The
validation of the simulation results has been based on the experimentally measured
reference data corresponding to an indirect measurement described in [6] of solved
oxygen in a SuperFocus Mixer. The particular realization of the experiment was
related to mixing of two liquid streams of an aqueous solution of c = 0.03 g L−1

ruthenium complex dichlorotris(1,10-phenanthroline)ruthenium(II) hydrate. Both
material streams were provided in a 150 mL h−1 flowrate but one contained oxygen
and the other one nitrogen. In order to provide an extended dataset for the validation
the concentration of the oxygen has been recorded at 8 different locations along
the 22.0 mm symmetry axis of the mixer. At each location a 0.64 mm × 0.64 mm
large snapshot has been recorded representing the luminescence of the quencher,
which based on the calibration measurements has been converted to concentration
distributions allowing a one-to-one comparison with the computational results.

In order to investigate the influence of the efficiency of the distributor unit (being
responsible for equal distribution of the volumetric flowrate into the interdigital
mixer) it was necessary to involve its geometrical representation (see Fig. 15) into
the computational framework, however, only concerning the hydrodynamics but not
the subsequent transport of the oxygen species, since upstream of the inflow positions
the liquid streams exhibit a known composition. As it is visible from Fig. 15 at the
sides of the mixer the liquid streams experience a slight deviation of flowrates which
in the core of themixer completely vanishes. The obtained velocity solutionwas used
for the subsequent simulation of species transport on two respective resolutions of
computational meshes (NEL = 0.8× 106 and NEL = 6.4× 106 hexahedral elements)
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Fig. 16 Graphical representation of the computational results for physical mixing of oxygen in an
aqueous solution. Experimentally measured reference distributions are rendered into the computa-
tional figures at respective positions (from right to left, flow direction in the subpictures is upwards):
1.0, 4.0, 7.0, 10.0, 13.0, 16.0, 19.0 and 22.0 mm downstream from the 64 × 2 inlet into the mixing
chamber

which proved spatial convergence of the results by the low relative changes between
the obtained results. Let us note that only due to the use of the dynamic mesh
deformation method it was possible to achieve spatial convergence since for the
underlying low value of diffusion coefficient of DO2/H2O = 200 × 10−7 cm2 s−1

[17] simulations on static meshes would have required orders of magnitude larger
number of elements in order to resolve the relevant scales. In order to enable a
relatively simple but efficient verification of the computational predictions against
the experimental references, the experimental pictures have been rendered into the
computationally obtained ones at the respective positions, as displayed in Fig. 16. As
it can be seen from the figure, for the determined diffusion coefficient value DO2/H2O

an excellent match between the results has been found, which enables the extension
of the framework towards chemically reacting systems. In addition, an estimate
of the required resolution has been achieved which for the subsequent simulations
characterized by similar flowrates and similar diffusion coefficients guarantee us to
obtain spatially converged computational results.

4.2 Reactive Mixing in the Framework of a Simple Reaction
System

In this section a typical use of a reverse engineering framework is described for the
estimation of intrinsic reaction parameters. For this approach, the system described
in Sect. 4.1 is applied to the previously mentioned Sulfite-Sulfate reaction system
which has been experimentally measured as described in [6]. The modification of
the physical mixing system is related mainly to the fact that sodium sulfite (as one of
the reactants) is added to the nitrogen saturated solution which is able to react with
the solved oxygen being present in the other material stream, as described in detail
in Sect. 3.4.

2A + B
k1→ 2C (7)
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The underlying rather slow chemical reaction has been catalyzed by additional
cobalt sulfate hydrate which due to the facts that (a) it was introduced in a same
amount into bothmaterial streams (b) in such a large excess (c= 0.016 g L−1) that its
transport had not been needed to take into consideration in the numerical simulations.
However, the presence of the catalyst is reflected by the modified reaction constant
k̃1 > k1, which is used for the definition of the rate of the chemical reaction, as
follows Eq. 8:

r1 = k̃1c
χ1,A

A cχ1,B

B (8)

The above defined reaction rate r1 is identical to the consumption rate of oxygen(− dcB
dt

)
and is chosen to follow a bimolecular reaction mechanism with the orders

of χ1,A = χ1,B = 1.0. Furthermore, the value of k̃1 was unknown and therefore
this parameter was subjected to estimation by the reverse engineering framework.
The presence of the catalyst, especially due to its excess has also been taken into
consideration via the modified value of the diffusion coefficient of solved oxygen
DB in the solution. Since this value could not be experimentally determined, the
searched parameter set of the underlying optimization framework has been extended
by this parameter. On the other hand, the diffusion coefficients of the two anions
were available, experimentally determined by Leaist [18] and set to the values of
DA = DC = 100 × 10−7 cm2 s−1.

In order to complete the list of simulation parameters, the initial concentration of
oxygen and sodium sulfite used for the simulations (just as in the experiments)
were c = 0.012 g/L for oxygen and c = 0.4 g/L for sodium sulfite, respec-
tively, resulting in its nearly 10 times excess based on the stoichiometry of the
underlying chemical reaction. Just as in case of the previously described physical
mixing case also in this case experimentally obtained concentration distributions
were used as reference data [6] for the simulations, which have been recorded for
three different flowrates, namely

(
V̇1 = 150, V̇2 = 150

)
,
(
V̇1 = 75, V̇2 = 75

)
and(

V̇1 = 15, V̇2 = 15
)
cm3 h−1 resulting in different residence times of the species

in the mixer. The parameter space used for the parameter estimation was related to
DB = 〈50, 400〉×10−7 cm2 s−1 and k̃1 = 〈1.0, 20.0〉×104 L mol−1 s−1. The simu-
lation results were converted to images displaying the concentration distribution of
oxygen in the mixer along the symmetry axis of the mixer and the corresponding
experimentally obtained oxygen concentration distributions were rendered to their
respective locations into the computational distributions. The corresponding repre-
sentations for the optimal combination of parameters – DB = 100 × 10−7 cm2 s−1

and k̃1 = 5.5 × 104 Lmol−1 s−1 are displayed in Fig. 17 which shows that for the
short residence time case the agreement with the experimental reference is almost
perfect, however the reduction of the flowrate gives rise to discrepancies, which
are appearing in the numerically predicted low oxygen concentration regions (red
bordered sampling locations). Larger or smaller values of the DB diffusion coef-
ficient leads to higher and lower smearing of the oxygen signal, and respectively,
larger or smaller k̃1 value implies a faster or slower consumption of oxygen along the
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Fig. 17 Graphical representation of the computational results for reactive mixing of solved
oxygen with sodium sulfite. The subpictures (from top to bottom) refer to flowrates of(
V̇1 = 150, V̇2 = 150

)
,

(
V̇1 = 75, V̇2 = 75

)
and

(
V̇1 = 15, V̇2 = 15

)
cm3 h−1. Experimental

references are rendered into the computational ones with a surrounding green (large numerically
predicted concentration of oxygen) and red (small numerically predicted concentration of oxygen)
border around the experimentally recorded images

flow direction allowing an “orthogonal” parameter estimation, since the responses of
these two parameters are visible in the oxygen concentration signal orthogonally to
each other. The explanation of the discrepancies between the numerical and experi-
mental (reference) results for the found parameter values are due to the change of the
reaction mechanism reported by Linek [19], which comes into play exactly in situ-
ations of lower concentration presence of oxygen. Since this change of the reaction
mechanism was not in scope of our study the corresponding locations –affected by
the change of reaction mechanism – were removed from the parameter estimation
thus enabling the determination of the reaction constant k̃1 referring to the original
reaction mechanism representing the system for large oxygen concentrations. Since
the introduced concentration of sodium sulfit is in such a large excess with respect
to the solved oxygen the reaction constant k̃1 allows us to condense it into a pseudo
reaction constant including the inflow concentration of sodium sulfite k̃∗ = k̃× cA,0,
what allows its interpretation as an integral reaction rate constant of k̃∗ = 176 s−1.
Concluding the here presented parameter estimation study, it was shown that its
application leads to determination of those missing parameters which are experi-
mentally either not or only by relatively large errors to be determined. Of course,
experimentally measured datasets in a large parameter space are inevitable for the
utilization of such frameworks. It is also necessary to note that the here described
reverse engineering framework is most efficiently applicable for diluted solutions,
where the presence of the reactive species does not affect the hydrodynamics, other-
wise the resulting effects would need to be reflected in a non-linearly coupled system
between the transport of species and momentum equation. In the current study, for
each flowrate combination only one solution of the momentum equation was neces-
sary to be performed due to the considered low concentration of all reactive species.
Another advantageous aspect of the parameter estimation framework is that in case
of having reference (experimental) datasets covering a large parameter range, the
parameter estimation has to be performed against all such available datasets which
unfortunately might lead to an overkill of computational resources. However, this
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unwanted effect might be reduced by introducing a simpler but physically consistent
representation of the mixer. Such a framework will be presented in the subsequent
Sect. 4.3.

4.3 Reactive Mixing in the Framework of a Consecutive
Reaction System

Based on the experiences collected in the previous reverse engineering frameworks
a new, more efficient mechanism has been developed allowing us to approach more
challenging reverse engineering problems related to simultaneous estimation of
multiple parameters at the same time. The most substantial argument behind the
developed framework is the very low variance of the flow features in the SFM in the
circumferential direction. Except for the 2 to maximally 3 streams at the side of the
SFM the flow features are nearly periodic in a large extent of operating conditions,
especially for the ones analyzed in the current studies (see Fig. 15). This special
flow feature is guaranteed by the optimal construction of the underlying SFM (for
the geometrical description see Fig. 15), namely the distributor located upstream of
the interdigitally introduced inflow streams into the focusing part of the geometry.
Taking advantage of this property makes it possible to decompose the complexity
of the system into two representations, first to the original full system and second
to a representative core region resembling only a periodical geometrical section
corresponding to a 2 + 2 stream representation of the micromixer. The simplified
representation is then not subjected to any CFD simulation since the velocity distri-
bution can be analytically computed (within the laminar flow regime) as a parabolic
function which is accelerated due to the tapering geometry along the radial flow-
direction until reaching the position of the outflow capillary (right before reaching
singularity). Accordingly, the effect of the residence capillaries is not reflected in
the simplified geometrical representation. The benefit of the periodic geometrical
representations is that a considerably faster loop of simulations can be performed
for a relatively wider range of parameter space which can serve as an efficient and
relatively fast predictor for reverse engineering purposes. The subsequent fine tuning
of the parameter values within the full system is subjected only to an already narrow
parameter-space estimation or in best case the full system only confirms the previ-
ously determined parameter values. The here described reverse engineering strategy
has been performed for a system of two consecutive reactions involving the oxidation
of a btmgp copper(I) complex (A), which is giving rise to formation of a thermally
unstable intermediate bis(μ-oxido)dicopper species (C) which is then subsequently
transforming to bis(μ-hydroxido)dicopper(II) species (D) as the final product of the
reactions (for details of the reaction system we refer to Sect. 3.1):

2A + B
k1→C

k2→ D (9)
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B in Eq. 9 refers to the dissolved O2 species in acetonitrile, k1 and k2 are the
reaction constants determining the speed of the reaction rates r1 and r2 defined as
follows:

r1 = k1c
χ1,A

A cχ1,B

B = −dcA
2dt

= −dcB
dt

= dcC
dt

(10)

r2 = k2c
χ2,C

C = −dcC
dt

= dcD
dt

(11)

It is important tomention that the above defined reaction rates are dependent on the
reaction mechanisms and therefore on the related reaction orders of the individual
reaction species. Accordingly, to the experimentally determined reaction mecha-
nisms (see Sect. 3.1), the resulting orders were used as χ1,A = 1.0, χ1,B = 0.0 as
the solved oxygen is present in excess, and χ2,C = 1.0. However, in a more general
reverse engineering framework these quantities might also belong to the parameter
set whose value has to be estimated. In this study the unknown parameters subjected
to reverse engineering are only the reaction constants k1 and k2. The necessary input
into the applied reverse engineering should be a possibly large set of experimentally
measured data, which in the here reported case has been provided by the experimental
collaboration partners covering a large space of operation conditions. In particular,
response functions of the system in the form cc = f

(
cA0 , V̇

)
have been measured

(see Fig. 17) by taking advantage of the optical activity of the intermediate species
(C), the concentration of which was measured as an averaged absorbance value at
specific locations downstream in the residence channel, namely at a distance of x =
22.5 mm. It is important to note that due to the extreme focusing of the SFM the
acceleration of the flow is so large in the residence channel that the distant location of
the sampling region (at x = 22.5 mm) does not experience a considerable influence
on the concentration values with respect to the location at end of the focusing zone,
which has been considered as the outermost location of the simplified geometry for
the simulations. It will be shown that the simulations of the large system involving
the x= 22.5mm section of the residence channel will also prove this fact. The experi-
mentallymeasured response functions in Fig. 18 are related to a challenging situation
because it perfectly renders the progress between the 1st and 2nd chemical reaction
and captures the point fromwhich on the decay of (C) dominates above its production.
The prerequisite for a successful numerical reconstruction of this phenomenon is the
exact modeling of the interplay of the three transport mechanisms in the numerical
simulations, namely convection, diffusion and reaction. Especially the first reaction
step is from this point of view of key importance since the species have to diffuse
to each other orthogonally to the flow direction and react together forming the inter-
mediate product (C). Uncertainties from here on are related only to diffusion, since
its extent is related to the diffusion coefficient of each species. The diffusivity values
of the underlying Copper complexes in acetonitrile have been experimentally deter-
mined as DA = DC = DD = 140 × 10−7 cm2/s (see Sect. 3.1) and the diffusivity
of oxygen has been estimated by means of the proposed correlation of Schumpe and
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Fig. 18 Experimental (reference) and computational results obtained for two inflow concentration
values of the reactant species Cu(I). Left: cin

CuI
= 2.0 mMand right cin

CuI
= 5.0 mM.Computational

values correspond to the ratios of reaction constants k1 : k2 in s−1 and DB = 400 × 10−7 cm2/s

Lühring [20] as:

DB = (
2.6 × 10−11)μ−2/3

L
∼= 500 × 10−7 cm2/s (12)

but because of the undetermined accuracy of the correlation this parameter has been
also included into the reverse engineering framework.

The complete parameter space of the resulting reverse engineering framework has
therefore been chosen, as follows:

k1 = 〈3, 30〉 s−1; k2 = 〈0.6, 2.0〉 s−1; DB = 〈400, 600〉 × 10−7 cm2/s (13)

It is important to note that for any of the triplet of optimized parameters a full
spectrumof flowrates had to be simulated for two inflow concentration values, cinCuI =
2.0 mM and cinCuI = 5.0 mM of the Cu(I) complex in order to be able to quantify
the correlation of the simulated results versus the experimental reference data. In
particular, the range of the analyzed flowrates (following the experimental reference)
were from V̇min = 0.44 mL/min up to V̇max = 56.0 mL/min for altogether 8 flowrate
values which are of course inversely related to the residence time values in Fig. 19.
The benefit of the here used geometrically simplified prediction toolmakes it possible
to explore a triplet of optimized parameters for the considered 8 flowrate values in

Fig. 19 Computational results of the species (C) obtained for the simplified geometrical represen-
tation corresponding to flowrates (from top to bottom) [1.75, 7.0, 56.0] mL/min for the combination
of parameter values [k1, k2, DB ] = [

10 s−1, 1.3 s−1, 400 × 10−7 cm2/s
]
and cin

CuI
= 2.0 mM
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an incomparably faster (32 times, due to the ratio of geometrical reduction, resulting
in simulations of only 4 instead of 128 streams) manner as if the full geometry
had to be used. In particular, the computational mesh for these simulations has been
guaranteed by amesh resolution provided by 27,648 hexahedral elements. The spatial
distribution of the elements has been adapted during the simulation by the underlying
mesh deformation algorithm,whichwas coupled to the gradients of the concentration
fields of the underlying species. The incorporation of themesh deformation algorithm
was absolutely inevitable in order to provide the required resolution of the steep
concentration gradients, which in case of a static mesh simulation framework might
have required incomparably smaller mesh sizes overall in the computational domain
(no apriori knowledgeofwhere the steepgradientswill occur). Suchmesh resolutions
would have practically prohibited us to scan through wider ranges of parameter
spaces.

Solution of the individual cases was performed in a framework of a non-stationary
simulation (with varying timesteps, depending on the givenflowrate case) until steady
state has been reached. This way roughly the same number of timesteps were neces-
sary for all flowrate cases totaling in ca. t = 8 min per single flowrate simulation on a
16 core Intel® Core (TM) i5-6500 CPU architecture. Typical representations of the
simulation results are visible in Fig. 18 which displays the distribution of the inter-
mediate species (C) for the two extreme and medium flowrate cases for the operation
point [k1, k2, DB] = [

10 s−1, 1.3 s−1, 400 × 10−7 cm2/s
]
and cinCuI = 2.0 mM. As

it is seen from the figure, for the large residence time the first reaction runs quanti-
tatively through directly at the inflow region, moreover even the second reaction has
enough time for conversion of the produced (C) to the final product (D). On the other
hand, in case of the analyzed maximum flowrate the maximum of the production of
species (C) was not observed due to the resulting short residence time. By taking
advantage of averaging of the concentration values at the outflow the comparison of
the simulation results might be performed on the basis of the reference experimental
results. Such a representation is visible in Fig. 18, which displays the simulational
response functions for the two extreme and medium parameter values of [k1, k2] and
a fixed value of DB = 400 × 10−7 cm2/s.

As it can be seen from Fig. 18 an optimal set of parameters matching in the whole
range of residence times for both inflow concentrations of the reactant is attributed
to the reaction rate ratio [k1, k2] = [

6 s−1, 1.3 s−1
]
. It is important to note that the

maximum concentration of the intermediate species (B) has been detected for both
inflow Cu(I) concentration cases in an excellent accordance with the experimental
references. The location of this maximum concentration value of species (C) is for
the varying diffusion coefficient parameter DB being shifted to the right or left
depending on its value, since its increase accelerates and its decrease decelerates
the performance of the 1st reaction, respectively. Therefore, the best match of the
computationally predicted response functions has been achieved for the diffusion
parameter value of DB = 400 × 10−7 cm2/s.

For the demonstrationof the predictionquality of the here used reverse engineering
framework in the following the simulation results obtained for the very same param-
eter set [k1, k2, DB] = [

10 s−1, 1.3 s−1, 400 × 10−7 cm2/s
]
and cinCuI = 2.0 mM are
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presented for the full, as well as for the simplified geometrical representation. First,
as for a qualitative comparison the spatial distribution of the species (C) is displayed
for the same flowrate ranges as for its simplified counterpart in Fig. 20.

As it can be seen from the figure and according to the expectations, the core region
(referring to > 90% of the mixer volume) of the full geometrical representation
resembles the simplified representation in a nearly identical way. Moreover, the
differences—caused by boundary effects—are also not experiencing large deviations
from the core region, which is thanks to:

1. the proper construction of the flow distributor unit providing nearly equal
flowrates for each inflow stream into the mixer,

2. the low influence of the tapering side walls, which is achieved by the small
overall depth of the mixer (0.5 mm).

Quantitative comparisons of the predictions of the two representations are
provided in Fig. 21 where the averaged outflow concentrations of the intermediate
species (C) are plotted for the full range of considered flowrates for both inflow cinCuI

concentration cases. As it can be seen in Fig. 21, the prediction of the geometrically
simpler representations is nearly identical to the ones obtained for their geometrically
complete counterparts, however for the low residence time values (large flowrates)
the differences between the predictions are marginally increasing. Additionally, the
residence time attributed to themaximumconcentration is also predicted in a satisfac-
tory precision, only the simulation results below these residence times are somewhat
underpredicting the concentration of the intermediate species (C). This arising differ-
ence can only be attributed to the increasing difference between the flowstructures
(wake formations behind the inlet streams) predicted by the geometrically full repre-
sentation with respect to the analytically ‘prescribed’ velocity distribution of the
geometrically simpler system. Accordingly, the mixing of the reactants is predicted
to be slower in the full system, which therefore results in a seemingly decreased
performance of the first chemical reaction.

5 Conclusion

In this chapter it was shown that the benchmark experiment “SuperFocus Mixer” is
an excellent tool to create a solid basis for the collaboration between chemists, math-
ematicians and engineers. The reaction within the SFM enables a detailed analysis
of the chemical network as well as diffusion coefficients and kinetic constants and
provides insights into the interplay between convection, diffusion and reaction—rele-
vant for the timescales of hydrodynamics and chemical reaction in reactive bubbly
flows. A simple and inexpensive clamp-on UV/VIS system for the SFM has been
developed that enables the measurement of reaction constants with an acceptable
accuracy compared to a stopped-flow apparatus. However, for very fast chemical
reactions the SFM-clamp-on system is not suitable and the stopped-flow system
should be used. As it was shown on the numerical examples presented in this work,
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Fig. 20 Computational results of the species (C) obtained for the full geometrical representation
corresponding to flowrates (from top to bottom) [1.75, 7.0, 56.0] mL/min for the combination of
parameter values [k1, k2, DB ] = [

10 s−1, 1.3 s−1, 400 × 10−7 cm2/s
]
and cin

CuI
= 2.0 mM
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Fig. 21 Comparison of computational results obtained for the two (simple and full) geometric
representations for two inflow concentration values of the reactant species Cu(I). Left: cin

CuI
=

2.0 mM and right cin
CuI

= 5.0 mM. Computational values correspond to the ratios of reaction

constants k1 : k2 in s−1 and DB = 400 × 10−7 cm2/s

the SFM offers paramount advantages for the estimation of missing parameters by
taking advantage of numerical simulations supported by experimentally obtained
measurement results. The such designed reverse engineering framework has been
proved to be an efficient tool in determination of reaction parameters of the indi-
vidual reactions taking part in the investigated system or the diffusion coefficients of
species, the value of which is experimentally rather difficult to be accurately deter-
mined. The successful interplay between the numerical and experimental methods
is strongly supported by the deterministic flow structures arising in the SFM which
on the other hand can be only guaranteed by an optimized inflow distributor and by
highly accurate fabrication standards promoting the most even distribution through
the interdigital inflow channels. It was shown that an enhanced parameter estima-
tion mainly profits from the experimental advantages of the geometric realization
of this mixer, which is mainly related to the possibilities of recording local mixing
phenomena at arbitrary locations (even at varying depth positions) in the micro-
mixer under stationary conditions. However, at the same time a successful parameter
estimation can also be performed on simply averaged concentration values of some
selected species, if a large range of operation conditions is provided. This method
allows the analysis and characterization of chemical reaction systems in order to
estimate how strongly the time scales of hydrodynamics are influencing yield and
selectivity in reactive bubbly flows.
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Abstract Taylor bubbles are bubbles that are filling a capillary fixed or rising in a
liquid flow. Due to their well-defined size, shape and velocity the flow field around
Taylor bubbles is well controllable. Furthermore, only a small amount of gas and
liquid is required for experiments, making the study of Taylor bubbles simple and
safe. In this chapter, Taylor bubbles are used to study mass transfer with chemical
reaction in dependency of various fluid dynamic conditions. Experimental setups are
presented to study chemical reactions at Taylor bubbles and in Taylor flows. Further-
more, a Taylor bubble benchmark experiment is presented and used for the validation
of numerical simulations that are performedwith a front tracking technique in a FEM
framework to enable a high resolution of interfaces and boundary layers. It is shown
that the interplay of mass transfer, hydrodynamics and chemical reactions can be
successfully determined using experimental and numerical methods presented. It is
shown further how the selectivity of competitive-consecutive reactions can be influ-
enced by the local fluid dynamics, especially in the wake of a Taylor bubble or within
the liquid slug in a Taylor flow.
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1 Introduction into Taylor Bubble Flows

Taylor bubbles are elongated, bullet shaped gas bubbles in narrow channels or capil-
laries surrounded by a thin liquid film,with a bubble diameter dB only slightly smaller
than the hydraulic channel diameter Dh. Taylor bubble flows appear in multiphase
applications as monolith-reactors, pipe reactors and many more.

Due to their well-defined fluid dynamic conditions, volume independent bubble
rising velocity and a high degree of reproducibility, Taylor bubbles are very well
suited for detailed studies of fast gas-liquid reactions. The fluid dynamic behavior
of Taylor bubbles is depending on the ratio of buoyancy and surface tension and can
be characterized by the Eötvös number

EoD = (ρL − ρG)gD2
h

σ
(1)

where ρL and ρG are the liquid and gas phase densities, g is the gravitational constant,
Dh is the hydraulic diameter of the channel and σ is the surface tension.

In vertical channels, two flow conditions can be distinguished, a pressure driven
bubble, set in motion by a liquid flow, and a rising Taylor bubble, driven by the
buoyancy force. Buoyancy is the dominating force as long as the channel diameter
is larger than a critical inner diameter Dcrit calculated by the critical Eötvös number
Eocrit ≈ 4. Hence, the critical diameter is strongly dependent on the system properties
and especially on the surface tension. For aqueous systems this results in a critical
inner diameter of Dcrit = 5.4 mm, while organic solvents such as Tetrahydrofuran
or Methanol allow critical diameters of up to Dcrit = 4 mm. At low Eötvös numbers
no shape oscillation of the bubble occurs and the bubble is self-centering within the
channel, as long as it stays elongated. During the dissolution process the bubble is
only decreasing in length and remains in the centered position [1]. By varying the
inner diameter of the channel, the rise velocity vB, the wake structure behind the
bubble and therefore the backmixing can be varied, influencing the fluid dynamic
time scales and contact times of reactive species in a well-defined way, as shown in
Fig. 1.

For industrial applications, usually many Taylor bubbles are used in a row, called
Taylor flows, to enable a sufficient interfacial area for mass transfer.

2 Experimental Methods

Taylor bubbles are well suitable for the detailed experimental observation of flow
and concentration fields because they can be fixed at a certain position and therefore
an observation under well defined conditions and a long time integration of measure-
ment signals becomes possible. Therefore a Taylor bubble benchmark experiment
has been developed in the DFG priority program SPP1740 to enable different groups
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Fig. 1 The instantaneous velocity fields from PIV measurements and simultaneous LIF measure-
ments for three different flow regimes. Left to right: Dh = 6 mm, Dh = 7 mm, Dh = 8 mm
capillaries with circular cross section [2]

from academia and industry worldwide to study the influence of fluid dynamics on
the yield and selectivity of a chemical reaction and to compare the results among each
other and with numerical simulations. In the following two setups used in the DFG
priority program 1740 for Taylor bubbles as well as Taylor flows will be described
in detail.

2.1 Taylor Bubble Benchmark Experiment

TheTaylor bubble benchmark setup consists of vertical glass capillarieswith different
diameters, which are sealed against oxygen contamination. The setup is described in
detail in [3] (Figs. 2 and 3).

The setup is filled with the liquid, after being flushed with demineralized water or
ethanol to exclude contamination. It has to be assured that no reactive gas is present
inside the apparatus or the liquid phase prior to the experiment. For this purpose the
apparatus is flushed carefully with inert gas (e.g. argon) and the gas free liquid phase
is injected via a first gas tight syringe into the capillary, forcing any gas inside the
apparatus into the upper storage tank. After making sure that no gas is left in the
setup, the reactive gas is injected into the capillary using a second gas tight syringe.
To make sure that the bubble reaches the test section within 5 s, the first syringe is
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Fig. 2 3D model of the experimental setup for the Taylor bubble benchmark experiment (left) and
picture of the setup (right) [3]

Fig. 3 Flow chart of the experimental setup for the Taylor bubble benchmark experiment [4]
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Fig. 4 Image processing method [5]

used again to push the bubble rise by injecting liquid. Once the bubble has reached
the measurement position for image capturing, its position is fixed by opening the
valves and forcing a counter-current flow of liquid. All experiments are captured
with a high speed camera positioned in a right angle to the glass capillary with a
frame rate of at least f = 250 fps, an exposure time of t = 1 ms, a field of view of
A = 128 pixel × 512 pixel and a spatial resolution of x = 0.08 mm per pixel. After
the image of a bubble is taken, the bubble is drained out by opening the valves. For
a high reproducibility, the temperature T, the conductivity κ of the solution and the
atmospheric pressure p should be checked before each experiment. The position of
the liquid level before and after each experiment is crucial as well due to its influence
on the static pressure and bubble volume.

For the calculation of the physical mass transfer coefficient kl, the change of the
bubble volume over time is evaluated by image analyses and the equivalent bubble
diameter deq is calculated. Therefore first an original bubble image is transformed
into a binary image (Fig. 4, left, middle). Since the refractive indices of water (ni
= 1.333) and glass (ni = 1.473) are different, the binary image is corrected using
Snell’s law, where the grey area and the outline correspond to the binary image and
the corrected image, respectively. The method assumes that all the horizontal cross
sections of a bubble are circular. The height Δx of each circular disk has a physical
length of one pixel. The resultant circular disks are piled up in the vertical direction
to reconstruct a 3D bubble shape (Fig. 4, right).

The sphere-volume equivalent bubble diameter deq is evaluated by

deq =
N∑

j=1

(
6 · r2j · �x

) 1
3 (2)
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Fig. 5 Backlight illumination of Taylor bubbles with two different wavelengths

where N is the total number of pixels in the vertical direction, j the index denoting
the pixel number in the vertical direction and r the disk radius. This post processing
method is proven by analyzing images of a rigid sphere of d = 5.0 mm in diameter
falling through a capillary with a diameter of DH = 6.0 mm. The uncertainty esti-
mated at 95% confidence in deq determined from the measurement of a rigid sphere
are less than 1%.

For the backlight illumination, customized LED panels as a light source are
used. The wavelengths of the LEDs are chosen to match the absorption peaks of
the different products and side products allowing for a broad variability and easy
adjustable system, with low time and cost effort (see Fig. 5).

2.2 Taylor Flow Experimental Setup

In a Taylor flow setup, multiple single Taylor bubbles are injected into the capillary
in a row with a constant distance between the single bubbles and the liquid slugs (see
Fig. 6).

For the investigation of a competitive consecutive reaction, the oxidation of leuco-
indigo carmine can be used (Sect. 3.5). The image processing routine is extended
to digital color images. The relevant image processing steps are similar to the ones
used for the Taylor bubble:
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Fig. 6 Experimental setup for a gas–liquid Taylor flow [6]

• Subtraction of background image
• Masking of gas bubbles
• Extraction of color channels (CMY)
• Color compensation due to varying liquid phase thickness
• Conversion of color intensity to concentration.

As color intensity depends on the radial position due to the roundness of the
capillary, a compensation step is applied in order to eliminate these differences in
color intensity. By applying this step, it is possible to distinctly correlate concentra-
tion and color intensity. Calibration and validation are performed by means of UV
spectroscopy, which is described in more detail in [7].

Thismeasurement technique is developed for the purpose of (a) providing valuable
information with high temporal and spatial resolution for the validation of numer-
ical simulations (Sect. 4.2) and (b) investigating the interdependence of local fluid
dynamics and selectivity in coiled capillaries (Sect. 3.5).

For the first objective (a) it is desirable to capture the entire lifetime of individual
slugs and bubbles to ensure minimal changes in slug and bubble geometry over the
capillary length. This challenge is addressed by constructing a slider setup that is
capable of tracking individual slugs, while carrying the DSLR camera (Nikon DS
5300) required for image acquisition (Fig. 7, left). Flow generation occurs via a
hypodermic needle that is positioned coaxially within a di = 1.6 mm inner diameter
FEP tube. In order to capture the lifetime of the slugs and bubbles with high temporal
resolution, videos are recorded and processed framewise according to the described
routine. A more elaborate description of the slider setup and video processing is
given in [8].
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Fig. 7 Experimental setup for the gas-liquid slug flow tracking system (left) and for the gas-liquid
slug flow investigation in a coiled capillary (right)

For the second objective (b) an experimental setup is developed that consists of
a coiled FEP capillary on a cylindrical support structure, which is positioned within
a PMMA box filled with deionized water (Fig. 7, right). As FEP and water have a
similar refractive index [9] issues due to refraction are significantly reduced with this
setup. Multiple designs with varying coil diameters are employed in order to change
Re and Dn independently and analyze the respective effects on superimposed Taylor
and Dean flow. Additionally, different inner tube diameters (1.0, 1.6, 2.0 mm) are
investigated for the largest support structure (35 mm diameter). The corresponding
dimensionless numbers are in the range of Re = 10 − 400 and Dn = 2 − 110 with

Dn = Re ·
√
di
dc

(3)

and dc as coil diameter (sum of outer tube diameter and support structure diameter).
Investigated coil diameters are dc = 18.1, 28.1, 33.2, 36.6, 38.0 and 38.2 mm.

3 Experimental Investigations on Chemical Reactions
Induced by Taylor Bubbles and in Taylor Bubble Flows

In this section the chemical reaction systems will be presented that have been inves-
tigated in the Taylor bubble and Taylor flow setup for the priority program DFG SPP
1740. Table 1 summarizes the chemical reaction systems that have been used in the
two setups and their particular features.
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Table 1 Overview of the investigated systems

Reaction system Particular features Measured with Sections

Cu/Ammonia Training system, inexpensive, easy
to handle

Taylor bubble Sect. 3.1

Bis(μ-oxido)dicopper
complex

Consecutive reaction with color
change

Taylor bubble Sect. 3.2

Cu/DBED/+ Phenol Competitive consecutive reaction
detectable with UV/VIS

Taylor bubble Sect. 3.3

Fe-NO MNIC-DNIC Competitive consecutive reaction
detectable with UV/VIS

Taylor bubble Sect. 3.4

Oxidation of leuco-indigo
carmine

Competitive consecutive reaction
detectable by color change

Taylor flow Sect. 3.5

When managing programmes with interdiscipline research groups the question
must be raised, how to transfer the knowledge between the groups, especially
speaking of realizing chemical reactions with hazardous substances under air exclu-
sion in an engineering research environment. The transfer of chemistry laboratory
knowledge to untrained staff in an engineer laboratory should not be underestimated!
Thus, one essential task demands a user training on the spot for a few days, including
handling toxic chemicals (e.g. NO, MeOH) safely and assisting with formal legisla-
tions like composing operating instructions adapted to the specific laboratory. The
training should be focused on the safe usage and development of an e.g. NO-feeding
gadget under oxygen exclusion (for more details see Chapter “Analysis of Turbu-
lent Mixing and Mass Transport Processes in Bubble Swarms under the Influence
of Bubble-Induced Turbulence”) since lab workers are supposed to gain security
and confidence in handling this gaseous chemical. This synthetic knowledge must
be updated and revised during the whole programme, if necessary with repeated
instructions on the spot.

In the following the chemical reaction systems will be described in detail.

3.1 Test Reaction for the Training of Engineers

Since most N-donor ligands are very expensive to produce and their peroxido
complexes difficult to obtain in large scales, in the first SPP phase an inexpensive
and simple reaction system was targeted which exhibits a fast color change upon
oxygenation. Therefore, a copper(I)chloride was utilized which forms in aqueous
ammonia-containing solution a copper-tetrammine complex. This changes its color
from colorless in oxidation state +I (when prepared under exclusion of O2) to deep
blue in oxidation state +II upon oxygenation.

[
Cu|(NH3)4

]+
(colorless)

O2−→[
Cu‖(NH3)4

]2+
(dark blue)
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Fig. 8 Comparison of wake structures at rising Taylor bubbles in channels in stagnant liquid. a Dh
= 6 mm: laminar wake, b Dh = 7 mm: toroidal ring vortex, c Dh = 8 mm: turbulent wake [10]

The starting chemicals are easily and low priced available. TheCu(I)Cl is sensitive
to moisture and can be produced from CuCl2 or by purification of commercially
available CuCl. Dry CuCl is relatively stable at dry air. This chemical system can
be easily synthesized in large scales and a detailed description for the production
under simplistic laboratory conditions was developed (e.g. no Schlenk technique
available). The rapid color change upon O2 contact serves as a direct indicator for
O2 in the system as could be observed in a Taylor bubble [4].

The utilization of the ammonia containing solution showed to be a disadvantage
since this solution possesses a fluorescence background traced back to production
impurities. This prevents the application for LIF measurements. Moreover, a well
running hood is always needed owing to the corrosive properties of ammonia.

However the Cu-ammonia test system is well suited to study the influence of
the Taylor bubble geometry on the flow field and backmixing in a Taylor capillary.
Figure 8 shows how different capillary diameters influence the flow field in the rear
of a Taylor bubble. Whereas for small capillaries Dh = 6 mm a more or less laminar
wake without backmixing can be expected, in a capillary of Dh = 7 mm a wake
with a stable backmixing structure (toroidal wake) appears. For even larger capillary
diameters Dh = 8 mm, an unsteady (turbulent) wake can be observed. The three
pictures in each capillary have been taken from PIV images (compare Fig. 1), LIF
images and backlight illumination filtered for two different wavelengths (RGB and
Red). For more details please see [4] and Chapter “Experimental Investigation of
Reactive Bubbly Flows—Influence of Boundary Layer Dynamics on Mass Transfer
and Chemical Reactions”.
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3.2 Consecutive Reaction with Color Change

For studying the influence of the fluid dynamic on mass transfer and a consecutive
chemical reaction without expensive analytical equipment, the oxidation of a copper
complex in organic solvent can be used, that shows a first color change by reaction
to a yellow intermediate and a second one by decay to greenish.

As described in Chapter “Control of the Formation and Reaction of
Copper-Oxygen Adduct Complexes in Multiphase Streams”, [Cu(btmgp)I] offers
this consecutive reaction with O2 and the subsequent decay of the intermediate
orange-red bis(μ-oxido) dicopper(III) species (Figs. 9 and 10). The formation and
decay of this species can be successfully monitored with the Taylor bubble setup
[11].
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Fig. 9 Schemeof the consecutive reaction of [Cu(btmgp)I] to a bis(μ-oxido) species and subsequent
decay

Fig. 10 Color change to yellow by oxidation of the [Cu(btmgp)I] to a bis(μ-oxido) species and
subsequent decay to the greenish byproduct [11]
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Figure 10 shows how an orange bis(μ-oxido) complex forms when the precursor
complex is brought into contact with oxygen and is subsequently decomposing to
a greenish bis(μ-hydroxido) complex. Through the mass transfer of oxygen from
the Taylor bubble into the solution the orange copper(III)-intermediate is formed. In
the shown case the discoloration occurs already within the boundary layer region.
Through further bubble rise, the intermediate flows along the bubble according
to the boundary layer theory and is merged at the lowest point where the flow
detaches. Within the bubble wake mixing of the copper(III)-intermediate occurs
through eddies, whereby simultaneously the intermediate decomposes into the green
decay complexes. A comparison with the fluid dynamic timescales in Fig. 11 shows,
that the first oxidation step appears immediately within the first second whereas
the second decay process to the greenish product takes nearly a second. This is in
good agreement with the kinetic studies that have been done in a SuperFocus Mixer
by Schurr et al. [12] (see Chapter “Determination of Kinetics for Reactive Bubbly
Flows Using SuperFocus Mixers”) that provides a reaction rate of the first step being
r = 10 s−1 and for the second step r = 1.5 s−1. This example shows that the Taylor
bubble setup is an excellent tool for the determination of the interplay between fluid
dynamics and chemical reaction.

This gets even more clear by comparing the influence of the wake structure on
the formation of the intermediate and decay to the byproduct. In Fig. 11 the wake
structure is well-defined and reproducibly influenced by the width of the capillary
that can be characterized by the Eötvös number. At the lowest Eötvös number and

Fig. 11 Backlight image of
the wake structures for the
Cu(btmgp)I-oxygen system
at a concentration of
c = 10 mmol L−1 in argon
saturated acetonitrile at
Eo = 4.4, 6.8 and 9.8 [10]
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bubble velocity respectively, a more or less steady and laminar wake appears. This
causes a residence time of the intermediate bis(μ-oxido) in the wake of the bubble
longer than 1 s (about 4 s) which allows the decay to the greenish byproduct. The
colorization indicating the second reaction step is clearly visible. With increasing
Eötvös number, a more unsteady and well mixed wake structure appears by the
higher rising velocity that causes a residence time much shorter than 1 s (about 0.6 s
for Eo = 6.8 and 0.3 s for Eo = 9.8). Due to this, the decay takes place out of the
field of view and only the yellow bis(μ-oxido) intermediate is visible.

But a second remarkable phenomenon gets visible, that is of great importance
for mass transfer and chemical reactions. Related to the Eötvös number of Eo =
6.8, the wake of the bubble in Fig. 11, middle should be steady and closed whereas
for an Eötvös number of Eo = 9.8, the wake should be unsteady, well mixed and
turbulent (compare Fig. 8). Obviously the different wake structures from the Cu-
Ammonia system are not transferable to the Cu-btmgp system. A detailed study
shows that this different behavior is caused by interface phenomena. Whereas in
the aqueous ammonia-containing solution the copper-tetrammine complex acts as
a surface active agent, that hinders the free mobility of the interface and causes a
stagnant cap at the rear of the bubble, in the organic solution of acetonitrile, no
accumulation of Cu-complexes at the interface takes place and the interface keeps
“slippy”. This difference in interface mobility influences the separation of the fluid
dynamic and concentration boundary layer and leads to the formation of a steady
closed wake (aqueous) or the unsteady separation of an open wake (solvent). This
might be of tremendous importance for the influence of surface active agents (any
contamination) onmass transfer and chemical reaction including yield and selectivity
and will be discussed further.

3.3 Influence of Fluid Dynamics on Yield and Selectivity
of a Competitive-Consecutive Reaction Induced
by a Taylor Bubble—Qualitative Verification
with the Cu/DBED-System

For the qualitative verification of the influence of fluid dynamics on yield and selec-
tivity, first a competitive-consecutive oxidation of [Cu(DBED)]OTf to a quinone
(P1) and a coupling product (P2) is used (for details see Chapter “Investigation of
Reactive Bubbly Flows in Technical Apparatuses”). The visualization of the concen-
tration fields of the two products P1 and P2 in the wake of the single Taylor bubble is
done by means of the imaging UV/VIS setup for oxygen free conditions (see Sect. 3
in Chapter “Experimental Investigation of Reactive Bubbly Flows—Influence of
Boundary Layer Dynamics on Mass Transfer and Chemical Reactions”). The setup
has been adjusted in such way that the characteristic absorption peaks of the two
products are matched by the LED backlight illumination. In the observed case those
characteristic wavelengths are λ1 = 420 nm for product P1 and λ2 = 505 nm for P2.
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In contrast to the experiments conducted in a bubbly column by the group of
Prof. Nieken at the University of Stuttgart (see Chapter “Investigation of Reactive
Bubbly Flows in Technical Apparatuses”), the experimental conditions applied in
the Taylor capillary have been adjusted to take place within seconds. Therefore, the
concentration of the gaseous phase is increased by using pure oxygen bubbles and
the concentration of the copper complex in the reaction solution is risen up to cCu
= 3 mM. The experiments are conducted in two different capillaries with hydraulic
diameters of Dh = 4 mm and Dh = 4.5 mm.

The analysis of the obtained greyscale images is similar to the method introduced
and explained in Sect. 3.2 inChapter “Experimental Investigation of ReactiveBubbly
Flows—Influence of Boundary Layer Dynamics on Mass Transfer and Chemical
Reactions”. In order to convert the obtained grayscale images into concentration
fields, the working principle of an UV/VIS spectrometer is used, which is utilizing
Lambert-Beer’s law

Eλ = log

(
I0
I

)
= ελdc (4)

Eλ represents the extinction, I0 corresponds to the incident light intensity, I to
the light intensity behind the sample, E is the extinction coefficient, d is the layer
thickness of the liquid and c is the concentration.

The layer thickness is assumed to be constant and is set equal to the respective
capillary diameter of Dh = 4 and 4.5 mm. The initial light intensity I0 is determined
for bothwavelengths individually prior each recording. For this purpose, the capillary
filled with the reaction solution is recorded without a bubble and an average value
is determined from 10 grayscale images. As the extinction coefficients of the two
products are not known so far but should bewith the sameorder ofmagnitude basedon
theUV/VIS spectra shown inChapter “Chemical Reactions in Bubbly Flows”, Fig. 7,
it is assumed that the measured light absorption at the different wavelengths result
solely from the corresponding product P1 or P2. Based on the made assumptions and
the fact that the extinction coefficients are not known the Beer Lambert equation is
therefore rearranged yielding

log

(
I0
I

)
d−1 = ελc. (5)

The images are then analyzed pixelwisewithin the region of interest. The resulting
concentration fields are shown in Fig. 12, displaying the distribution of the two
products P1 and P2 in the wake of the bubble. As the necessary information about the
extinction coefficient is missing only qualitative statements about the concentration
fields in the wake of the bubble can be made.

Nevertheless the results of the measurements in the two different capillaries show
that the changing fluid dynamic conditions do again impact the formation of the
desired product P1 and its side product P2. Within the Dh = 4 mm capillary in
Fig. 12, the left (a) a steady state flow structure becomes visible, within the wake
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Fig. 12 Concentration gradients of the product P1 and P2 in the wake of a pure oxygen bubble
within a Dh = 4 mm wide capillary (a) and Dh = 4.5 mm wide capillary (b)

of the bubble, resulting in a low degree of mixing. In contrast the wake in the Dh =
4.5 mm capillary in Fig. 12, right (b) tends to be rather non-stationary, forming small
vortices, which are yielding an increased degree of mixing. By increasing the degree
of mixing in the wake of the bubble, the product formation is shifted towards the
product P1. The available gas-phase is brought into contact with the fresh solution
much quicker due to the higher degree of mixing, allowing primarily the first reaction
step to take place. Those results are in good agreement with the results obtained
at the large scale bubble column (see Chapter “Investigation of Reactive Bubbly
Flows in Technical Apparatuses”) experiments and in additionwith theMNIC-DNIC
system, emphasizing the impact of the bubble size and the resulting mixing behavior
especially on the selectivity of a fast gas liquid reaction.
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3.4 Influence of Fluid Dynamics on Yield and Selectivity
of a Competitive-Consecutive Reaction Induced
by a Taylor Bubble—Quantitative Verification
with the MNIC/DNIC-System

Investigation of the influence of fluid dynamics towards the yield of competing
reaction products require a competitive-consecutive reaction pattern. Detection of
the reaction process in thewake of a Taylor bubble should be application-friendly and
relatively easy concerning the reaction process. The absorption of light in the visible
region serves as a useful probewhen distinguishing the educt from different products.
This makes the recording of the wake structure during light exposure feasible.

A convenient system is the reaction sequence: FeCl2 → mononitrosyl iron
compound (MNIC) → dinitrosyl iron compound (DNIC) (see Sect. 3 in Chapter “In
Situ Characterizable High-Spin Nitrosyl–Iron Complexes with Controllable Reac-
tivity in Multiphase Reaction Media” for more details) realized with the transfer
species NO as follows:

FeCl2 + NO + HNEt3Cl � HNEt3[FeCl3(NO)]

HNEt3[FeCl3(NO)] + 2NO + MeOH + NEt3

→ HNEt3
[
FeCl2(NO)2

] + MeONO + HNEt3Cl

The reaction process can be monitored by observing the colour change from the
colourless FeCl2 towards the green MNIC (λmax = 472 nm), ending up with the
reddish DNIC (λmax = 505, 695 nm). Adding the base NEt3 and a chloride salt to
a degassed methanolic solution of ferrous chloride produces in a first stage MNIC
which transforms during reaction time to DNIC. Since kinetic measurements and
practical experiments proofed the development of DNIC as too slow for detecting in
a bubble wake, a faster system in terms of DNIC was developed, with the proposed
equation:

FeCl2 + 2NO + 3/2NEt4I → NEt4
[
FeCl2(NO)2

] + 1/2NEt4I3

The latter simple reaction requires no base, just an iodide salt soluble in methanol.
Within the reaction process the development of MNIC is followed by a more
accelerated formation of DNIC absorption bands (λmax = 505, 740 nm).

Asmentioned in the experimental setup section of this chapter, for the detection of
the different products, imagingwith backlight illumination byLEDs is used, covering
the characteristic peaks of light absorbance. In the observed case those characteristic
wavelengths are λ1 = 470 nm and λ2 = 700 nm. To convert the obtained grayscale
images into concentration fields, the working principle of an UV/VIS spectrometer
is used, which is utilizing Beer-Lamberts law (Eq. 5).
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Table 2 Extinction
coefficients of the two
products MNIC and DNIC

Wavelength MNIC DNIC

λ1 = 470 nm 0.4048 0.895

λ2 = 700 nm 0.051 0.195

Since the productsMNICandDNIChave a certain absorption at bothwavelengths,
it is assumed that the total measured absorbance is a composition of the signals of
both products. Therefore, two equations

E470 = log

(
I0, 470
I470

)
= d

(
cMN ICεMN IC,470 + cDN ICεDN IC,470

)
(6)

E700 = log

(
I0, 700
I700

)
= d

(
cMN ICεMN IC,700 + cDN ICεDN IC,700

)
(7)

describing the two wavelength are resulting [13]. The extinction coefficients of the
two products required for evaluation are given in Table 2. The values are determined
experimentally for the used wavelengths of λ1 = 470 nm and λ2 = 700 nm by
measuring a concentration series of both products. The values are determined directly
within the setup.

The layer thickness is assumed to be constant and is set equal to the respective
capillary diameter of Dh = 4 and 5 mm. The initial light intensity I0 is determined
for both wavelengths. For this purpose, the capillary filled with the reaction solution
is recorded without a bubble and an average value is determined from 10 grayscale
images. With all the necessary information and values, Eqs. (6) and (7) are solved
yielding the concentrations of the two products. The equations are then solved indi-
vidually for each pixel within the region of interest. The resulting concentration fields
are shown in Fig. 13, displaying the formation of the two products MNIC and DNIC
in the wake of the bubble. Though the applied methodology it is possible to draw
conclusions about the local yield and selectivity of the investigated model reaction.

The concentration fields shown in Fig. 13 indicate similar flow structures as the
previous data in Fig. 12.With increasing capillary diameter the flow structure behind
the bubble becomes more complex and turbulent as within the Cu(btmgp)I—oxygen
system. As both systems are dissolved within an organic solvent, the similarity
is therefore not unexpected. Likewise Fig. 13 shows clearly that the first product
MNIC, following a rather fast kinetic of kobs(MNIC) = 5.0 × 105 s−1 (T = 20 °C), is
formed directly at the bubble in both capillaries. In the further course of the flow the
second product DNIC is formed in the Dh = 4 mm capillary (a). This means that
there is still unreacted, dissolved nitrogen monoxide available in the flow, enabling
the formation of the second reaction product DNIC, following a slower kinetic of
kobs(DNIC) = 6.5 × 10−4 s−1 (T = 20 °C). However, this second reaction step is
not taking place within the Dh = 5 mm capillary. The nitrogen monoxide dissolved
by the convective flow is strongly mixed immediately behind the bubble and reacts
with the subsequent iron chloride almost completely. Though, only the first product
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Fig. 13 Concentration
gradients of the product
MNIC and DNIC in the
wake of a nitrogen monoxide
bubble within a Dh = 4 mm
wide capillary (a) and
Dh = 5 mm wide capillary
(b) [13]

MNIC is formed andwithin the further course of the flow there is thus no free nitrogen
monoxide available anymore, meaning that the second reaction step is almost absent.
From this it can be concluded that the selectivity of this model reaction depends
strongly on the mixing and its time scale in the bubble wake. If the time scale of
mixing is faster than the time scale necessary for the second reaction step, as is the
case with the Dh = 5 mm capillary, less further reaction takes place. Though, the
nitrogenmonoxide is mixed so quickly that it reacts almost exclusively with the fresh
reaction solution. However, if the time scale of the mixing is longer than necessary
for the second reaction, the second reaction step may occur as it happens within the
smaller capillary. This results are in contradiction to earlier numerical investigations
that found no influence of the bubble shape and wake structure on the selectivity of
a competitive consecutive reaction [14].

3.5 Influence of Fluid Dynamics on Yield and Selectivity
of a Competitive-Consecutive Reaction in Taylor Bubble
Flow

To transfer the knowledge from a single Taylor bubble to a Taylor bubble flow, the
oxidation of leuco-indigo carmine (Leuco-IC) over an intermediate form (Interm.)
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Fig. 14 Redox reaction of leuco-indigo carmine to keto-indigo carmine in flask experiments.
Adapted from [15]

to keto-indigo carmine (Keto-IC) is used. Two distinct color changes from yellow to
red to blue occur during the oxidation (Fig. 14), which provides meaningful informa-
tion regarding the selectivity of fast consecutive gas-liquid reactions. The reaction
equations for the oxidation steps are as follows:

Leuco − IC + O2 → Interm. + O−
2 (8)

Interm. + O2 → Keto − IC + O−
2 (9)

Additional information on the reaction system is provided in [7]. The local
phenomena are studied in straight and coiled capillaries by acquiring and processing
images and videos as described in Sect. 2.2. An exemplary frame showing the exper-
imental concentration distribution of gas-liquid slug flow in a straight capillary is
depicted in Fig. 15 for a reaction time of t = 6 s. The concentration distribution
indicates the typical behavior of slug flow [16]. Well mixed areas, such as near the
interfaces, in the channel center and near the tube wall, are quickly oxidized due to
the Taylor vortices and Keto-IC is formed. Mass transfer towards the stagnant areas,
between core and wall is dominated by diffusion and occurs significantly slower. In
these areas the concentration of the reactant (Leuco-IC) remains higher. The inter-
mediate species occurs in the transition region between stagnant areas and areas,
where oxygen accumulates quickly due to advection. Enhancement of mass transfer
at the interface due to the chemical reaction has been found negligible in a previous
study [17].

These concentration distributions are acquired at a rate of f = 50 fps and evaluated
to obtain the concentration development of the three species, which are required to
calculate the conversion of Leuco-IC and the selectivity of intermediate towards
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Fig. 15 Measured concentration profiles of the three indigo carmine species after t = 6 s reaction
time (top); integrated concentration development and conversion, selectivity plot over time (bottom);
total volumetric flow rate V̇ = 4 mL min−1 and gas/liquid ratio = 0.5, Re = 48

oxygen (Fig. 15). Concentrations are integrated over liquid slug volume and the well
resolved temporal development is further used to determine the volumetric mass
transfer coefficients for the investigated conditions.

The resultingmass transfer coefficients are in the range of kL = 0.160− 0.554 s−1,
which is comparable to data from literature [18] and underlines the quality of the
data acquired by the developed measurement technique. A more detailed evaluation
is described in [8] and further utilization of this data for the validation of numerical
simulations is presented in Sect. 4.2 of this chapter.

Optical observations in the coiled capillary indicate that the flow patterns vary
significantly depending on the investigated operating conditions. Five flow patterns
are identified based on the shift of the core stream and the distribution of oxidized
products (Fig. 16):

1. Stratified species distribution with product accumulation (Keto-IC) at the inner
wall and reactant (Leuco-IC) at the outer wall; the core stream is deflected
towards the inner tube wall
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Fig. 16 Images of slug flow in a coiled capillary with inner tube diameter of Di = 1.6 mm and coil
diameter of Dc = 38.2 mm depicting the oxidation of leuco-indigo carmine by synthetic air. Five
different flow regimes are shown at two different time steps

2. Transition regime between regime 1 and 3 with oxidized products in the core
of the liquid phase

3. Opposite flow behavior to regime 1: stratified species distribution with product
accumulation (Keto-IC) at the outer wall and reactant (Leuco-IC) at the inner
wall; the core stream is deflected towards the outer wall

4. Transition regime between regime 3 and 5 with less product accumulation at the
outer wall and intensified radial mixing; the core stream is deflected stronger
towards the outer wall

5. Effective radial mixing with more homogeneous product distribution; the
deflected core stream reaches the outer wall.

Note that regime 1 and 2 are only observed for small liquid slugs; hence, the liquid
slug lengths in Fig. 16 deviate for the different flow regimes.

In order to predict the occurring flow regime and not rely on an optical evaluation,
a modified Dean number Dn∗ is proposed. It is derived from the mixing time scales
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Fig. 17 Modified Dean number (left) and dimensionless slug length (right) for the five observed
flow regimes of slug flow in a coiled capillary. Red lines indicate transitions between flow regimes

in axial (tax ) and radial (trad ) direction to describe the deflection of the core stream.
Axial mixing is estimated from the length of the liquid slug LS divided by the two-
phase velocity uT P and radial mixing is derived from the centrifugal acceleration
over the inner tube radius ri . Finally, the modified Dean number is expressed as
product of Reynolds number and ratio of time scales of axial and radial mixing:

Dn∗ = Re · tax
trad

= Dn

√
8 · LS

di
(10)

A more thorough description of the superimposed Taylor-Dean flow and the
modified Dean number is given in [17].

Plotting the modified Dean number for the different flow regimes (Fig. 17, left)
reveals that the transitions between flow regimes 3, 4 and 5 are successfully captured.
The transition between regime 3 and regime 4 occurs at Dn∗ = 120 and the transition
between regime 4 and 5 happens at Dn∗ = 175, which is indicated by the red dotted
lines. Regime 4 overlaps with regime 3 and 5 as it has been defined as a transition
regime. Regimes 1, 2 and 3 on the other hand overlap for a wide range of operating
conditions. Therefore, a different approach that is more focused on the slug length
is chosen for the separation of these flow regimes. This attempt is based on the
dimensionless slug length L∗

S , which is expressed as follows:

L∗
S = LS

di
(11)

A plot of L∗
S for the different flow regimes is given in Fig. 17, right. The distinction

of regime 1 from the other regimes is successful and indicated by the red dotted line
for L∗

S < 0.75. Regime 2 as transition regime is observable for a narrow range of
dimensionless slug lengths: 0.75 < L∗

S < 1.1.
To summarize, it can be stated that regimes 1 and 2 are best described using

the dimensionless slug length and regimes 3, 4 and 5 can be distinguished by the
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proposedmodifiedDean number. Note that themodifiedDean number increases with
the length of the slug. Therefore, longer slugs tend towards regime 5, whereas shorter
slugs require more effort (higher conventional Dean number Dn) to transition into
regime 5 and benefit from the intensified mixing.

By means of these findings, the fluid dynamics and mixing behavior of gas-liquid
slug flow can be controlled to some extent. A possible application with regard to the
selectivity of a chemical reaction is discussed in the following chapter.

3.6 Influence of Fluid Dynamics on Yield and Selectivity
of a Competitive Consecutive Reaction in Taylor Flow
in Coiled Capillaries

The observed flow regimes in coiled capillaries (Sect. 3.5) are substantially different
with regard to the distribution of oxygen and oxidized products within the liquid
phase. This behavior may provide valuable information about the interplay between
selectivity and hydrodynamics of gas-liquid flow. For the evaluation, selectivity
of oxygen towards intermediate product is calculated according to the following
equation with respect to the underlying stoichiometry (Eqs. 8 and 9):

SO2,I nt = cInt
cInt + 2 · cK IC

(12)

Concentrations of Interm. cInt and Keto-IC cK IC are obtained by integrating the
local concentration distributions over the slug volume [7]. The selectivity S is plotted
against the conversion X of reactant Leuco-IC to account for the influence of varying
slug lengths and residence times when comparing the flow regimes (Fig. 18). For
the selectivity over conversion plots, entire images of the first coil are processed
and analyzed and the information from every liquid slug is evaluated to capture the
reaction progress accurately. Note that regimes 1, 2 and 3 are grouped in Fig. 18 as
their selectivity behavior is similar.

Generally, the selectivity of oxygen towards the intermediate product decreases
as the conversion increases, which is expected from a consecutive reaction. Regimes
1-3 perform worse in terms of selectivity, which is related to the accumulation zones
and a quick consecutive oxidation to the final product. Regime 4 as transition regime
behaves very similar to regimes 1–3 and extends the trend for lower conversions.
Regime 5, on the other hand, has the potential to achieve higher selectivity towards
an intermediate product, also for higher conversion, but shows amore scattering trend.
This is linked to the absence of an upper limit for this regime; the wide operating
range could include various flow phenomena not yet considered.

Regardless, a decreasing selectivity at conversions of 10–20% is observed for all
flow regimes, which is most noticeable for regime 5. This is an unusual phenomenon
that highlights the interdependence of hydrodynamics and chemical reaction. In
Fig. 18 two flow pictures are presented for high and low selectivity at a conversion
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Fig. 18 Selectivity plotted against conversion for regimes 1–5 with varying total flow rates and
gas/liquid ratios for gas-liquid slug flow in coiled capillaries

of 20% to explain this selectivity drop. The upper picture depicts a situation where
the core stream reaches the outer wall early. Hence, radial distribution of dissolved
oxygen is improved compared to the lower picture and more intermediate product is
formed. In the lower picture, mainly the core stream and the recirculation zone (upper
left corner) are oxidized and streamlines containing oxygen do not reach the inner
half of the slug before those areas are heavily oxidized. Due to the funneling at the
rear interface, streamlines forming the core stream are saturated quickly and cause
this quick consecutive oxidation of Leuco-IC in the core region for all the observed
flow regimes. The selectivity drop occurs at roughly 10–20% depending on the flow
regime, which suggests that core and recirculation zone make up a similar volume
fraction.

Focusing on the more stable area at 30–50% conversion (Fig. 18, right), the
selectivity over conversion plot reveals that regime 5 leads to selectivities that are
up to four times higher than for regimes 1–3, which is also indicated by the depicted
concentration profiles of the intermediate product. These results demonstrate that
the selectivity of gas-liquid slug flow in coiled capillaries depends drastically on the
governing flow. Since the occurring flow regime can be controlled via the operating
conditions (Sect. 3.5), these findings have huge potential as an additional means for
process optimization in the design of microreactors.
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4 Numerical Simulations of Chemical Reactions Induced
by Taylor Bubbles and in Taylor Bubble Flows

4.1 Description of the Front Tracking FEM Framework

The here employed numerical framework used for the simulation of Taylor bubble
flows is in details described in Chapter “Numerical Simulation Techniques for the
Efficient andAccurate Treatment of Local Fluidic Transport Processes Together with
Chemical Reactions” and has been already validated on the benchmark problem
of the 3D rising bubble originally introduced by Adelsberger et al. [19] and also
in the framework of Taylor bubble flow on the corresponding benchmark problem
introduced by Marschall et al. [20]. Moreover, as a result of the respective validation
studies both of these multiphase flow benchmark problems have been updated—up
to the best knowledge of the authors—with themost accurate benchmark results [21].
For the sake of brevity, let us summarize only the main features of the developed
numerical framework. The core component of the underlying simulation tool is a
Finite Element Method (FEM) based flow solver FeatFlow [22] taking advantage of
higher order isoparametric Q2/P1 basis functions. The employed non-stationary flow
solver is following a Pressure Schur Complement technique in order to decouple the
solution of the arising velocity and pressure systems. Due to the employed Arbitrary
Lagrangian-Eulerian (ALE) front tracking technique the computational mesh needs
to be always aligned with the gas/liquid interface which results in a mesh movement
governed by an additional PDE for the displacement discretized by Q1 FEM. The
driving force for the mesh movement is subjected to the updated displacement of the
gas/liquid interface nodal values, which therefore serve as boundary condition to the
discretized mesh deformation equation. As a benefit of the adopted ALE technique
(and alignment of the computational mesh with the interface), the interfacial tension
force term can be introduced in the framework of the Laplace-Beltrami operator as
a surface integral on the interface according to a semi-implicit realization originally
proposed by Hysing [23]. This realization theoretically relaxes the capillary time-
step restriction and allows for the use of relatively larger timestep values, however
due to the employed ALE framework the here adopted temporal discretization is
a related to a first order Backward Euler method thus still restricting the time step
sizes. Nevertheless, the use of the isoparametric Q2 basis functions at the interface
aligned elements together with the Laplace-Beltrami transformation of the interfacial
tension is the key feature being responsible for the overall high order accuracy of
the developed numerical scheme [21]. The solution of the arising linear problems
is accelerated (1) by the use of geometrical multigrid solvers and (2) by the use of
domain-decomposition based parallelization method allowing a reasonable scaling
of the computations up to a few hundreds of cores on the used LiDo computational
cluster nodes.

The simulation of the additional system of PDEs related to the transport of
species—discretized by Q1 FEM—with chemical reaction exploits the large differ-
ence of time-scales related to the fast flow and slow transport of species. Accordingly,
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the system of transport of species is decoupled from the flow solver and is computed
after determining the steady state flow field (the existence of which is restricted to
the underlying process parameters) which is used for the construction of the corre-
sponding convection terms. The adopted flow/species transport decoupling technique
allows for the use of different computationalmeshes for the two separated subsystems
making it possible to use substantially finer computational meshes with additional
boundary layers along the gas/liquid interfaces. Since, the resulting flux of the oxygen
species from the bubble volume through the interface is negligible in the analyzed
time intervals, the bubble volumewas excluded from the specie-transport simulations
and its presence was reflected only by the corresponding boundary concentrations
by prescribing the equilibrium concentration of oxygen according to Henrys law. All
other species were treated by a zero-flux boundary condition on the bubble surface.
Interpolation of the velocity solution from the flow solution onto the specie-transport
meshwas performed in the framework of an L2 projectionwhich due to the employed
algebraic flux-correction method [24] guaranties conservation on the discrete level
and offers the use of a high-resolution non-oscillatory numerical scheme. The reac-
tion terms (representing the transport of species in the dimension of species) were
treated in an operator splitting approach according to which a system of ODEs has
been computed at each time step for each node of the computational mesh, indepen-
dently from each other. For this purpose the numerical method and particular imple-
mentation of [25] has been used which takes place after the PDE based transportation
of species in the physical space due to diffusion and convection.

4.2 Numerical Simulation of Large Taylor Bubbles
with Chemical Reaction

According to the above given numerical description a validation study based on
experimental results [10] has been performed. Since the here analyzed system refers
to a rather complex multiphase flow problem which in addition is addressed by a
large set of parameters, the precision of which might be subjected to different extent
of prediction (i.e. measurement) errors, it was necessary to carry out sensitivity
analysis of some critical parameters. From the geometrical point of view the setup is
defined by a straight capillary of diameter dc filled with acetonitrile as liquid phase
entrapping a bubble of air of a specified volume Vg . The computationally considered
capillary length Lc was chosen in a way to eliminate its influence on the resulting
bubble shape and flow structures surrounding the bubble. The initial bubble centers
were chosen to be in the vicinity of the geometrical center of the capillaries and due
to the employed reference frame transformation—calibrated against the center of
mass of the considered bubbles—remained at the chosen position. The above listed
geometrical parameter values for the here considered two cases are summarized in
Table 3.
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Table 3 Summary of geometrical parameter defining the two Taylor bubble simulation cases

dc (mm) Vg (mm3) Lc (mm) Lb (mm) δ f (μm) vb,exp (mm s−1) vb,sim (mm s−1)

4.0 88.0 18.0 1.966 34.5 ~3.0 2.28

5.0 118.5 16.5 2.410 89.7 ~20.0 18.7

dc stands for the capillary diameter, Vg computationally determined bubble volume, Lc is the

considered length of the capillary, Lb is the axial length of the bubble, δ f is the minimum film
thickness between the bubble interface and the capillary wall. vb,exp and vb,sim stand for the
experimentally and computationally determined bubble rise velocities

The experimentally measured validation data comprises a point-segmentation of
the bubble interface and a rise velocity vb,exp of the bubble, both measured under
‘pseudo steady state’ conditions. It has to noted, that the volume of the bubble in
the experiment is monotonically decreasing due to the underlying chemical reaction
which is consuming the oxygen species from the bubble.However, due to the different
timescales of reaction and hydrodynamics a concept of a pseudo steady state could
have been adopted for performing the numerical simulations. The experimentally
recorded segmentation of the bubble surface is displayed in Fig. 19 and the bubble
rise velocities are listed in Table 3. The set of adopted physical properties for the
corresponding liquid and gas phase are listed in Table 4. The imposed boundary
conditions of the numerical simulations are chosen as no slip boundary conditions
on all surfaces, which in light of the adopted reference frame transformation affects
only the axial velocity component,which is assigned during the non-stationary course
of simulation to the negative bubble rise velocity vb,sim .

The bubble interface during the fluid flow simulation undergoes dramatic changes,
which is mainly depending on the initial bubble shape and reaches steady state
(for the considered relatively small capillary diameters) where the buoyancy force
finds equilibrium with the surface tension- and hydrodynamical forces. Temporal
oscillations in the bubble shape (length, diameter) such as rise velocity are occurring
and are more pronounced for the larger capillary diameter case. Typical evolution of
the computationally recorded rise velocities for the considered cases are displayed
in Fig. 19 (upper subfigures). The graphical representations of the rise velocities
show the sensitivity of the results with respect to a T = 21 °C temperature difference
change (from T = 0 °C to 21 °C) causing the resulting change of the viscosity of the
liquid phase fromμl = 0.48mPas toμl = 0.37mPas [26] which clearly approaches
the experimentally measured bubble rise velocity for the experimentally recorded
temperature of T = 21 °C. As it can be seen from the corresponding evolution of
the bubble rise velocities the bubble reaches its nearly steady state (in the reference
frame) in relatively very short time which is in both cases less than a second. From
this point on the bubble shape also does not experience anymovement anymore what
made it possible to extract the bubble surface and compare it with the experimentally
captured and segmented data [10]. This comparison is visible in the lower subfigures
of Fig. 19. As it can be seen from the figure, the agreement in this regards is even
closer than for the rise velocities, onlyminimal differences are visible at the front side



534 M. Schlüter et al.

Fig. 19 Upper subfigures correspond to the time-evolution of bubble rise velocity for the 4.0 mm
capillary (left) and for the 5.0 mm (right) capillary configuration, respectively. The lower two
subfigures display the experimentally measured interface segmentation (black dots) for the 4.0 mm
capillary (top) and for the 5.0 mm (bottom) capillary configuration, and the grey contour represents
the computationally obtained interface reconstruction, respectively. The colorscale corresponds to
the distribution of velocity magnitude

Table 4 Summary of physical parameter defining the two Taylor bubble simulation cases

μl (Pa s) μg (Pa s) ρl (kg m−3) ρg (kg m−3) σl/g (N m−1)

0.48 × 10−3 1.80 × 10−5 780.0 1.3 0.0290

μl and μg represent the viscosity of liquid and gas phase, ρl and ρg stand for the density of the
liquid and gas phase and σg/ l is the interfacial tension between the corresponding liquid/gas phases

of the bubble, but the wavy shape along the side of the bubble matches in an excellent
manner for both capillary sizes. This implies also an accurate prediction of the thin
film layer being squeezed between the bubble and the capillary, The corresponding
minimal film thicknesses are on the order of δ = 0.0345mm and δ = 0.0897mm
for the 4.0mm and 5.0mm capillary cases.
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Fig. 20 Computationally obtained interface segmentation for the 1◦ inclination difference
configuration. The colorscale corresponds to the distribution of velocity magnitude

Due to the related differences of the bubble rise velocities (especially for the
4.0mmcapillary case) investigationof other (aside of the alreadymentioned tempera-
ture adjustment) physically relevant sources have been performed. Since in the exper-
imental setup and the resulting measurement data have been identified patterns ques-
tioning the presence of a perfectly axisymmetric realization, the consequences of such
a geometrical realization have computationally also been analyzed. In this regards,
geometrical setups with inclination differences of 1◦, 2◦ and 4◦ (from the perfectly
vertical realization) have been analyzed by the help of correspondingly rotated grav-
itational fields and the rise velocities of 1.7mm/s, 2.1mm/s and 3.0mm/s have
been estimated, which confirmed the experimentally found observation showing
increasing rise velocities for increasing inclination angle differences [10]. Interest-
ingly, the resulting change of the bubble shape shows only negligible deviation from
the perfectly vertical realization (see Fig. 20 showing simulation results of a 1◦
inclination angle difference), only the bubble itself is located more eccentric, and
therefore the thickness of the liquid film between the bubble and the capillary varies
in a larger extent along the circumferential direction. This allows the bubble to travel
faster in a realization attributed to a larger inclination angle difference. Even so, the
internal recirculation inside of the bubble and along the bubble in the liquid is very
similar already for small inclination angle differences (see Fig. 20). Since, experi-
mental measurements were performed with a precision of ±1◦ it might be indeed
the reason for the additionally gained rising speed of the experimentally observed
bubble with respect to its computational counterpart. This means, that already for
small inclination angle differences the bubble might have travelled faster and might
have exhibited sensibly large deviations of flow patterns from an axisymmetric flow.

The obtained results corresponding to the hydrodynamics have been further used
in the framework of simulations of chemical reactions corresponding to the CuI/O2

chemical reaction system according to Schurr [12] undergoing a consecutive reac-
tion mechanism. Thanks to the optical activity of the intermediate product CuIII

species, the experimental observation of its distribution was enabled and therefore
was recorded, as it is visible in Fig. 21 (left). By using the reaction orders and
constants—characterizing these 2 chemical reactions—found experimentally [12]
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Fig. 21 Comparison of the experimentallymeasured concentration distributions of the intermediate
CuIII species (1a and 1b for the 4.0 mm and 5.0 mm capillary cases [10]) with respect to the
computationally obtained steady state concentration distributions (2a and 2b for the 4.0 mm and
5.0 mm capillary cases). 2c displays the concentration distribution of CuIII species for the 1◦
inclination difference configuration from the most un-symmetric view perspective for the 4.0 mm
capillary diameter case

and computationally (Chapter “Numerical Simulation Techniques for the Efficient
and Accurate Treatment of Local Fluidic Transport Processes together with Chem-
ical Reactions”)—the corresponding simulations of transport of species with chem-
ical reactions have been performed and compared to the experimentally recorded
images. The compilation of the obtained computational data is displayed in Fig. 21,
which shows the pattern of the monitored species CuIII in a very good agreement
for both capillary size cases with the experiment. Unfortunately, the experimentally
recorded distribution of theCuIII species are due to the interface refractions not clearly
visible in a close vicinity to the interface, therefore the comparisons can be done
only in the bubble wake, which however shows very similar features of the compu-
tational predictions to the experimental images. In addition, the simulation result
for the 1◦ inclination angle difference is also included showing the distribution of
CuIII species from the most un-symmetric view perspective for the 4.0mm capillary
size case. Inspecting this simulation result (for the 4.0 mm capillary) from a 90◦-
rotated perspective, however, shows an optically almost undistinguishably similar
distribution as for the perfectly vertical configuration. Nevertheless, the simulation
results obtained for the 4.0 mm diameter capillary clearly show the influence of
an already slight inclination angle on the flow structures and therefore, also on the
underlying chemical reaction. This influence might be the necessary component for
breaking the perfectly axisymmetric flowstructures into the experimentally recorded
non-axisymmetric performance for the 5.0 mm capillary case, which is therefore
expected to break up the thin CuIII stream into a wavy ribbon flow structure, as
shown in the corresponding experimental subpicture 1b of Fig. 21. Therefore, the
analysis concerning the inclination angle for the 5.0 mm capillary shall be subjected
to future work.
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Finally, it also has to be noted that the timescale corresponding to the achievement
of the here presented nearly steady state concentration distributions were on the
order of ≈5.0 s which is roughly an order larger than the timescale needed for the
achievement of steady state of the hydrodynamics simulation. Therefore, the here
adopted decoupling of hydrodynamics and transport of species has been justified.

4.3 Numerical Simulation of Taylor Flows with Chemical
Reaction in Straight Capillaries

In this subchapter an insight into a study combining experimental and numerical
techniques for a chemically reacting Taylor bubble flow is provided. The descrip-
tion of the experimental setup is described in Sect. 2.2 and the description of the
corresponding numerical components used for the simulations are given in Sect. 2
in Chapter “Numerical Simulation Techniques for the Efficient and Accurate Treat-
ment of Local Fluidic Transport Processes together with Chemical Reactions”. From
the numerical point of view, the here considered problem is very similar to the
large Taylor bubble problem described in Sect. 4.1 with the difference of certain
geometrical and physical parameters which are summarized in Table 5.

Moreover, the chemical reaction network corresponds to a competitive consecu-
tive reaction system, which is represented by the following reaction scheme:

A + B
k1−→ C

A + C
k2−→ D

Table 5 Summary of
geometrical and physical
parameters defining the
computational setup of the
Taylor bubble flow

Geometrical parameters Physical parameters

Capillary
diameter

1.6000 mm Liquid
viscosity

1.15 × 10−3

Pa s

Periodic
length

3.6000 mm Gas
viscosity

1.8 × 10−5 Pa s

Bubble
diameter

1.5576 mm Liquid
density

1015 kg m−3

Bubble length 1.5617 mm Gas density 1.200 kg m−3

Bubble
volume

0.49626 mm3 Interfacial
tension

68.9 × 10−3

N m−1

Bubble
surface area

1.9097 mm2 Pressure
gradient

11.94 × 10−3

bar m−1

Film
thickness

0.02119 mm Bubble
velocity

34.66 × 10−3

m s−1
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In the above equation (A) refers to the dissolved O2 species in the liquid phase,
(B, C, D) refer to the corresponding oxidation species of the leuco-indigo carmine
reaction system (see Sect. 3.5) and k1 and k2 are the reaction constants determining
the speed of the reaction rates r1 and r2 which are defined as follows:

r1 = k1cAcB and r2 = k2cAcc

The above defined reaction rates refer to a first order reaction mechanism with
respect to both reactants in both chemical reactions. The values of the reaction
constants have been experimentally determined in [17] as k1 = 6.35× 10Lmol−1 s−1

and k2 = 22.41 × 105 L mol−1 s−1 and therefore were used for the primary numer-
ical simulations and in the next step have been varied in order to find an agreement
with the experimentally recorded concentration evolution of species. The partic-
ular realization of the numerical simulations from the point of view of the imposed
boundary conditions is related to an assumption of periodicity along the capillary
axis. The adopted assumption is fully justified concerning the flow field of a sample
pair of bubble/slug—especially far downstream of the capillary—which is achieved
by imposition of a simple periodic boundary condition for velocity but a periodic
boundary condition with a jump for the pressure. The value of the jump corresponds
to a dp

dx pressure gradient, the value of which was iteratively found by enforcing the
required flow rate through the capillary. It has to be noted that the adopted period-
icity assumption (without concentration jump) imposed for the species concentration
corresponds to slightly different realization of the problem than the real experimental
setup. The difference between the two counterparts is that in the numerically recon-
structed representation an infinite chain of bubble/slug units is considered to be trav-
elling in time, where all these units have initially the same concentration distribution
of species; and in the experiment each bubble/slug unit starts at the beginning of the
capillary with the same initial concentration distribution and travel in space through
the capillary. The similarity of these two representations are closest to each other
under the condition that the exchange of species is as small as possible between
the individual liquid slugs, which is roughly fulfilled due to the small liquid film
thickness between the bubble and the wall of the capillary. An additional remark
concerning the evaluation of the simulation results has to be stated and that is related
to a conversion of the 3D simulation results to an equivalent representation captured
by the corresponding experimental method. According to this equivalent represen-
tation, the 3D numerical results have been projected according to a “capillary-depth
averaging” technique to a 2D representation which is fundamentally equivalent to
the experimentally recorded optical exposition of species concentration through the
capillary volume.

In Fig. 22 experimental and simulated concentration profiles of the three different
indigo carmine species are compared for a volumetric flow rate of V̇L = 4 mL min−1

and gas/liquid ratios of 0.5 and 0.33 for reaction times t = 3 s and 6 s. A complete
comparison for the entire recorded time is presented in [8]. Note that the intermediate
is shown on a scale one order of magnitude smaller.
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Fig. 22 Experimental and numerical concentration profiles of the three indigo carmine species at
reaction times t = 3.0 s and t = 6.0 s. Total volumetric flow rate V̇L = 4 mL min−1, gas/liquid
ratios = 0.5 and 0.33, Re = 48 [8]

Both, the experimental and numerical results, describe the expected concentra-
tion profiles well, i.e. Keto-IC in the core stream, near the interface and the tube
wall, and annular intermediate peaks in the transition zone between advection and
diffusion dominated areas. The dynamics, which are seen in the experiments, are
accurately captured by the simulations. In particular, the width of the core stream
and the shape and thickness of the ‘rings’ containing the intermediate product are
in good agreement between simulation and experiment. A quantitative comparison
with integrated concentrations over liquid slug volume is given in Fig. 23 for the
three indigo carmine species.

As the reaction progresses, Leuco-IC is consumed and the completely oxidized
product Keto-IC is formed, while the intermediate remains at a low concentration
level. The concentration profiles in the numerical simulations predict a slightly faster
consumption of Leuco-IC and formation of Keto-IC. This deviation is related to
the image processing routine that masks areas near the bubble interface, which
mainly consist of oxidized products. Therefore, these areas cannot be included in the
integrated concentration values leading to the described mismatch.
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Fig. 23 Concentration development of the three indigo carmine species for a total volumetric flow
rate of V̇L = 4 mL min−1 and gas/liquid ratios of 0.5 (left) and 0.33 (right). Solid lines indicate
experimental and dotted lines simulated results [8]

However, the deviation for the intermediate concentration cannot be explained
this way and is either related to numerical diffusion, non-ideal flow behavior in the
experiments, inaccurate kinetic constants or a combination of these effects. Hence,
another attemptwith an adapted reaction constant for the second reaction is conducted
that provides intermediate concentrations more similar to the experimental ones
(Fig. 24), while barely affecting the other two species.

This proves that gas-liquid slug flow with a consecutive chemical reaction can be
successfully simulated with the employed numerical methods. The dynamics of the
flow are captured with high accuracy and the modelling of mass transfer with chem-
ical reaction will be sharpened in future to resolve the intermediate concentration
front even better. In a next step, the numerical methods will be transferred to more

Fig. 24 Simulated concentration profiles of the three indigo carmine species after 6 s reaction time:
(left) k2 = k1; (right) k2 = 0.5 k1 [8]
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complex reactor geometries providing an important tool to find optimized process
windows with improved mass transfer and chemical selectivity.

5 Conclusion

Within this chapter it has been shown, that Taylor bubbles are well suited, to study
the influence of fluid dynamics on chemical reactions in detail, experimentally
and numerically. The chemical reaction systems, that have been developed for this
purpose are easy and cheap available and can be treated without deep expertise
in chemistry. For the analytics, visual observations or UV/VIS imaging as well as
common spectroscopic measurements can be utilized. The Taylor bubble benchmark
experimental setup can be used for industrial relevant chemical reactions as well to
proof their sensitivity concerning the influence of fluid dynamics on yield and selec-
tivity. This has been shown with different competitive-consecutive reactions. For the
numerical simulations the Arbitrary Lagrangian-Eulerian (ALE) front tracking tech-
nique has been used in a FEM framework to enable a high resolution of the interface
and boundary layers and to track the concentration distribution in the vicinity of the
Taylor bubbles. The interplay ofmass transfer, hydrodynamics and chemical reaction
could be successfully shown in agreement between experimental results and numer-
ical simulations. Furthermore the experimental results for a competitive-consecutive
reaction show, that the local fluid dynamics especially in the wake of a Taylor bubble
or within the liquid slug in a Taylor flow can significantly affect the selectivity.
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Abstract A joint approach of chemists, mathematicians and engineers in the field of
chemical reaction enhanced gas-liquid mass transfer on single bubbles is presented.
New chemical systems are developed for homogenous chemical reactions in the
liquid. By applying different metal-complex based reaction systems with diverse
ligands in different reaction media (water and organic solvents) a broad range of
reaction kinetics is available. As one measure, the bubble size change over time
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is investigated. The shrinking of the bubble allows the determination of overall
mass transfer rates under diverse conditions. Numerous groups investigated the wake
region of the bubble. The influence of the mixing behavior in this region on the mass
transfer in general but also, e.g., on competitive consecutive chemical reactions is
visualized. For a deeper understanding of the effect of surfactants on mass transfer,
simulations are performed providing a high temporal and spatial resolution of the
flow and concentration field near the bubbles surface. Furthermore, a compartment
model for the description of themass transfer near a single bubble is developedwhich
allows the calculation of competitive consecutive chemical reactions with reasonable
numerical effort.

1 Mass Transfer from Single Bubbles

The description of mass transfer in multiphase systems is a topic still dominated
by either analytical approaches containing numerous simplifications (e.g., two film
theory [1]) or correlations which are several decades old (for an overview, see, e.g.,
[2]). While the simplifications and the sheer age of the correlations for Sherwood
numbers

Sh = kLd

DAB
(1)

(kL : liquidmass transfer coefficient; d or dB : equivalent bubble diameter; DAB : diffu-
sion coefficient of component A in B) do not necessarily compromise their applica-
bility, developments in hardware and software following these published correlations
should allow getting a deeper understanding of their limits and widen the limits for
more complex cases. The following major gaps in the widely discussed literature on
gas-liquid mass transfer under reactive conditions are addressed in this chapter:

1. effects of rising times of more than roughly one second

(a) influence of desorption effects on the mass transfer results
(b) rise behavior and/or mass transfer influenced by surface active compo-

nents apparent in the system due to the chemical reaction, i.e., ligands

2. local mass transfer phenomena in the vicinity of the surface and influence of
the wake mixing

(a) experimental: accessibility of local information in the vicinity of the
surface of the bubble

(b) numerical: high Schmidt number problem

D. Hillenbrand · H. Marschall · A. Weiner · D. Bothe
Technical University of Darmstadt, Mathematical Modeling and Analysis, Alarich-Weiss-Str. 10,
64287 Darmstadt, Germany
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Sc = ν

DAB
(2)

(ν: kinematic viscosity of the liquid)

3. competitive consecutive chemical reactions in gas/liquid systems

(a) influence of bubble and liquid dynamics on the chemical reaction

For the presented projects dealing with single bubbles within the priority program
“DFG SPP1740-Reactive bubbly flows”, a rather straightforward path was chosen
to approach the topic. As proof of concept steps, the rise behavior of the bubble
and physisorption cases will be discussed briefly. Furthermore, the influence of a
chemical reaction on the mass transfer of the component transferred from gas to
liquid which acts as an educt will be discussed. The highest level of complexity
occurs in the case of a competitive consecutive chemical reaction.

This chapter documents how different groups of chemists, mathematicians and
engineers haveworked together to analyze the interactionbetweenfluid dynamics and
chemical reaction on a single, freely rising bubble. A brief visualization of the field of
work of each partner co-authoring this chapter is given in Fig. 1. Detailed information
for thework of eachworking group can be found in the project description chapters in
the first part of the book. This joint chapter rather aims at pointing out a general idea
what to consider while conducting the actual experiments, simulations and analysis
and showing trends for selected cases rather than discussing all potential cases in
detail.

Fig. 1 Brief visualization of the related groups’ work
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2 Materials and Methods

Within this chapter, a brief description of the experimental setups and the applied
chemical systems will be given. Table 1 gives a short overview of the following
descriptions. Not every group worked with all chemical systems as the complexity
of each system in combination with sophisticated measurement protocols demands a
focusing on specific phenomena to push the limits of existing approaches and deepen
the understanding of results identified within the priority program.

First, the gas-liquid systems will be discussed, starting with rather classical
approaches using carbon dioxide in water or sodium hydroxide and oxygen in a
sodium sulfite solution. Although not discussed in full extent here, this is followed
by a rather detailed description of the chemical reaction systems developed within
the frame of the priority program. Furthermore, the approach for the measurement of
the integral mass transfer will be discussed, followed by the description of the local
mass transfer measurements and the numerical approaches.

2.1 Chemical Reaction Systems

Some particular features of the chemical systems described afterwards are to be
emphasized. All systems have reasonable reaction kinetics for the investigation
under ambient conditions. Still, they showdiverse reaction constants and, specifically
valid for the newly investigated systems from the chemical groups, the kinetics are
adjustable with diverse ligands. In parts, they have specifically designed fluorescent
features. With respect to applications in the chemical industry, very particular for
this program are chemical reactions in organic solvent systems and the investigation
of competitive consecutive chemical reactions.

2.1.1 CO2 in Water and in NaOH-Solution

Tomeasuremass transfer in gas-liquid systems, there aremanydifferent requirements
on test facilities and properties of the test systems.One of the simplest approaches due
to its uncritical properties and easy handling is the mass transfer of carbon dioxide
in aqueous solutions. The materials are inexpensive and commercially available.

The system CO2-water can be modified by adding sodium hydroxide to the
aqueous phase. The mass transfer is enhanced by the neutralization reaction. After
the physical adsorption of the CO2 in the water, the basic reactions in the liquid phase
are:

CO2(aq) + OH− � HCO−
3

HCO−
3 + OH− � CO2−

3 + H2O
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Table 1 Overview of the gas-liquid systems used by each co-authoring group and the according
investigation approaches

Working
groups/methods/chapter

Bubble sizes
(mm)

Materials Analysis

Kraume/Böhm/image
analysis, GC/
Chapter “Mass Transfer
Around Gas Bubbles in
Reacting Liquids”

2–8 (initial
size)

CO2 in water
CO2 in NaOHaq
O2/Ar/N2/NO in
methanol
O2 in DCM with
copper-precursor
complex
CO2/NO in water with
nitrosyl-iron complex
ligands: edta, hedtra,
nta, citrate, H2O
O2/N2/NO in the
MNIC/DNIC system

Bubble size, velocity,
shape, gas composition
and, therefore, mass
transfer coefficient over
time

Schlüter/pLIF, TRS-LIF/
Chapter “Experimental
Investigation of Reactive
Bubbly Flows—Influence
of Boundary Layer
Dynamics on Mass
Transfer and Chemical
Reactions”

ca. 3–7 O2 in water Influence of bubble
bouncing on reactive
mass transfer. Time
resolved
three-dimensional
visualization of mass
transfer at deforming
bubbles

Bothe/Schlüter/CFD,
PLIF/
Chapters “Experimental
Investigation of Reactive
Bubbly Flows—Influence
of Boundary Layer
Dynamics on Mass
Transfer and Chemical
Reactions” and “Modeling
and Simulation of
Convection-Dominated
Species Transport in the
Vicinity of Rising
Bubbles”

0.7–0.8 O2 in water Experimentally
validated numerical
simulations of reactive
single rising spherical
bubbles influenced by
surface active
substances

Nieken/numerical/
Chapter “Determination
of Intrinsic Gas-Liquid
Reaction Kinetics in
Homogeneous Liquid
Phase and the Impact of
the Bubble Wake on
Effective Reaction Rates”

2 Toluene Compartment model
for process-oriented
modeling of reactive
flows around bubbles

(continued)
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Table 1 (continued)

Working
groups/methods/chapter

Bubble sizes
(mm)

Materials Analysis

Bothe/Marschall/CFD/
Chapters “Modeling and
Simulation of
Convection-Dominated
Species Transport in the
Vicinity of Rising
Bubbles” and
“Development and
Application of Direct
Numerical Simulations for
Reactive Transport
Processes at Single
Bubbles”

1.45 O2 in water Influence of surfactant
sorption and transport
on rise velocity, bubble
shape, wake structure

This has been extensively studied in the literature [3–5]. This system can be inves-
tigated with pure educts without having to consider major influences of surfactant.
The enhancement factor

E = kL ,reactive

kL ,physical
(3)

of the mass transfer can be influenced by the concentration of sodium hydroxide [6].

2.1.2 O2 in Water and Na2SO3 Solution

The absorption of oxygen in water is another classical approach. The effect of a
chemical reaction consuming the dissolved oxygen released by the bubble can further
be studied using a second order oxidation of sodium sulfite to sulfate in aqueous
solution as reported in [7]. The typical reaction equation is

SO2−
3 + 1

2
O2 → SO2−

4

although this formal course of reaction is only the overall reaction equation [8]. It is
presumed that the reaction is catalyzed by metal ions within the solution, in case of
this experimental procedure by cobalt(II)sulfate according to

Me2+ + HSO−
3 � Me+ + HSO

.

3
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.
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.
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HSO
.
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4 + HSO
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The advantage of this simplifiedmechanism is the possibility to formulate a second
order kinetics, yielding

dcO2

dt
= −k1cO2cHSO−

3
(4)

(k1: reaction rate constant). To visualize and measure the transferred oxygen
in the wake of a rising bubble, a solution of an oxygen sensitive dye, namely
dichlorotris(1,10-phenanthroline)-ruthenium(II)hydrate, is added to deionizedwater.
The fluorescence of the dye is quenched in dependency of the oxygen concentration,
which allows to visualize the local oxygen concentration from camera recorded
grey values. A prior calibration allows to quantify the local oxygen concentration in
dependency of processes in the bubble wake such as mixing and reaction.

2.1.3 NO in a Nitrosyl-Iron Complex Solution

The in situ characterizable nitrosyl–iron complexes with aminecarboxylates have
proven their utility since the 1980s in terms of a controllable reactivity in amultiphase
reaction medium. In the turn of the millennium, the body of spectroscopic, kinetic
and thermodynamic data was completed comprehensively by the van Eldik group
[9–11].

The fundamental reaction of the adsorption of nitrogenmonoxide (NO) by ferrous
solutions follows the scheme:

Fe2+(aq) + NO(g) � [Fe(NO)]2+(aq)

Using water as a ligand, NO substitutes one water molecule:

[
Fe(H2O)6

]2+ + NO �
[
Fe(H2O)5NO

]2+ + H2O

Adding aminecarboxylates as chelating ligands, their strong binding affinity to
iron is reflected by the replacement of water molecules according to their denticity,
respectively, binding sites towards a metal (see Fig. 2). Within the aminecarboxy-
late ligand group, a higher denticity results in higher stability constants of the
FeII(ligand)/NO-complex. In the ligand sequence: hedtra > edta > nta > (citric acid)
citrate > ida > H2O stability constants KNO for FeII(ligand)/NO complexes range
from (1.5 ± 0.2) × 107 for hedtra to (1.15 ± 0.05) × 103 for the water complex
showing the obvious stability effect. All complexes exhibit an intense colour, which
makes this system very useful for optical detection (e.g. λ = 435 nm = 820 L mol−1

cm−1 for the edta complex).
The investigation of the influence of the hydrodynamic behavior towards the yield

of competing reaction products requires a competitive consecutive reaction pattern.
As nitrogen monoxide acts as a transfer species, this reaction pattern is realized
in methanol in the reaction sequence: ferrous chloride → MNIC → DNIC (see
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Fig. 2 Applied reactive systems: a upper part: reaction in aqueous media with used ligands, exem-
plified for the ligand ida; lower part: two processes for reaction in methanolic media with MNIC-
DNIC sequence; b reaction of [Fe2(H-HPTB)Cl3] with dioxygen in methanol; c reaction of Cu(I)
DBED complex in THF to the peroxido complex and subsequent decay to the bis(µ-hydroxido)
complex
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Fig. 2 and Chapter “In Situ Characterizable High-Spin Nitrosyl–Iron Complexes
with Controllable Reactivity in Multiphase Reaction Media”).

As shown in Chapter “In Situ Characterizable High-Spin Nitrosyl–Iron
Complexes with Controllable Reactivity in Multiphase Reaction Media” in more
detail, the question has to be raised, how to implement a safe environment for exper-
iments with hazardous chemicals like gaseous nitrogenmonoxide. This should not be
seen as an underestimated challenge. The knowledge transfer from a chemistry to an
engineer laboratory with training on the spot is supposed to be mandatory. Another
problem emerges when working with a bubble column of several meters in height
which cannot be enclosed in a fume hood. No direct connection with the NO-feeding
gauge is advised. Instead, the NO production (see Chapter “Analysis of Turbulent
Mixing and Mass Transport Processes in Bubble Swarms Under the Influence of
Bubble-Induced Turbulence” for a detailed arrangement) can be realized within a
fume hood, collecting the NO within a gas bag or a gastight syringe and connecting
the reservoir in a trusted sealed way with the bubble column. Since experiments with
single bubbles work with a very low reactive gas content, the flue gas does not need
to be treated with a scrubbing solution. The single NO gas bubble reacts completely
with the ferrous solution before reaching the upper liquid surface.

Changing from water to an organic solvent, the protective measures have to be
enhanced. A local exhaust equipment connected with the outlet of the column is
necessary to extract the potential explosive and toxic atmosphere caused bymethanol
and methylnitrite, the latter developing in the course of the reaction. Additional
precautions must be taken when mixing the chemicals in containers with methanol
and deoxygenating with inert gas.

2.1.4 O2 in Iron-Peroxido Complex Solution

According to equation b) in Fig. 2, a labile iron(III) peroxido complex
[Fe2(HPTB)(O2)Cl2]Cl is formedwhen the iron(II) complex, [Fe2(HPTB)Cl3], reacts
with dioxygen in methanol. The reaction has been studied in detail by stopped-flow
techniques and kinetic data obtained were furthermore confirmed by continuous flow
measurements using a SuperFocus mixer setup [12]. A huge advantage of this reac-
tion system is the possibility to easily obtain the starting material in larger amounts
and even more important, to “recycle/reactivate” it (details on this “recycling” are
reported in Chapter “Formation, Reactivity Tuning andKinetic Investigations of Iron
“Dioxygen” IntermediateComplexes andDerivatives inMultiphase FlowReactions”
and [12]).While [Fe2(HPTB)Cl3] is extremely sensitive towards dioxygen, the corre-
sponding iron(III) complex [Fe2(HPTB)Cl4]Cl is completely stable. Reducing this
complex with ascorbic acid in a bubble column while an argon or nitrogen bubble
swarm is used for mixing purposes, the solution regenerates back to the iron(II)
complex that then once again can react with dioxygen (accompanied by character-
istic color changes). Surprisingly, this procedure can be repeated several times (for
other systems, usually, only one cycle is observed for oxidation reactions and often
decomposition follows) and, therefore, this makes it a perfect system to be studied
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under industrial conditions. Unfortunately, so far it was not possible to work with
this system in water (decomposition of the peroxide complex is too fast under these
conditions) [13]. Therefore, methanol was used as the continuous phase. Further-
more, while the iron peroxide formation was tested in bubble columns, the reac-
tion rates (formation and decomposition of the peroxido complex) did not allow a
detailed study on single bubbles. Work is in progress to optimize this reaction system
accordingly.

2.1.5 O2 in a Copper-Precursor Complex Solution

Another system that provides the opportunity to be used on a large scale is the Cu-O2

system. The di-tert-butyl-ethylene-diamine (DBED) system offers numerous advan-
tages: the ligand DBED is commercially available and cheap. Hence, the advantages
of the Cu/O2 chemistry known from small scale experiments [14] can be used in large
scale experiments such as bubble columns (see Chapter “Investigation of Reactive
Bubbly Flows in Technical Apparatuses”). As depicted in Fig. 2c, the ligand DBED
stabilizes the copper(I) precursor complex [Cu(DBED)MeCN]OTf which easily
reacts with air or pure oxygen to a side-on-peroxo species [Cu2O2(DBED)2](OTf).
This chemistry is normally performed at low temperatures below T = −80 °C to
study tyrosinase model complexes [15]. At temperatures above T = −80 °C, the
Cu(II) intermediate species decays to a bis(µ-hydroxido)dicopper(II) complex [16].
Details on the chemistry can be found in Chapter “Control of the Formation and
Reaction of Copper-Oxygen Adduct Complexes in Multiphase Streams”.

For the usage of the system in large scale at the location ofmeasurement, simplified
laboratory conditions have been developed: ligands and solvents were not dried but
used directly from a freshly opened container. Dichloromethane (DCM)with a purity
of 98% was stripped by inert gas to purge it from oxygen. The complex solutions
were prepared in a standard glove boxwithout any automated purification system and
with a dioxygen content of approximately c= 20–50 ppm.Under ideal conditions, an
average rate constant of peroxido formation of k=1.3 s−1 was found atT =293K.An
experiment under the simplified laboratory conditions resulted in a slightly increased
rate constant of k = 1.6 s−1. Interestingly, both experiments displayed a maximum
extinction coefficient of ε = 7800 L mol−1 cm−1, which accounts to a yield for the
peroxido intermediate of 24% compared to a coefficient of 32,000 L mol−1 cm−1,
found at low temperatures.

Therefore, the DBED reaction system is suitable for experiments at locations with
limited laboratory equipment.
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2.2 Integral Mass Transfer Measurements
and Bubble/Liquid Dynamics

For the investigation of integral mass transfer, a bubble rising test cell was developed
(detailed description in [17] and Chapter “Mass Transfer Around Gas Bubbles in
Reacting Liquids”). Integral mass transfer in this context means that for this part of
the analysis, no local phenomena at different locations near the bubble surface were
resolved. The idea here is to measure an overall change of the bubble volume and,
therefore, change of the amount of substance in the bubble due to gas-liquid mass
transfer. The analysis follows the equation

�Ni

�t
= kL A�ci (5)

(Ni : amount of substanceof component i; t : time; A: interfacial area; ci : volumetric
concentration of component i).

Once the transferred amount of substance over time and the current interfacial
area of the bubble is measured and the driving concentration difference between
the bubble surface and the bulk fluid is calculated, the mass transfer coefficient
in the liquid can be determined. For such measurements, often small bubble rise
test cells allowing only a rising duration of roughly one second have been used and,
furthermore, the three-dimensional interfacial areawas not precisely determined. The
choice of rather small test cells was partly due to the fixed camera positions relative
to the test cell which allows a reasonable two-dimensional spatial resolution for the
recorded shadowgraphy image of the passing bubble. Such an approach does not
allow the determination of bubble injection or long-time rising effects. If larger test
cells for longer ascent durations were used, the change of the actual interfacial area
over time cannot be resolved. Therefore, a bubble rise test cell has been developed
with a height of h = 2 m and a bubble injection at the bottom through a needle.
To realize a three-dimensional bubble shape analysis with a reasonable temporal
and spatial resolution, on a vertical traverse system, two perpendicularly arranged
cameras are moved with the bubble during its ascent. A servo motor is moving the
carrier of two cameras controlled by a real-time image analysis. In contrast to single
camera recordings, from the two images of the bubble recorded at the same time
from two different perspectives, a pixel-wise 3D reconstruction of the bubble shape
is possible allowing a determination of the volume and interfacial surface area at every
point in time. Therefore, the mass transfer coefficient as a function of time (kL = f (t))
can be calculated while the amount of substance and interfacial area were functions
of time as well. The experiments showed that for such a long ascent, desorption
effects lead to the fact that the driving concentration difference is a function of time
as well. Therefore, for selected cases, not only the optical measurements are applied
but, after certain ascent durations, the bubbles are collected in a funnel and a gas
analysis is performed to determine the ratio between the masses of the components.
This knowledge is necessary for accurate calculations of themass transfer coefficient.
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The bubble volume is used to calculate an equivalent diameter of the bubble
and furthermore the bubble rise velocity is determined. In combination with all the
determined material properties of the systems, this information is used to calculate
the dimensionless numbers of interest for this system such as the Reynolds number

Re = vzd

ν
(6)

(vz also called vB : vertical bubble rise velocity), the Peclet number

Pe = vzd

DAB
(7)

and the Schmidt and Sherwood number.

2.3 Local Mass Transfer Measurements

For the detailed understanding of local mass transfer phenomena from a single rising
bubble to the surrounding liquid, experimental visualisation techniques are neces-
sary that are not affecting the mass transfer process itself. While smaller bubbles
still might show a steady symmetrical behavior (no changes of the bubble shape
and a straight rising path), the concentration field measurements become much more
challenging for larger, freely ascending bubbles because these show a very dynamic
behaviourwith shape and velocity fluctuations. One opportunity for themeasurement
of a concentration field is to use instant 2D shadowgraphy with a liquid color change
near the bubble due to the appearance of the reaction product. This can provide a
concentration distribution that is integrated over the light path (light source through
the measurement volume to camera). For non-symmetrical cases, this rather gives
qualitative information. If the transferred species are showing fluorescence, the Laser
Induced Fluorescence (LIF) can be used to detect even very fast processes. Unfor-
tunately, the transferred species are often not fluorescent, not strong enough or in an
unfavorable wavelength. To overcome this obstacle, a fluorescent dye can be added to
the solution that is quenched by the transferred species (like oxygen). The common
trade-off between integration time and size of the measurement volume of other
measurement methods (IR, UV/VIS, Raman spectroscopy) make their application
a difficult task in this case. Nonetheless, for certain cases, a higher resolution in
3D is possible with tomography approaches. Below, the different techniques will be
described in detail with its advantages and disadvantages.
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2.3.1 Visualization of Local Mass Transfer by a Color Change

One of the simplest methods to visualize and investigate mass transfer with chemical
reactions at a freely ascending single bubble is to make use of the color change of
the product. As material for such investigations in aqueous solution, the nitosyl-
iron complex system with edta as ligand is suitable (see Sect. 2.1). This system
shows a peak of light absorption at λ = 472 nm and, therefore, enables a qualitative
reconstruction of thewake concentration field by a dual camera system equippedwith
respective bandpass filters. For a qualitative investigation within the bubble ascent
setup, a single bubble investigation cell is mounted allowing optical access. The cell
is made of stainless steel and glass and has a dimension of 90 × 45 × 115 mm
(width, depth, height). The cell is filled with nitosyl-iron complex solution. Single
NO bubbles are generated by a triggered magnetic valve connected to a needle at the
bottom of the cell. Two perpendicularly mounted high-speed cameras are applied.
Both cameras are triggered to synchronize the capturing process. Behind the test
cell in line with the cameras, LED light fields are installed to ensure a homogeneous
background and a light emission peak at λ = 472 nm. This approach is also applicable
for the MNIC/DNIC system, where both products of the consecutive reactions have
emission peaks at differing wavelengths. Using two different types of LEDs with
different wavelengths in one LED light field and applying according wavelength
filters to the camera lenses, allows the separation of concentration fields for the
two products (see Sect. 3.4 in Chapter “Visualization and Quantitative Analysis of
Consecutive Reactions in Taylor Bubble Flows”).

2.3.2 Visualization of Local Mass Transfer by 2D UV/VIS Tomography

The 2D UV/VIS tomography is similar to X-ray tomography, where an object is
exposed toX-rays and theX-rayprojection images are captured fromvarious different
angles around the object. These projection images are then used for the computer
tomographic (CT) reconstruction algorithm to compute the 2D area or 3D volume
data of the scanned object. As fast chemical reactions are causing strong concentra-
tion gradients at the moving boundaries of bubbles, the temporal resolution offered
by X-ray tomography with spatial resolution in the double-digit micrometer range is
not suitable to study localmass transfer. Instead, high-speed 2D fan-beam lasers were
used to capture the projection of a 2D slice of the wake of the bubble. This computed
tomography approach is beneficial as the time resolved 2D spatial concentration
distribution of a wake behind rising bubbles provides a 3D concentration profile.
This is useful as the profile is often inhomogeneous and irregular. Additionally,
numerous wavelengths of laser pulses can be combined, each corresponding to the
peak absorption spectrum in the best case of an educt, product or intermediate product
such that the corresponding concentration fields can be determined simultaneously
and selectively.

The setup uses the bubble column used in the integral mass transfer measurements
(Fig. 3). It consists of a glass tubewithD=75mminner diameterwhich is surrounded
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Fig. 3 Bubble column setup with laser sources and CMOS sensor arrays to obtain the 2D UV/VIS
projections for the 2D computed tomography approach

by an octagonal PMMA tube. The volume in between serves to match the refractive
indices of the curved glass tube (lens effect) and the medium outside. A laser beam
is split into three beams which are guided to three sides of the plane surfaces of
the octagonal tube. This laser beam can be composed of several laser beams of
different wavelengths by a dichroic beam combiner. Close to each plane surface
of the octagonal tube a x = 40 mm long optical element with 20 small cylindrical
concave glass lenses is attached. Every lens produces a divergent laser beam of 60°
width in the horizontal plane (perpendicular to the rising bubbles). A high-speed
rotation polygon scanner consisting of 12 plane mirrors quickly shifts the position
of the incoming laser beam on the lens array. On the opposite side of the cylindrical
lens array, five adjacent x = 40 mm long plane surfaces of the octagonal tube are
applied with a fast line sensor based on integrated silicon photodetectors CMOS
chip. Each detector array consists of five CMOS photodetector array chips and each
chip has 64 silicon photodiodes with 64 µm width and 127 µm length leading to
an exceptionally large pixel area with a very fast readout speed of f = 10 MHz.
These CMOS arrays with large pixel size generate analog signals with a sufficient
signal-to-noise ratio for which an 18-bit analogue-to-digital converter (ADC) leads
to a digital signal with high dynamic range. A field programmable gate array (FPGA)
based data acquisition system was developed to capture data from all the 25 CMOS
sensors at 5 Gb/s. The used setup which is based on the combination of the fast-
rotating polygon mirror and the fast CMOS array readout which allows the real-time
capture of the 2D projections. From these projections the chemical 2D concentration
profile with high temporal resolution in the wake of a single bubble can be computed.
The current hardware is designed to acquire a 2D image within t = 1 ms.
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2.3.3 Visualization of Local Mass Transfer by LIF

To investigate local mass transfer and concentration fields in the wake of unconfined
rising bubbles, Laser Induced Fluorescence (LIF)-measurements are highly suitable.
While a planar approach with a single laser-light sheet is appropriate for bubbles that
exhibit a rotational symmetric wake, a more complex scanning approach needs to
be implemented for the wake of slightly larger, helically rising bubbles. Here, both
approaches are considered. To study the interaction between fluid dynamics, mass
transfer and a chemical reaction, the concentration field in the wake of a linearly
ascending bubble has been quantified by time resolved planar-LIF experiments. For
investigations of the interaction between fluid dynamics and mass transfer at free
ascending bubbles that show wobbling and a helically rising paths, the 3D concen-
tration wake has been quantified by Time Resolved Scanning LIF (TRS-LIF) [18].
Both setups share many aspects, such as the same measurement cell with a cross
section of A = 15 × 15 cm2 and a height of H = 30 cm made of stainless steel
and glass, allowing optical access from all directions (Fig. 14b (4)). A hypodermic
needle of varying diameter can be placed rotatablewithin the center axis at the bottom
allowing the adjustment of the trajectory. For illumination, a pulsed Nd:YLF laser
with a wavelength of λ = 527 nm, pulse width < 210 ns and at a maximal repetition
rate of 10 kHz is used (Fig. 14b (1)). For the TRS-LIF, the laser beam is reflected by
a rotating mirror (Fig. 14b (3)) after passing a light sheet optic (Fig. 14b (2)), while
a similar light sheet optic is directly passed for the planar LIF. The fluorescence
illumination induced by the emitted laser light is then recorded with a high-speed
camera (Fig. 14b (5)), positioned perpendicular to the light sheet, synchronized with
the laser pulses. The camera chip is protected by a bandpass filter with a center
wavelength of λ = 590 ± 2 nm.

2.3.4 CFD Approach for Single Bubble Ascent and Local Mass Transfer

Since all experimental methods for local mass transfer enable only certain specific
insights into single phenomena, for the whole picture of mass transfer and reac-
tion processes, numerical simulations are a necessary and helpful complementary
approach. It has been shown in the priority program SPP1740 that experiments
without contaminations are nearly impossible, because most tracers, reactants and
other chemicals act as surface active contaminants even at very low concentrations.
Due to their strong impact on the flow dynamics, for a satisfying comparison, such
effects must be modeled in the simulation approach. A numerical framework suit-
able to study the transport and adsorption of surfactant in bubbly flows is the Arbi-
trary Lagrangian Eulerian (ALE) interface tracking method, a solver of which is
implemented in the OpenFOAM library [19, 20].

The interface tracking approach is based on the so-called sharp interface model;
see Chapter “Reactive Bubbly Flows—An Interdisciplinary Approach” in [21] for a
brief summary. The numerical setup consists of one volumemesh for each phase. One
set of governing equations is solved for each phase, and the solutions of both domains
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are coupled based on jump and transmission conditions arising from the balances of
mass and momentum at the interface. The interface is approximated by parts of their
mesh boundary. Both meshes can be moved such that they resemble the fluid phase
motion.A typical interface trackingmesh for the simulationof a risingbubble consists
of prismatic layers extending from the interface into both fluid phases as shown in
Fig. 1 in Chapter “Development and Application of Direct Numerical Simulations
for Reactive Transport Processes at Single Bubbles”. For the mesh motion, a semi-
Lagrangian approach is used in which points are only moved in an interfacial normal
direction. The mesh motion is not straightforward because the quality of the cells
has to be preserved. To keep the mesh motion at a minimum, the balance equations
are solved in a reference frame moving with the bubble’s center-of-mass velocity.
An inlet velocity of the same magnitude as the instantaneous rise velocity vector,
but pointing in the opposite direction, is prescribed at the outer domain boundary.
Further details on the flow solution and mesh motion can be found in the articles
[20, 22].

One advantage of the interface-aligned mesh is the possibility to solve the surfac-
tant transport equation on the surface mesh. The interface tracking method has been
enhanced and extended by a sorption library, which enables to account for the pres-
ence of surfactants [21, 22]. The library covers fast and slow sorption mechanisms
together with various surface tension isotherms (functional relationships between the
surface tension coefficient and the interface concentration). For the results presented
in Sect. 3.2, a Langmuir fast sorption model has been employed.

The mesh setup allows for a high mesh density close to the interface, which is
well suited to resolve the steep gradient occurring in velocity and concentration
boundary layers. However, the molecular diffusivity of surfactant molecules is typi-
cally small (leading to high Schmidt numbers), and a direct solution of the surfactant
transport in the bulk is currently out of reach due to high computational costs. If the
normal derivative of the surfactant concentration at the interface cannot be approx-
imated accurately, the interaction between flow dynamics and surfactant adsorption
is deteriorated. To overcome this problem, a subgrid-scale model is employed to
approximate the surfactant transport in the boundary layer. The model is based on
the same principles as the one for mass transfer introduced in Chapter “Modeling
and Simulation of Convection-Dominated Species Transport in theVicinity of Rising
Bubbles”. Subgrid-scale modeling is used for both, the surfactant adsorption and the
mass transfer. Details on the numerical combination of sorption and subgrid-scale
modeling can be found in [21–23].
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3 Results for Single Bubbles Under Reactive Conditions

3.1 Integral Mass Transfer Phenomena at a Single
Ascending Bubble

The basis for the mass transfer measurement is the accurate determination of the
bubble dynamics.While in Chapter “Mass Transfer AroundGas Bubbles in Reacting
Liquids” more material systems and quantities related to the bubble dynamics are
discussed, the focus in this chapter is on the rise velocity and according equivalent
bubble diameter development over time in the chemical systems. Velocity and diam-
eter are necessary for the calculation of the Reynolds or Peclet number, accordingly,
which are usually used for the correlation with the mass transfer related Sherwood
number. In the frame of mass transfer measurements in gas-liquid systems, the two
main peculiar things about the tested systems are, first of all, that also non-aqueous,
i.e., organic continuous phases are tested and, second of all, that due to the reac-
tive system numerous components are in the liquid phase. This incorporates metal
complexes and numerous ligands as described in Sect. 2.2.

In Chapter “Mass Transfer Around Gas Bubbles in Reacting Liquids”, cases
without mass transfer, with mass transfer and cases with mass transfer and chemical
reaction are discussed for the reactive liquid systems. Figures 4, 5 and 6 show results
of current bubble rise velocities in different liquid systemswithmass transfer. Current

Fig. 4 Rise velocities of single CO2 bubbles in different aqueous continuous phases
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Fig. 5 Rise velocities of single O2 bubbles in an organic continuous phase (DCM) with different
concentrations of the copper-precursor complex

Fig. 6 Rise velocities of single O2, N2 and NO bubbles in an organic continuous phase (methanol)
and with respect to the MNIC/DNIC system in methanol with FeCl2 and methanol with FeCl2 and
NEt4I

velocity means bubble velocity as a function of time starting from an initial bubble
diameterwith shrinking size due tomass transfer. Consequently, there are no terminal
rise velocities. The initial bubble size can be seen from the highest value of the bubble
diameter for one line.

In the aqueous nitrosyl-iron complex system (Fig. 4), the iron(II) sulphate heptahy-
drate does not influence the bubble dynamics but the applied ligands can (compar-
ison with clean and contaminated cases [24]). E.g., with H2O as ligand (only iron(II)
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sulphate heptahydrate dissolved in water) the graph shows a typical curve for clear
systems due to the change from deformed larger bubbles to smaller spherical bubbles.
The maximum velocity is predicted for smaller bubble diameters and the measured
ascent velocity for ellipsoidal bubbles is higher. In case of hedtra as ligand, the rise
velocity curve clearly shows a contamination effect which incorporates differing
bubble shapes and, therefore, differing flow behavior around the bubble which all
affects themass transfer.With different ligands, the curves lay between these extreme
cases. To make this effect even more complex, it has to be mentioned that there are
different kinetics to the contamination of the surface with the surface-active ligands.
Therefore, ligands not only affect the kinetics of the chemical reaction but also the
bubble dynamics which makes a concise description even harder.

Using organic solvents such as DCM (Fig. 5), one challenge is to actually measure
a change in size of the bubble as the evaporation into the bubble ismuchmore strongly
enhanced in comparison to aqueous systems. This could partially be overcome by
applying higher pressures to the system to reduce the influence of vapor pressure.
Still, the integral mass transfer measurement based on the change of bubble size
over time is not ideal for such systems. Nonetheless, results were found in the DCM
system for numerous bubble diameters.While the results for theDCMsystemwithout
copper-precursor complex indicate a typical curve for clear systems, the addition of
the copper-precursor complex with different concentrations directly leads to a full
contamination, independent of the tested concentration. It is worth mentioning that
here, only DBED was used as the ligand. So, in contrast to the nitrosyl-iron complex
which showed no contamination effect, but solely the applied ligands did, here, this
differentiation cannot be made for the copper-precursor complex with the exisiting
data as it was only tested in combination with the ligand.

For the O2 in the iron-peroxido complex system and MNIC/DNIC trials (Fig. 6),
methanol was used as an organic continuous phase. While the same evaporation
problem as inDCM is apparent, affecting themass transfermeasurements, adding the
MNIC/DNIC reactive components (iron chloride for the first reaction step, tetraethy-
lammonium iodide (NEt4I) for the consecutive reaction step) to the system does not
influence the rise velocity of the bubble.

Such effects have to be considered once dimensionless numbers are used to
describe the systems, as in the same system, just by adding one component, the
same bubble size ends up in different Peclet numbers due to a reduction of the rise
velocity.

Proof of concept mass transfer measurements were undertaken with absorption
of CO2 in water. Although it is not a completely surprising effect, the influence of
desorption of dissolved gases in the liquid and of evaporating liquid from the contin-
uous phase on the results of the mass transfer coefficient are not widely discussed
(one example can be found in [25]). With a fairly high effort in the preparation of
the liquid, e.g., by cooking the liquid before the experiments or stripping the liquid,
ideally, with a weakly dissolving inert gas such as helium for quite some time, the
continuous phase can be made nearly free of dissolved gases. Cooling down the
liquid after cooking without gas contact and producing defined reproducible starting
conditions for a measurement are challenging tasks. Controlling the concentration of
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dissolved gases is difficult. Therefore, the solutions were gassed and saturated with
a known pure stripping gas (e.g., N2) at ambient pressure for two hours to ensure
a controlled concentration and, therefore, constant boundary conditions for each
measurement. Still, especially for organic solvents as a continuous phase, the chal-
lenge of evaporation cannot be overcome by these measures. Increasing the overall
pressure in the system proved to help with this issue.

Due to the desorption of stripping gas and evaporation of the liquid, a correction
approach was followed. For selected cases, the results of a gas analysis of collected
bubbles with different ascent durations were used to incorporate the desorption effect
in the mass transfer coefficient determination (further discussed in Chapter “Mass
Transfer Around Gas Bubbles in Reacting Liquids”).

Measurements of CO2 absorption in water showed a good agreement with the
Sherwood correlation presented by Hughmark [26] (further discussed in Chapter
“Mass Transfer Around Gas Bubbles in Reacting Liquids”). For CO2, Fig. 7a shows
an exemplary result with chemical reaction-based enhancement of the mass transfer
due to the addition of NaOH to water. In comparison to Hughmark’s correlation for
non-reactive cases, a strong enhancement of the mass transfer was found. A detailed
discussion of the influence of NaOH on the mass transfer, including the peculiar
characteristic of an enhancement which also depends on the Peclet number for this
case can be found in Chapter “Mass Transfer Around Gas Bubbles in Reacting
Liquids”. Here, this illustrates that such results of chemical enhanced mass transfer
can be investigated with the measuring setup.

Fig. 7 a Sherwood numbers for CO2 in different systems and b Enhancement factors for different
ligands in the nitrosyl-iron complex system



Chemical Reactions at Freely Ascending Single Bubbles 565

To investigate the influence of ligands in the nitrosyl-iron complex system not
only on the rise velocity but also on the mass transfer excluding the ligand’s influ-
ence on the chemical reaction kinetics, the absorption of CO2 in the nitrosyl-iron
complex system with different ligands was tested (Fig. 7a). In case of water as
ligand (no surfactant’s influence), the mass transfer coefficient plotted as the Sher-
wood number still follows the correlation of Hughmark [26]. Investigating the same
system, justwith hedtra as ligand, the results show a very strong influence on themass
transfer which is not solely explainable with the influence on the rise velocity. With
hedtra, lower Peclet numbers are reached due to the reduction of the rise velocity in
comparison to equally sized bubbles in other systems. The surfactant might act as
an additional mass transfer resistance and the strong influence of a differing bubble
shape and, therefore, flow around the bubble (at the same equivalent diameter) can
be seen. This effect cannot be fully elucidated by this kind of measurement.

Once NO is used as the gas phase, the chemical reaction is expected to enhance
the mass transfer. With the same procedure of data analysis, enhancement factors for
numerous reactive components and ligand concentrations (mostly, a ratio of 1:1.1
was set between nitrosyl-iron complex and ligand) can be evaluated. Figure 7b shows
the results of the enhancement factor (ratio of chemical reaction enhanced Sherwood
number over the Sherwood number calculated for non-reactive cases with the corre-
lation of Hughmark). In Chapter “Mass Transfer Around Gas Bubbles in Reacting
Liquids”, for the nitrosyl-iron complex system, it was shown that the enhancement
factors in Fig. 7b are on average mostly independent of the Peclet numbers for one
reactive component concentration (although scattering is visible). The enhancement
factor increases approximately linearly with increasing reactive component concen-
tration independent of the type of ligand, justwith different slopes. Such an increase is
due to the concentration dependent reaction rates as usually found in reaction kinetics.
Still, there is prettymuch a distinction between three ligands or ligand groups, respec-
tively. The ligands H2O and ida show the lowest enhancement factors, citrate has
intermediate values and hedtra, nta and edtawere found to have the highest enhance-
ment factors (roughly: ida < H2O < citrate < hedtra < nta < edta). Regarding the
stability constants (H2O < ida < citrate < nta < edta < hedtra) and the reaction rate
constants (H2O < ida < citrate < nta < hedtra < edta) of the diverse ligands, this
behavior can basically be explained with these chemical reaction-based quantities
(see also Sect. 2.1). Still, the distinction between the three ligands or ligand groups,
respectively, cannot be solely explained based on the chemical reaction behavior
as there are orders of magnitudes between the according values. Analyzing the rise
velocities at the same bubble diameter, for hedtra the lowest values and for edta an
intermediate value were found and all other ligands are grouping at the highest rise
velocity (rough order: hedtra < edta < nta < citrate < ida <H2O; see Chapter “Mass
Transfer Around Gas Bubbles in Reacting Liquids”). This is basically the inverse
order in comparison to the enhancement factor regarding the ligands although the
grouping effect is not the same.

The biggest challenge in the interpretation is here, that the same bubble size now
ends up in different Peclet numbers due to the differing velocities. Furthermore,
this is not only valid for different ligands but, especially the systems with stronger
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Fig. 8 Sherwood numbers for the absorption of NO in methanol without chemical reaction, with
one chemical reaction and with two consecutive competitive chemical reactions

surfactant’s influence show differing results (for velocity and Sherwood numbers)
depending on the initial bubble size due to the contamination kinetics.

These complex interactions of ligand influenced rise velocities and reaction rates
indicate that including, e.g., the Damköhler or Hatta number into a Sherwood corre-
lation for reactive cases is reasonable but will not solve the issue of the influence of
the surfactant behavior.

Figure 8 shows exemplary results for the iron-peroxido complex and the
MNIC/DNIC system with methanol as organic continuous phase. With respect to
the iron-peroxido complex system, the absorption of O2, and for the MNIC/DNIC
system, the absorption of NO was tested in non-reactive methanol and with NO
in the system with one reaction step (by addition of FeCl2) and the two consecu-
tive competitive reaction steps (by addition of FeCl2 and NEt4I). Before discussing
the graphs, it is worth mentioning that data about the solubility and diffusion coef-
ficients of different components in methanol are not widely discussed in literature.
Therefore, the results should be discussed with reservation. For O2, the scattering
results of numerous tests are shown. This illustrates the complexity of such measure-
ment, especially in organic solvent systems. As expected, the Sherwood number
decreases with decreasing Peclet number. The same qualitative behavior was found
for the non-reactive absorption of NO. Still, the Sherwood number was higher by a
factor of 2–5 for NO. This is most likely due to the values of the material properties
used for the calculation and not necessarily a physical phenomenon.

For a qualitative discussion, the absorption of NO without reaction, with one
reaction and with a consecutive competitive reaction is shown. As discussed before,
the results do allow the conclusion that the first reaction step enhances the mass
transfer and the second reaction step enhances the mass transfer even further. The
enhancement for the given case is not as strongly emphasized as discussed before for
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the nitrosyl-iron complex system in water. Besides the mentioned problem with the
material properties, it still has to be emphasized, that these are not already results of
large test series and that evaporation is still a factor even if applying a higher pressure
(here: p = 3 bar).

The presented results illustrate that such an integral but, still, very precise approach
allows the determination of Sherwood numbers for physisorption and chemisorption
cases. Diverse conditions can be compared and deliver a concise picture. Espe-
cially with organic solvent systems where evaporation occurs the interpretation of
the results gets evenmore complex. At ambient pressure, this can end up in an absorp-
tion and evaporation which almost compensate leading to only marginal change in
size of the bubble although mass transfer happens. Applying higher pressures in the
system helps to overcome this challenge up to a certain level but the combination
with gas analysis tests of the collected bubbles should be considered as it was done
here for certain material systems. Furthermore, the interpretation of cases with reac-
tive components which act as surfactants is challenging, as well, as contamination
kinetics, chemical reaction kinetics and bubble dynamics are interacting in a complex
fashion. The more detailed the examination of the complex cases gets, the least a
rather simple correlation is able to describe the found behavior. Investigating local
mass transfer phenomena in the vicinity of the bubble and in the wake can bring
features of the process to light that the integral approach is missing.

3.2 Local Mass Transfer Phenomena at a Single Ascending
Bubble

Depending on the reaction system, different measurement techniques can be used
to determine local mass transfer phenomena and chemical reactions at a single
ascending bubble. For a color change by reaction, a simple backlight illumination
can be used to achieve qualitative results. For UV/VIS sensitive educts and prod-
ucts, the 2D UV/VIS scanning method can be used and for fluorescing educts and
products, the time resolved scanning laser induced fluorescence is applicable. All
methods are showing advantages and disadvantages that will be discussed in detail
in the following.

3.2.1 Fluid Dynamics in the Wake of the Bubble

Before discussing the measurements of local concentrations in the wake, a short
discussion of the fluid dynamics is given. Bubble wake dynamics play a crucial
role in reactive bubble columns. Gas bubbles are a source of reactant species. The
transport phenomena and reaction in the liquid depends on the fluid flow around the
bubble but also on the mixing in the liquid induced by the bubbles. A larger wake
results in a greater mixing in this region. Hence, it is of primary importance to study
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Fig. 9 Flow around a sphere
at Re = 10 (left) and Re =
120 (right)

the reactive mass transfer/wake interaction. At low Reynolds numbers, the flow of
the liquid will follow the bubble surface. However, at a critical Reynolds number, the
flow starts to separate from the bubble and rejoins at some distance forming a closed
region slightly above the critical Reynolds number. The critical Reynolds number
depends, thereby, on the shape and surface nature of the bubble [27]. The closed
region is also known as the wake. Both states are represented in Fig. 9.

The simplified assumptions of a steady dual-wake structure are valid for a perfect
flow structure without flow instabilities. Based on the Reynolds number, five cate-
gories are described in literature [28]. The first one is the steady wake with negligible
circulation region. The second wake structure is a steady wake with a well-developed
recirculation region. This region is followed by a laminar streamwise tail. The third
wake describes the unsteady wake with large-scale vortical structures. The fourth is
an unsteady wake with a high degree of turbulence. The fifth structure describes a
highly turbulent wake. Levy and Forsdyke [29] reported for example a helical vortex
structure that rotates around its axis. Later, Lindt [30] explained the periodic change
in bubble orientation is responsible for the helical vortex structure.

3.2.2 Results by Visualization of Local Mass Transfer with Color
Change

The results of the measurement of a single bubble ascent using a single camera
system is shown in Fig. 10. For these experiments, the NO in a nitrosyl-iron complex
solution has been used. The bubble is generated at a needle with a diameter of 1 mm
and the first image shows the bubble slightly above the needle. The rising NO bubble
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Fig. 10 Color change in the wake of an NO bubble in the nitrosyl-iron complex solution (greyscale
color bar with concentration values in mol/L)

has a diameter of dB = 2.7 mm and is rising straight up to a velocity of vB = 26 cm/s
in the first period. In the second period, the bubble starts to oscillate leading to first
disturbances in the wake and vortex-shedding. In the third period, the wake shows
a helical structure, which leads to a slower bubble rise velocity of approximately vB
= 20 cm/s. The greyscale color bar shows the concentration profile in mol per liter.
It can also be seen that a high concentration remains at the bottom of the images,
closely above the needle, the bubble induced mixing is low and the diffusion process
is dominant. Hence, the transition from steady laminar to helical wake structures can
be observed with the well-known horseshoe-like vortex in the bubble wake [31].

A more detailed investigation of the bubble wake structure using the two-camera
setup is given in Fig. 11. The figure shows the highly complex three-dimensional
concentration wake structures which is dominated by the fluid dynamics in the wake.
Also, the concentration shows locally varying values in the wake, which will finally
influence competing reactions. While this single example shows an indication about
the concentrationwake, amultiple camera system of at least 10–20 cameras would be
necessary to reconstruct the concentrationwakewith higher accuracy. For fluorescing
systems, the TRS-LIF techniquemight be feasible (see Chapter “Experimental Inves-
tigation ofReactiveBubbly Flows—Influence ofBoundaryLayerDynamics onMass
Transfer and Chemical Reactions”).

Fig. 11 Reconstructed
three-dimensional
concentration wake below
the NO bubble in the
nitrosyl-iron complex
solution



570 L. Böhm et al.

3.2.3 Visualization of Local Mass Transfer by 2D UV/VIS Tomography

Another opportunity to reach a higher spatial resolution than conventional inte-
grated absorption spectroscopy is to use 2DUV/VIS spectroscopy for UV/VIS sensi-
tive chemicals. The three-dimensional concentration measurements by 2D UV/VIS
tomography are made by applying computer tomography reconstruction algorithms
to the time resolved 2D UV/VIS projections discussed in Sect. 2.3.2. The recon-
struction of the concentration profile is based on a combined classical filtered back
projection with a convolutional neural network (CNN). The neural network is trained
using a large number of CFD simulation data from the SPP1740 project ‘Direct
numerical simulation of multi-physics reactive mass transfer at single and multiple
bubbles’ directed by Professor Bothe at TU Darmstadt. These data are fed to the ray
tracing model to calculate the projections which are then backprojected to get the
reconstructed 2D concentration field. From the SPP1740, totally 2,184,000 reference
cases obtained by CFD simulations are such pairs of reference CFD concentration
field and the reconstructed ray tracing based backprojected concentration field is used
to train the neural network to improving the reconstruction quality and optimize it.
It should be mentioned that the CFD simulation data provided so far are 2D velocity
data instead of 2D concentration data. However, this is not really a fundamental
problem for the following reasons.

Firstly, the neural network works only with dimensionless quantities so that only
the characteristics of the data are relevant but not the actual physical meaning of
the data. Therefore, data of different physical quantities with similar characteristics
regarding spatial distribution can be used for learning and for the application of the
neural network. To what extent the spatial velocity field has a sufficiently similar
characteristic for the spatial concentration still has to be investigated in principle.
Intuitively, however, spatial structures like vortex structures should exist in a similar
way in both physical field sizes.

Secondly, independent of these arguments based on the structure of the data, it
can be easily verified that the neural network trained in the above mentioned way
calculates physicallymeaningful concentration fields. In order to carry out this verifi-
cation, the tomographic projection data of an arbitrarily assumed concentration field
can be calculatedwith the physically accurate ray-tracing simulationmodel including
the refractive index of all materials including the bubble column, the liquids and the
octagonal PMMA tube. In the next step, the reconstructed tomographic concentra-
tion field of Fig. 12b, which would be applied in the same way to measured data, can
be compared with the original, i.e. the exactly known concentration field of the first
step in Fig. 12a. In this respect, the quality of the reconstruction of the concentration
fields based on the neural network trained with the velocity data can be verified with
highest accuracy. The results so far are very satisfactory as the shown concentration
profile of Fig. 12a and b are very similar. A later change to concentration profiles for
training when available would further improve the reconstruction accuracy which is
already sufficient.

For applying the reference profiles to train the convolutional neural network for
reconstruction, the UV/VIS projections according to the setup in Sect. 2.3.2 have to
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Fig. 12 a 2D cross-section of the 3D concentration field from which the laser based projections
are computed in the wake behind a single bubble; b 2D cross-section of the CT-reconstructed 3D
concentration field computed from the projections of a being the reference concentration

be obtained from 2D fields. A physical and geometrical accurate ray-tracing simula-
tion model of the setup achieves this. The model consists of the full bubble column
geometry including the refractive index and refractions at themedia interfaces like the
bubble column glass and liquid, each detector and lens as well as the PMMAoctagon
shell and other physical details such that the projections are computed by the simula-
tionmodel with highest accuracy. Based on the projections and the reference profiles,
a supervised learning of the CNN is realized. After training, the reconstructed 2D
concentration profiles are generated by weighted backpropagation and normaliza-
tion adapted to ray-tracing. Finally, the CNNwith a novel regression layer optimizes
the image quality and minimizes existing artefacts. The reconstruction results of
an example are shown in Fig. 12b obtained from the 2D projections of a reference
concentration given in Fig. 12a. Obviously, the reconstruction quality compared to
the reference is sufficiently precise as the applied simulation model to compute the
projections is accurate because the ray-tracing based simulation model includes the
refractive index of all materials including the bubble column, the liquids and the
octagonal PMMA tube. Based on a fast data capture of the projections and repetition
of the 2D reconstruction, a 3D dimensional concentration profile of the wake can
be determined experimentally if this UV/VIS tomography setup is integrated into a
bubble column.

3.2.4 Visualization of Local Mass Transfer by LIF

Like 2D UV/VIS spectroscopy, laser induced fluorescence for fluorescing chemicals
or additives reaches a high resolution. For oxygen bubbles with diameters below
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Fig. 13 a Experimental images of the oxygen concentration wakes of linearly rising bubbles of
different size (1–3) and equal size but with additional chemical reaction (4–6). High oxygen levels
appear black due to fluorescent quenching. b To obtain similar concentration wakes numerically as
shown in c several adjacent slices have to be averaged. d The mean mass transfer coefficient from
experiment matches the one predicted from simulations and analytical considerations

1 mm that are rising almost linearly, the p-LIF technique can be applied to visualize
the mass transfer and concentration wake by using the oxygen sensitive ruthenium-
complex dye. High image contrast is achieved by taking advantage of the linear
bubble rise and automatic bubble center detection, which allows for a generous
averaging of the background corrected high speed images (f = 1000 Hz) and thus a
very low signal to noise ratio [18, 32]. Only sub-pixel shifts of the bubble center are
not compensated, yielding a light blur (Fig. 13a) and thus the concentration in the
immediate proximity to the bubble interface cannot be measured correctly.

The mass transfer from the bubble to the liquid is studied from the rotational
symmetric bubble wake for two cases. Different bubble sizes and, thus, Reynolds
numbers without any chemical reaction (Fig. 13a 1–3) and the effect of different
sodium sulfite concentrations are presented (Fig. 13a 4–6). The experimentally
observed concentration wakes have been compared to numerical results (Fig. 13c).
Also, the rising velocities of bothmethodsmatchwell, as soon as the strong influence
of the ruthenium dye as a surfactant in the aqueous solution is considered within the
numerical simulation (discussed later for numerical results). However, to compare
the experimental results, the light sheet thickness (s ~ 5 mm) and a possible parallel
offset to the center plane of the bubble need to be considered to achieve agreement
with the simulation. Therefore, the concentrations interpolated to several planes are
averaged over the light sheet thickness to mimic the experimental settings (Fig. 13b).
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A comparison of the mean mass transfer coefficient over all bubble sizes from the
experiments shows a good agreement with the numerical and theoretically predicted
one (Fig. 13d).

When larger bubbles are considered (dB = 2–3 mm equivalent diameter), the
trajectories of the bubbles become more complex and three-dimensional such that
the p-LIF with its fixed position cannot capture their rise anymore. Therefore, the
p-LIF setup is modified adding a rotating mirror with 36 facets (Fig. 14b (3)) and a
cylindrical focus lens right behind the light sheet optics (Fig. 14b (2)).

The rotational speed of the polygonmirror is set to itsmaximumatn=10,000 rpm,
resulting in f ≈ 166.7 Hz. The single light sheets were adjusted to an approximate
minimal thickness of s = 0.5 mm. Using 40 light sheets and a laser pulse rate of
f = 6400 Hz, the light sheets lay arbitrarily close together as monitored by a second
high-speed camera looking at the light sheets from above (not shown). Both cameras

Fig. 14 a The oxygen concentration wake of an elliptical, helically rising bubble can be recon-
structed from time resolved scanning LIF (TRS-LIF). A schematic of the setup is shown in b. Here,
(1) denotes the high-speed laser, (2) a light sheet optic, (3) the rotating mirror with 36 facets, (4)
the measuring cell and (5) the high-speed camera. The setup can be purged with nitrogen to ensure
zero oxygen concentration previous to the bubble rise. c When fluorescent particles are added to the
solution the scanning light sheets can also be used to measure the planar velocity fields developing
from the bubble rise
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were triggeredwith the same signal as the laser. The three-dimensional distribution of
the oxygen concentrationwithin thewake can be reconstructed from the volume scans
by an elaborated pixel-wise analysis of each scan to a previously performed pixel-
wise calibration to pre-adjusted oxygen levels (see Chapter “Experimental Investi-
gation of Reactive Bubbly Flows—Influence of Boundary Layer Dynamics on Mass
Transfer and Chemical Reactions” and [33] for more details). The resulting concen-
tration wake is shown in Fig. 14a). Here the voxels have an approximate size of
V = 0.042 × 0.042 × 0.5 mm3. Two typical horseshoe-like structures are distin-
guishable in the oxygen concentration wake, similar to those described by Huang
and Saito [31] that studies the concentration wake of several CO2 bubbles of similar
size rising in water using scanning that is not time resolved. Here, for the first time, a
setup is developed that allows the quantitative reconstruction of the 3D concentration
wake from single bubbles. Additionally, also time resolved scanning velocimetry can
be performed in the same setup allowing a quantification of the velocity and vorticity
in the scanning planes (Fig. 14c). Subsequently the velocity fields and the concentra-
tion fieldsmeasured from two different bubble rises can be compared since the bubble
trajectory is reproducible due to the specific detachment from the hypodermic needle.

3.2.5 Numerical Simulation of Unconfined Ascending Bubbles

As stated in Sect. 3.2, incorporating the influence of surfactant is essential to find
qualitative and quantitative agreement with experimental results. Deep insights may
be gained from local interfacial data extracted from simulations that are not accessible
by other measures. However, a thorough validation has to be performed to ensure that
the numerical data is trustworthy. Typically, validation is based on integral experi-
mental quantities like rise velocity, shape, or integral mass transfer rates. It must be
stressed that the interface-tracking approach used to obtain the results presented here-
after has been extensively validated in thesemetrics against experiments from project
partners. References [21, 22] contain a variety of test cases focusing on the surfac-
tant modeling and the impact on the bubble dynamics. In [32], the experimentally
and numerically obtained integral mass transfer coefficients at small oxygen bubbles
rising in water have been compared, which is shown in Fig. 13d. In the following,
the focus is put on local results at the interface. The main questions sought to answer
in this chapter are:

1. How do the altered flow dynamics in the presence of contamination impact the
mass transfer, and

2. how does this change affect the enhancement in case of reactive mass transfer?

It is known that the presence of surfactants can significantly reduce the rise velocity
of a bubble. This observation is often attributed to an immobilization of the interface
with the frequently stated comment that the bubble behaves very similar to a solid
particle. This statement mainly holds for small bubbles rising on a straight path.
However, when path instabilities occur, the surfactant influence on flow dynamics
and mass transfer becomes much more complex.



Chemical Reactions at Freely Ascending Single Bubbles 575

Fig. 15 Local velocity vectors (bulk) and Marangoni forces (interface) for three different degrees
of contamination expressed by theMarangoni numberMa. Figure based on Fig. 25 in [22]; modified
and reproduced with permission

Figure 15 depicts the flow field in the vicinity of the interface and the local
Marangoni forces, which arise from different levels of contamination in different
areas of the interface. Key observations are the decreasing deformation with
increasing contamination along with the occurrence of a recirculation zone in the
bubble wake and significantly reduced velocity close to the interface. With the newly
developed experimental setup (compare Fig. 14) it will be possible to compare the
3D velocity fields of these complex bubble behaviors with experimental results in
future work.

The mass transfer in the boundary layer around clean bubbles is dominated by
advective transport in streamwise direction. Due to the Marangoni-induced surface
retardation, the advective transport is strongly reduced and the species concentration
boundary layer becomes thicker. This effect also causes a significant change in the
local and global mass transfer. The thicker boundary layer gives a potential expla-
nation for the behavior of the Sherwood number discussed for Fig. 7a, where the
reduction of the overall bubble rise velocity due to contamination could not explain
the decrease of the mass transfer. In the following, the impact on the local reactive
mass transfer at a small bubble rising on a straight pass is analyzed in more detail.

Figure 16 depicts the normal derivative of the species concentration at the interface
expressed by the local Sherwood number. All fields can be considered as axisym-
metric around the rise direction. Therefore, the Sherwood number is plotted against
the polar angle. A value of 0° corresponds to the bubble’s front, whereas the rear
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Fig. 16 Local reactive Sherwood number plotted against the polar angle for a clean (left, Re =
132) and contaminated (right, Re = 63) interface. Figure first published as Fig. 19 in [32]

pole is located at 180°. Comparing the curves for pure physisorption up to a polar
angle of roughly 150° without (Fig. 16, left) and with contamination (Fig. 16, right)
reveals a drastic drop in the local mass transfer. The reduction factor due to the pres-
ence of surfactant is about five. In the remaining rear part of the bubble, the surface
contamination increases the mass transfer. This effect is a result of the recirculation
zone in the bubble wake, which is not present in the absence of contamination. For a
clean bubble, the transferred species is transported directly to the bubble’s rear pole,
where it accumulates at and around the stagnation point. Consequently, the species
transfer in this region is comparatively low. In case of surface contamination, the
local Marangoni forces cause a flow detachment somewhere between the bubble’s
rear pole and its equator. The species transfer around the detachment ring is close to
zero, but since the species accumulates much slower in the bubble wake, the species
transfer is increased in the remaining rear part. However, the integral mass transfer
is dominated by the contribution of the bubble front. In total, the Sherwood number
is approximately five times smaller in the contaminated case; see reference [32] for
absolute values. To give a comparison, for the given example of the overall Sher-
wood number in Fig. 7a (in contrast to the local Sherwood number discussed here),
a maximal reduction factor of roughly 7 was found.

To investigate the influence of surface contamination on the enhancement in
case of reactive mass transfer, the comparison described before is repeated with
an imposed first-order reaction taking place in the liquid phase. By comparing the
clean and contaminated cases at equalDamköhler numbers, it is possible to isolate the
impact of the different boundary layers on the species transfer. Note that this compar-
ison would be hardly possible in an experimental setting. In contaminated systems,
the rise velocity is reduced significantly which also has an impact on the Damköhler
number. Therefore, the same reaction system has a larger Damköhler number for
contaminated cases and the individual effect of contamination cannot be investi-
gated separately. Comparing the clean and contaminated cases shows that the local
enhancement is significantly stronger and less uniform in the latter case. The strongest
local enhancement in both cases occurs in regions of low interfacial velocity. The
non-uniform enhancement in the contaminated case poses a challenge for modeling
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in closures, e.g., in Eulerian-Eulerian simulations. Basic one-dimensional enhance-
ment factor correlations rely on an overall uniform enhancement over the entire
bubble surface. Therefore, such models have a lower prediction accuracy in the pres-
ence of surface-active contamination; see [32] for more details. This confirms the
statement conceived from the integral mass transfer measurements (Sect. 3.1).

The prediction in both clean and contaminated mass transfer scenarios becomes
even more challenging when path and shape oscillations are relevant. Gathering
high-fidelity data for both cases remains a challenge for numerical and experimental
methods.

4 Opportunities of Experiments and Numerical Simulation
on Freely Ascending Bubbles for Industrial Applications

Compartment modelling lays between high spatial and temporal resolution experi-
ments and simulations, which need a high effort in conducting, and low-effort full
apparatus black-box balancing, which is unable to reflect the strong influence of local
phenomena. The general idea of the presented compartment model is to split up the
ongoing processes in a reactive bubbly flow in two areas: the surface of the bubble
on one side and the wake of the bubble on the other. Mass transfer and reaction at the
gas-liquid interface are depicted by a surface model based on the penetration theory.
The wake of the bubble can be seen as microreactor with a non-ideal mixing. This
non-ideal reactor is described by the early-mixing model.

The surface model is based on the penetration theory according to Higbie [34]. In
addition to the original model, a concentration profile within the first fluid element at
the north pole of the bubble is imprinted (see Fig. 17, left). Further a velocity profile
us(ζ ) is imprinted on all fluid elements along the coordinate ζ . The velocity profile is
determined according to flow over a plate and is constant over s. The surface model
is applied from the north pole (0°) to the equator (90°) along the bubble, then the
fluid element is assumed to detach from the bubble and to enter its wake.

Thewake of the bubble is describedwith the early-mixingmodel as first suggested
by Danckwerts and Zwietering [35, 36]. It describes the micromixing within a non-
ideal mixed reactor based on a known residence time distribution (RTD). The RTD
has been determined by inserting tracer molecules at the equator of the bubble from
ζ = 0 to ζ = δL . The early-mixing model can be visualized as an ideal plug flow
tubular reactor with inlets on the side, which are located according to the determined
RTD. Along the reactor, the time variable λ describes the residence time of each fluid
element. For an inlet at the end of the reactor λ is zero, at its beginning it is λmax.
A further description of the model is given in the dissertation of Gast [37], which is
going to be published soon.

Figure 17 depicts the selectivity of the product C with respect to the gaseous educt
B for the competitive-consecutive reaction
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Fig. 17 Compartment model of reactive bubbly flow. Left: schematic drawing of the model. Right:
Selectivity of product C with respect to educt B for the competitive consecutive reaction at Re =
30 calculated with detailed CFD, compartment model (CM), surface model (SFM), early-mixing
model (WM), plug flow tubular reactor (PFTR)

A + B → C

C + B → D

Thereby, the selectivity is shown as a function of the first orderDamköhler number
(Da1) which is varied by changing the reaction rates. The following models are
compared:

• the detailed CFD calculation (CFD)
• the compartment model (CM) as described above
• the stand-alone surface model (SFM), which is combined with an ideal plug flow

tubular reactor to reproduce the averaged residence time of the CFD-Model
• the stand-alone model of the wake (WM) with the input concentration cAbsB of B
• an ideal plug flow tubular reactor (PFTR) with the input concentration cAbsB of B

The amount of B transferred from the gas into the liquid phase has been calculated
by averaging the output concentration of the CFD-Model for a non-reactive case.

The course of the selectivity as displayed in Fig. 17 can be classified into different
reaction zones:

1. limited by reaction kinetics: the reaction is slow compared to the fluid dynamics,
the mixture can be assumed as ideally mixed.

2. mixing masked area: the reaction is running on a similar time scale as the fluid
dynamics, the non-ideal mixing within the wake of the bubble is influencing the
path of the reaction and therefore the produced product spectrum.
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3. limited by mass transfer: the reaction is fast compared to fluid dynamics, the
ongoing reaction is limited by the mass transport.

To conclude, the compartment model is capable to picture the dependencies of the
ongoing physical and chemical processes within the mixing masked reactive bubbly
flow by using a reasonable computing time. All other comparedmodels are only valid
for very fast or very slow reactions. The quality of the compartment model depends
on the information accessible for the different compartments. The information gained
from integral and local fluid dynamic and mass transfer experiments as presented in
Sect. 3 helps to feed and validate the model.

5 Conclusion

While single bubble ascents have been a widely investigated topic for decades, the
uniqueness of the joint work presented here is its interdisciplinary approach in the
field of gas-liquid mass transfer at single bubbles enhanced by chemical reactions.
This topic, enormously important for the design of reactors in the chemical industry,
was approached on different levels of detail. New chemical systems asmodel systems
for scientific analyses were developed for homogenous chemical reactions in the
liquid where the component transferred from the gas bubble served as an educt. By
applyingdifferentmetal-based reaction systemswith diverse ligands in different reac-
tion media (water and organic solvents), a broad range of reaction kinetics is now
accessible at moderate conditions. In a rather classical approach, the bubble size
change over time was investigated with an advanced three-dimensional reconstruc-
tion of the bubble. The analysis of the shrinking of the bubble allowed the determina-
tion of overall mass transfer coefficients and Sherwood numbers for diverse bubble
sizes, physisorption and chemisorption cases all with diverse bubble rise dynamics
including surfactant effects of ligands.With respect to different fluid dynamic effects,
numerous groups investigated thewake region of the bubble. Thewake region of non-
spherical bubbles with different rising characteristics is of high importance due to
the influence of its mixing effects on the mass transfer in general, but also, e.g.,
on consecutive competitive chemical reactions. For a deeper understanding of the
effects of, for example, surfactants on the local mass transfer, detailed numerical
simulations were performedwith high temporal and spatial resolution of the flow and
concentration fields in the vicinity of the bubble’s surface. Such an approach allows
the determination of local Sherwood numbers, giving deep insights into local influ-
encing phenomena such as, e.g., Marangoni convection. The gained knowledge on
different levels of detail was used to confirm, respectively improve existing Sherwood
correlations, including cases with homogeneous chemical reactions, with the help of
enhancement factors. Furthermore, a compartment model has been established for
the rough estimation of the interplay between mass transfer near a single bubble and
a chemical reaction. The Sherwood correlations and the compartment model provide
a link to the bubble swarm cases and, therefore, industrial applications.



580 L. Böhm et al.

Acknowledgements This work was funded by the Deutsche Forschungsgemeinschaft (DFG,
German Research Foundation)—priority program SPP1740 “Reactive Bubbly Flows” (237189010)
for the projects KR 1639/22-1/2 (256647858), HE 5480/10-1/2 (256729061), KL 624/18-1/2
(256760414), SCHI 377/13-1/2 (256663228), RI 2512/1-1, SI 587/11-1/2 (256771036), HL-
67/1-1 (256646572), BO 1879/13-2 (237189010), MA 2738/1/2 (256677419), SCHL 617/13-2
(256614085), NI 932/9-1/2 (256634524).

References

1. Whitman WG (1923) The two-film theory of gas absorption. Chem Met Eng 29:146–149
2. DeisingD, BotheD,Marschall H (2018)Direct numerical simulation ofmass transfer in bubbly

flows. Comp Fluids 172(30):524–537
3. Darmana D, Henket RLB, Deen NG, Kuipers JAM (2007) Detailed modelling of hydrody-

namics, mass transfer and chemical reactions in a bubble column using a discrete bubble
model: chemisorption of CO2 into NaOH solution, numerical and experimental study. Chem
Eng Sci 62:2556–2575

4. Krauß M, Rzehak R (2018) Reactive absorption of CO2 in NaOH: An Euler-Euler simulation
study. Chem Eng Sci 181:199–214

5. YooM, Han SJ,Wee J-H (2013) Carbon dioxide capture capacity of sodium hydroxide aqueous
solution. J Environ Manage 114:512–519

6. Fleischer C, Becker S, Eigenberger G (1996) Detailed modeling of the chemisorption of CO2
into NaOH in a bubble column. Chem Eng Sci 51:1715–1724

7. Kück UD, Kröger M, Bothe D, Räbiger N, Schlüter M, Warnecke H-J (2011) Skalenüber-
greifende Beschreibung der Transportprozesse bei Gas/Flüssig-Reaktionen. Chem Ing Tech
83(7):1084–1095

8. Bäckström HLJ (1934) Der Kettenmechanismus bei der Autoxydation von Aldehyden. Z Phys
Chem 25B(1):99–121

9. Schneppensieper T,Wanat A, Stochel G, Goldstein S,MeyersteinD, van Eldik R (2001) Ligand
effects on the kinetics of the reversible binding of NO to selected aminocarboxylato complexes
of Iron(II) in aqueous solution. Eur J Inorg Chem 2001:2317–2325

10. Schneppensieper T, Finkler S, Czap A, van Eldik R, HeusM, Nieuwenhuizen P,Wreesmann C,
AbmaW (2001) Tuning the reversible binding of NO to Iron(II) aminocarboxylate and related
complexes in aqueous solution. Eur J Inorg Chem 2001:491–501

11. Schneppensieper T, Wanat A, Stochel G, van Eldik R (2002) Mechanistic information on the
reversible binding of NO to selected Iron(II) chelates from activation parameters. Inorg Chem
41(9):2565–2573

12. Miska A, Schurr D, Rinke G, Dittmeyer R, Schindler S (2018) From model compounds to
applications: kinetic studies on the activationof dioxygenusing an iron complex in aSuperFocus
mixer. Chem Eng Sci 190:459–465

13. Miska A, Norbury J, Lerch M, Schindler S (2017) Dioxygen activation: potential future
technical applications in reactive bubbly flows. Chem Eng Technol 40:1522–1526

14. Paul M, Strassl F, Hoffmann A, Hoffmann M, Schlüter M, Herres-Pawlis S (2018) Reaction
systems for bubbly flows. Eur J Inorg Chem 2018(20–21):2101–2124

15. Mirica LM, Vance M, Rudd DJ, Hedman B, Hodgson KO, Solomon EI, Stack TDP (2005)
Tyrosinase reactivity in a model complex: an alternative hydroxylation mechanism. Science
308(5703):1890–1982

16. Mirica LM, Stack TDP (2005) ATris(µ-hydroxy)tricopper(II) complex as amodel of the native
intermediate in laccase and its relationship to a binuclear analogue. Inorg Chem 44(7):2131–
2133



Chemical Reactions at Freely Ascending Single Bubbles 581

17. Merker D, Böhm L, Oßberger M, Klüfers P, KraumeM (2017) Mass transfer in reactive bubbly
flows—a single-bubble study. Chem Eng Technol 40:1391–1399

18. Timmermann J (2018) Experimental analysis of fast reactions in gas-liquid flows. Ph.D. thesis,
TU Hamburg-Hamburg

19. Muzaferija S, PericM (1997)Computation of free-surface flowsusing the finite-volumemethod
and moving grids. Numer Heat Transfer, Part B 32:369–384

20. Tukovic Z, Jasak H (2012) A moving mesh finite volume interface tracking method for surface
tension dominated interfacial fluid flow. Comp Fluids 55:70–84

21. Pesci C (2019) Computational analysis of fluid interfaces influenced by soluble surfactant.
Ph.D. thesis, Technical University of Darmstadt

22. Pesci C, Weiner A, Marschall H, Bothe D (2018) Computational analysis of a single rising
bubble influenced by soluble surfactant. J Fluid Mech 856:709–763

23. WeinerA, BotheD (2017)Advanced subgrid-scalemodeling for convection-dominated species
transport at fluid interfaces with application to mass transfer from rising bubbles. J Comput
Phys 347(1):261–289

24. Tomiyama A, Katakoa I, Zun I, Sakaguchi T (1998) Drag coefficients of single bubbles under
normal and micro gravity conditions. JSME Int J, Ser B 41(2):472–479

25. Hosoda S, Abe S, Hosokawa S, Tomiyama A (2014) Mass transfer from a bubble in a vertical
pipe. Int J Heat Mass Transfer 69:215–222

26. Hughmark GA (1967) Holdup and mass transfer in bubble columns. Ind Eng Chem Process
Des Dev 6(2):218–220

27. Fan LS, Tsuchiya K (1990) Bubble wake dynamics in liquids and liquid-solid suspensions.
Butterworth-Heinemann, Stoneham

28. Yabe K, Kunii D (1978) Dispersion of molecules diffusing from a gas bubble into a liquid. Int
Chem Eng 18:666–671

29. Levy H, Forsdyke AG (1928) The steady motion and stability of a helical vortex. Proc R Soc
Lond A 120:670–690

30. Lindt JT (1972) On the periodic nature of the drag of a rising bubble. Chem Eng Sci 27:1775–
1781

31. Huang J, Saito T (2017) Discussion about the differences in mass transfer, bubble motion
and surrounding liquid motion between a contaminated system and a clean system based on
consideration of three-dimensional wake structure obtained from LIF visualization. Chem Eng
Sci 170:105–115

32. Weiner A, Timmermann J, Pesci C, Crewe J, Hoffmann M, Schlüter M, Bothe D (2019)
Experimental and numerical investigations of reactive species transport around a small rising
bubble. Chem Eng Sci X 1:

33. von Kameke A, Kexel F, Rüttinger S, Colombi R, Kastens S, Schlüter M (2019) 3D-
reconstruction of O2 bubble wake concentration. In: Proceedings of the 13th international
symposium on particle image velocimetry, Munich

34. Higbie R (1935) Rate of absorption of a pure gas into still liquid during short periods of
exposure. Trans Am Inst Chem Eng 31:365

35. Danckwerts PV (1958) The effect of incomplete mixing on homogeneous reactions. Chem Eng
Sci 8(1–2):93–102

36. ZwieteringTN(1959)Thedegree ofmixing in continuousflowsystems.ChemEngSci 11(1):1–
15

37. Gast S (2021) Experimentelle und numerische Studie einer Gas-Flüssigreaktionskinetik in
homogener flüssiger Phase und ihrer Mischungsmaskierung in reaktiven Blasenströmungen
am Beispiel der Toluoloxidation, Ph.D. thesis, University of Stuttgart (to be published)



Chemical Reactions in Bubbly Flows

Uwe Hampel, Ragna Kipping, Katharina Zähringer, Péter Kováts,
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Abstract Reactive bubbly flows are found in many chemical and biochemical
processes. They are characterized by complex hydrodynamics that govern global
mass transfer and reaction rates. Effects, which have to be taken into account when
modelling and simulating the reaction progress, are enhanced bubble–bubble inter-
action and bubble-induced turbulence as well as swarm-induced macro-convection.
This poses great challenges on both, experimental analysis and numerical simula-
tion. Bubble swarms at higher gas fractions are opaque, which limits the use of
optical flow measurement techniques. Moreover, simulations at industrial scale are
only feasible with point-bubble-based Euler-Euler or Euler–Lagrange approaches.
Such approaches require closure relations, which account for all relevant interfacial
forces aswell as bubble-induced turbulence and coalescence including swarmeffects.
This chapter describes the progress in the experimental analysis and CFD simulation
of reactive bubbly flows achieved during the time of the DFG Priority Programme
SPP 1740. Experimental studies in bubble columns reported in this chapter were
carried out at TU Dresden and OVGU Magdeburg. CFD model development and
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simulation has been carried out at OVGU Magdeburg using the Euler-Euler and
Euler–Lagrangemethod and at TUKaiserslautern and Helmholtz-ZentrumDresden-
Rossendorf using the Euler-Euler approach. As reaction systems the chemisorption
of CO2 in NaOH solution and the reaction of FeII(edta) with NO were studied.

1 Introduction to Bubbly Flows in Bubble Columns

Industrial bubble column design is today mainly based on simple reactor models and
correlations obtained from extensive experimental work [1]. Themost common engi-
neering reactor model for bubble columns is the axial dispersion model, sometimes
extended to the axial-radial dispersionmodel. For that, a number of correlations exist,
relating bubble diameter, liquid and bubble rise velocity as well as their dispersion
coefficients to dimensionless numbers, which encode the column geometry and fluid
properties. Once hydrodynamics is known, the reaction progress can be modelled by
a combination of suitable models for stationary [2] or unsteady [3] mass transfer and
reaction kinetics.

Industrial bubble column reactors are mostly operated in the homogeneous
bubbly flow regime, which is characterized by uniform bubble size distribution and
uniform radial gas holdup profiles. For gas superficial velocities above 0.04 m/s the
bubbly flow becomes heterogeneous. The transition starts with the development of a
parabolic liquid velocity profile leading to liquid recirculation and increased bubble
coalescence. Large bubbles with strong buoyancy appear in the center of the column
and produce a pronounced liquid and gas velocity peak there. Beside the superficial
gas velocity, the flow regime transition depends on the liquid properties, the gas
distributor design and also the column diameter [4].

Bubbly flows are characterized by swarm effects as bubbles do no longer rise
independently from each other but do interact. A major swarm effect in homogenous
bubbly flow is the reduction of bubble rise velocity compared to single bubbles in
quiescent liquid. In their pioneering work, Richardson and Zaki [5] proposed the
correlation Vrel = V∞(1 − αG)n for bubble swarms with relative velocity Vrel , rise
velocity V∞, gas holdup αG and the Richardson and Zaki exponent n, which accounts
for bubble–bubble interactions. Subsequently, similar relations, which account for
different bubble properties, have been derived by other groups, e.g. [6, 7]. Bubbles in
a swarm arrange in clusters, which are energetically more optimal. This feeds back
on turbulence generation and produces certain macroscopic flow patterns, which
are again dependent on the large-scale geometry of the vessel. Fundamentally, it is
assumed that small and spherical bubbles are less deformed and produce a small and
less developed wake, which results in a low pressure drop. In this case, the impact
of the lift force leads to a horizontal alignment. In contrast, large deformed bubbles
tend to form an open wake, which results in a high pressure drop and consequently
the neighboring bubbles are attracted to this region leading to a vertical bubble
alignment [8, 9]. In bubbly flows, bubble-induced turbulence is higher and so is the
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micro-mixing while mass transfer has been reported as less influenced by swarm
effects [10].

With increasing computing power, computational fluid dynamics (CFD) nowa-
days enables to simulate the hydrodynamic transport processes in bubble columns
more realistically and fully three-dimensional and hence to circumvent complicated
multi-parametric models. However, large-scale simulations are still only feasible
with the “point-bubble” Euler-Euler and Euler–Lagrange approaches, both of which
rely on modelling phenomena occurring on the scale of individual bubbles or small
groups thereof (see for example [11, 12]). Hence, there is still a need to improve
such sub-models, e.g. regarding the forces acting on the bubbles or the mass transfer
coefficient governing absorption or desorption. Since these models describe local
physical effects, they depend only on the local flow conditions but are independent
of the large-scale geometry and boundary conditions, the latter being resolved in the
simulations. Therefore, a much larger range of applicability may be expected for
such simulations compared with typical engineering design models. Nonetheless,
these simulations need to be validated for a broad range of conditions representative
of their intended applications.

In Euler-Euler simulations, both phases are treated as interpenetrating continua,
each described by a set of conservation equations for mass and momentum. This
implies that the bubbles are only represented by cell-averaged values and bubble-
specific properties are lost. Momentum exchange between the phases is accounted
for by coupling terms between both sets of conservation equations. Due to the direct
coupling of the equations for both phases and the use of model closures, bubbly
flows with high gas volume fraction may be effectively computed and therefore
this approach is often preferred in bubble column engineering. The Euler-Euler
approach is most frequently combined with a RANS (Reynolds-averaged Navier–
Stokes) turbulence model, which is augmented by additional source terms describing
the bubble-induced contribution to turbulence (see e.g. [13]). In the sub-models for
momentum exchange and bubble-induced turbulence, the bubble size appears as a
parameter. Setting this to a constant value gives the mono-disperse approximation,
which has been adopted in the majority of studies up to date. Swarm-effects have
not been considered in most previous studies. Within these approximations, a model
that has been validated over an extended period of time for a rather large database of
experimental test cases is described in [14].

A distribution of bubble sizes which changes in time may be accommodated by
coupling the approach described so far to a population balance equation. In doing so,
it is important to allow bubbles of different sizes to move in different directions when
necessary. An example, where this is important, is furnished by the finding of e.g.
Tomiyama et al. [15] that the lift force changes its direction at a certain bubble size.
While different frameworks have been proposed to numerically solve the population
balance equation, one that meets this requirement in a rather straight forward way is
the so-called inhomogeneous MUSIG (multiple size group) model. Among physical
phenomena that change the bubble size distribution, bubble coalescence and breakup
have received most attention so far, but a consensus on the most appropriate models
has not yet been reached [16].
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In the hybrid Euler–Lagrange approach the bubble phase is represented by indi-
vidual point-like particles, which are being tracked and from which averaged prop-
erties for the dispersed phase are obtained by ensemble averaging. Consequently,
bubble-scale transport processes can be modelled at much more detail and in a more
descriptive way. This concerns interfacial forces, bubble dynamics and oscillations,
wake separation and turbulence production as well as coalescence. In addition, a
bubble size distribution can be considered without additional numerical effort and
with arbitrary resolution. Such a Lagrangian treatment allows for a very funda-
mental and detailed consideration of the relevant interfacial forces, including e. g.
the Basset force (see for details [17]), which allows additional consideration of
the bubble dynamics (e.g. shape and trajectory oscillations) as this is essential
for correctly predicting bubble dispersion as shown in [18]. Recently, the Euler–
Lagrange approach has mostly been used in connection with LES (large eddy simu-
lations) as reviewed in [19]. Since the Euler–Lagrange method is a hybrid approach,
the coupling between the phases is of huge significance, being based on the ensemble
averaged coupling terms,which require a sufficiently large number of bubbles tracked
through the evolving flow field. The possibilities for doing such a coupling in a reli-
ableway are summarized in [20]. In bubbly flows the free distance between bubbles is
continuously reduced (e.g. at a gas volume fraction of 20% the inter-bubble distance
is only 1.37 diameters for a regular cubic packing). Therefore, it requires models for
the hydrodynamic interaction between bubbles as well as efficient models for bubble
collision detection and a possible coalescence. When the volume fraction of bubbles
further increases and the free motion distance between subsequent collisions further
decreases (see [11] for an estimate), a contact dominated bubble behavior will even-
tually be reached [20]. Then, the Lagrangian approach becomes numerically increas-
ingly expensive (see e.g. [21]). Despite of that, this approach is a very powerful tool
for analyzing basic transport processes and their role with respect to optimal opera-
tion of industrial-scale bubble column reactors at moderate volume fractions (see e.g.
[22]). Moreover, the Euler–Lagrange approach allows for supporting closure devel-
opments to be used in the frame of a two-fluid (Euler-Euler) approach. Such Euler-
Euler models are still preferred by industry due to the lower computational effort.
However, it must be kept in mind that the latter goes at the cost of modelling depth.
Nevertheless, both approaches the Euler-Euler and the Euler–Lagrange method are
very much complementary and should both be further qualified in the future.

2 Setups for Experimental Studies

Experimental studies on reactive bubbly flows within the Priority Programme
SPP 1740 were carried out for absorption of CO2 into aqueous NaOH solution in
different types of bubble columns and under different operating conditions. Outside
this SPP, Darmana et al. performed experiments in a pseudo-2D rectangular bubble
column of 0.2 m width and 0.03 m depth and a gas sparger consisting of 21 needles
(volume flow rate per needle: V̇ = 2.2 ml/s) arranged with a square pitch of 5 mm
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in the centre of the column bottom [23]. The column was initially filled up to 1 m
with aqueous NaOH with pH 12.5. First, nitrogen gas was injected until steady flow
conditions were reached. Then, gas supply was switched to pure CO2. According to
the authors, experimental conditions were: jG = 0.7 cm/s superficial gas velocity, dB
= 5.5 mm bubble size at the inlet and a resulting total gas holdup of αG = 1.2%.
The time-dependent pH at a single point located 2 cm below the liquid surface and
a time-averaged vertical bubble size profile, were measured, both in the centre of
the column. Several groups within the consortium have used this data for numerical
validation purposes, as it was available at an early stage.

At WG Hampel a lab-scale bubble column with an internal diameter of D =
0.1 m and a clear liquid height of h = 1.4 m was operated (Fig. 1, right). Gas was
distributed via a capillary sparger, consisting of 84 individually addressable needles
at the bottom of the column. Depending on the gas flow rate, between 13 and 84
needles were used. The gas operation was like in the Darmana case, i. e., operation
with CO2 just after a sufficient flushing with nitrogen. Experiments were conducted
for different gas flow rates up to jG = 2.5 cm s−1 and pH values between pH = 11.0
and 12.5. Measurement data was obtained at two axial locations, z = 0.1 m and z
= 0.7 m above the sparger. Ultrafast electron beam X-ray computed tomography
(UFXCT) was employed to obtain local gas holdup, bubble sizes and average axial
gas phase velocities. Simultaneously, wire-mesh sensors were used for measurement
of local species conversion during chemical absorption of CO2.

In the group of Zähringer a bubble column of D = 0.14 m diameter and a filling
height of h = 0.73 m was operated (Fig. 1, left). To allow for the use of optical

Fig. 1 Photographs of experimental facilities in the group of Zähringer (left) and Hampel (right)
and detailed view of the gas spargers
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measurement techniques, the bubble column is surrounded by a rectangular acrylic
box for refractive index matching. This box has been filled with the working fluid,
that is, deionized water or, for some cases, water-glycerol-surfactant mixtures (see
chapter “Experimental Characterization of Gas–Liquid Mass Transfer in a Reaction
Bubble Column Using a Neutralization Reaction”). The interchangeable bottom of
the bubble column allowed for the production of bubble chains with one nozzle or a
bubble curtain with four nozzles in a line. The nozzles produced CO2 bubbles with
a diameter of about dB = 2–4 mm. The optical measurement techniques allowed for
the two-dimensional determination of bubble size and velocity distributions, liquid
velocity and pH change due to CO2 absorption in the solution. In addition, the
influence of viscosity and surface tension of the liquid on bubble parameters and
mass transfer was studied in this column.

Essential parameters of the aforementioned three experimental setups are summa-
rized in Tables 1 and 2. Further details can be found in the earlier chapters describing
the individual results of the working groups.

Table 1 Overview of experimental setups

Darmana et al. Hampel Zähringer

Column dimensions

Column shape Square Circular Circular

Dimension 0.2 m × 0.03 m ∅ 0.1 m ∅ 0.14 m

Clear liquid height 1.0 m 1.4 m 0.73 m

Sparger 21 needles 13–84 needles 1 or 4 needles

Operating conditions

Bubble size 5.5 mm 4 – 5 mm 2 – 4 mm

Gas holdup 1.2% <14% <0.1%

pH value 12.5 11.0–12.5 9–5

Measurement techniques

Hydrodynamics High-speed camera UFXCT PIV, PTV, Shadowgraphy

Mass transfer pH meter Wire-mesh sensor 2 T-LIF

Table 2 Physical properties of the mixtures used in the bubble column experiments in the group
of Zähringer

Case Density
(kg/m3)

Viscosity
(mPa·s)

Surface
tension
(mN/m)

Gas holdup (%) Mean bubble size
(mm)

Without
Glycerol

996.89 0.9 72.24 0.03 2.75

50%
Glycerol

1123.6 4.76 67.81 0.06 3.3
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3 Applied Measurement Techniques

For the measurement of bubble size, aspect ratio and velocity, shadowgraphy
combined with Particle Tracking Velocimetry (PTV) has been used in the group
of Zähringer [24–28]. The method is based on the evaluation of shadow images of
the bubbles, obtained by a camera and a homogeneous background illumination (see
chapter “Experimental Characterization of Gas–Liquid Mass Transfer in a Reac-
tion Bubble Column Using a Neutralization Reaction”). The influence of different
parameters, such as liquid composition, filling height, surface tension and viscosity
on bubble size, form, motion, and rising velocity, have been examined at different
gas flow rates. Local liquid velocities in the column have been measured by Particle
Image Velocimetry (PIV). This method allows for the determination of 2D velocity
fields via the cross-correlation of particle images [29]. Depending on the parameters
to be examined in the bubble column, different PIV setups have been used, starting
with classical PIV at a frame rate of f = 10 Hz, over simultaneous 2 T-LIF and PIV at
f = 3.33 Hz, to high-speed PIV (HS-PIV) at f = 1000 Hz. For this, different combi-
nations of cameras, objectives and spatial arrangements have been used. Details can
be found in chapter “Experimental Characterization of Gas–Liquid Mass Transfer in
a Reaction Bubble Column Using a Neutralization Reaction” and [24–26].

Mass transfer in the group of Zähringer has been examined in the column through
2-Tracer Laser Induced Fluorescence (2T-LIF) of a tracer dye showing the pH in
the liquid (see Fig. 2). Mass transfer from CO2 bubbles rising in a stagnant, initially
alkaline (pH ≈ 9) NaOH solution leads to a decrease of the pH value. This can be
quantified and tracked optically by 2T-LIF, without being troubled by the shadows
that are produced in a laser light sheet by the bubbles. Details of this method can

Fig. 2 Schematic of post processing of measurement data from 2 T-LIF: a raw image from 1st

camera imaging the pH-tracer uranine; b raw image from 2nd camera imaging the inert tracer
pyridine 2; c treated image after calibration showing the pH. Bottom part of the column (100–
320 mm)
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Fig. 3 Schematic of post processing steps of ultrafast X-ray tomography (left) and wire-mesh
sensor data (right)

be found in chapter “Experimental Characterization of Gas–Liquid Mass Transfer
in a Reaction Bubble Column Using a Neutralization Reaction” and [30, 31]. The
liquid (de-ionised water and NaOH, pH ≈ 9) containing two fluorescent dyes, is
filled into the column and the fluorescence of both dyes is imaged simultaneously but
separately, by two cameras and appropriate optical filters. One of these dyes (uranine)
is changing its fluorescence intensitywith the pH, the other (pyridine 2) stays passive.
The images from this dye serve as a live background, which significantly reduces
artefacts from bubble shadows, reflections and laser sheet inhomogeneities on each
image.

For experiments at the DN100 bubble column in the group of Hampel, ultra-
fast electron beam X-ray computed tomography (UFXCT) has been used to deter-
mine local hydrodynamic parameters, such as local gas holdup, bubble sizes and
interfacial area and wire-mesh sensor has been used for the measurement of cross-
sectional resolved species conversion during chemical absorption of CO2. The main
post-processing steps are summarized in Fig. 3. Ultrafast electron beam X-ray
computed tomography (UFXCT) is a fast cross-sectional imaging technique based
on a scanned electron beam technology. Contrary to medical CT systems, a moving
radiation source is generated by an electron beamwhich allows for fast imaging [32].
Here,measurements were carried out at a frame rate of 1000 frames per second in two
planes and for 20 s scanning time. Image data were reconstructed using themethod of
filtered back-projection. Hereafter, several post-processing steps, such as normaliza-
tion and binarization, are applied to obtain cross-sectional phase distribution, bubble
sizes, Sauter diameter and average axial gas phase velocities [33]. In addition to
UFXCT, two wire-mesh sensors (WMS) were simultaneously operated z = 0.1 and
z = 0.7 m above the gas sparger to measure local species conversion during chem-
ical absorption of CO2. In a wire-mesh sensor, wire electrodes are spanned across
the column’s cross-section in a matrix-like arrangement. An electronics measures
electrical conductivity in the volumes around the wire crossings. In this study, a
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wire-mesh sensor with 2 × 8 equidistant wires, giving 52 spatial sampling points in
the column cross-section, was used. Frommeasured electrical conductivities one can
get the concentration of the most active ions, here OH− [34]. This in turn gives the
local hydroxide conversion rate ϑOH− = �cOH−

�tOH− , where �cOH− is the initial concen-
tration of NaOH and �tOH− is the time needed for consumption. In agreement with
[23], this parameter is assumed to be proportional to the rate of CO2 mass transfer,
since dissolved CO2 immediately reacts with OH−.

4 Reaction Systems

One reaction system being considered within the Priority Programme SPP 1740 is
the chemisorption of CO2 in alkaline solutions. It starts with the physical absorption
of gaseous CO2 into the aqueous phase:

CO2(g) → CO2,(l). (1)

According to [35] for pH > 10, the dissolved CO2,(l) reacts with hydroxide ions
(OH−) and forms hydrogen carbonate ions (HCO−

3 )

CO2(l) + OH− � HCO−
3 . (2)

Forward and backward rate constants for this reaction are denoted as k±
1 (Table

3).
Contrary, for pH < 8 the reaction pathway of dissolved CO2,(l) with water is

CO2(l) + H2O � HCO−
3 + H+ (3)

with rate constants k±
2 . As a second reaction step, the HCO−

3 ions react with OH−
ions to carbonate ions (CO2−

3 ) at rates defined by k±
3

HCO−
3 + OH− � CO2−

3 + H2O. (4)

At high pH values the equilibrium concentration of HCO3
− is negligible and thus

for highly concentrated NaOH solution the reaction can be described by

CO2(l) + 2OH− → CO2−
3 + H2O. (5)

A second reaction system that has been developed and used within the Priority
Programme for technical scale studies is the chemical reaction of NO with FeII

complexes [36]. It is technically used, e.g. for extracting NO out of flue gas in
combustion plants [37] or in the BioDeNOx process [38]. Since the complex in
aqueous solution comes with an intense color (ε435 nm = 820 L mol−1 cm−1), the
system is useful for the visible detection of the [Fe(edta)(NO)]2− complex, e.g. in the
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Table 3 Comparison of the different simulation setups (detailed descriptions of the models are
given in the references at the top)

Identifier DAR SPP-EL SPP-EE1 SPP-EE2 SPP-PM

Reference Darmana et al.
[23]

Taborda and
Sommerfeld
[48, 49]

Hlawitschka et al.
[28, 51]

Krauß and
Rzehak [46]

Krauß and
Rzehak [47]

Approach Euler–Lagrange Euler–Lagrange Euler-Euler Euler-Euler 0-dim. model
for species
conc. at
measurement
point

Code basic In house OpenFOAM
4.1: own solver
extended

OpenFOAM: v
2.3.0: own solver
extended

ANSYS
CFX 14.5

Matlab

Variation in
bubble size

Yes Yes, by mass
transfer and
pressure
difference

Not for this case Yes, by mass
transfer and
pressure
difference

No

Variable
enhancement
factor

App. solution
of penetration
model for 2nd

order reaction

App. solution
of penetration
model for 2nd

order reaction

Yes, Fleischer
et al. [50]

Full solution
of
penetration
model for
2nd order
reaction

Full solution
of
penetration
model for
2nd order
reaction

Bubble
interaction

No No No No No

Bubble
oscillation
motion

No No
(NoOsc)/yes
(FDM)

No No No

Reaction
constant k+

1
in Eq. (2)

Correlation
including
concentration
and temperature

5436.9428
m3/(kmol s) at
20 °C

Incl. temperature
effects (9015
m3/(kmol s
@27 °C))

Correlation
including
concentration
and
temperature

Correlation
including
concentration
and
temperature

Reaction
constant k−

1
in Eq. (2)

Correlation
including
concentration
and temperature

9.29355E-5
m3/(kmol s)

Incl. temperature
effects (2.4E−4

m3/(kmol s))

Correlation
including
concentration
and
temperature

Correlation
including
concentration
and
temperature

Reaction
constant k+

2
in Eq. (3)

Correlation
including
concentration
and temperature

1E6 m3/(kmol
s)

1E6 m3/(kmol s) Correlation
including
concentration
and
temperature

Correlation
including
concentration
and
temperature

Reaction
constant k−

2
in Eq. (3)

Correlation
including
concentration
and temperature

168 m3/(kmol
s)

Incl. temperature
effects 168
m3/(kmol s)

Correlation
including
concentration
and
temperature

Correlation
including
concentration
and
temperature

(continued)
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Table 3 (continued)

Identifier DAR SPP-EL SPP-EE1 SPP-EE2 SPP-PM

Reaction
constant k+

3
in Eq. (4)

Reaction not
included

0.0373946
m3/(kmol s)

Reaction not
included

Correlation
including
concentration
and
temperature

Correlation
including
concentration
and
temperature

Reaction
constant k−

3
in Eq. (4)

Reaction not
included

60,138.79
m3/(kmol s)

Reaction not
included

Correlation
including
concentration
and
temperature

Correlation
including
concentration
and
temperature

CO2 Henry’s
constant

Correlation
including
concentration
and temperature

0.84721 Correlation
including
temperature
effects (0.81478)

Correlation
including
concentration
and
temperature

Correlation
including
concentration
and
temperature

CO2 diffusion
coefficient

Correlation
including
concentration
and temperature

1.9182E−9 Correlation
including
temperature
(2.0114E−9)

Correlation
including
concentration
and
temperature

Correlation
including
concentration
and
temperature

bubble wake. The preparation of the starting compound solution and the subsequent
reaction with NO is given by the following equations:

[
Fe(H2O)6

]2+ + edta4− � [Fe(edta)(H2O)]2− + 5H2O (6)

[Fe(edta)(H2O)]2− + NO � [Fe(edta)(NO)]2− + H2O. (7)

Reaction rates for Eq. (6) are r = 1.70× 108 m3/(kmol s) for the forward reaction
and r = 91 m3/(kmol s) for the backward reaction [37]. Due to the hazard potential
of experiments with large NO amounts, some safety precautions are required. Useful
information about the knowledge transfer from the chemistry to the engineering
laboratory can be found in chapter “In Situ Characterizable High-Spin Nitrosyl–Iron
Complexes with Controllable Reactivity in Multiphase Reaction Media”.

5 Developed CFD Tools and Validation with the Darmana
Case

Different solvers were developed and extended to describe the chemisorption in
bubble columns. The group of Hlawitschka and the group of Rzehak applied Euler-
Euler based solvers, enabling bubble column investigations with dense bubbly flows.
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Fig. 4 pH value variation over time measured in the column centre at z/H = 0.95 (i. e. close to
the free surface of the column); Comparison of the different modelling approaches (label details
see Table 3) with the experimental and numerical results of Darmana et al. [23]

The group of Sommerfeld improved the Euler–Lagrange simulations including indi-
vidual bubble motion, extended beyond the standard point-bubble treatment. There-
fore, the developedEuler–Lagrange framework serves as a bridge between the coarse-
scaleEuler-Euler approach and interface resolved simulations. The results of the three
solvers are compared in Figs. 4 and 5 to the experimental and simulation results of
Darmana et al. [23], described in Sect. 6.2.1 for the reaction ofCO2 inNaOHsolution.

The OpenFOAM solver multiphaseEulerFoam (version 2.3.0) was extended by
Hlawitschka [28, 39] to account for reactive mass transfer in industrial-scale bubble
columns. Thereby, they followed the multi-scale approach for bubble column layout
presented in chapter “Multi-scale Investigations of Reactive Bubbly Flows”. The
solver had to be extended by adequate drag, lift and bubble-induced turbulence
models to account for the hydrodynamics in bubble columns. In addition to standard
visualization techniques, such as that described in [40], newly developed feature-
based as well as comparative visualization features were developed for bubble
columns. These enabled an investigation of the hydrodynamics influence on reactive
mass transfer, e.g. the influence of different sized bubbles and vortex structures [41].
For the reactive mass transfer, a reaction framework was developed and coupled to
the solver, which could then be adopted directly for Euler–Lagrange simulations
[42, 43]. Furthermore, population balance modelling was introduced to account for
poly-disperse bubble size distributions [44, 45], enabling also predictions at higher
gas flow rates.

Euler-Euler simulations were also performed by Rzehak using ANSYSCFX [46].
There, a previously established closure model for the fluid dynamics of bubbly flows
was used [14]. This model comprises a set of forces acting on the bubbles, i. e.
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Fig. 5 Volume equivalent number-based bubble diameter ratio (normalized by the injection diam-
eter of 5.5 mm) along the bubble column core region averaged over an interval of 20–95 s. Compar-
ison of numerical simulations using different model assumptions (see Table 3 for details; Euler–
Lagrange full dynamics model (FDM); Euler–Lagrange (NoOsc) no oscillations and point-bubble
approximation (SPP-EL); Euler-Euler (Rzehak; SPP-EE2)) with experimental and simulation
results of Darmana et al. [23]

drag, lift, wall, and turbulent dispersion, as well as source terms for the bubble-
induced turbulence and shows good predictions for flows in bubble columns (see
also “chapter Euler-Euler Modeling of Reactive Flows in Bubble Columns”) as well
as bubbly pipe flows.

Models for mass transfer and chemical reactions were first investigated in isola-
tion. In [47] a simple zero-dimensional model was developed that describes the
concentrations of all species at the measurement point in the experiment of [23]. For
the bubble size, the measured value at this point dB = 3.5 mm was imposed and
for the gas fraction the measured average value over the entire column αG = 1.2%
was used. This permitted the evaluation of different models for the enhancement
factor and the reaction network. As described in more detail in chapter “Euler-Euler
Modeling of Reactive Flows in Bubble Columns”, it was found necessary to use
an improved model for the enhancement factor and take into account the reaction
between CO2 and water in addition to that with hydroxide ions. In a second step,
these models were then used in the full Euler-Euler simulation of the entire column
attempting to predict also the evolution of bubble size and gas fraction [46]. In order
to include the shrinkage of the bubbles, suitable source terms for the inhomogeneous
MUSIG model were developed. For the material properties and the rate constants of
all occurring reactions a detailed model including dependence on the ionic strength
of the solution was assembled from the literature and applied in both approaches.

The applied Euler–Lagrange approach uses a fully coupled LES (large eddy simu-
lation) method for the fluid flow by solving an additional transport equation for the
SGS (sub-grid-scale) turbulence [48] and accounts thereby also for bubble-induced
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turbulence as well as turbulence dissipation. The classical Lagrangian point-bubble
approach has, especially for bubbly flows, strong limitations with respect to transport
effects occurring on the scale of the bubbles. Therefore, this approachwas thoroughly
extended by a bubble dynamic oscillationmodel for eccentricity, trajectory as well as
mass transfer through adynamicSherwoodnumber.Consequently, the relevant forces
acting on the bubbles (i. e. drag, lift, fluid inertia, addedmass, Basset force and gravity
buoyancy) could be, where possible and appropriate, extended in order to account for
the instantaneous eccentricity [17]. In addition, bubble transport by SGS turbulence
was modelled by generating randomly the instantaneous fluid velocity seen by the
bubbles. Naturally, bubble size variations due to pressure change and mass transfer
are accounted for. This involves also the solution of additional transport equations for
the relevant species. For describing the reaction process, different reaction schemes
may be considered. In this case, also an enhancement factor was accounted, which
is in the considered case strongly dependent on pH (see also chapter “Modelling the
Influence of Bubble Dynamics on Motion, Mass Transfer and Chemical Reaction in
LES-Euler/Lagrange Computations”). The reaction constants used in the simulations
are given in Table 3. The comprehensive model was implemented in the open source
solver OpenFOAM (v4.1) as described in [48, 49].

In Table 3 all features of the numerical approaches and the applied reaction rate
constants are summarised for convenience. In the first column the numerical method
(i. e. Euler–Lagrange approach) used in [23] is included. In the present study, Euler–
Lagrange as well as Euler-Euler computations were based on extensions of theOpen-
FOAM package, however using different versions. Moreover, Euler-Euler computa-
tionswere conductedbasedonANSYS-CFX. The last column summarizes the features
of a zero-dimensional local model which was used to optimize the model closures.
The specified references provide more details and with respect to the reaction mech-
anisms considered, it is referred to Eqs. (1)–(5) provided above. Bubble collisions
and a possible coalescence are not accounted for in all computations. Moreover,
it should be emphasized that the considered reaction is isothermal. As mentioned
above, experimental data were considered in order to demonstrate the performance
of the developed models. The reaction progress may be best visualized by the local
and temporal variation of the pH value which reflects the consumption of hydroxide
ions (see Fig. 4).

The results indicated by the two red curves were obtained in [39] as summarized
in Table 3. The upper red dashed curve corresponds to the simulation with constant
enhancement factor. The lower solid curve, fitting better to the experimental results
of [23], was obtained with a pH dependent enhancement factor following Fleischer
et al. [50].

The results obtained in [46, 47] correspond to the green curves in Fig. 4. The
simplified approach (see Table 3, SPP-PM), which was used for deriving the reaction
scheme (solid green line in Fig. 4) gives a good agreement with the measured values.
This was achieved by the improved model for the enhancement factor and taking
into account the reaction between CO2 and water in addition to that with hydroxide
ions. The Euler-Euler predictions, shown by the dashed green line in Fig. 4, however,
were much less satisfying. The most likely cause for these deviations is the diffusive
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nature of the MUSIG source terms describing the bubble shrinking, which causes an
asymmetric broadening rather than a simple shift of the size distribution.

The result obtained with the advanced Euler–Lagrange approach with the full
bubble dynamics model (shown as the blue line in Fig. 4) is much closer to the
experiments than the standard Euler–Lagrange method applied in [23]. It should be
noted that the dynamic model considerably enhances mass transfer due to variable
bubble eccentricity and the dynamic Sherwood number. With the present Euler–
Lagrange model, the initial part of the predicted pH variation (i. e. up to t = 150 s)
runs almost parallel to the numerical result of [23]. This may be due to the different
models considered in his work, that is, drag and lift coefficients and more important
the Sherwood number. The improvement for the present numerical results with the
dynamic model at a later stage of the reaction progress (i. e. from about t = 175 s)
with respect to the experiments, is a consequence of the use of the secondmechanism
reaction (see Eq. (4)), neglected by Darmana et al. in the simulations and noticeable
for pH < 9. Naturally, the result is also strongly influenced by the applied correlation
for the enhancement factor. Only an increase of 5–10% would yield a shift of the pH
curve to the left (faster reaction), similar to the results of [28].

The evolution of the bubble size along the column core region and averaged over
a period of t = 20–95 s is influenced by hydrodynamic transport, mass transfer
and chemical reaction (Fig. 5). In the experimental results, there exists an untrust-
worthy region (i. e. z/H < 0.4), since here bubbles are closely spaced and therefore
may be identified as clusters and hence were rejected from further processing. Natu-
rally, the bubble size gradually decreases in this region as predicted by all modelling
approaches. For the region z/H > 0.4, the experimentally recorded bubble shrinkage
becomes stronger and is only correctly captured by the advanced Euler–Lagrange
approach, that is, the full bubble dynamics model (FDM). Here both, the effect of
bubble dynamics on interfacial forces as well as the Sherwood number are respon-
sible for such a good agreement. The original computations by Darmana et al. [23]
also applying an Euler–Lagrange method give only a linear decrease of bubble size
(black line in Fig. 5). Even the present Euler–Lagrange model considering also
point-bubbles (NoOsc: no oscillations) gives already better results due to a number
of models not considered in [23]. The Euler-Euler model developed in [46] using the
MUSIG (multiple size group) model for describing bubble shrinkage shows already
smaller mean sizes as the original computations of Darmana et al. [23].

It can be concluded, that all applied approaches for reactive bubbly flows give
reasonable results in view of an application to industrial-scale processes. The corre-
spondence with experiments may still be improved for both the Euler-Euler and
the Euler–Lagrange approaches by further refining the closures and extending the
modelling depth.
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6 Validation of Numerical Simulation Tools with Different
Cases of Reactive Bubbly Flows

Within the SPP 1740 experiments for reactive bubbly flows have been performed
in the group of Hampel and in the group of Zähringer with the CO2 chemisorption
system. In the group of Hampel the focus of the studies was on high gas holdup,
i.e. up to 14%, and high pH values up to 12.5. The applied imaging techniques
UFXCT and wire-mesh sensor are cross-sectional techniques. That is, the depth of
the column is resolved at any gas fraction. However, there is not much axial flow
development information. Otherwise, in the group of Zähringer the focus was on 2D
spatially and temporally resolved data, also of the axial flow development, but with a
limited applicable gas holdup (<0.1%), due to the optical measurement techniques.
The pH was lower (pH < 9) and viscosity and surface tension have been changed.
Details of the setups were already given in Tables 1 and 2. In the following, we refer
to experiments by the group of Hampel as Case 1 and to the ones of Zähringer as
Case 2. Selected results are presented together with results of numerical simulations.
For the reaction of FeII(edta) with NO so far no experimental data are available for
comparison with numerical simulations. The group of Sommerfeld used the column
parameters and operating conditions of the absorption measurements from the group
of Hampel and carried out numerical simulations for the reaction of FeII(edta) with
NO. In the following this study is referred as Case 3.

6.1 Case 1: Chemisorption of CO2 in a DN100 Bubble
Column

Experiments on the gas phase hydrodynamics and local species conversion in a DN
100 bubble column were carried out using ultrafast electron beam X-ray computed
tomography (UFXCT) and wire-mesh sensors. In Fig. 6, the experimentally deter-
mined temporal evolution of the cross-sectional averaged gas volume fraction in the
column of is depicted. The chemical absorption reaction is initiated by switching the
gas from N2 to CO2. This is followed by a strong reduction of the gas holdup within
the cross-section, due to gas–liquid mass transfer of CO2 and thus decreased bubble
size. Within the UFXCT measurement, the gas holdup decreases from the initial
value of αG = 0.02–0.002. In Fig. 6 also the cross-sectional distribution of the phase
fraction together with the 3D gas volume fraction data from UFXCT scans for a time
interval of Δt = 0.25 s is depicted at the initial state of the reaction and after t = 20 s
measurement time. The gas volume fraction data gives indications on the decreased
bubble size and changing flow structure in the column. Euler–Lagrange simula-
tions for these experiments were carried out by the group of Sommerfeld. Figure 6b
shows the comparison of the experimental radial gas volume fraction profiles at the
time levels indicated in Fig. 6a (i.e. at the beginning and at t = 20 s) with the Euler–
Lagrangenumerical simulations using the full bubble dynamicsmodel (FDM)and the
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Fig. 6 a Temporal evolution
of cross-sectional averaged
gas volume fraction during
chemical absorption of CO2
and image stacks of the
X-ray scan at the beginning
of the reaction and after 20 s
measurement time;
b comparison of radial gas
volume fraction distribution
at the beginning of the
reaction and after 20 s
measurement time
determined from experiment
and numerical simulation.
Data are presented for jG =
0.5 cm s−1 and pH = 12.5
and measurement position z
= 0.7 m

standard point-bubble approach (i. e. no bubble oscillations (NoOsc) are modelled).
Comparison between experiments and simulation results for both instants of time
show a very good agreement, but only if the bubble dynamics model is applied (i.
e. a stochastic variation of bubble eccentricity including a trajectory disturbance as
well as a dynamic Sherwood number for mass transfer, see chapter “Modelling the
Influence of Bubble Dynamics on Motion, Mass Transfer and Chemical Reaction in
LES-Euler/LagrangeComputations”). The classical point-bubblemodel yields lower
and flatter bubble volume fraction profiles, initially due to insufficient lateral bubble
dispersion and at the later stage too high gas holdup due to the under-prediction of
mass transfer when neglecting bubble dynamics in the Sherwood number [48].

Synchronously to UFXCT scans, data of the OH− concentrations from the wire-
mesh sensor have been acquired [34]. Based on this, the radial profile of the consump-
tion rate of OH− ions has been computed and is shown in Fig. 7 in comparison with
the numerical results for jG = 0.5 cm s−1 and two different initial concentrations,
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Fig. 7 Consumption rate of
OH− ions measured for
different initial pH values (i.
e. blue (the two lower lines):
11.5 and red (the two upper
lines): 12.5); a measured at z
= 0.1 m, b measured at z =
0.7 m

which are equivalent to an initial pH value of 11.5 and 12.5, respectively. Naturally,
the consumption rates are larger for the higher initial pH value. For the lower cross-
section at z = 0.1 m (Fig. 7a) the numerically obtained consumption rate agrees
reasonably well with the measurements for both initial pH values (blue lines: pH =
11.5 and red lines: pH = 12.5) in the core region. While the numerical results yield
almost constant consumption rates towards the wall, the experiments show a clear
increase for both initial pH values. That is, the difference between experiment and
computation increases for higher initial pH.

In Fig. 7b the consumption rates measured at z = 0.7 m are compared with the
numerical simulation results, revealing similar trends as in Fig. 7a. At this higher
position in the column, the consumption rate is of course smaller than at the lower
cross-section, since the bubbles had to travel further up to this section, transfer
the CO2 into the liquid and start to react with the OH− ions. For this profile, it also
seems that the simulation results are shifted upwards compared to the measurements.
Moreover, the numerical results show again almost constant consumption rate over
the radius, whereas the experiments show a slight increase towards the wall. Thereby
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the difference between experiment and simulation becomes quite large for the lower
pH. It should be noted that the consumption rate is affected by all transport processes
in the reactor, including hydrodynamics, which is responsible for species transport
in the liquid phase and bubble distribution, i. e. profile of gas volume fraction, which
also determines the local mass transfer rate. Even though the predicted gas volume
fraction profiles are in very good agreement with the measurements (Fig. 6b), the
liquid velocities need to be also analyzed and compared with measurements, for
further understanding.

6.2 Case 2: Chemisorption of CO2 in a DN140 Bubble
Column

Experiments were executed at OVGUMagdeburg (see chapter “Experimental Char-
acterization of Gas–Liquid Mass Transfer in a Reaction Bubble Column Using a
Neutralization Reaction”) to study the influence of various parameters as gas holdup,
filling height, liquid viscosity and surface tensiononbubble aspect, dispersion, hydro-
dynamics and mass transfer with chemical reaction [24]. This data has been used for
the validation of the three following simulation tools.

6.2.1 Euler–Lagrange CFD Simulation

The developed bubble dynamics model by the group of Sommerfeld was adapted
according to experimental information with respect to the PDFs (probability
density function) of bubble eccentricity and trajectory deviation. Consequently, the
conducted numerical computations may be regarded as a first step in generalizing
the developed Lagrangian bubble dynamics model. The local bubble size is affected
by all transport processes considered, namely hydrodynamics in the column, mass
transfer and chemical reaction. Only a proper modelling of these transport processes
is a good basis for correct computations of bubble sizes and their distributions. First
of all, cross-sectional profiles of the computed bubble mean diameter are compared
with two measured profiles, namely at 100 and 350 mm above the column bottom
(Fig. 8). The volume equivalent bubble diameter is experimentally determined from
the applied shadow imaging technique. From the simulations, the number mean
diameter is determined by averaging over the entire computational cycle of 150 s,
exactly as done in the experiment. For the case without glycerol (see Table 2), the
mean bubble size matches quite well, although the measurements show a small size
peak in the core (Fig. 8a). These profiles also demonstrate the lateral dispersion of
the bubbles from 100 to 350 mm (i. e. the profiles become wider) as well as the
associated mean size reduction due to mass transfer. This behavior is also obtained
from the simulations of the higher viscosity case (Table 2 and Fig. 8b) and the bubble
lateral dispersion (i. e. width of the profile) is similar to the experiments. Thus, as
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Fig. 8 Profiles of number
mean bubble diameter at two
cross-sections within the
column (blue color: z =
100 mm and black color: z =
350 mm, symbols:
experiments, lines:
numerical simulations); a for
a NaOH solution without
glycerol; b for a NaOH
solution with 50% glycerol
(averaging time 150s)

expected, the bubble lateral dispersion is lower compared to the low viscosity case.
The numerical results also show a visible reduction of the mean bubble size which is
for unknown reasons not observed in the experiments. Note that the computed size
change along the column is only about 0.2 mm, which is in the order of any possible
measurement error.

For investigating the effect of the novel bubble dynamics model on the hydrody-
namics, the mean vertical liquid and bubble velocity profiles are compared with the
experimental data in Fig. 9 for a cross-sectional plane in the center of the column,
i. e. at a height of z = 350 mm. In order to be comparable to the experiment, both
the liquid and bubble velocity fields were obtained as an average over the entire
simulation period of �t = 150 s, although the process is completely transient.

It should be emphasized that a proper prediction of bubble mean and fluctuation
velocity is only possible if, for deformable bubbles as considered here, the bubble
dynamic behavior is modelled appropriately as demonstrated in [18]. A very similar
shape of the profiles is seen for experiment and computation (Fig. 9) and it is also
worth to point out the negative fluid velocities in the vicinity of the wall, supporting
a transport of species from the upper part to the bottom part of the column, which
is also properly captured by the simulations. Bubble velocity magnitudes for both
cases show a very good agreement with experimental observations, with a higher
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Fig. 9 Profiles of measured
(symbols) and computed
(lines) mean vertical
velocities (upper lines and
symbols correspond to
bubble velocity, lower lines
and symbols correspond to
liquid velocity, only the left
half of the experimental
liquid velocities is
represented due to symmetry
and accuracy concerns (see
chapter “Experimental
Characterization of
Gas–Liquid Mass Transfer in
a Reaction Bubble Column
Using a Neutralization
Reaction”)); a measured for
the case without glycerol
(low viscosity); b measured
for the 50% glycerol NaOH
solution (averaging time
150 s)

mean bubble velocity for the case without glycerol (i. e. lower viscosity) and a
stronger lateral dispersion of the bubbles over the column cross-section. For the
case with 50% glycerol (i. e. about 5 times higher viscosity), bubbles are more
concentrated in the core region of the cross-section, since the bubbles tend to rise
in more straight paths (less bubble dynamics and oscillation) compared to the case
without glycerol. Hence, as the bubbles are more concentrated in the core for the
50% glycerol case, themomentum transfer to the liquid and consequently the vertical
liquid velocity are larger. For the lowviscosity casewithout glycerol, the better lateral
bubble dispersion results in lower upward liquid velocities. Nevertheless, with the
somehow ad-hoc adaption of the bubble dynamics model, that is entirely based on
experimental information, the effect of viscosity on bubble dispersion is captured
sufficiently accurate.

Naturally, the different dynamic behavior of the bubbles in low and high viscosity
liquids will also influence mass transfer and chemical reaction through the dynamic
Sherwood number [48]. The resulting decay of pH values for the two simulated cases,
i. e. without glycerol and with 50% glycerol (see Table 2), is shown in Fig. 10. It is
striking that a faster descent in the pHvalue is found for the lowviscosity casewithout
glycerol, while in the case with 50% glycerol (5 times higher viscosity) mass transfer
and chemical reaction are slower (bubble dynamics and hence Sherwood number are
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Fig. 10 Comparison of numerically computed and measured temporal decline of pH values
(measurement window 350–370 mm above the column bottom) in a reactive bubble column with
low and high (50% glycerol) viscosity NaOH solution

smaller), yielding a much more shallow decay in the pH value. This occurs because
bubbles rise in a more viscous liquid, have straighter rising paths, tend to be more
spherical and consequently experience lessmass transfer leading to a slower reaction.
In the low viscosity case without glycerol, mass transfer should be further enhanced
due to the effective larger surface area of the stronger deformed bubbles. All these
tendencies are correctly predicted by the developed dynamics model for bubble
motion and Sherwood number and the agreement with the measurements is very
good for reactive bubbly flows and liquids of different viscosity.

Consequently, a physically correct point-bubble numerical simulation of bubbly
flows with deformable bubbles and chemical reactions can only be done properly if
bubble dynamics are modelled with respect to shape and trajectory oscillations and
the increased effective surface area as a result of deformation in combination with a
dynamic Sherwood number. These first results on viscosity effects allow concluding
that the developed bubble dynamics model may be also generalized with respect to
different liquid properties.

6.2.2 Euler–Euler CFD Simulations

Simulations of bubbly flows within the Euler-Euler framework have been performed
by the groups of Rzehak and Hlawitschka. Both groups used the experimental
results from Zähringer for comparison and validation purposes. The group of Rzehak
focused on fluid and turbulence in non-reactive cases, while the group ofHlawitschka
considered a case with reaction. The applied experimental techniques are described
in detail in chapter “Experimental Characterization of Gas–Liquid Mass Transfer
in a Reaction Bubble Column Using a Neutralization Reaction”, the numerical
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models and methods in chapters “Euler-Euler Modeling of Reactive Flows in Bubble
Columns” and “Multi-scale Investigations of Reactive Bubbly Flows”, respectively.

An example of the non-reactive cases considered together with the groups of
Zähringer and Rzehak is the CO2/water system at a flow rate of QG = 6.4 l/h corre-
sponding to a superficial gas velocity of jG = 0.011 cm/s. Results for the gas fraction
in this case [27] are shown in the top row of Fig. 11. The Figure shows the front view
of the column. The two-dimensional distributions reveal that the overall pattern of
the gas distribution is reproduced quite well by the simulations. Profiles extracted at
three different height levels are shown in the bottom row of Fig. 11. It is seen that
for this case the quantitative agreement between experiment and simulation is very
good.

The vertical component of the mean liquid velocity vL in the measurement plane
is shown for this case in the top row of Fig. 12 for the whole column. In the central

Fig. 11 Gas fraction αG for CO2 bubbles in water at QG ≈ 6.4 l/h. Top row: Comparison of 2D
distributions in the lower part of a vertical central plane through the column calculated from the
shadowgraphy measurements (left) and from the simulation results (right). Bottom row: Extracted
lateral profiles at two different heights y = 50mm (left) and y = 250mm (right)withmeasurements
shown as symbols and simulations as lines
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Fig. 12 Average vertical liquid velocity component vL for CO2 bubbles in water at QG ≈ 6.4 l/h.
Top row: Comparison of 2D distributions in a full vertical central plane through the column obtained
from the PIV measurements (left) and from the simulation results (right). Bottom row: Extracted
lateral profiles at two different heights y= 50 mm (left) and y= 600 mm (right) with measurements
shown as symbols and simulations as lines

part of the column, the liquid moves upwards driven by the rising gas bubbles. Near
the column walls, the liquid flows downwards. The mean horizontal motion of the
liquid (not shown here) is nearly zero, apart from a narrow zone near the free surface
at the top of the column.

A slight asymmetry is visible in both experimental and simulation results, which
is due to the finite averaging time and, in the experimental case, also to slight manu-
facturing tolerances between the four nozzles. Good agreement is obtained in the
extent of the up- and downflow regions as well as the horizontal motion near the
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top surface, when comparing experiment and simulation with respect to the quali-
tative mean liquid flow pattern. However, the magnitude of the vertical velocity is
under-predicted by the simulations.

A more quantitative analysis can be made by looking at the profiles of the vertical
velocity component at y= 50 and 600 mm, near the lower and upper end of the range
covered by the measurements in the bottom row of Fig. 12.

In the bottom region, it may be noted, that in the experiments the second to right
nozzle apparently produced a faster liquid stream than the others. Since no difference
is seen in the gas fraction for this nozzle, the reason for this remains unclear. But the
effectmay be seen as a representative for themany factorswhich are hard to control in
laboratory experiments andwhichwill inevitably be present in technical applications.
A slight reminiscence of the resulting peak in the liquid velocity persists up to the
higher level. Comparing experimental and simulation results, it is seen that at the
lower cross-section, the simulations produce a too low liquid velocity in particular
around the peaks in the profile. The difference to the experimental results is about
the same as the variation between the outlier-nozzle and the others. At the higher
section, the difference between simulation and experiment has become somewhat
smaller and can partly be attributed to the remaining asymmetry in the latter.

The top row of Fig. 13 shows the two-dimensional fluctuations of the liquid
velocity in vertical direction in the measurement plane. Once more, the expected
symmetry with respect to the column center is not completely fulfilled in the experi-
mental data due to the second injection nozzle. For the vertical velocity fluctuations,
the simulations are in good qualitative agreement with the measured data. The hori-
zontal fluctuations (not shown) are somewhat over-predicted in the simulations, but
the pattern is similar. A quantitative comparison at height levels y = 50 and 600 mm
bymeans of profiles of the fluctuations is shown in the bottom row of Fig. 13. Agree-
ment between simulation and experiment is good for both heights. The horizontal
fluctuations (also not shown here) are somewhat over-predicted in the simulations.

For comparison and validation of the numerical results obtained by the group of
Hlawitschka using an Euler-Euler approach, the experimental data of the group of
Zähringer were averaged corresponding to the numerical mesh [28]. Three positions
were compared along the column height, i. e. at 33.5, 183.5 and 303.5 mm from the
bottom.

The mean bubble sizes obtained for the investigated test case from experiments
and used in the numerical calculations are shown in Fig. 14a. The bubbles at 33.5 mm
are located close to the bubble nozzles on the bottom of the column. With increasing
height, during their rise, themean size does not change significantly in the experiment.
The measured bubble sizes are on average dB = 2.65, 2.71 and 2.80 mm at 33.5,
183.5 and 303.5 mm column height, respectively. Due to the low gas hold-up, there is
no bubble coalescence and breakage. The very small change in bubble size, allowed
the assumption of a constant bubble size of dB = 2.72 mm for the simulations in the
following.

The mean vertical bubble velocity components obtained this way are depicted in
Fig. 14b. The measured mean bubble velocities are vB = 0.30, 0.30 and 0.28 m s−1 at
33.5, 183.5 and 303.5 mm column height, respectively. The mean bubble velocity in
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Fig. 13 Liquid velocity fluctuations
√

v′
Lv′

L for CO2 bubbles in water at QG ≈ 6.4 l/h. Top row:

Comparison of 2D distributions in a full vertical central plane through the column obtained from
the PIV measurements (left) and from the simulation results (right). Bottom row: Extracted lateral
profiles at two different heights y= 50mm (left) and y= 600mm (right) with measurements shown
as symbols and simulations as lines

the simulations reaches a value of about 0.30 m s−1 in the centre of the column. The
velocity decrease in direction of the column walls at 183.5 and 303.5 mm column
height is much stronger in the calculations than in the experiments, and results from a
lower gas phase fraction in the simulations. In the lower part of the column (33.5mm),
bubbles only exist in the centre (25–115 mm) due to the position of the injection
nozzles. Here, the velocity peaks at the injection positions are well reproduced. The
phase fraction and residual velocities at this place are set to a minimum value for
drag term calculation in the simulations, leading to a better stability.
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Fig. 14 aMean bubble diameters at column heights of 33.5, 183.5 and 303.5 mm. bMean vertical
bubble velocity profiles at column heights of 33.5, 183.5 and 303.5 mm

The mean vertical liquid velocity component is depicted in green in Fig. 15, for
a position of 33.5 mm. At this lowest position, the liquid velocity is influenced by
the nozzle spacing. At 183.5 and 303.5 mm (Fig. 15, red and blue symbols/lines),
the liquid velocity has a bell-shaped distribution, with a maximum of 0.063 m s−1 at
183.5 mm column height. A deviation between the experiments and the simulations
is observed in the centre of the column, where the vertical liquid velocity is smaller
in the simulation.

Fig. 15 Mean vertical liquid
velocity profiles at column
heights 33.5 mm (green),
183.5 mm (red) and
303.5 mm (blue)
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Fig. 16 Mean temporal pH
value evolution averaged for
a column section of
100–321 mm (green),
305–518 mm (red) and
503–716 mm (blue)

The temporal concentration developments determined for t = 190 s, are compared
in Fig. 16. An initial pH value of 9 is used in both, experiment and simulation,
but in the experiment only pH < 8 can be visualized reliably. All pH values larger
than 8 appear at the same intensity. The measured concentrations were averaged
for a vertical column height segment of 100–321, 305–518 and 503–716 mm. The
simulation results were averaged over the same domain and intervals of Δt = 10 s
simulation time. For the two lower sections (Fig. 16, green and red), the evolution
of the pH value obtained from the simulation fits to the experimental values for a
simulation time of t = 40 s until the end of the measurement. For the highest section
(Fig. 16, blue), starting at t = 60 s, the pH value is slightly underestimated in the
simulation. Here, an enhancement of the free surface treatment in the simulation
could lead to improved results.

In conclusion, the Euler-Euler simulation approaches enabled, compared to the
detailed experimental results, a satisfactory description of the local hydrodynamics
and the local concentrations by accounting for the reaction network. As single input
parameter, the average bubble size has to be known. In general, both frameworks
were able to predict these profiles without further adaption.
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Fig. 17 aCross-sectional numericalmesh for the considered circular bubble columnwith a diameter
of 0.1 m and a height of 1.4 m; b Size distribution of injected bubbles (number weighted) with a
mean diameter of 5.25 mm

6.3 Case 3: Reaction of FeII(Edta) with NO in DN100 Bubble
Column

For the FeII(edta)/NO reaction system that was purposively developed for exper-
imental studies within the priority research program (see Sect. 4) only numerical
simulations are available on the full column scale. This has mainly to do with the
hazards associated with handling large amounts of NO which made this endeavour a
future task.However, numerical simulations are, in this case theLES-Euler–Lagrange
approach, well suited to gain an understanding of the dynamics of this reaction in a
bubble column. Simulations were made for the circular bubble column of the group
of Hampel [34], for which a numerical grid with approximately 35,000 structured
elements was generated. Figure 17a) presents the cross-sectional mesh used for the
simulations. Aqueous [FeII(edta)(H2O)]2− solution is modelled as the liquid phase
and pure NO bubbles were virtually injected with a number-based PDF size distribu-
tion as measured in the CO2 case of [34] (Fig. 17b). With the predefined superficial
gas velocity of jG = 0.5 cm/s, 504 bubbles are injected per second. Computations
are done for two initial [FeII(edta)(H2O)]2− concentrations over a time period of t =
70 s.

Indeed, the mass transfer rate for bubbles rising inside a bubble column is
affected by the reaction process occurring in the vicinity of the bubbles, which
is accounted for by an enhancement factor [48, 49]. Merker et al. found, that for
different initial concentrations of [FeII(edta)(H2O)]2− in the liquid phase, the mass
transfer is increased at different levels, surprisingly reaching values of approximately
20 times higher in comparison to the case without adding [FeII(edta)(H2O)]2− to the
solution [53]. A continuous mathematical relation for the mass transfer enhancement
factor in dependence of the [FeII(edta)(H2O)]2− concentration in the range between
c = 0 and 75 mmol L−1 was applied using a polynomial fitting curve as shown in
Fig. 18.
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Fig. 18 Enhancement factor
E as a function of the
concentration cFeI I (edta) for
a range between c = 0 and c
= 75 mmol L−1; Symbols
represent the experimental
values [53] and the line a
polynomial fitting

Two cases with different concentration of [FeII(edta)(H2O)]2−, namely c = 25
and 75 mmol L−1, were simulated in order to understand their influence on the
development of the flow field and the relevant species distribution. Figure 19 shows
the evolution of the species concentration, numerically measured at the bottom of
the column (z = 0.1), for the case with a concentration of [FeII(edta)(H2O)]2−
of 75 mmol L−1, during the first stage of the simulations. The consumption of

Fig. 19 Species concentration evolution during the first stage of the reaction process (i. e. up to t
= 10 s) obtained from the simulations for the case with initial concentration c[FeII(edta)(H2O)]2−
= 75 mmol L−1
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Fig. 20 Bubble diameter evolution during the first stage in the simulated reaction process. aMean
number-based bubble diameter, b rms value of bubble sizes (i. e. width of the diameter PDF)

the [FeII(edta)(H2O)]2− is very fast, as a result of the reaction kinetics (see also
chapter “In Situ Characterizable High-Spin Nitrosyl–Iron Complexes with Control-
lable Reactivity in Multiphase Reaction Media”). Conversely, the concentration of
the anionic complex [FeII(edta)(NO)]2− increases at a rate similar to the decrease in
[FeII(edta)(H2O)]2− during the simulation run. As expected, the concentration of the
aqueous NO is increasing during time and tends to accumulate in the liquid, however
at a very low rate.

Figure 20 shows the time evolution of the mean bubble diameters and their corre-
sponding rms (root mean square) values including all the bubbles inside the entire
domain, tracked during the first stage of the simulation for the two caseswith different
initial concentration. The red line corresponds to c([FeII(edta)(H2O)]2−) = 25 mmol
L−1 and the blue line to c([FeII(edta)(H2O)]2−) = 75 mmol L−1. From Fig. 20a it
is obvious that the two cases yield a completely different behaviour in the progres-
sion of the reaction, giving for the low [FeII(edta)(H2O)]2− concentration almost no
variation in bubble size, whereas a high [FeII(edta)(H2O)]2− concentration results
in drastic size reductions. Already during the first 6 s of the simulation, the mean
bubble size is reduced by about 1.5 mm, reaching a mean size of approximately
dB = 3.8 mm. This can be explained by the high value of the enhancement factor
(approximately 20 times) during the first second of simulations in which a high
[FeII(edta)(H2O)]2− concentration value yields a large increase in mass transfer rate
(see also Fig. 19). When chemical reactions take place, the [FeII(edta)(H2O)]2−
molecules in the liquid are consumed, the enhancement factor decreases and the
mean bubble size increases again to a similar value as in the case with the low initial
concentration of [FeII(edta)(H2O)]2− of 25 mmol L−1 (see Fig. 20a). On the other
hand, for the case with only c = 25 mmol L−1 [FeII(edta)(H2O)]2−, a decrease in
diameter is not noticeable, since, although the enhancement factor is still about 8
(Fig. 18), the solubility of NO in water based solutions is low compared to other
gases, which affects directly the mass transfer. Finally, both cases show a roughly
constant mean bubble size after t = 18 s, due to the complete consumption of the
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Fig. 21 Images of
instantaneous FeII(edta)
concentration in the vertical
mid-plane of the column for
different simulations times
for the case with the initial
concentration of
[FeII(edta)(H2O)]2− of c =
75 mmol L−1

[FeII(edta)(H2O)]2− after approximately t = 10 s (see also Fig. 19). The rms values
of bubble size (Fig. 20b) show, that for the low concentration case almost mono-
sized bubbles exist. For the high initial [FeII(edta)(H2O)]2− concentration with the
stronger mass transfer, the decrease of bubble mean size is also associated with a
broadening of the size distribution. After the bubbles reached the smallest mean size
and grow again, also the distribution becomes narrower again.

With the purpose of illustrating the temporal and spatial evolution of the reac-
tion process, color fields of [FeII(edta)(H2O)]2− concentration over time in a vertical
middle plane through the column are shown in Fig. 21. At the beginning of the simu-
lation, the concentration fields of [FeII(edta)(H2O)]2− appears quite homogeneous,
since the reaction has not yet taken place. As mass transfer proceeds, chemical
reaction is initiated and until t = 10 s the [FeII(edta)(H2O)]2− concentration has
already drastically decreased with some spatial variation from the middle part to the
top of the column. The decrease of the [FeII(edta)(H2O)]2− concentration along the
column is most pronounced for t = 5 s, where in the lower part of the column fresh
bubbles enter, inducing high mass transfer and chemical reaction. After t = 20 s an
almost complete consumption of [FeII(edta)(H2O)]2− has occurred, however some
inhomogeneity still exists in the upper part due to the transport processes involved.
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7 Opportunities for Industrial Applications

Correct simulation of reactive bubbly flows is a key requirement for industrial reactor
design and operation. CFD tools may there be used for simulating the full reactor in
three dimensions, but also for analysis of certain compartments with pronounced
3D flows. For that, the SPP 1740 projects on reactive bubbly flow have made
significant progress in both experimental technology and numerical simulations,
including model and closure development. This success is greatly owed to a close
and continuous collaboration between numerical and experimental oriented working
groups.

The experimental setups introduced above are generally available for follow-up
studies, e.g. for the FeII(edta)/NO system. Most notably a set of new measure-
ment techniques has been qualified and used for studying reactive bubbly flow.
Thus, ultrafast X-ray tomography was for the first time applied to reactive bubbly
flows. It may be further used to study similar multiphase problems. The wire-mesh
sensor was qualified for chemical species concentration measurement, which is very
helpful in gaining complementary information to gas phase parameters and liquid
velocity. Both measurement technologies together with the optical probe introduced
in chapter “Experimental Studies on the Hydrodynamics, Mass Transfer and Reac-
tion in Bubble Swarms with Ultrafast X-ray Tomography and Local Probes” can in
principle be used in industrial devices, if appropriate safety provisions are made.
Optical measurement techniques have been used to obtain spatially and temporally
highly resolved data of bubble parameters, liquid velocity and mass transfer in the
column. Especially the influences of viscosity and surface tension have been exam-
ined like this. The exhaustive data and its evaluations are available in a database
(https://www.lss.ovgu.de/Info/Downloads.html), that can be accessed on demand. It
has served as validation data for several numerical working groups inside SPP1740,
that have been presented above.

An Euler–Lagrange solver has been qualified for reactive bubbly flow at the group
of Sommerfeld. Most notably, the novel bubble dynamics model accounting for
shape and trajectory fluctuations of wobbling bubbles as well as dynamics in mass
transfer description improved the numerical prediction of bubbly flows without and
with chemical reactions. This new modelling idea remarkably extends the classical
point-bubble approach, that is typically used. It proved to predict the mass transfer
and following global chemical species conversion in an excellent way for several
experimental test cases. Further model extensions are required to account for bubble
dynamics also in the enhancement factor and expand the applicability to liquids with
different properties, e.g. higher viscosities. The code is now available for industrial
use and has its particular strength in simulating large size compartment of reactors
due to the high numerical efficiency.

Euler-Euler solvers have been qualified by the groups of Rzehak andHlawitschka.
They are particularly suited for large-scale simulations in industry. Developments in
the group of Hlawitschka focused on the establishment of a framework for reactive
mass transfer in bubble columns using OpenFOAM. The code was further extended

https://www.lss.ovgu.de/Info/Downloads.html
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to account for the main forces as well as population balance modelling to account for
the bubble interactions such as breakage and coalescence. Own experimental studies
were performed as well as the developed solvers (Euler-Euler, Euler–Lagrange)
were compared to experimental data from the group of Zähringer. New visualization
approaches were specifically developed for the Euler-Euler approach that enhances
visual inspection of the numerical results. From the Euler–Lagrange investigations,
it can be concluded, that individual bubble motion plays an important role at low gas
hold-ups. Thereby, the transition from straight to oscillative motion can be described
in different viscous liquids.

Developments in the group of Rzehak focused entirely on the reactive mass
transfer, building on a well-established model for the purely hydrodynamic aspects.
Shrinkage/growth of the bubbles due to adsorption/desorption processes was
included by source terms in the MUSIG model and a set of closures for the mass-
transfer coefficient, enhancement factor and turbulent species diffusivity was tested.
Availability of an accurate model for the reaction kinetics is found essential to repro-
duce experimental data. All additions are readily incorporated in commercial simu-
lation software and hence directly applicable to solve industrial application prob-
lems. Further improvements should target more refined models for the mass-transfer
coefficient such as those developed by the group of Sommerfeld.

As an outlook it may be stated that the fundamental developments presented here
need further specific adaption and qualification for particular industrial problems.
This concerns, for example, other types of reaction systems, which may be far more
complex than the simple ones considered in the frame of this project. In addition,
catalyzed reactions, three-phase flow and consideration of non-isothermal conditions
are future topics of interest.
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Abstract In the previous chapters it has been shown that the fluid dynamic condi-
tions in bubbly flows might affect a competitive consecutive chemical reaction
concerning yield and selectivity. The question arises if this results are transferable to
technical apparatuses with industrial conditions. To clarify this question, the compet-
itive consecutive DBED reaction system dissolved in tetrahydrofuran is transferred
to an industrial apparatus that has been already used for a cyclohexane oxidation.
First, it is shown with the Taylor bubble experiments that the DBED reaction system
can be used as a model system for competitive consecutive reactions with adjustable
kinetics. Afterwards, the DBED reaction system is applied to the technical appa-
ratus. It shows that the yield and selectivity of the DBED reaction in the technical
apparatus depends on the bubble size distribution and therefore potentially on the
local wake structure. Even though numerical simulations with the Euler-Lagrange
approach are already able to predict the formation of product and byproduct of a
competitive consecutive reaction, the local flow structure within the bubble wake
and its potential influence on yield and selectivity can not be covered so far.
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1 Introduction

As described in the previous chapters, there are many challenges at the scale up of
gas-liquidmultiphase reactors. One reasonwhy the changes in the ongoing processes
with the change of the reactor size is not yet understood and therefore not predictable
are missing correlations for reaction systems of industrial interest [1, 2]. Rollbusch
et al. [3] points out the gap between the industrial need for correlations with respect
to an organics liquid phases as well as at elevated temperature and pressure and the
academia reality, where the large majority of projects investigate aqueous systems,
not being able to realize high temperatures or pressures. It is a known fact that bubble
size and behavior vary with a change in the liquid viscosity, gas density and surface
tension [4]. Both properties are strongly dependent on temperature. Yet, there are
only a few studies of (reactive) bubbly flows at elevated pressure or temperature [3].
Furthermore, the majority of the publications focus on aqueous systems, such as
water/air or water/CO2, whereas in industry mainly organic systems are used. The
limited number of studies dealing with organic liquids at elevated temperature and
pressure, such as [4–6] focus on the fluid dynamics of the bubbly flow, not being able
to perform a reaction at the investigated conditions, which is due to safety reasons.
According to Rollbusch et al. [3] this existing gap between industrial needs and
academic reality is due to three major challenges:

• Performing experiments at elevated temperature and pressure using organic
solvents in technical apparatuses requires a certain laboratory infrastructure and
safety precautions, which is not given in academia.

• Apparatuses as well as chemicals, which are needed in large amounts for
experiments at industrial conditions, are pricey and require large financial
resources.

• If the financial resources, apparatuses and laboratory infrastructure are available,
the apparatuses are usually not accessible for analytic systems, for example to
investigate the bubble size distribution which is most of the time done optically,
since they are not built out of glass or acrylic glass.

So far, to the best of our knowledge there is no study taking into account the
fluid dynamics, the mass transfer and the chemical reaction in technical apparatus
at industrial conditions, using non-aqueous solutions at elevated temperature and
pressure in order to study the interplay of these processes and their impacts on
the yield and selectivity of an ongoing reaction. In order to better understand the
interplay of the ongoing physico-chemical processes in organic liquid systems, in this
chapter a reaction system dissolved in tetrahydrofuran (short: THF) is introduced and
studied. The reaction system first is studied at single rising bubbles in a Taylor flow to
gain more insight into the reaction kinetics. In a subsequent step, using an optically
accessible high-pressure bubble column, experiments at different bubble sizes were
performed. Thereby a dependence of the reaction conversion and selectivity to the
bubble sizes could be found.
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Further, the following chapter presents the interdisciplinary workflow using the
aforementioned model system, from evolving and synthesizing of the reaction
system, over running bubble column experiments on the technical scale and to the
numerical description of the technical scale experiment by Euler-Lagrange calcula-
tions. Thisworkflow, using state of the artmethods, describes the up to date procedure
of how to design and scale up an industrial bubble column.

2 Experimental Setup for the Investigation of Bubbly Flows
in Technical Apparatuses

The experiments have been performed in an optically accessible bubble column
designed by Schäfer [7]. It withstands temperatures up to T = 200 °C and pressures
up to p= 50 bars. It has a volume of V = 4 L and a height ofH = 969mm (see Fig. 1,
middle). Due to the construction in stainless steel and glass it can be operated with

Fig. 1 Optical accessible bubble column
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Fig. 2 Technical drawing of the bottom of the column

all kinds of organic solvents. Five oval viewing windows are installed on each lateral
side which allow the observation of about 50% of the rising distance of a bubble
from the sparging to the degassing region at the top of the column (see Fig. 1 left).
With a width of x = 44 mm each pair of windows enables the observation of 91% of
the cross-sectional area. The bubbles are injected into an inner glass cylinder which
prevents the irregularities at the viewing sections to disturb the flow of the bubbles
(see Fig. 1, right). The inside of the glass cylinder is the actual reaction chamber with
a maximal volume of VR = 2.2 L.

The reaction gas is introduced via a gas sparger at the bottom of the column (see
Fig. 2). The sparger consists of a single, centered nozzle with a well-defined opening.
In order to produce different sizes of bubbles the diameter of the nozzle opening can
be varied from dN = 0.1 mm to 0.4 mm.

The flow chart of the experimental setup of the reactor and its periphery is shown
in Fig. 3. The center of the setup is the above described bubble column reactor (F).
A gear pump (B) at the bottom of the column is used to fill the liquid phase to the
reactor. By means of a three-way valve the reactor can be emptied via the same pipe.
A separate capillary (see Fig. 2) which is controlled by a manual ball valve (C) can
be used for insertion of additional liquids, e.g. DBED reaction solution. The reaction
gas is supplied by two mass flow controllers (A). A check valve prevents the liquid
from flowing back into the gas inlet. In the bottom of the column the supplied gas
is distributed by the aforementioned gas sparger. The exhaust reaction gas is taken
from the top of the column and added to the exhaust air system. For safety reasons,
an optical liquid level sensor is installed (G). In case of an accumulation of liquid
in the exhaust air, the experiment is automatically stopped to prevent the formation
of an explosive mixture in the exhaust gas. The pressure control valve (I) controls
the operating pressure in the reactor. Before the exhaust gas is discharged via the
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Fig. 3 Flow chart of bubble
column setup
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exhaust air system, the oxygen concentration is measured with the optical oxygen
sensor Firesting by PyroScience GmbH (H).

The reactor can be emptied at any time into a barrel of V = 120 L (D) filled with
water via a three-way valve at the bottom of the column. In case of a sudden pressure
increase, for example due to failing temperature control, the content of the column
is emptied via a safety valve (E) into the water-filled barrel (D). The temperature is
monitored at the bottom and top of the bubble column as well as in the exhaust gas.
The pressure is measured at the gas inlet and the exhaust gas.

The viewingwindows installed on the reactor enable the detection of the generated
bubble size distribution by means of an optical analysis at different rising heights.
For the concentration measurements a UV/VIS or an ATR-FTIR Probe have been
inserted into the inside of the glass cylinder by exchanging one glass window by a
metal plate with a lead-through. This enables online concentration measurements on
the chosen height of the viewing windows.

3 Experimental Analysis of Bubble Size Distribution
and Gas Hold-up by Means of Optical Measurements

For the optical analysis a Dalsa Geni Nano-M1280 Camera with the telecentric lens
TZM1235/0,083-C by Sill Optics is used. Tominimize the optical deformation due to
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Fig. 4 Process of optical determination of the bubble size distribution

the round glass cylinder, the volume between the cylinder and the viewing windows
is filled with the same fluid as the inside of the cylinder (see blue colored area in
the cross-sectional drawing in Fig. 4). Operating the camera with backlight by a
LED-Panel the whole cross section of the glass cylinder can be focused.

In the first step of the evaluation, a background image is calculated from a large
number of images. By subtracting the calculated background image from the actual
bubble image, contaminations or standing bubbles are removed in a second step. The
individual bubbles are detected by means of a grey value analysis in the third step. To
find the optimal threshold value for the greyscale analysis to differentiate between
liquid phase and bubble, in the following referred to as the threshold, measurements
were carried out at known volume flows. All bubbles were recorded across the cross-
section. The gas holdup was so low that there was hardly any overlap between
the detected bubbles. The two main axes of an ellipsoid can be determined via
the projection area and the perimeter. Assuming the ellipsoids to be rotationally
symmetric the volume of the single bubble can be calculated. Knowing the added
volume flow and the rising velocities of the bubble, the actual gas hold-up was
calculated and compared to the gas hold-up calculated from the image analysis. In
this way an optimal threshold of 210 was determined for the used setup and settings.
For image analysis the software packageVision fromNational Instrumentswas used.

For better comparability, the given ellipsoidal diameters are converted to the diam-
eter of a sphere of equal volume. For the calculation of the bubble size distributions,
ni = 1000 images were evaluated, which corresponds to a total number of bubbles
of nB = 5000 to 35,000. The images were recorded at a frequency of f = 3 Hz to
ensure that individual bubbles were not included in the evaluation multiple times.

In the following the bubble size distributions are given as a probability density
f (d) of the unit 1

mm . For the determination of the bubble size distribution, the bubbles
were divided into individual classes according to their size. The probability that a
bubble of size db belongs to class k with a diameter from dk to dk + �d is given by
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P(dk < db ≤ dk + �d) = Nk(dk < db ≤ dk + �d)

NB

=
dk+�d∫

dk

f (db)δd (1)

Thereby Nk describes the number of bubbles in class k and NB the number of all
considered bubbles. Hence

fk = Nk

NB�d
(2)

describes the discrete probability density.

4 Chemical Reaction System for the Investigation
of Bubbly Flows in Technical Apparatuses

Bubbly flows are reaction systems with a massive volume in liter-scale. To minimize
the expenses in terms of costs and time, chemicals used should either be purchasable
or synthesizable in large amounts. For the [Cu(DBED)]OTf system, used in this study
(see also Chapter “Control of the Formation and Reaction of Copper-Oxygen Adduct
Complexes in Multiphase Streams” chemical details), five chemicals are necessary:
N,N′-di-tert-butylethylenediamine (short: DBED), 4-methoxyphenol, triethylamine,
tetrahydrofuran and tetrakisacetonitrile copper(I) triflate. Except for the latter one,
all chemicals are inexpensive and purchasable by variousmanufactures (see Table 1).
The copper(I) salt is quite expensive but can be synthesized cost-efficiently in gram
level according to literature [8].

The core of the [Cu(DBED)]OTf system is the catalytically active Cu2O2 center
(C). The so-called μ-η2:η2-peroxo complex (C) is synthesized in situ. At first
equimolar amounts of DBED ligand (L) and copper(I) triflate (Cu) form the copper(I)
complex [Cu(DBED)]OTf (A) in the reaction solution. The following competitive
consecutive reaction consists of three reaction steps activated by the addition of
dioxygen to the reaction mixture. In the first step two copper(I) species (A) activate
the molecular oxygen to give theμ-η2:η2-peroxo complex (C). Secondly, complex C

Table 1 Used Chemicals

Name CAS-Number Purity (%) Vendor

Tetrahydrofuran 109-99-9 ≥99.9 Merck

4-methoxyphenol 150-76-5 99 Sigma Aldrich

N,N′-di-tert-butylethylenediamine 4062-60-6 98 Sigma Aldrich

Triethylamine 121-44-8 ≥99 Sigma Aldrich
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Fig. 5 Competitive consecutive reaction of [Cu(DBED)]OTf with dioxygen resulting to a quinone
and a coupling product

oxidizes the substrate 4-methoxyphenol (S) supported by the auxiliary base trimethy-
lamine in a competitive consecutive step to a quinone (4-methoxycyclohexa-3,5-
diene-1,2-dione) (P1). Most ortho-quinones are highly reactive and undergo further
coupling reactions [9, 10]. As a result, product (P1) reacts in a third reaction step with
dioxygen to the coupling product (2,6-bis(4-methoxyphenoxy)cyclohexa-2,5-diene-
1,4-dione) (P2) (see Fig. 5). Formore information about the [Cu(DBED)]OTf-system
see Chapter “Control of the Formation and Reaction of Copper-Oxygen Adduct
Complexes in Multiphase Streams”.

4.1 Oxygen-Free Handling of the Reaction System
on the Technical Scale

The handling of the reaction system described above and specific safety information
are summarized in the following section. The copper DBED system uses tetrahy-
drofuran as a solvent. Tetrahydrofuran forms highly reactive hydroperoxides in a
radical reaction with molecular oxygen catalyzed by light. At higher concentrations
peroxides are explosive [11, 12]. Thus, only peroxide-free tetrahydrofuran should be
used. To avoid contact with dioxygen, the solvent needs to be stored under an inert
gas atmosphere. For long-term storage, dark brown glass containers or stainless-
steel barrels minimizing the contact with light are highly recommended. To reduce
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the solvent consumption, tetrahydrofuran can be recycled from the reaction mixture
afterwards. Tetrahydrofuran is distilled from the crude reaction mixture under inert
gas conditions, preventing an oxidation to the peroxide. Traces of water are removed
by adding molecular sieve to the distillation solution. To further increase the safety
level, the reducing agent iron(II) chloride (1 g per 5 L of solvent) can be added to
the reaction mixture as well. The iron salt does not affect the distillation process and
remains in the crude solution.

To minimize the chemical costs, the oxygen-sensitive salt, tetrakis(acetonitrile)
copper(I) triflate can be synthesized cost-effectively with high purity in a one-step
synthesis [13].

The mixing of the reactants must be performed under inert gas conditions due to
the oxygen-sensitivity of copper(I) triflate. In addition, the catalytically active peroxo
species is water-sensitive and needs handling under inert gas conditions as well. The
following method can be easily implemented in an already existing experimental
setup. For an oxygen-free setup a moderate number of additional laboratory equip-
ment is required: A pressure- and vacuum-resistant glass round flask with a glass
stopcock (Schlenk flask), matching chemically resistant silicone rubbers and glass
stoppers, PTFE tube, stainless steel canula and a diaphragm or rotary vane pump (p
< 1 mbar).

At first the solid chemicals copper(I) triflate and 4-methoxyphenol (green, Fig. 6a)
are weighted and added to the flask, which is floodedwith inert gas (Fig. 6a). Directly
after the addition of the copper salt the flask is closed with the glass stopper and
evacuated for five minutes. Fast and clean working are of high importance because
copper(I) triflate is oxidized to copper(II) triflate within several seconds in the pres-
ence of oxygen. Handling errors can be identified visually as the salt turns from
colorless to blue during the oxidation process. After flushing the flask with inert gas
(nitrogen or argon), the glass stopper is replaced by a silicone rubber stopper under an
inert gas counterflow. With a PTFE tube fixed to the silicone rubber stopper, tetrahy-
drofuran (blue, Fig. 6b) could be pumped into the flask under inert gas atmosphere.
To avoid overpressure and to control the flow of solvent, a stainless steel canula is
used (Fig. 6b). When the required amount of solvent is transferred, removing the
canula stops the solvent flow and enables the flushing of the PTFE tube with inert

high 
vacuum
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inert 
gasinert 

gas

B

reaction
mixture

C

inert 
gas

Fig. 6 Handling of oxygen-sensitive chemicals with simple techniques
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gas. The auxiliary base triethylamine is added with a syringe. The flask is shaken
until all chemicals are dissolved and a clear, purple solution occurs. The reaction
mixture (pink, Fig. 6c) is transferred into the experimental setup by connecting the
PTFE tube inserted into the reaction mixture with the bottom entrance of the bubble
column. The flow velocity is controlled by a stainless-steel canula in the rubber
stopper (Fig. 6c). The addition of the reaction solution at the bottom of the column
prevents the contact to a gas phase at the top of the column which could still contain
small amounts of oxygen.

4.2 Experimental Analysis of Concentrations by Means
of ATR-FTIR and UV/VIS

Both products P1 (4-methoxycyclohexa-3,5-diene-1,2-dione) and P2 (2,6-bis(4-
methoxyphenoxy)cyclohexa-2,5-diene-1,4-dione) can be detected and distinguished
from other components in the spectra of the ATR-FTIR as well as the UV/VIS spec-
trometer, as can be seen in Fig. 7. Neither the solvent THF (black line in Fig. 7
left) nor the reaction mixture at the beginning of the reaction before oxygen was
added (green line in Fig. 7 left and right) interfere with the characteristic peaks of
the products P1 and P2. In the IR-Spectrum (Fig. 7 left) the product P1 builds up
a peak at 1400 cm−1 while P2 produces peaks at 1500 cm−1 and 1200 cm−1. For
the experimental runs (purple curve after t = 40 min of oxygen-dosage in Fig. 7
left) a shift in the peaks of P2 of about 10 cm−1 occurs compared to the calibration
measurements (red line in Fig. 7 left).

In the UV-spectrum P1 produces a maximum at λ = 420 nm while P2 has its
maximum at λ = 505 nm.
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Since product P1 is not stable enough for isolation, calibration is only possible
for P2. Therefore, only the peak area (ATR-FTIR) or the extinction (UV/VIS) can
be given for P1.

4.3 Characterisation of the [Cu(DBED)]OTf System
by Means of Taylor Bubble Experiments

Before experiments in the technical bubble column are performed for the investi-
gation of the influence of fluid dynamics on yield and selectivity, the reaction rates
for the [Cu(DBED)]OTf system needs to be adjusted in the Taylor bubble setup
(see Chapter “Experimental Investigation of Reactive Bubbly Flows—Influence of
Boundary Layer Dynamics on Mass Transfer and Chemical Reactions”). Further-
more, the experiments aim to ensure the transferability of the results obtained by the
experiments with the MNIC-DNIC system to the Cu-O2 system used here.

In order to obtain visualized information about the concentration fields of the two
products P1 and P2 in the wake of a single Taylor bubble, the imaging UV/VIS setup
applicable for experiments conducted under oxygen free conditions and introduced in
Sect. 3 in Chapter “Experimental Investigation of Reactive Bubbly Flows—Influence
of Boundary Layer Dynamics on Mass Transfer and Chemical Reactions” is used.
The setup is shown in Fig. 8 and has been adjusted in such way that the characteristic
absorption peaks of the twoproducts, shown inFig. 7 inChapter “ChemicalReactions
in Bubbly Flows”, are matched by the LED backlight illumination. In the observed
case those characteristic wavelengths are λ1 = 420 nm for product P1 and λ2 =
505 nm for product P2.

As the experiments in the bubble column arewithin a timescale of severalminutes,
the experimental conditions applied in the Taylor bubble flow have been adjusted to
take place within seconds. Therefore, the concentration of the gaseous phase oxygen
is increased by using pure oxygen bubbles and the concentration of copper complex
in the reaction solution is risen up to cCu = 3 mM. The experiments are conducted in
two different capillaries with hydraulic diameters of Dh = 4 mm and Dh = 4.5 mm.

The analysis of the obtained greyscale images is similar to the method introduced
and explained in Sect. 3.2 inChapter “Experimental Investigation of ReactiveBubbly
Flows—Influence of Boundary Layer Dynamics on Mass Transfer and Chemical
Reactions”. In order to convert the obtained grayscale images into concentration
fields, the working principle of an UV/VIS spectrometer is used, which is utilizing
Beer-Lambert law

Eλ = log

(
I0
I

)
= ελdc. (3)

Eλ represents the extinction, I0 corresponds to the incident light intensity, I to the light
intensity behind the sample, Eλ is the wavelength-dependent extinction coefficient,
d is the layer thickness of the liquid and c is the concentration.
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Fig. 8 Taylor bubble setup
for experiments under
oxygen free conditions

The layer thickness is assumed to be constant and is set equal to the respective
capillary diameter of Dh = 4 and 4.5 mm. The initial light intensity I0 is determined
for bothwavelengths individually prior each recording. For this purpose, the capillary
filled with the reaction solution is recorded without a bubble and an average value
is determined from 10 grayscale images. As the extinction coefficients of the two
products are not known so far but should be with the same order of magnitude
based on the UV/VIS spectra shown in Fig. 7 in Chapter “Chemical Reactions in
Bubbly Flows”, it is assumed that the measured light absorption at the different
wavelengths result solely from the corresponding product P1 or P2. Based on the
made assumptions and the fact that the extinction coefficients are not known, the
Lambert-Beer equation is therefore rearranged yielding

log

(
I0
I

)
d−1 = ελc. (4)

The images are then analyzed pixelwisewithin the region of interest. The resulting
concentration fields are shown in Fig. 9, displaying the distribution of the two prod-
ucts P1 and P2 in the wake of the bubble. As the necessary information about the
extinction coefficient is missing, only qualitative statements about the concentration
fields in the wake of the bubble can be made.

Nevertheless, the results of the measurements in the two different capillaries
show that the changing fluid dynamic conditions do again impact the formation of
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Fig. 9 Concentration distribution of the product P1 and P2 in the wake of a pure oxygen bubble
within a Dh = 4 mm wide capillary (a) and Dh = 4.5 mm wide capillary (b)

the product P1 and its by-product P2. With an increasing degree of mixing in the
wake of the bubble, the product formation is shifted towards the product P1.

This result is in good agreement with the results obtained with the MNIC-DNIC
system, emphasizing the impact of the bubble size and the resulting mixing behavior
on the selectivity of a fast competitive consecutive gas liquid reaction (compareChap-
ters “Experimental Investigation of Reactive Bubbly Flows—Influence of Boundary
Layer Dynamics on Mass Transfer and Chemical Reactions” and “Visualization and
Quantitative Analysis of Consecutive Reactions in Taylor Bubble Flows”).

5 Experiments with Chemical Reactions in Bubbly Flows
in Technical Apparatuses

5.1 Experimental Conditions and Procedure

To transfer the results from the Taylor bubble to a technical apparatus, the inside of
the glass cylinder (see Fig. 3, F) is filled with V = 1.5 L of dried tetrahydrofuran
which corresponds to a filling height ofH = 655 mm and a maximal rising height of
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H = 585 mm. The experiments are performed at ambient pressure and temperatures
of T = 25 °C. The tetrahydrofuran is of HPLC-grade with a purity of at least 99.9%.
To create an oxygen-free atmosphere, the column is flushed with nitrogen for at least
t = 20 min before filling. During the preparation of the reaction mixture as described
above the column is continuously aerated with nitrogen. After the introduction of the
liquid reactionmixture at the bottom of the column the reaction is started by changing
the aeration gas from nitrogen to the oxygen/nitrogen mixture. The reaction gas is
dispersed into the bubble with nozzle sizes varying from dN = 0.1 mm to 0.4 mm
and a flow rate of V̇ = 50 mLn min−1. Within the resulting reaction mixture, the
ratio of copper(I) triflate to 4-methoxyphenol is chosen to 25 mol equivalents or the
ratio of catalyst to 4-methoxyphenol to 50 mol equivalents, respectively.

Two sets of experiments have been performed. For the first set the ATR-FTIR
probe has been used for the online concentration analysis. The copper(I) triflate
was set to a concentration of 5 mM resulting in a 125 mM concentration of the
4-methoxyphenol. As reaction gas a mixture of 8% oxygen with 92% nitrogen was
used. For the second set the liquid concentrations have been detected by a UV/VIS
probe. The copper(I) triflate was set to a concentration of 0.3 mM resulting in a
7.5 mM concentration of the 4-methoxyphenol. As reaction gas, a mixture of 20%
oxygen with 80% nitrogen was used. All used gases had a purity of 99.9999% (grade
5.0).

In earlier experiments a good axial mixing within the column was found (see
Sect. 4.3 in Chapter “Determination of Intrinsic Gas-Liquid Reaction Kinetics in
HomogeneousLiquidPhase and the Impact of theBubbleWakeonEffectiveReaction
Rates”). This is why the concentration measurement has always been performed at
the second viewing window, corresponding to a reactor height of H = 282 mm and
a rising distance to the sparger of H = 210 mm.

In order to have bubbles of different sizes experiment with three different nozzle
sizes (dnozzle = 0.1 mm, 0.2 mm and 0.4 mm) in the gas sparger are performed.

5.2 Experimental Results

Figure 10 shows the bubble size distributions for the different nozzle sizes (from
left to right) at different heights of the reactor. It is shown that for the three nozzles
average bubble sizes of dB = 1.75 mm (0.1 mm-nozzle), 2.75 mm (0.2 mm nozzle)
and 3.8 mm (0.4 mm nozzle) are achieved and that there is no significant change in
the bubble sizes over the height due to coalescence or break-up.

The liquid is mixed by the rising bubbles and therefor the reactor
behaves like a semibatch-reactor with constant gas-inflow. The concen-
trations of P1 (4-methoxycyclohexa-3,5-diene-1,2-dione) and P2 (2,6-bis(4-
methoxyphenoxy)cyclohexa-2,5-diene-1,4-dione) are measured with an ATR-FTIR
probewhich is inserted in themiddle window. Since calibration of the evolving peaks
in the ATR-spectra is possible only for P2 (P1 cannot be synthesized in a stable form)
the results are shown as peak areas over time (Fig. 11). Since one cannot conclude
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Fig. 10 Bubble sizes on different heights of the bubble column

Fig. 11 Left and middle: Evolution of the normalized peak area of products P1 and P2 from the
start of the oxygen supply. Dot-dashed-line: dnozzle = 0.1 mm; Dashed line: dnozzle = 0.2 mm; Solid
line: dnozzle = 0.4 mm. Right: Ratio of P1 to P2 after t = 35 min

from the peak area to the concentrations of P1 and P2 the areas are normalized with
the maximum of the areas for a 1 mm-nozzle. Figure 11, left and middle shows the
peak areas of P1 and P2 over time for all three nozzle sizes. It is obvious that for a
mean bubble size of dB = 3.81 mm, more products are formed. This is unexpected,
since the bigger bubbles provide less surface area for oxygen transfer and less gas
holdup due to higher bubble velocities than smaller bubbles.
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An explanation can be that the bubble wake of the bigger bubbles provides loca-
tions behind the bubbles with higher oxygen concentrations as shown in previous
chapters experimentally and numerically (compare e.g. Chapters “Mass Transfer
around Gas Bubbles in Reacting Liquids”, Experimental Investigation of Reac-
tive Bubbly Flows—Influence of Boundary Layer Dynamics on Mass Transfer and
Chemical Reactions, Modeling and Simulation of Convection-Dominated Species
Transport in the Vicinity of Rising Bubbles, Development and Application of Direct
Numerical Simulations for Reactive Transport Processes at Single Bubbles, Multi-s-
cale Investigations of Reactive Bubbly Flows, Visualization and Quantitative Anal-
ysis of Consecutive Reactions in Taylor Bubble Flows) and therefore with higher
production rates of P1 and in succession of P2.

Plotting the ratio of the normalized peak areas of P1 to P2 (Fig. 11 right) shows
that the bubble regime with bigger bubbles leads to an increased relative production
of P1. This shows that the selectivity of a competitive consecutive reaction can
be influenced by the utilization of a certain bubble wake structure. Additionally it
means that with reaction systems which have reaction rates of the magnitude of
the [Cu(DBED)]OTf-system, we cannot only investigate the influence of the bubble
size on overall conversions in gas-liquid-systems but also the influence of the wake
structure on the selectivity of consecutive reactions under nearly industrial conditions
in bubblyflows.Consequently, in a next step the design of a gas sparger can be tailored
according to the kinetic demands of the chemical reaction.

6 Numerical Simulation of Reactive Bubbly Flows
in Technical Apparatuses

As already discussed in the previous chapters, the study of the coupled mass transfer,
chemical reaction and fluid dynamics is relevant in the design and scale-up of trans-
formation processes for different products in chemical industry. However, many
previous numerical studies are based on aqueous solution systems, for which one
obtains a great vision of the dynamics involved, but its use in real technical systems
may be rather limited. On the other hand, the study of organic systems can expand
the vision on the dynamic behavior of the participating species and its chemical
transformation from one component to another. In the following section we present a
preliminary numerical study applying the Euler/Lagrange approach (see alsoChapter
“Modelling the Influence of Bubble Dynamics onMotion, Mass Transfer and Chem-
ical Reaction in LES-Euler/Lagrange Computations” and Taborda et al. [14]) for a
reactive organic liquid system using tetrahydrofuran as a solvent in an experimental
bubble column. The reaction model system used is presented in Eqs. 5–7:

O2(g) � O2(dissolved) (5)

S + O2 → P1 + (. . .) (6)
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P1 + 2S + O2 → P2 + (. . .) (7)

In which O2, S, P1 and P2 stands for molecular oxygen, substrate 4-
methoxyphenol, first product P1 (4-methoxycyclohexa-3,5-diene-1,2-dione) and
second product P2 (2,6-bis(4-methoxyphenoxy)cyclohexa-2,5-diene-1,4-dione),
respectively. The parentheses denote the eventual production of water as by-product
which is captured by the auxiliary base triethylamine within the DBED system. As
a first rough estimation the value of the reaction rate used for the first reaction (6) is
k1 = 420 m3/(kmol s) and for the second reaction (7) is k2 = k1/500 m3/(kmol s).

6.1 Case Description and Simulation Setup

Simulations have been performed in close collaboration of the Nieken and Sommer-
feld group. The experimental setup is based on a circular bubble column reactor
with a height of H = 963 mm, a diameter of D = 54 mm, filled up to a height of
H = 680 mm with a stagnant solution of tetrahydrofuran having different initial
DBED concentrations. Bubbles consisting of a gas mixture of 8% of O2 and 92%
of N2 by volume, were generated by a single-needle gas distribution system located
at h = 65 mm from the bottom of the reactor. The gas flow rate through the nozzle
was adjusted to V̇ = 50 mlmin-1 and the initial bubble size was specified with a
number-based mean value of approximately dB = 3.88 mm. The liquid temperature
was controlled to a constant value of T = 20 °C. In the experiments, the bubble size
was measured using an imaging technique. The concentration of P2 was measured
at h = 442 mm from the bottom of the column during a period of approximately t =
80min. The computational domain with a height ofH = 680mm and a diameter ofD
= 54 mm, which correspond to a solvent volume of V = 1.5 L, was discretized using
37,400 control volumes, in the cross-section designed as an O-grid with refinement
towards the wall as shown in Fig. 12. Along the hight of the column 110 grid cells
were used with constant height.

6.2 Results of the Numerical Simulation

Spatial and temporal color fields for P1 and P2 concentrations obtained from the
simulations, for visualizing the reaction evolution in a vertical middle plane through
the column, are shown in the Fig. 13. At t = 500 s after the simulation start, the
concentration fields of P1 and P2 appear still very homogeneous. As themass transfer
proceeds, the oxygen transferred from the bubbles into the liquid reacts with the
substrate S, producing P1. Afterwards, due to the reaction (7) production of P2 also
occurs. Some traces of high local P2 at t=1000 s and t=1500 s are visible in the same
plane which are originating from individual bubbles. Certainly, the concentration of
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Fig. 12 Numerical grid for the considered bubble column with a height of H = 680 mm and a
diameter of D = 54 mm, discretized by 37,400 control volumes in total, a three-dimensional view
of the grid system including coordinate system, b cross-sectional grid

P1 and P2 increases during the reaction progress. However, the rate at which P1 is
increasing between t = 500 s and 1000 s is different between t = 1000 s and 1500 s,
in which some small local traces with high concentration of P1 value can be seen.
A similar behavior is shown for the P2 concentration field. The rate at which P2
is increasing is different between t = 500 s and t = 1000 s, compared with t =
1000 s to 1500 s, in which the concentration is 2.5 times higher compared with t =
500 s. However some variations exist in the upper part due to the transport processes
involved.

The mean vertical liquid and bubble velocity profiles for the same simulation case
at a vertical cross-section of z = 340 mm (i.e. in the lower half of the column) are
shown in Fig. 14. Also, the liquid and bubble velocity fieldwas obtained as an average
over the entire simulation period of t = 1500 s to get a statistically converged profile,
although the process is certainly fully transient. As a result, both computational
profiles become almost symmetric due to the averaging process. At this height the
bubbles have already dispersed over the core region of the column (see solid line
in Fig. 15) with a maximum velocity value of about v = 0.27 ms-1 in the center of
the reactor. Naturally the bubbles transfer upward momentum to the liquid phase
resulting in an upward liquid velocity (see dashed line) with a maximum of about
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Fig. 13 Images of
concentrations of P1 and P2
in the vertical mid-plane of
the column for different
simulations times

t=500 s t=1000 s t=1500 s
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Fig. 14 Mean vertical liquid and bubble velocity profiles, the computations averaging is done over
the entire simulation period of t = 1500 s; cross-sectional profiles at a height of t = 340 mm

WG Herres-Pawlis
Cu-DBED System

WG Sommerfeld
Euler-Lagrange simulations

WG Nieken
bubble column 

experiments

A - A

WG Kraume
bubble size analysis

Taylor-bubble 
experiments

Fig. 15 Collaboration between the working groups

v= 0.018ms-1. This of course induces a liquid circulation and large scale backmixing
in the column with negative liquid velocities in the vicinity of the wall. Thereby, the
transport of species from the upper part to the bottom part of the reactor is realized.
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7 Collaboration BetweenWorking Groups and Conclusions

In order to realize the described experiments, working groups from all over Germany
collaborated very closely (see Fig. 15).

The synthesis of the copper salt and the development of the consecutive compet-
itive reaction system was done at the working group of Sonja Herres-Pawlis at the
RWTH Aachen. The system was used to show the influence of fluid dynamics on
selectivity in a Taylor bubble setup in the group of Michael Schlüter at Hamburg
University of Technology. Additionally, the system was used for the bubble column
experiments at the working group of Ulrich Nieken at the University of Stuttgart.
The evaluation of the images and determination of the bubble size distribution was
performed by the working group of Matthias Kraume at the Technical University
Berlin. Combining all the measurements and results the working group of Martin
Sommerfeld at the Otto-von-Guericke-Universität Magdeburg was able to perform
large scale Euler-Lagrange simulations. The developed consecutive competitive
chemical system is able to show the dependence of selectivities and conversions
from the bubble sizes and the flow regime in gas-liquid systems. This dependencewas
shown in Taylor bubble experiments and consecutively the system had to prove that
the dependence can also be seen in industrial processes. Therefore the experimental
setup at the University of Stuttgart was used, which is able to provide oxygen-free
conditions, solvent resistance and the possibility to measure bubble sizes over the
rising height of the bubbles. These experiments showed that bigger bubbles lead to
higher conversions, which is counterintuitive (since bigger bubbles have less surface
for mass transfer) and can only be explained by the different flow regimes provided
by different bubble sizes, e.g. the different wakes behind the bubbles, which could
also be seen in Taylor bubble and Taylor flow experiments. For the experiments in
the bubble column even a dependence of the selectivities could be seen which has to
be confirmed by further experiments.

Concluding it can be remarked that with the collaboration between workgroups
from chemistry and engineering a dependence of the performance of chemical reac-
tions from the flow regime around bubbles and in bubbly flows could be proven.With
this kind of collaborations it is possible to improve the understanding of chemical
processes in gas-liquid-systems by combining experiments on the bubble scale (e.g.
Taylor bubbles), experiments under technical conditions and simulation models.
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Further Demand in Fundamental
Research

Michael Schlüter

Abstract After six years of research, new methods are available to get deeper
insights into the interplay between chemical reactions and fluid dynamics. It has been
shown that adjusting the local fluid dynamics in bubble wakes can offer promising
opportunities for optimizing the yield and selectivity of competitive-consecutive
reactions. Nevertheless, it became clear that more fundamental research is necessary
in future. More sophisticated experimental and numerical methods with high spatial
and temporal resolution are necessary, to discover the influences of fluid dynamics
on yield and selectivity and bridge the scales to chemical engineering. However,
the results from this priority program impressively demonstrate the great potential
of close collaboration between process engineers and chemists. The new methods
developed in this collaborative program may pave the way for a more sustainable
chemical production in future.

This book reveals that an optimisation of chemical reactions in gas-liquid flows
concerning yield and selectivity is possible by adjusting the fluid dynamics. On the
other hand, however, it also makes clear that an enormous effort is required and
progress can only be achieved if scientists from different disciplines work closely
together. In particular, a bridge between chemistry and process engineering is needed
to pave the way from the synthesis of certain molecules for analysis purposes to the
production of sustainable bulk chemicals for our population.

How can the kinetics of a reaction network be adapted to the fluid dynamical time
scales in technical apparatuses?Howcan thefluid dynamical time scales in a technical
apparatus be adapted to the demand of a chemical reaction yield and selectivity?What
are the critical reaction steps (gross kinetics) that have to be controlled and how is
this possible by tailoring the mixing and residence time distribution under industrial
conditions?
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We have seen, that new methods are now available to get deep insights into the
interplay between chemical reactions and fluid dynamics but on the other hand it
becomes clear that these insights are only possible through tiny windows under ideal
and very specific conditions.

To widen these insights to cover more industrially relevant processes and to make
this new knowledge and the recent methods applicable to the daily production, more
sophisticated experimental methods are required for analytics (e.g. spectroscopy
methods with higher temporal and spatial resolution as well as applicability to more
substances, e.g. via multidimensional spectroscopy as combination of UV/VIS-
spectroscopy with IR und fluorescence-spectroscopy) and numerical simulations
(e.g. more powerful computations and machine learning algorithms to resolve large
amounts of bubbles and its wake structures). This requires a second bridge between
experiments and numerical simulations, since several processes are not accessible
with experimental methods and many natural processes are not yet understood and
computable with existing models.

For example, coalescence and break-up of bubbles is still not fully understood and
has not been addressed in this book as well as dense bubbly flows and contamination
effects, e.g. due to surfactants. Furthermore, non-Newtonian fluids are not covered
as well as three phase flows.

From this point of view, substantially more fundamental research is necessary in
the future and the research in the Priority Programme 1740 “Reactive Bubbly Flows”
gives a strong impetus for intense and persistent further efforts in this field.

However, it has been shown that better control of yield and selectivity by adjusting
fluid dynamics in gas-liquid reactions is a powerful lever for process optimization and
can pave the way for a more sustainable chemical production in future.
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